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Preface

The first International Conference on “Engineering Vibration, Communication and
Information Processing” (ICoEVCI 2018) was organized at Manipal University
Jaipur, Rajasthan, India, during March 9–10, 2018. The papers included in this
book were presented at ICoEVCI 2018.

The purpose of holding such conferences is to bring together, on a common
platform, professors, scientists, engineers, medical practitioners, researchers, and
students in the field of vibrational research, communication, and information pro-
cessing, making the conference a perfect platform to share experience, foster col-
laborations across industry and academia, and evaluate emerging technologies
across the globe. Vibrations, oscillations, and rhythms have enriched science,
engineering, and medicine, being a very fundamental part of it. Vibration tends to
have plenty of advantages and a lot more disadvantages, stirring up researchers
worldwide to put a lot of effort to use its advantages and curtail its disadvantages.

This book discusses the revolution of cycles and rhythms that is expected to take
place in different branches of science and engineering in the twenty-first century,
with a focus on communication and information processing. It presents high-quality
papers in vibration sciences, rhythms and oscillations, neurosciences, mathematical
sciences, and communication. It includes major topics in engineering and structural
mechanics, computer sciences, biophysics and biomathematics, as well as other
related fields. Offering valuable insights, it also inspires researchers to work in these
fields.

We are thankful to the authors of the research papers for their valuable contri-
bution to the conference and for bringing forth significant research and literature
across the field of vibration, communication, and information processing. The
editors also express their sincere gratitude to ICoEVCI 2018 patron, plenary
speakers, keynote speakers, reviewers, program committee members, international
advisory committee, local organizing committee, sponsors, and student volunteers,
without whose support the quality of the conference could not be maintained.

We would like to express our sincere gratitude to Dr. J. E. Lugo, University of
Montreal; Dr. A. Alphones, NTU, Singapore; Dr. Subrata Ghosh, CSIR-NEIST,
Jorhat; Dr. Phool Singh, NorthCap University; Haryana; Dr. Gaurav Saxena,
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Government Women Engineering College, Ajmer; Dr. Deepak Yaduvanshi,
Manipal Hospital, Jaipur; Prof. P. K. Singhal, MITS, Gwalior; Mr. Aninda Bose,
Springer; and Prof. N. N. Sharma, Manipal University Jaipur, for delivering key-
notes. We are also thankful to Ms. Hitu Sharma of Mathworks Pvt. Ltd, for con-
ducting an industry session. We accord our indebtedness to Dr. Anirban
Bandyopadhyay, NIMS, Japan, for his enriching plenary session.

We express our special thanks to Chief Guest, Dr. Ashoke Gupta, J. K. Lone
Hospital, Jaipur, and Guest of Honor, Prof. S.L. Kothari, Amity University
Rajasthan, for their gracious presence during the conference and delivering invited
talks taking out time from their very busy schedule.

Finally, we would like to express our sincere gratitude to Springer and its team
for the valuable support in the publication of the proceedings.

Jaipur, India Kanad Ray
Jaipur, India S. N. Sharan
Jaipur, India Sanyog Rawat
Jaipur, India S. K. Jain
Jaipur, India Sumit Srivastava
Tsukuba, Japan Anirban Bandyopadhyay
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Temporomandibular Joint Syndrome
Prediction Using Neural Network

Navodit Sharma, Ishfaq Gaffar Dar, Jayesh Kumar, Azzan Khan
and Anita Thakur

Abstract The temporomandibular joints (TMJs) consist of complex formation of
bones, muscles and tendons. Pain in jaw area is a result of disorders and injury of
these structures. This TMJ disorder causes tinnitus headaches, vertigo, migraines and
several TMJ arthritides. Prediction of TMJ syndrome is complex because this joint
is different from the load joint of knee or hip. For diagnosis and prediction of TMJ
syndrome, artificial intelligent techniques are indeed worth exploring. In this paper,
the proposed model is based on neural network theory which will be helpful to sense
whether a patient is suffering from TMJ disorder or not. This model automatically
predicts the TMJ on the basis of risk factors and symptoms given by the patients.

Keywords Temporomandibular joints · Training algorithm backpropagation
Neural network

1 Introduction

Today, around 30–40% of adults have oral problems and the second most common
cause of oral problems is TMJ disorder [1, 2]. TMJ disorder is a condition that causes
pain and dysfunction of jaw joint and the muscles which help in jaw movement. The
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temporomandibular joint connects the lower jaw, also known as the mandible to
the bone situated at the side of head called the temporal bone. Because the joint is
flexible in nature, the jaw has the freedom to move freely up and down and from
side to side, which allows us to perform various functions like talk, chew and yawn.
Muscles which are attached to and around the joint control the position as well as
movement of joint. When we are opening our mouth, the round end of the lower
jaw, known as condyles, slide along the socket of the joint of temporal bone [3]. The
condyles return to their initial position as the mouth is closed. To ensure that this
motion remains smooth, a soft disc is present between condyles and the temporal
bone. The function of this disc is to absorb shocks generated from chewing and other
movements. The temporomandibular joint is slightly different from other joints in
the body. This joint is not only a hinge but also provides sliding motions which make
this joint very complicated. Also, this joint is made up of tissues unlike any other
load bearing joint tissues in the body. Due to the complex motion and unique build,
the muscles and jaw joint pose an enormous challenge to both healthcare provider
and patient when any problem occurs.

Disorders related to the jaw joint and chewing muscles and how people respond to
them vary widely. Researchers are generally in agreement that the condition mainly
falls into three categories [4, 5]:

1. Myofascial pain involving distress or ache in the muscles which operates the jaw.
2. Internal derangement or improper fitting of the jaw which includes dislocated

jaw, injury to the condyle or displaced disc.
3. Arthritis concerns the group of inflammatory/degenerative joint disorders which

affects the temporomandibular joint.

A person can have any one or more of the above conditions at the same time. It is
possible that someone has different health issues which coexist with TMJ disorders,
such as sleep disturbance, chronic fatigue syndrome or fibromyalgia, a painful sit-
uation which has effects on muscles and some other soft tissues in the entire body.
Rheumatic diseases like osteoarthritis or rheumatoid arthritis can also have an effect
on the temporomandibular joint. Rheumatic diseases concerns with a group of dis-
orders that result in ache, stiffness in the joints and inflammation in muscles and
bone [6]. TMJ disorder has resembling symptoms. How disorders of muscles and
jaw joint progress over time is not clear and varies from patient to patient. It has been
observed that symptoms have eased and worsened with time, but the reason behind
these changes cannot be predicted. Most patients have a comparatively mild form of
disorder where significant improvement in symptoms is seen with time but there are
cases where the pain is consistent and unbearable.

Artificial Neural Network (ANN) has become very popular recently in medical
research and studies [7, 8]. Several studies have been proposed based onANNmodels
for prediction of different diseases like hypertension, cardiac arrhythmias and tuber-
culosis. It is more popular because it predicts the solution with fuzzy and incomplete
data set. Neural network provides a flexible model for the prediction-based appli-
cation. It does not require prior hypothesis for input and output data set, also not
impose any functional form in data set. Neural network theory has much strength to



Temporomandibular Joint Syndrome Prediction … 3

handle the big data set and missing data relation between input and output data set. It
has hidden property to handle the fuzziness in data set. That why it is used in many
fields like biology, avionics, communication, medical and so many [9, 10].

This paper proposes a solution for TMJ syndromes prediction using neural net-
work model which can be prediction based on risk factor and symptoms of TMJ. We
have collected more than 2300 patient’s data of TMJ syndrome. Following organi-
zation method is used in this paper. TMJ prediction method is described in Sect. 2.
Model simulation and results are in Sect. 3. Section 4 shows the conclusion of the
TMJ syndrome prediction.

2 TMJ Prediction Method

2.1 TMJ Disorder Risk and Symptoms

As we know, the jaw is working as a joint which regulates our actions like yawn, eat,
talk, etc. Jaw joint known as temporomandibular joint is connected to skull, teeth
and spine with various parts of the body. They are very delicate in nature. This joint
controls the various musculoskeletal systems; in case of any type of misalignment
or imbalance, it can lead to other bodily problems. Like in plethora occurred due to
TMJ disorder which is due to incorrect bite habits. For many people, it starts with
bad bite; for others, it starts with clicking or popping sound in movement, although
only clicking sound is not sufficient factor to call the condition TMJ disorder and
warrant treatment.

The different risk factors and symptoms that are associated with TMJ are locking
of jaw or limited movement, painful clicking or grating sound, change in fitting
of upper and lower teeth, radiating pain in face, jaw or neck, aching pain in and
around ear, jaw muscle stiffness, etc. [11]. There are some other factors which have
a significant effect on TMJ, such as diabetes, deficiency of vitamin D, parathyroid
and genetic.

2.2 TMJ Prediction Using Neural Network Model

Neural network is a robust method to predict the solution of problem with fuzzy data
or missing data [12]. According to neural network theory, every system is defined in
layer model. In this paper, TMJ neural network model consists of three layers which
have hidden layer in between input and output layers. As first input layer is consisting
of the information on risk factors and symptoms of TMJ syndromes, 2300 patient’s
information is obtained in terms of their symptoms of TMJ and other risks which
increase the TMJ syndromes. On the basis of input data correlation, output data is
formed in three levels decision. So, the input–output matrix of neural network model
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Table 1 Performance comparison matrix

Algorithm for training Epochs Correlation coefficient
(R)

Mean square error
(MSE)

BFGS Quasi-Newton 36 0.98899 0.0048621

Gradient descent
backpropagation

1000 0.98429 0.0060292

Resilient backpropagation 27 0.98888 0.0047029

Scaled conjugate gradient 33 0.90792 0.070927

Levenberg–Marquardt 17 0.98919 0.003533

Fig. 1 The TMJ prediction neural network model

is 2300×10 and 2300×3 for the proposed model. In between the input and output
layers, one hidden layer is in the model. For interaction of the layer, the activation
function is used. Pure line transfer function is used in hidden to output layers, and log
sigmoid function is used between hidden and input layers in the proposedTMJmodel.
To learn and train the supervised error, backpropagation (BP) algorithm is used in the
proposed neural model. For the rapid convergence of the system, different training
algorithms are implemented. Their comparison performance is shown in Table 1
(Fig. 1).

Input Layer
In neural network model, input layer is the layer which consists of the characteristics
data of application. In TMJ syndrome prediction, we used 10 data as input, which
include risk factors and symptoms. This symptoms and risk factor included in sample
data are prepared by medical experts and dentists [4, 5]. Following risk factors and
symptoms are used as input to the neural network model.
S1 Locking of Jaw or limited movement.
S2 Painful clicking, popping or grating sound.
S3 Change in fitting of upper and lower teeth.
S4 Radiating pain in face, jaw or neck.
S5 Aching pain in and around ear.
S6 Jaw muscle stiffness.
R7 Genetic.
R8 Diabetes.
R9 Parathyroid.
R10 Deficiency of vitamin D.
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Hidden Layer
In between the input and output hidden layers lies in neural network which extracts
the features of the input automatically to minimize the dimensionality. The number
of hidden layers in the model that was chosen according to the mean square error
is to be reduced. In the proposed model, one hidden layer is used which gives less
error in actual output to targeted output.

Output Layer
The last layer is the output layer of the network; it is designed according to the nature
of the problem which needs to be predicted. In the proposed TMJ prediction, three
stages are needed to predict. They are severe chances, mild chance and no chance of
TMJ disorders. Here if the output is 1, it is the case of severe TMJ disorder and the
patient needs immediate treatment. If the output is 0.5, then it is the case of moderate
disorder and patient should consult a doctor, and if the output is 0, it means no need
to concern the doctor.

3 Results and Discussion

The proposed model of TMJ disorder prediction is simulated in neural network
MATLAB tool. In which, nftool fitting tool is used to develop the neural network
architecture. Where first decide the input, output layer with changeable hidden layer,
then, the activation function has to be decided between the layer to get the desired
output. Then, network has to be trained with supervised training algorithm by chang-
ing the number of neuron in the hidden layer. The best performance of the network

Fig. 2 Performance curve of TMJ neural network model
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chooses according to minimum mean square error. The proposed work performance
comparison matrix is shown in Table 1, where the mean square error is found out
with respect to the number of correlation coefficients, iteration and with varying the
training algorithm.

In the proposed neural network model, 2300 patient’s data is used in training the
network. By performance curve shown in Fig. 2, we get to know that best training
performance was meet at epoch 17, and the mean square error is 0.003533 with 20
number of neuron in the hidden layer. We chose the minimum mean square error in
the network by changing the number of neuron in the hidden layer.

In neural network model, the output is also known according to input data. So
best fitting between the actual data and targeted data can be find out with the help of
correlation coefficient. If percentage of correlation coefficient is high, it means less
error in model which implies targeted data is near to actual data. Figure 3 shows the
correlation coefficient in terms of regression curve, which is 98.9% for the proposed
model of TMJ disorder prediction.

Fig. 3 Regression curve of TMJ prediction model
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4 Conclusion

Nowadays, early prediction of chronic disease helps in treatment of patients. In that
new era of soft computing techniques helped to the medical practicing and for com-
mon people. It is also saved the time, cost and overall valuable life of human being.
In the proposed TMJ neural network model which work on the basis of risk factor
and symptoms, the neural TMJ network is trained with various training algorithms,
and best results are listed in the paper. The correlation coefficient of output data and
target data is 98.9% of the proposed model. So the early prediction of TMJ disorder
using neural network technique is value added to the treatment of dentistry.
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Optimization of AlGaN QW
Heterostructure for UV Applications

Richa Dolia, M. Abu-Samak and P. A. Alvi

Abstract This paper reports the existence of ultraviolet (UV) optical gain in
AlN/AlGaN/AlN nanoscale heterostructure consisting of 50 nm quantumwell (QW)
of AlGaN material sandwiched between layers of AlN material. The designed het-
erostructure is of type-I and assumed to be grown on GaN substrate. The optical
gain of the heterostructure has been optimized utilizing k.p method. The simulation
result shows that the peak optical gain in the AlGaN QW heterostructure lies at
~2400 Å (UV region) of the order of ~760 cm, which proves the potentiality of the
AlN/AlGaN/AlN heterostructure as a source of UV radiations.

Keywords Optical gain · Type-I heterostructure · AlN · AlGaN

1 Introduction

Recently, nitride-based heterostructures have attracted a great attention of entire
scientific community due to its potential applications infield effect transistors (FETs),
laser diodes (LDs), light emitting diodes (LEDs), and tandem solar cells (TSC) [1–5].
In the present decade, Alvi et al. [6–9] have analyzed the AlGaN/GaN-, GaInN/InN-,
and AlInN/InN-based multilayer heterostructures and reported their band structures
and strain profiles. In order to realize these structures, both the growth quality of
epilayers and fabrication of heterojunctions (HJs) are required. Apart from this, the
ternarymaterialAlInNhas also beenmuch popular due to its potential characteristics,
such as greater index of refraction, and therefore, it proves its potentiality in the
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distributed Bragg reflectors (DBRs), high mobility electron transistors (HEMTs),
and ultraviolet optical confinement laser diodes [10–12].

So far reported heterostructures are suitable for visible and infrared regime, and
most of them are based on antimonide and arsenic materials such as InGaAlAs,
InGaAsP, InGaAs, AlGaAs, and GaAsSb [13–16]. But keeping in views the func-
tionality inUV region, the III-nitride-based nanoscale heterostructure is designed and
found that it is suitable heterostructure as a light source for theUVwavelength region.
Hence, interestingly the objective of this paper is to focus on the numerical simulation
and analysis of the energy band diagram along with the associated wave functions,
dispersion curve, and the gain spectrum of AlN/AlGaN/AlN nano–heterostructure.

2 Simulation Results and Discussion

Numerical simulations were performed by solving the 6×6 Luttinger–Kohn Hamil-
tonian along with effective mass approximation and description of the conduction
band, and valence sub-bands (i.e., light and heavy hole sub-bands) were made in
order to study the behavior of conduction band electrons and valence band holes
(light and heavy holes). By knowing their localization or probability density, the
type of designed heterostructure (i.e., type-I or type-II) can be confirmed. In the cal-
culations of gain spectra, the valence split-off sub-bands were not taken into account
because these were found to lie much deeper in the valence band. The necessary
parameters required during calculations were taken from literature [17]. In our cal-
culations, the expansion of wave functions associated with holes was made in terms
of basis functions of Luttinger–Kohn representation with J�3/2, where J is the total
angular momentum. Their projections were corresponding to light holes and heavy
holes for mJ �±1/2 and mJ �±3/2, respectively [18].

The resulting wave functions associated with the conduction and valence sub-
bands (light and heavy hole bands) of the designed heterostructure are shown in
Fig. 1. According to the calculations, this is strained heterostructure. It can be con-
firmed from Fig. 1, in which light holes are found to lie above the heavy holes. From
Fig. 1, it is also clear that the wave function associated with the electron of the first
energy state is high in the central part of the QW, and hence, it plays important role
in the optical transitions, while the electrons of second and third energy states do not
contribute in the transitions responsible for optical gain because the wave functions
associated with these electrons are almost negligible (i.e., flat wave functions). Also
focusing on valence sub-bands, the wave functions of heavy hole are high in mag-
nitude rather than light holes, and hence, the contribution of heavy holes is greater
than the light holes in the optical gain spectra of the designed heterostructure. The
plot of dispersion relation (E-K curve) for the heterostructure is shown in Fig. 2.
In Fig. 2, it can be predicted that the energy curves of conduction band electrons
are almost parabolic, while energy curves of valence sub-bands are non-parabolic.
Again, the location of heavy holes can be seen above the light holes which confirm
the existence of strain (tensile strain) in the heterostructure. Again from Fig. 2, it can



Optimization of AlGaN QW Heterostructure for UV Applications 11

be observed that for the strained AlGaN QW under investigation, the first valence
sub-band (i.e., first heavy hole-hh1 state) corresponds to the ground state while the
second valence sub-band (i.e., first light hole-lh1 state) corresponds to the just next
one on the energy scale (see Fig. 2). The optical gap is actually determined by the
optical transitions made between the lowermost electron state of the conduction
band (i.e., e1) and the uppermost hole state of the valence band (i.e., hh1). Hence,
the transitions between e1 state and hh1 state decide the regime of the optical gain
of the designed heterostructure. Refer Fig. 2, the interesting feature is that the split-
off holes (SOHs) are also the next one (i.e., valence sub-bands), but these holes do
not contribute in the optical transitions due to their low-lying locations. In the E-K
curve, this gap is of the order of ~5 eV, and hence, the radiations produced resulting
from the transitions between e1 and hh1 will lie within the UV wavelength region.
This is also proved from the gain spectra shown in Fig. 3a, b. The optical gain is the
basic characteristic of the quantum well heterostructures or lasing heterostructures
by virtue of which their application (in terms of wavelength regime) is decided in
optoelectronic devices. In fact, the gain occurs due to recombination of electrons and
holes, and its direct measurement gives the information on the stimulated recombi-
nation process. The optical gain characteristic is plotted in terms of photonic energy
in Fig. 3a and in terms of wavelength in Fig. 3b. In Fig. 3, it can be observed that the
optical gain spectrum has a single broadening peak which indicates that the major
contribution in optical transitions is from the e1 and hh1 and a little bit from e1
and lh1, while no contribution is given from e1 and SO holes. From Fig. 3, it is
clear that the peak optical gain is achieved of the order of ~700 cm at the energy
~5.165 eV and at wavelength ~2400 Å (wavelength of UV region). This shows that
the emitted radiations from the heterostructure can have possible energy of the order
of ~5.165 eV and corresponding wavelength ~2400 Å (UV wavelength). Here, it
is important to note that the optical gain calculated for this heterostructure can be
enhanced by increasing the concentration of 2D carrier injection. Thus, the designed
AlN/AlGaN/AlN nano–heterostructure can be suitable as a source of UV radiations.
For example, recently, GaN-based LEDs (that include multiple quantum wells) have
been designed, and their properties, such as localized carriers density, normalized
optical gain, power spectral density, and luminous power, have been simulated by
using 6×6 Kohn–Luttinger Hamiltonian. The designed LEDs have been reported to
show their spectral emission peaks inUV range [19]. The development of GaN-based
LEDs as a UV radiation source has replaced UV lamps. Moreover, the UV-LEDs
have been reported to show their increased power up to 12W (14 A) [20]. Apart from
this, UV-LEDs have shown significant advantages over the mercury lamps such as
high efficiency, low power consumption, robustness, and non-toxicity. Due to these
all factors, LEDs are more preferred rather than the other conventional sources.
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Fig. 1 Representations of
wave functions associated
with conduction and valence
band of AlN/AlGaN/AlN
nano–heterostructure

Fig. 2 Representation of
dispersive curve of
conduction band electron
and valence sub-bands of
AlN/AlGaN/AlN
nano–heterostructure

0 2 4 6 8 10
-0.2

-0.1

0.0

0.1

5

6

7

 E
 (e

V
)

k || (10 6cm -1 )

e1

e2

e3

E
fc

E
fv

hh1

lh1

so1



Optimization of AlGaN QW Heterostructure for UV Applications 13

5.140 5.145 5.150 5.155 5.160 5.165 5.170 5.175
0

100

200

300

400

500

600

700

800
To

ta
l O

pt
ic

al
 G

ai
n 

(/c
m

)

Photonic Energy (eV)

AlN/AlGaN/AlN Heterostructure

(a)

0.2394 0.2397 0.2400 0.2403 0.2406 0.2409 0.2412
0

200

400

600

800
AlN/AlGaN/AlN Heterostructure

To
ta

l O
pt

ic
al

 g
ai

n 
 (/

cm
)

Wavelength (micrometer)

(b)

Fig. 3 Gain spectra in terms of a energy and b wavelength of AlN/AlGaN/AlN nano–heterostruc-
ture

3 Conclusion

The optical gain of AlN/AlGaN/AlN nanoscale heterostructure has been opti-
mized with the help of 6×6 Kohn–Luttinger Hamiltonian. According to the results
achieved, it has been found that the peak optical gain has the order of ~700 cm at the
energy ~5.165 eV and at wavelength ~2400 Å. Thus, the designed AlN/AlGaN/AlN
nano–heterostructure can be suitable as a source of UV radiations.
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Experimental Performance Evaluation
of Cloud Servers in Ad Hoc Cloud
Network

Vijaya Lakshmi Singh and Dinesh Rai

Abstract Wireless networks are gaining popularity in today’s world and so are the
technologies related to them such as cloud network and ad hoc network. However,
not every user could adopt cloud for some reasons. In this paper, all these concepts
are discussed, and an emerging concept derived from these two technologies, termed
as ad hoc cloud, is implemented using multi-hop ad hoc network with cloud servers
using services such as FTP, HTTP, E-mail, Database, and Print. In this simulation
model, the two protocols of ad hoc network are used, namely, Ad hoc On-Demand
Distance Vector (AODV) and Dynamic Source Routing (DSR) in two scenarios,
respectively. The performance of the five cloud servers and the ad hoc cloud network
using these two protocols is observed and compared. OPNET Modeler 14.5 is used
for the simulation.

Keywords Ad hoc network · Ad hoc cloud · Cloud computing · AODV · DSR

1 Introduction

1.1 Ad Hoc Network

Wireless computer networks have inducedmuch interest from the public.Nongovern-
mental and governmental organizations, agencies, armed forces, universities, and
companies are now using this new technology. This wireless network can generally
be classified into two categories: fixed infrastructure wireless network and ad hoc
wireless network as shown in Fig. 1.
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Fig. 1 Categories of wireless network

Fig. 2 Ad hoc network [2]

Ad hoc network [1] is self-configuring wireless network that consists of nodes
which communicate with each other through wireless medium without any fixed
infrastructure. In this network, each node acts as a router and forwards data for the
other nodes. Hence, the network is ad hoc. Figure 2 shows the ad hoc network.

1.2 Cloud Computing

Anew computingmodel that originated from distributed computing, grid computing,
parallel computing, utility computing, virtualization technology, and other computer
technologies. Cloud computing [2] is the only architecture that allows users to access
data, application, or service without any add-on service infrastructure, hardware, or
software without any location specification. It has various characters such as virtual-
ization, large-scale computation and data storage, high reliability, high expansibility,
and low price service that are also their key advantages. Figure 3 explains NSIT
definition of cloud computing that represents Internet as cloud.
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Fig. 3 The term cloud computing seems to originate from computer network diagram that repre-
sents the Internet as a cloud [2]

1.3 Ad Hoc Cloud

Personal infrastructure users with a number of underutilized computers, from startup
companies to large-scale organizational infrastructures, can benefit by using the con-
cept of adhoc cloud.Adhoc clouds produce resources fromsuch existing infrequently
available, inclusive (i.e., primarily used for some other purpose), and unreliable
infrastructures.

In simple term, ad hoc cloud computing can be defined as running cloud services
on ad hoc network. The ad hoc cloud architecture is shown in Fig. 4 [3]. This concept
is useful:

• to improve user’s infrastructure efficiency and utilization;
• to reduce costs by improving their return on IT investments;
• to those who are not able to use the commercial or private cloud.

There are various advantages and key difference of using ad hoc cloud over var-
ious other similar technologies as mentioned in Fig. 5. Ad hoc cloud is different
with respect to grid and cloud in various ways, such as ad hoc cloud operates on
infrequently available, inclusive (i.e., primarily used for some other purpose), and
unreliable hosts that may not be predictable; not assume trust between the infrastruc-
ture provider and end user; and ensures job continuity over a number of unreliable
host, low interference with executing host processes and targets more diverse work-
load or applications.
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Fig. 4 The ad hoc cloud architecture [2]

Fig. 5 Advantages and differences of ad hoc cloud over other similar technologies

In this paper, multi-hop ad hoc cloud network is implemented with five cloud
servers and four subnets. The routing protocols used to implement this ad hoc network
are AODV and DSR. Also, the performances of ad hoc servers in each scenario are
observed and compared.
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2 Foundation and Related Work

Kirby et al. [3] projected and outlined the ad hoc cloudmodel and itsmajor challenges
of implementation. They also outlined one approach to tackle them. Themajor claims
made by this approach are as follows: to reduce IT costs for the organization; to
achieve cloud computing advantages in new application areas; and to reduce IT
activities net energy consumption.

Zia and Khan [4] conversed performance issues and parameters of cloud service
models that are Infrastructure as a Service (IaaS), Platform as a Service (PaaS), and
Software as a Service (SaaS). In this work, they also critically analyzed various
Quality of Service (QoS) issues and identified the key challenges in different areas
for performance improvement.

Altamas and Niranjan [5] performed analysis in resource management of virtual-
ized systems, examined various issues in performance modeling, and also described
CloudSim as a new simulation framework built for virtual cloud computing infras-
tructures.

Khanghahi and Ravanmehr [6] analyzed and evaluated cloud performance in
different scenarios based on the different performance factors of cloud computing are
highlighted in this work. They used evaluation based on criteria and characteristics
and evaluation based on simulation method in this work.

O’Loughlin andGillam [7] discussed bad andgoodmetrics for cloudperformance.
They presented transparent price per unit performance comparisons based on the
kinds of performance measures that Cloud service Brokers (CBSs) should use for
performance discovery.

Yildirim and Girici [8] implemented cloud and LAN model and compared their
performance in FTP, HTTP, and E-mail traffic. Based on their experiment, they
concluded that the cloud model shows better performance in all three traffic types.
Also, cloudmodel performance improvement is gathered in all three traffic conditions
by assigning Quality of Service (QoS) profile of the cloud model.

Lacuesta et al. [9] planned and developed a trusted algorithm to create a spon-
taneous ad hoc mobile cloud computing network. They used simulator Castalia to
simulate and create such a network. Based on their simulation result, they concluded
that their proposal presents good efficiency and network performance even by using
a high number of nodes.

McGilvary et al. [10] deliberated the problems for ad hoc cloud computing solu-
tions. They also sketch the architecture of ad hoc cloud based on BOINC.

In this paper, a simulation model is proposed and implemented for multi-hop
network that has four subnets and five ad hoc servers using AODV and DSR protocol
of ad hoc network. The performance of these servers and wireless LAN is analyzed
and comparison of both the protocol is done based on this analysis.
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3 Proposed Simulation Model

In the proposed simulation model multi-hop Ad hoc cloud network is implemented
that have four subnets (India_Head_office, subnet_Bangkok, subnet_Sydney, and
subnet_Tokyo) at different locations with five servers and 25 wireless nodes in
India_Head_office and 25 nodes in each of the other three subnets as shown in
Figs. 6 and 7. OPNET Modeler 14.5 is used for simulation in this paper. The five ad
hoc servers are FTP server, HTTP server, E-mail server, Database server, and Print
server, and all these servers run on cloud. There are two scenarios; each consists of
these four severs however different protocol at a time. The first scenario implements
AODV and second implements DSR. In this architecture, server and client, both
work in ad hoc mode with different ad hoc routing protocols. Every second, large
amount of traffic is sent by clients to access all services that run on cloud servers. In
both the scenarios, simulation runs for 120 s. The performance metric and parameter
considered in this work are listed below in Table 1.

Fig. 6 Multi-hop ad hoc cloud network with four subnets
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Fig. 7 India_Head_office subnet with five ad hoc servers and 25 nodes (left) and other subnets
with 25 nodes (right)

Table 1 Performance metrics and parameters of the simulation model

Global statics Metric and parameter

DB Query Response time, traffic received, and traffic sent (bytes or packets per
second)

E-mail Download response time, upload response time, traffic received, and
traffic sent (bytes or packets per second)

HTTP Object response time, page response time, traffic received, and traffic sent
(bytes or packets per second)

FTTP Download response time, upload response time, traffic received, and
traffic sent (bytes or packets per second)

Print Traffic received and traffic sent (bytes or packets per second)

Wireless LAN Data dropped, delay, load, network load, retransmission, and throughput

4 Results and Discussions

Graphs are generated on the basis of simulation performed. These graphs are used to
analyze the experiment and deduce the result of the experiment. The graphs displayed
anddiscussed in the following sectionbasedon the global statics, performancemetric,
and parameter listed in Table 1.

4.1 Database Query (DB Query)

This static has metrics such as response time and traffic sent and received (both in
terms of bytes/s and packets/s). According to Fig. 8, the average response time of
AODV keeps on increasing as compared to DSR that has stable response time. As
it is seen from Figs. 9, 10, 11 and 12, the average traffic sent and received (both in
terms of bytes/s and packets/s) of AODV is more than DSR.
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Fig. 8 DB query average response time of AODV (in blue) and DSR (in red)

Fig. 9 DB query traffic received (bytes/s) of AODV (in blue) and DSR (in red) and traffic sent
(bytes/s) of AODV (in green) and DSR (in sky blue)



Experimental Performance Evaluation of Cloud Servers … 23

Fig. 10 DB query average traffic received (bytes/s) of AODV (in blue) and DSR (in red) and
average traffic sent (bytes/s) of AODV (in green) and DSR (in sky blue)

Fig. 11 DB query traffic received (packets/s) of AODV (in blue) and DSR (in red) and traffic sent
(packets/s) of AODV (in green) and DSR (in sky blue)
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Fig. 12 DB query average traffic received (packets/s) of AODV (in blue) and DSR (in red) and
average traffic sent (packets/s) of AODV (in green) and DSR (in sky blue)

4.2 E-mail

Upload and download response time and traffic sent and received (both in terms of
bytes/s and packets/s) are the metrics that are considered in this static. In Fig. 13,
it is observed that the average download response time of AODV range is 0–10 s
while that of DSR is 0–0.1 s. Same is the case with average upload response time.
According to Figs. 14, 15, 16 and 17, the average traffic sent and received (both in
terms of bytes/s and packets/s) of DSR is more than AODV.

4.3 File Transfer Protocol (FTP)

In this statics, upload and download response time and traffic sent and received (both
in terms of bytes/s and packets/s) are the metrics that are considered. In Fig. 18, it
is observed that the average download response time of AODV range is 0–8 s while
that of DSR is 0–0.3 s. Also, the graph increases in a stepwise fashion in case of
AODV while it is constantly the same in case of DSR. Same is the case with average
upload response time. According to Figs. 19, 20, 21 and 22, the average traffic sent
and received (both in terms of bytes/s and packets/s) of DSR is more than AODV.
The average traffic sent (packets/s) of AODV is gradually increasing and then at a
point, it started decreasing while it is increasing in case of DSR.
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Fig. 13 E-mail average download response time and average upload response time (s) of AODV
and DSR

Fig. 14 E-mail traffic received (bytes/s) of AODV (in blue) and DSR (in red) and traffic sent
(bytes/s) of AODV (in green) and DSR (in sky blue)
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Fig. 15 E-mail average traffic received (bytes/s) of AODV (in blue) and DSR (in red) and average
traffic sent (bytes/s) of AODV (in green) and DSR (in sky blue)

4.4 Hypertext Transfer Protocol (HTTP)

Metrics that are considered in this static are object response time, page response time,
and traffic sent and received (both in terms of bytes/s and packets/s). According to
Fig. 23, the average object response time of AODV range is 0–0.8 s while that of
DSR is 0–0.1 s. Also, the average page response time of AODV range is 0–4.5 s
while that of DSR is 0–0.5 s. As it is seen from Figs. 24, 25, 26 and 27, the average
traffic sent and received (both in terms of bytes/s and packets/s) of DSR is more than
AODV.
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Fig. 16 E-mail traffic
received (packet/s) of AODV
(in blue) and DSR (in red)
and traffic sent (packet/s) of
AODV (in green) and DSR
(in sky blue)

Fig. 17 E-mail average
traffic received (packets/s) of
AODV (in blue) and DSR (in
red) and average traffic sent
(packets/s) of AODV (in
green) and DSR (in sky blue)



28 V. L. Singh and D. Rai

Fig. 18 FTP average
download response time and
average upload response
time (s) of AODV and DSR

Fig. 19 FTP traffic received
(bytes/s) of AODV (in blue)
and DSR (in red) and Traffic
sent (bytes/s) of AODV (in
green) and DSR (in sky blue)
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Fig. 20 FTP average traffic received (bytes/s) of AODV (in blue) and DSR (in red) and average
traffic sent (bytes/s) of AODV (in green) and DSR (in sky blue)

Fig. 21 FTP traffic received (packet/s) of AODV (in blue) and DSR (in red) and traffic sent
(packet/s) of AODV (in green) and DSR (in sky blue)
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Fig. 22 FTP average traffic
received (packets/s) of
AODV (in blue) and DSR (in
red) and average traffic sent
(packets/s) of AODV (in
green) and DSR (in sky blue)

Fig. 23 HTTP average
object response time and
average page response time
(s) of AODV and DSR
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Fig. 24 HTTP traffic received (bytes/s) of AODV (in blue) and DSR (in red) and traffic sent
(bytes/s) of AODV (in green) and DSR (in sky blue)

Fig. 25 HTTP average traffic received (bytes/s) of AODV (in blue) and DSR (in red) and average
traffic sent (bytes/s) of AODV (in green) and DSR (in sky blue)
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Fig. 26 HTTP traffic
received (packet/s) of AODV
(in blue) and DSR (in red)
and traffic sent (packet/s) of
AODV (in green) and DSR
(in sky blue)

Fig. 27 HTTP average
traffic received (packets/s) of
AODV (in blue) and DSR (in
red) and average traffic sent
(packets/s) of AODV (in
green) and DSR (in sky blue)
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4.5 Print

Traffic sent and received (bytes/s) and traffic sent and received (packets/s) are the
metrics that are considered in this static. According to Figs. 28, 29, 30 and 31, the
average traffic sent and received (both in terms of bytes/s and packets/s) of AODV
is more than DSR.

Fig. 28 Print traffic received (bytes/s) of AODV (in blue) and DSR (in red) and traffic sent (bytes/s)
of AODV (in green) and DSR (in sky blue)

Fig. 29 Print average traffic received (bytes/s) of AODV (in blue) and DSR (in red) and average
traffic sent (bytes/s) of AODV (in green) and DSR (in sky blue)
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Fig. 30 Print traffic received (packet/s) of AODV (in blue) and DSR (in red) and traffic sent
(packet/s) of AODV (in green) and DSR (in sky blue)

Fig. 31 Print average traffic received (packets/s) of AODV (in blue) and DSR (in red) and average
traffic sent (packets/s) of AODV (in green) and DSR (in sky blue)

4.6 Wireless LAN

Wireless LAN has many metrics; however, in this paper, delay, media access delay,
load, network load, retransmission attempts, and throughput are considered.
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Fig. 32 Wireless LAN data dropped (retry threshold exceeded) of AODV (in blue) and DSR (in
red)

Fig. 33 Wireless LAN delay of AODV (in blue) and DSR (in red) and wireless LANmedia access
delay of AODV (in green) and DSR (in sky blue)
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Fig. 34 Wireless LAN average delay of AODV (in blue) and DSR (in red) and wireless LAN
average media access delay of AODV (in green) and DSR (in sky blue)

Fig. 35 Wireless LAN load of AODV (in blue) and DSR (in red) (left) and wireless LAN average
load of AODV (in blue) and DSR (in red) (right)

Based on the simulation and the graphs from Figs. 32, 33, 34, 35, 36, 37, 38 and
39, the summary of the simulation result for wireless LAN static is listed in Table 2.
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Fig. 36 Wireless LAN
network load of
India_Head_office of AODV
(in blue) and DSR (in red);
wireless LAN Network load
of subnet_Bangkok of
AODV (in green) and DSR
(in sky blue); wireless LAN
network load of
subnet_Sydney of AODV (in
yellow) and DSR (in dark
pink); wireless LAN network
load of subnet_Tokyo of
AODV (in gray) and DSR (in
light pink)

Fig. 37 Wireless LAN
average network load of
India_Head_office of AODV
(in blue) and DSR (in red);
wireless LAN average
network load of
subnet_Bangkok of AODV
(in green) and DSR (in sky
blue); wireless LAN average
network load of
subnet_Sydney of AODV (in
yellow) and DSR (in dark
pink); wireless LAN average
network load of
subnet_Tokyo of AODV (in
gray) and DSR (in light pink)
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Fig. 38 Wireless LAN retransmission attempt of AODV (in blue) and DSR (in red) (left) and
wireless LAN average retransmission attempt of AODV (in blue) and DSR (in red) (right)

Fig. 39 Wireless LAN throughput of AODV (in blue) and DSR (in red) (left) and wireless LAN
average throughput of AODV (in blue) and DSR (in red) (right)
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Table 2 Summary of simulation graph and result of wireless LAN statics

Protocol Average Maximum Minimum

Wireless LAN delay (s)

AODV 0.027447 0.059314 0.012364

DSR 0.041521 0.084931 0.016041

Wireless LAN network load India_Head_office (bits/s)

AODV 741,907 2,665,293 0

DSR 793,368 2,640,173 0

Wireless LAN network load subnet_Bangkok (bits/s)

AODV 213,246 470,773 0

DSR 119,223 229,120 0

Wireless LAN network load subnet_Sydney (bits/s)

AODV 200,546 395,893 0

DSR 141,850 359,680 0

Wireless LAN network load subnet_Tokyo (bits/s)

AODV 177,363 488,107 0

DSR 125,458 324,027 0

Wireless LAN data dropped (retry threshold exceeded) (bits/s)

AODV 0 0 0

DSR 2.40 240.00 0.00

Wireless LAN retransmission attempt (packets)

AODV 0.39407 0.52498 0.13793

DSR 0.40708 0.56155 0.21503

Wireless LAN throughput (bits/s)

AODV 8,476,900 16,022,560 0

DSR 4,917,678 9,048,920 0

Wireless LAN load (bits/s)

AODV 666,583 1,798,220 0

DSR 590,000 1,606,167 0

Wireless LAN media access delay (s)

AODV 0.011533 0.027045 0.004124

DSR 0.017731 0.039090 0.006089
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5 Conclusion

In this paper, multi-hop ad hoc cloud network is proposed and implemented for those
users who cannot choose cloud due to some reason but however want to take benefit
of such technologies. So multi-hop ad hoc cloud network with cloud server using
two protocols of the ad hoc network, AODV and DSR, is implemented, and their
performance is analyzed. According to the analysis, Database server and Print server
perform better using AODV as compared to DSR while for the HTTP server, FTP
server, and E-mail server, the performance is enhanced using DSR as compared to
AODV. As it is seen in Table 2, AODV performs better than DSR as overall except
that in case of wireless LAN network load India_Head_office. So AODV is good
choice to implement ad hoc cloud network if the application service is Database or
Print; however, DSR is a better choice to implement ad hoc cloud network if the
application service is HTTP, FTP, or E-mail. The future scope of this work is to
implement other protocols of the ad hoc network in such network with an increased
number of nodes and application services and then compare them to identify which
protocol is best to implement ad hoc cloud.
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Analyzing Performance of Apache Pig
and Apache Hive with Hadoop

Krati Bansal, Priyanka Chawla and Pratik Kurle

Abstract Big Data is the term used for huge datasets which are very complex in
nature and difficult to be processed using traditional devices. The current requirement
is for a new technology for analyzing these huge datasets. One of the best options
is Apache Hadoop as it consists of various components which work simultaneously
to provide an efficient and robust Hadoop ecosystem. Apache Pig and Apache Hive
are core components of Hadoop ecosystem that facilitate specification and search of
processing tasks. Apache Hive facilitates to run queries and manage huge datasets
using simple commands similar to SQL. Apache Pig is a scripting platform which
creates MapReduce programs utilized with Hadoop. In our previous work, we had
analyzed and compared both these components to identify benefits and drawbacks on
the basis of some parameters. We have showcased analysis of previously conducted
research by various researchers. In this paper, we have carried out the analysis by
utilizing both these components installed on Hadoop with large dataset as an input.

Keywords Apache Pig · Pig Latin · Big Data · Apache Hive · MapReduce
Query

1 Introduction

Currently, one of the big issues in front of companies and individuals is very rapidly
increasing data and traditional technologies unable to analyze existing data to pro-
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vide the desired information. This age of rapid growth in data can be termed as age
of Big Data. Analysis of complex and unstructured data requires new and innova-
tive techniques that can retrieve relevant information in lesser processing time. IT
companies are investing a large amount of money in the development of tools that
can help in overcoming challenges while analyzing Big Data. Hadoop is an open
source framework that is among the top technologies recommended to handle Big
Data [1]. Hadoop is a framework utilized to build applications which can run on
huge datasets distributed across cluster of computers or servers. Apache Hive and
Apache Pig are among the core components of Hadoop ecosystem. Apache Hive is
data warehouse infrastructure installed on the topmost layer of Hadoop to provide
data analyses, summarization, and query. Apache Pig is a high-level platform which
uses Pig Latin as scripting language for creation and execution of MapReduce jobs
on Big Data. In the research aspect, both these components can be utilized to analyze
Big Data. In our research paper, we have performed an analysis on dataset installed
on Hadoop. In this research work, we have focused to analyze and portray benefits
and shortcomings of Apache Hive and Apache Pig on basis of processing time and
coding lines. In this research study, we have installed huge dataset on Hadoop to run
various queries to extract relevant data using Apache Pig and Apache Hive. In last
section, we conclude our analysis and discussed about some more techniques that
can be worked in future.

2 Theoretical Analysis

Hadoop ecosystem has multiple components having different functions such as data
management, data security, data access, and data integration. All the components of
Hadoop components have their own importance and have a dedicated role in solving
various types of problems [2].

2.1 Apache Pig

Apache Pig is a scripting platform used for transforming and analyzing datasets [1,
3]. YAHOO was creator of Pig and later acquired by Apache foundation in 2007.
Apache Pig utilizes procedural and Pig Latin as scripting languages to create job.
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Fig. 1 Pig architecture

A Pig job is a chain of operations processed in pipelines which later automatically get
converted into MapReduce job [1]. Pig Latin conceptualizes the programming from
MapReduce (Java) expression into a script that transforms MapReduce into an high-
level program. Extract Transform Model (ETL) is used by Pig for data extraction
from different sources. Pig transforms and stores the data in HDFS. Refer Fig. 1 for
Pig Architecture [4].

2.2 Apache Hive

Hive was initially developed by Facebook for providing developers with data ware-
house interface for MapReduce programing similar to the traditional data warehouse
techniques. Hive Query Language (HiveQL or HQL) statements are similar to stan-
dard SQL statements [2].

Architecture: In the Hive architecture, it has three parts in the architecture. In the
metadata, it stores information about the stored data. HiveQL is similar to other SQL
it uses familiar relational database HiveQL is similar to SQL for querying on schema
info on the metastore [5]. It is one of the replacements of traditional approach for
MapReduce program. Instead of writingMapReduce program in Java, we can write a
query for MapReduce job and process it. HDFS is the Hadoop distributed file system
which is stored the data into the CSV Format (Fig. 2).

Hive works as structured query and runs on the batch processing systemwith high
latency. Hive works as summation query analysis and is not able to work on the real
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Fig. 2 Hive architecture

time data base query [5]. Hive is not designed for OLTP. Hive gives the best result in
batch processing. It also works on key/pair value. Hive QL is similar to SQL but is
not SQL. Hive does not support all queries of SQL; it includes multi-table inserts and
creates table on the index level. It does not support real-time data like transaction.
It supports full ACID properties of the database. The compiler translates HIVE QL
statements into DAG graph of MapReduce.

3 Case Study

For analysis, we have used the 125,087 records medical misleading doctor of differ-
ent states of United State of America Comprising in the below given table, which
shows variousmedical boards in theUnited States ofAmerica publishing disciplinary
actions against medical practitioners. These actions are taken by the government in
the different years and different medical boards. The main reason is to collect this
dataset; it unstructured and different in format, and these datasets have eight tuples
and these tuples having different data types. We made datasets and execute the load,
arithmetic, group, join, and filter operation on the datasets. It consists of the informa-
tion of data extraction from a dummy database and virtual graph of data extracted.
We extracted the data from various State Medical Professional Boards in United
States which gives information regarding the misconduct. The source of information
is represented in Table 1.
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Fig. 3 Analysis on data

We collected 125,873 tuples data which is having the different attributes corre-
sponding to entity name (Fig. 3).

Table 1 Medical Professional Boards in United States [6]

1. California Medical
Board

9. Massachusetts
Board of Registrant of
Medicine

17. Florida Board of
Nursing

25. Maryland Board
of Physician

2. Ohio Medical
Board

10. Ohio Board of
Nursing

18. Florida Board of
Chiropractic Medical
Board

26. Minnesota Board
of Medical practice

3. Federation of State
Medical Boards

11. South Carolina
Board of Medical
Education

19. Florida Board of
Dentistry

27. New Jersey State
Board of Medicine

4. Florida Board of
Nursing

12. South Carolina
Board of Nursing

20. Florida Board of
Medicine

28. North Carolina
Medical Board

5. New Jersey Board
of Nursing

13. Virginia Board of
Nurse Aide

21. Florida Board of
Osteopathic Medicine

29. Virginia Board of
Optometry

6. New Jersey State
Board of Dentists

14. Virginia Board of
Dentistry

22. Florida Board of
Respiratory Care

30. Virginia Board of
Pharmacy

7. North Carolina
Board of Nursing

15. Virginia Board of
Medicine

23. Alabama Board of
Medical Examine

31. Virginia Board of
Physical

8. Kentucky Board of
Nursing

16. Virginia Board of
Nursing

24. Arkansas State of
Board

32. Virginia Board of
Therapy



46 K. Bansal et al.

In This Phase We Collect the Data Different Source and Performing the Oper-
ation

The main processing tasks are as follows:

1. Extraction of data as per the name.
2. Extraction of data as per License name.

Formatting and Cleaning Up the Input Data

Some operations are as follows:
Loading and storing the cleaning (filtering) the data.
Grouping the data.
Performing the operation.
Joining and distinct.
Grouping the data.

Datasets are considered very simple to maintain; however, in the real world, han-
dling so large amount of data is very complex [7]. This section provides a comparative
analysis between Pig andHive after utilizing these components for BigData analysis.
In our analysis, we performed some operations to know about the fact of Hive and
Pig.

Hive Query

See current tables we used the 
Hive> Show Tables; 
Crete the database 
Hive> Create database; 
Check the creation of database 
hive> Create database name; 
Create table into the database 
CREATE TABLE medical_fraudex_sample ( 
name string 
city_state struct<city:string,state:string> 
license_number string 
entity_type string 
type_of_action string 
medical_board string 
date_of_actions string 
) row format delimited fields terminated by ‘,’ collection items terminated by ‘:’
Stored as textfile; Load the data into the database 
Load data inpath “/kriti/originaldata.csv” into table 
medical_fraudex_sample; 

1. Select distinct(name) from medical_fraudex_sample; Store output to hdfs in a
directory.
Use INSERT statement to populate data into a table from another HIVE table.
Since query results are usually large it is best to use an INSERT clause to tell
HIVE where to store your query.

2. INSERT OVERWRITE DIRECTORY “/kriti_project” select distinct (name)
from medical_fraudex_sample;
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3. Select name frommedical_fraudex_sample where name LIKE “%GrahamBeau-
mont”; Or

4. Select name from medical_fraudex_sample where license_number�66828;

Hive> 
See current tables we use the
hive>Show Tables; 
Crete the database
hive> Create database; 
Check the creation of databse
hive> Create database  name; 
Create table into the database
CREATE TABLE medical_fraudex_sample( 
name string 
city_state struct<city:string,state:string> 
license_number string 
entity_type string 
type_of_action string 
medical_board string 
date_of_actions string
) row format delimited fields terminated by ‘,’ collection items terminated by ‘:’ Stored as 
textfile; Show table
Hive > show table;
Ok
Med_fraud



48 K. Bansal et al.

Load data into table
Hive> Load data local inpath “/opt/project/data/originaldata.csv” into table 
med_fraud; Loading data to table kriti.med_fraud 
Table kriti.med_fraud stats: {numFiles=1, totalSize=14406391} 
Ok
Hive> select * from med_fraud limit10; 
OK
HIVE> describe med_fraud; 
name string 
city_state struct<city:string,state:string> 
license_number string 
entity_type string 
type_of_action string 
medical_board string 
date_of_actions string 
) row format delimited fields terminated by ‘,’ collection items terminated by ‘:’
Stored as textfile; Hive> select distinct (name) from med_fraud; 

Filter the data as per requirement

PIG Query

Grunt>

Load the database
Grunt > A = LOAD '/opt/project/data/original_data.csv' USING PigStorage (',')
AS (name:,city_state, license_number, entity_type, type_of_action, medical_board, date_of_actions);

Describe the A aliases
Grunt describe A;
A:(name:bytearray,city_state:bytearray,license_number:bytearray,entity_type:bytearray,
type_of_action:bytearray, medical_board:
bytearray,date_of_actions:bytearray)

Define the data type corresponded to the tuples
Grunt Describe C;
Grunt {C: group: bytearray}

Put Screen Shot
Grunt describe A;
A:(name:bytearray,city_state:bytearray,license_number:bytearray,entity_type:bytearray,
type_of_action:bytearray, medical_board:
bytearray,date_of_actions:bytearray)
Grunt > L=Limit A 10;
Grunt> dump L;

Use the filter to fetch the details as per requirement

Grunt describe A;
A:(name:bytearray,city_state:bytearray,license_number:bytearray,entity_type:bytearray,
type_of_action:bytearray, medical_board:
bytearray,date_of_actions:bytearray)
Grunt X = filter A name == „A Armeshi‟;
Grunt DumpX;

It provides all details in the database which pertained to A Armeshi.
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3.1 Similarity in the Operation of PIG and Hive

To reduce the task and obtained the result Hive and Pig both are having the JOIN
operation [3]. This function reduces the Average time of the CPU.

When the same operations are performed on both PIG and HIVE, the following
outcomes are found [8]. PIG gives high speed to join the replicated and datasets.

In the runtime analysis in the group-based query, PIG has more time as compared
to the HIVE. Hive in cluster jobs outperformed those produced by the PIG Compiler.

When we saw in the equal terms Hive is remain slower than PIG.
The performance difference between the HIVE and PIG does not scale linearly;

when we increase the size of the datasets, Hive consistently slows. Hadoop was
designed to run on clusters contains thousand nodes; therefore, running on the small
scale data analysis may not give really do it any justice, which is true or gives the
true analysis about the HIVE and PIG. Hive and Pig uses abstraction as it hides the
complexity of the generated code.

3.2 Compatibility Pig and Hive in the Following Terms

Storage: In terms of storage, Hive is better as compare to Pig. It does not require
the structure of table before importing the data; it allows project in tabular format. It
consists of two component schemas on read and meta store. The biggest difference
is Pig and Hive; Pig does store data in metadata [9].

Data Extraction: Pig is better than Hive for ETL tasks facts; in Hive, we need the
tool which performs the ETL tools built their Hadoop integration on the top of Hive
[10]. When and who use PIG: A technical sounded person who is familiar with java
use Pig Latin, while Hive is used by SQL familiar person [11].

Cost Effective: Both tools are cost-effective when we define the SLA on the basis
of cluster size, which is cost-effective and provides the flexibility to use the tools.
Hive provides the statistical function. Hive can support the tester who queries and
calculates the statistical function. Pig is having the standard function like average,
sum, etc.

Time Analysis

See Graphs 1 and 2.
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Graph 1 Comparison on code lines between Hadoop with Hive and Hadoop with Pig

Graph 2 Comparison on
result time between Hadoop
with Hive and Hadoop with
Pig

4 Research Findings

Big Data analytics is a big challenge to various organizations. Pig is one of the
components of Hadoop which can be used to analyze Big Data. The data processing
and analysis of big data are done throughPig andHive.Wehave studied and explained
principles of programming in the Pig Latin query language and its relation to the
Map Reduce Programming model. Hive also gives the same analysis. The current
trend in analysis of the real-time data is very difficult, and Hadoop is one of the
frameworks which resolve this problem by using Pig, Hive, and another framework.
Hadoop consists of multiple frameworks. PIG is the one which is fastest and easy
to understand and to analyze the large data. Hive also has its benefits in various
results of analysis of Big Data. Hive works on metadata and has the data warehouse.
For finding the performance of Pig and Hive, we collected data from the various
medical boards of the United States. This data we analysis the different queries, data
analysis data the application was designed, implemented and tested, implementation
and deployment are presented and result is presented by using graph. Pig is one
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the best which provides the abstraction of the MapReduce. It allows writing data
manipulation statements and querying in the HLL. It automatically distributes the
data and works on the cluster. Hive is also one of the frameworks which is able to
work on Hadoop platform, but it has some limitation; it is not able to work on real-
time data analysis, and Pig is able to analyse the real-time data. Pig shows the high
performance for the query processing; queries are run independently. In the worst
case, it shows the out of memory error.

5 Conclusions and Future Work

In thiswork,we comparedHive and Pigw.r.t performance and complexitywhen large
data is given as an input. On that basis, we tried to find out under what circumstances
PIG and HIVE should be used. Experimental results show that Hive performs better
and is less complicated than Pig and more convenient to use. In future, we would
explore and apply other tools that are used on the top layer of Hadoop architecture.
In future, we intend to carry out analysis on the varied sizes of data (ranged from
MB to TB).
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Characterization of Path Loss for VHF
Terrestrial Band in Aizawl, Mizoram
(India)

Thaisa Jawhly and Ramesh Chandra Tiwari

Abstract This paper reports the field strength measurement and analysis using var-
ious propagation models such as the free space propagation model, Egli model,
Hata model, Walfisch and Bertoni model, and Perez-Vega and Zamanillo model.
The field strength of a 10 KW VHF transmitter operating in the frequency band III
(203.25 MHz) has been analyzed using Anritsu SiteMaster with the standard dipole
antenna. This study will help identify the propagationmechanism and proper method
for finding the attenuation. Variation of signal transmission across the capital will
be better understood which will aid in the location planning for future transmitting
station or the receiving end.

Keywords Field strength measurement · Propagation losses · Path loss models
Radio propagation

1 Introduction

Maxwell’s equations tell us that electromagnetic (EM) waves can self-propagate
based on the principle that time-varying magnetic field produces an electric field
and time-varying electric field produces a magnetic field. These equations shape
our understanding of electromagnetic wave propagation. This is a well-developed
theory where the prediction of EM wave transmission was first observed by Hein-
rich Rudolph Hertz in 1886 [1]. Wireless communication plays an important role in
reshaping the way we live. From its preliminary implementation, in the early 1980s
[2], mobile communication is one of the fastest growing areas of communication
[3]. With this viable accomplishment of cellular communication, there has been a
substantial increase in the requirements for planning in radio frequency (RF) trans-
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mission and reception. Since understanding the spatial variability of field strength
and optimizing it are a key concept in any wireless system, it is crucial to understand
the different system propagation mechanisms through a medium by analyzing its
various propagation parameters.

2 Methodology

Variation in the transmitted and received signal, expressed in decibel is termed as path
loss. In this study, the field strength or the received power data from the VHF tower
will be taken at different points along the north and south radial location from the
transmitting tower. The field strength for the different points will be plotted against
distance, and this result will be compared with the preexisting path loss models.

2.1 Experimental Details

The transmitter is a 10 KW (Doordarshan) VHF transmitter located at (23°45′58.6′′N
92°44′17.5′′E) Durtlang, Aizawl, Mizoram. SiteMaster S332E (Anritsu, Japan) and
the standard dipole antenna MP534B (Anritsu, Japan) is used to measure the field
strength from the transmitting tower which stands 42 m above ground. Data are
collected in accessible areas with the dipole antenna at a fixed height of 1.8 m.

2.2 Area Under Study

Study Area: India—Mizoram.
Mizoram, one of the northeastern states of India, is a hilly terrain region with huge
forest cover area. Measurements are taken along the road connected areas in the
northern and southern region of the transmitting station (Doordarshan, Durtlang).

2.3 Data Collection

Field strength, at an approximate interval of 2 kmaerial distance from the transmitting
tower (shown by star mark in Fig. 1), is recorded using SS32E (Fig. 2) spectrum
analyzer along with the coordinates for each of these locations. In each of these
locations, the receiving antenna’s orientation is set to receive peak signal available,
and the subsequent peak variations of the signal in each spot are recorded a number
of times.
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Fig. 1 Map showing the
study area, the transmitter
(VHF antenna) with star
points where measurement
of field strength is taken

3 Path Loss Models

Path loss model is one of the few estimation choices, which is the step that ensures a
more reliable and power efficient transmission providing alongside the predictability
of interference and the information needed for the proper assignment of frequencies.
Due to the high cost of site measurements, path loss models have been developed
as an alternative cost-effective method. Prominent ones showing signs of good pre-
dictability within the specified frequency and the area considered will be highlighted.

3.1 Measured Propagation Loss

The power received by the mobile antenna is given by

Pr (dBm) � Pu

(
dBm

m2

)
+ 10 log10

(
λ2

4π

)
(1)
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Fig. 2 Picture of the SiteMaster interface showing the field strength and location (GPS) data (cour-
tesy of Doordarshan, Aizawl)

where
(

λ2

4π

)
is the absorption cross section of an isotropic antenna, and Pu is the

received power density

Pu
(
dBm/m2

) � E(dBμV/m) − 10 log10(120π) − 90 (2)

Pu
(
dBw/m2

) � E(dBμV/m) − 10 log10(120π) − 120 (3)

Here, the field strength received is measured in (dBμV/m) (Fig. 2). If the effective
radiated power of an isotropic antenna is Pt , then the propagation path loss can be
expressed as the difference in the radiated power and the received power [4]

L p(dB) � Pt − Pr (4)

L p(dB) � Pt (dBw) − E(dBμV/m) − 10 log10

(
λ2

4π

)
+ 145.8 (5)
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3.2 Free Space Propagation Model

The free space propagation model [5] is obtained using Friis free space equation.
In this equation, the power received by the mobile antenna which is separated at a
distance d from the transmitter is given by the relation

Pr (d) � PtGtGrλ
2

(4π)2d2L
(6)

Pt is the transmitted power, Pr is the received power, Gt is the transmitter antenna
gain, Gr is the receiver antenna gain, d is the (transmitter–receiver) separation dis-
tance (meter), λ is the wavelength (meter), and L is the system loss factor.

The effective area of the antenna or the aperture of the antenna, Ae, is related to
the gain of the receiver antenna by the relation

G � 4Ae

λ2
(7)

The path loss for the free space model with antenna gains included is given by

PL(dB) � 10 log
Pt
Pr

� − 10 log

[
GtGrλ

2

(4π)2d2

]
(8)

And when the gains are not included, antennas are assumed to have unity gain and
therefore

PL(dB) � 10 log
Pt
Pr

� −10 log

[
λ2

(4π)2d2

]
(9)

3.3 Egli Model

Egli model is a reputed statistical model for predicting the loss in the urban or
rural environment [6]. This model arises from wide-ranging measurements made
over irregular terrain above 40 MHz till 1000 MHz with a transmitter and receiver
separation up to 40miles (64.37 km) [7]. Thismodel includes the terrain factor which
is derived empirically; however, it does not explicitly take into account the diffraction
losses [8]. There are different interpretations of Egli’s monograph expressed in path
loss [6, 8, 9]. One of the such modified models is expressed as

LE (dB) �20 log10( fc) + 40 log10(R) − 20 log10(hb)

+

{
76.3 − 10 log10(hm), hm < 10

85.9 − 20 log10(hm), hm ≥ 10
(10)
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where the frequency fc is in megahertz (MHz).
hb and hm are the respective base antenna and mobile antenna height in meter (m).
R is the distance between the base station and the receiver in kilometers (km).

3.4 Okumura–Hata Model

Hata developed an empirical mathematical relationship that incorporates the graph-
ical data given in Okumura’s method [5] which is applicable in the frequency range
of 150–1500 MHz. In this computational model, there are three different terrain-
based formulas. Hata model is the commonly used prediction model for TV signal
propagation and has shown to be fair in performance [10, 11].

1. For urban areas

L50(dB) � 69.55 + 26.16 log fc − 13.82 log ht − ahr + (44.9 − 6.55 log ht ) log d
(11)

In small and medium-sized city,

ahr � (1.1 log fc − 0.7)hr − (1.56 log fc − 0.8) dB (12)

In large city

ahr � 8.29(log 1.54hr )
2 − 1.10(dB); fc ≤ 200MHz (13)

ahr � 3.2(log 11.75hr )
2 − 4.97(dB); fc ≥ 200MHz (14)

2. For suburban area

L50(dB) � L50(urban) − 2
{
log10( fc/28)

}2 − 5.4 (dB) (15)

3. For open area

L50(dB) � L50(urban) − 4.78(log10 fc)
2 + 18.33 log10 fc − 40.94 (dB) (16)

where ht is the base station antenna height inmeters (ranging from 30 to 200m), hr is
the mobile antenna height in meters (ranging from 1 to 10 m), d is the T-R separation
distance in km and ahr is the correction factor the effective mobile antenna height
[4].
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3.5 Walfisch and Bertoni Model

This model is a diffraction-based theoretical model for predicting the average path
loss in an urban environment in the frequency range of 300MHz–3GHz (UHF band).
This is the first theoretical model that predicts the effect of buildings on the median
propagation path loss [12], where the buildings considered are of nearly uniform
height [13]. The expression for the excess path loss is given by

Lex � 57.1 + log fc + A − 18 log H + 18 log R − 18 log

[
1 − R2

17H

]
(17)

The last term accounts for the curvature of the earth. This is neglected (here) in the
actual calculation to make the calculation simpler

A � 5 log

[(
d

2

)2

+ (hb − hm)
2

]
− 9 log d + 20 log

{
tan−1[2(hb − hm)]

d

}
(18)

H is the transmitter height above the height of the building in meter [Walfisch],
fc is the frequency in MHz,
R is the distance between the transmitting and mobile antenna in km [Walfisch],
hm is the height of the mobile antenna in feet,
hb is the height of the building in feet, and
d is the center to center spacing between buildings in meters (30–60 m).

If the antenna gains are neglected and considered unity, then the free space path
loss (8) in terms of dB can be written as

L0 � 32.4 + 20 log fc + 20 log R (19)

Now, the path loss of Walfisch and Bertoni could be expressed as

L p � Lex + L0 (20)

3.6 Perez-Vega and Zamanillo Model

Based on the data from FCC F(50, 50) curve, Perez-Vega and Zamanillo [14]
developed a model which allows for the estimation of median path loss, received
power or the electrical field strength. This model has shown fair prediction in some
studies [15, 16]. In this model, the individual effect of the propagation mechanism
like attenuation, reflection, diffraction, etc., is not quantified, instead, this empirical
model takes in the effect of all the propagation loss mechanism and embeds them
into one single term—the exponent of distance (n).

The isotropic power from the transmitter at a distance d is given by
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Piso � Prad
dn

(
λ

4π

)2

W (21)

Piso is the effective isotropic radiatedpower,d is the distancebetween the transmitting
and the receiving antenna in meters, λ is the wavelength of the transmitted signal in
meters. Path loss in decibel (dB) is expressed as

L � 10 log

(
Prad
Piso

)
(22)

Therefore, from Eq. (21), it can be calculated as

L � 10n log10(d) + L0(dB) (23)

L0 � 20 log10

(
4π

λ

)
(24)

where L0 is the attenuation at 1 m in free space.
The exponent of distance n for the receiving antenna height of 9 m is given in

[14].

4 Analysis of the Observed and Predicted Path Loss

Thefield strengthmeasurement and its subsequent propagation loss of the transmitted
signal fromDoordarshan,DurtlangAizawl is comparedwith various path lossmodels
like the free space, Okumura–Hata, Egli, Walfisch Bertoni, and Perez-Vega and
Zamanillo model and plotted in a Matlab.

From Fig. 3, it is seen that the measured path loss is in close agreement with the
path loss provided by Perez-Vega and Zamanillo model and that of the Free space
propagation model. While in Fig. 4, it is seen that the measured path loss varies
between that of the Perez-Vega andZamanillomodel, Eglimodel andOkumura–Hata
model. From the two plots, it is seen that there is an irregular variation of themeasured
path loss. This could be attributed to the shadowing effect of the terrain in the location
under observation as there is roughly no line-of-sight (NLOS) from the cluster of
points where the field strength measurements are made.

4.1 Comparison of the Prediction Model

Root mean square error (RMSE) [16] between the measured and the other prediction
models is calculated, where
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Fig. 3 Plot showing path loss versus distance for the northern part of the transmitter

Fig. 4 Plot showing path loss versus distance for the southern part of the transmitter
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Table 1 RMSE comparison of path loss models

Location Free Hata Egli Walfisch-B Perez-Vega

North 16.325 27.762 13.544 29.699 8.4462

South 34.989 15.034 12.164 17.552 15.011

RMSE �
√∑(

Lm − L p
)2

N
(25)

Lm is the measured path loss (dB),
L p is the predicted path loss (dB), and
N is the number of measurements taken.

RMSE comparison of path loss models with the measured data for the northern
part shows that Perez-Vega and Zamanillo model gives a good agreement with the
measured path loss while for the southern part Egli model gives the most appreciable
prediction (Table 1). However, further measurements are required to establish the
practicality of these models for the area selected.

5 Conclusion

In this paper, the characterization of path loss model based on measurement of field
strength is presented. Path loss models applicable within the VHF frequency band
are selected and evaluated and the RMSE evaluation of these models have shown
that Perez-Vega and Zamanillo model gives good agreement with the measured path
loss for the Northern part while Egli model for the Southern side. As indicated in
[10], no single model could be the best fit model in each and every location, and even
some reputed model could be inconsistent depending on the location settings.
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A Comparative Performance Evaluation
of Beamforming Techniques for a 2×6
Coaxial Cavity Horn Antenna Array
for MELISSA

Shweta Vincent , Sharmila Anand John Francis , Om Prakash Kumar
and Kumudha Raimond

Abstract MELISSA is a GB-SAR system used for monitoring of the Tessina land-
slide in Italy. It uses 12 horn antennas for transmission and 12 vivaldi antennas for
reception of the transmitted signal. The 12 horn antennas which have been placed in
a linear geometry in MELISSA, when placed in a 2×6 planar geometry, yield better
performance results in terms of directivity and peak side lobe ratio. However, the
side lobes in the radiation pattern of the transmitted beam need to be reduced in order
to improve the half power beam width. This article describes the simulation results
obtained by comparing different windowing techniques used for beamforming of the
transmitted waveform and proposes the use of the Dolph-Chebyshev beamforming
technique, based on the simulation results. The usage of this technique results in
an increase in the half power beam width from 26.98° to 41°, which consecutively
increases the area covered by the GB-SAR system for monitoring.

Keywords GB-SAR · MELISSA · Dolph-Chebyshev beamforming · Windowing

1 Introduction

TheMIMO Enhanced Linear Short Synthetic Aperture Radar (MELISSA) system is
a successfully deployed Ground-Based Synthetic Aperture Radar (GB-SAR) system
for monitoring of terrestrial and structural deformation. MELISSA was first used for
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Fig. 1 MELISSA. (Adapted
from [1])

the monitoring of the Tessina landslide of Italy [1] and to monitor the sinking of the
luxury cruise ship, the Costa Concordia [2]. The transmitting and receiving antenna
subsystems ofMELISSApresent a huge scope for research and improvement in terms
of the type of antenna used and the geometry of the antenna arrangement. Figure 1
illustrates the existing MELISSA system. MELISSA’s transmitter and receiver
antenna subsystems utilize the MIMO technique to improve the performance of the
system, in terms of area coverage and data acquisition time, in comparison to its pre-
decessor, the Linear Synthetic Aperture Radar (LISA [3]). Research has been carried
out to improve the characteristics of the beam pattern radiating out of the MELISSA
transmitter by using an alternate geometry of antennas placed in a 2×6 planar fashion
[4]. The results of the simulation studies show an increase in the directivity and better
Peak Side Lobe Ratio (PSLR) of the proposed 2×6 architecture of antenna arrays.

A comparative analysis of different shapes of horn antennas has also been carried
out to arrive at the most appropriate shape of horn antenna to replace the pyramidal
horn of the MELISSA transmitter sub-system [5]. The result of this simulation study
shows that two types of horn antennas, namely, the cantenna and coaxial cavity horn
antenna, have a potential to replace the pyramidal horn antenna of the MELISSA
transmittermodule due to their higher gain andHalf PowerBeamWidth (HPBW)val-
ues, when placed in the 2×6 planar configuration [5]. Further, detailed simulations
have been carried out to enhance the characteristics of the radiation pattern obtained
using the 2×6 cantenna array and 2×6 coaxial cavity horn antenna array [6]. Exten-
sive simulation studies carried out using the Antenna Magus tool suggest that the
2×6 coaxial cavity horn antenna array results in a gain of 10.07 dBi and the highest
HPBW value of approximately 140° [6]. By tweaking the design of a single coaxial
cavity horn antenna, the overall gain of the 2×6 array has been increased to 10.65
dBi using the Antenna Magus tool [7]. With this high gain transmitter sub-system,
a Simulink model of a radar is generated, and the value of the Return Loss (RL)
incurred using the 2×6 coaxial cavity horn antenna array is computed [7]. From this
study, it is concluded that the 2×6 coaxial cavity horn antenna array results in a high
value of return loss which is desirable by any radar system for image acquisition [7].
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The radiationpattern obtainedusing the2×6coaxial cavity horn antenna arrayhas
side lobes which are undesirable when used in the application of image acquisition.
The presence of side lobes results in a decrease in the power transmitted in the
main lobe. This article presents a MatLab simulation study of the most appropriate
beamforming technique which can be used to suppress the undesired side lobes in the
radiation pattern of the 2×6 coaxial cavity horn antenna array and hence increase
the HPBW. An increase in the HPBW would result in greater coverage of area [8].

Section 2 presents a comparative simulation study of different types of windowing
techniques and the selection of the most suitable technique for our application.
Section 3 of this article explains the theory behind the calculation of the Dolph-
Chebyshev polynomial weights used for implementing the Dolph-Chebyshev beam-
forming in the 2×6 coaxial cavity horn antenna array. Section 4 concludes the article.

2 Comparative Analysis of Windowing Used
in Beamforming

Beamforming is a principle used for reducing side lobe levels and focusing the
transmitted power in the desired direction of the main lobe. This can be achieved by
combining the individual elements of an antenna array in a pattern such that they
interfere constructively to add up their radiative powers. There are several techniques
used for beamforming out of which the most popular is the technique ofWindowing.
A window function (also known as a tapering function) is a mathematical model of a
signal which has a value within an interval and zero value outside the interval. Due to
this property of a window function, it can be used to suppress side lobes in undesired
directions of a radiation pattern.

This section describes the different types of windowing techniques which can be
used for beamforming. The Bartlett Window, also known as the Triangular window
is represented in Eq. (1).

Bartlett(n) � 1 −
∣
∣
∣
∣

2n − N

N

∣
∣
∣
∣

(1)

where n � 1, 2, 3, . . . N .
Here N is the length of the window, and Bartlett(n) is the window function.
The Bartlett-Hanning window is formed by the integration of the Bartlett and

Hanning windows. It is represented by Eq. (2)

Bartlett_Hanning(n) � 0.62 − 0.48
∣
∣
∣
n

N
− 0.5

∣
∣
∣ + 0.38 cos

(

2π
( n

N
− 0.5

))

(2)

The Blackman window is an advanced version the Exact Blackman window and is
represented in Eq. (3).

Blackman(n) � 0.42 − 0.50 cos

(
2πn

N

)

+ 0.08 cos

[

2

(
2πn

N

)]

(3)
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where n � 0, 1, 2, . . . N − 1 and N is the length of the window.
The Blackman-Harris window is yet another variant of the Exact Blackman win-

dow and is represented in Eq. (4).

Blackman_Harris(n) � 0.42 − 0.5 cos

(
2πn

N

)

+ 0.08 cos

[

2

(
2πn

N

)]

(4)

where n=0, 1, 2, … N−1 and N is the length of the window.
The Bohmanwindow can be obtained by convolving two side lobes of half-length.

This window is represented in Eq. (5).

Bohman(n) �
[

1 − |n − N/2|
N/2

]

cos

[

π
|n − N/2|

N/2

]

+
1

π
sin

[

π
|n − N/2|

N/2

]

(5)

Here n � 0, 1, 2, . . . N − 1 where N is the length of the window.
The Dolph-Chebyshev window is a special type of window function in which the

side lobe level can be specified. Based on this value specified by the user, the side
lobes get suppressed. The Dolph-Chebyshev window is shown in Eq. (6).

Dolph_Chebyshev(n) � 1

N

⎡

⎣s + 2
(N−1/2)

∑

k�1

CN−1

(

t0 cos

(
kπ

N

))

cos

(
(2kπ(n − (N − 1))/2)

N

)
⎤

⎦ (6)

where n � 0, 1, 2, . . . N − 1 and N is the length of the window.
TheGaussianwindow is used for time–frequency analysis as the Fourier transform

of the Gaussian window and its derivative are both Gaussian functions. The Gaussian
window is represented in Eq. (7).

Gaussian(n) � e−(n−m)2
/

2(σN )2 (7)

for n � 0, 1, 2, . . . N −1 where N is the length of the window and σ is the standard
deviation. The variable m is defined as m � (N − 1)/2.

TheHammingwindow is amodification of theHanningwindow and has the shape
of a cosine function. Equation (8) shows the Hamming window.

Ham(n) � 0.54 − 0.46 cos
2πn

N
(8)

where n � 0, 1, 2, . . . N − 1 and N is the length of the window.
TheHanningwindowhas the shape of the half cycle of a cosinewave. Equation (9)

describes the Hanning window.

Hann(n) � 0.5 − 0.5 cos
2πn

N
(9)

where n � 0, 1, 2, . . . N − 1 and N is the length of the window.
The Kaiser window is also known as the Kaiser–Bessel window. The Kaiser

window is used in applications where a feedback of the output of a system is provided
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to the input in order to fine-tune the performance of the system to the desired value.
For larger values of β, the Kaiser window has lower side lobe levels. Equation (10)
describes the Kaiser window.

Kaiser(n) �
I0(πβ

√

1 − (
2n

N−1 − 1
)2

I0(πβ)
(10)

where n � 0, 1, 2, . . . N − 1 and N is the length of the window.
The Nuttall is a highly directional window and has a very small HPBW. Equa-

tion (11) describes the Nuttall window.

Nuttall(n) � 0.355 − 0.487 cos

(
2πn

N − 1

)

+ 0.144 cos

(
4πn

N − 1

)

− 0.012 cos

(
6πn

N − 1

)

(11)

Here n � 0, 1, 2, . . . N − 1 where N is the length of the window.
The Parzen window is formed by the convolution of four rectangles each of one-

fourth length or two triangles each of half a length. Equation (12) describes the
Parzen window.

Parzen(n) �

⎧

⎪⎪⎨

⎪⎪⎩

1 − 6
(
n−N/2
N/2

)2
+ 6

( |n−N/2|
N/2

)3
for 0 ≤ ∣

∣n − N
2

∣
∣ ≤ N

4

2
(

1 − |n−N/2|
N/2

)3
for N

4 ≤ ∣
∣n − N

2

∣
∣ ≤ N

2

(12)

where n � 0, 1, 2, . . . N − 1 and N is the length of the window.
A Rectangular window has a value of 1 over the entire length of the window and

applying it is equivalent to not applying any window at all. Equation (13) specifies
the Rectangular window.

R(n) � 1 (13)

The difference between a Taylor and Dolph-Chebyshev window is that unlike the
Dolph-Chebyshev window, the Taylor window has monotonically decreasing side
lobe levels, whereas in the former, the side lobe levels have the same amplitude.

The Tukey window is a tapered cosine window with a variable α which decides
when the window becomes a Rectangular window (α �0) and when it becomes a
Hanning window (α �1). Equation (14) describes the Tukey window.

Tukey(n) �

⎧

⎪⎪⎨

⎪⎪⎩

1
2

[

1 + cos
(

π
(

2n
α(N−1) − 1

))]

for 0 ≤ n ≤ α(N−1)
2

1
2

[

1 + cos
(

π
(

2n
α(N−1) − 2

α + 1
))]

for (n − 1)(1 − α
2 ) ≤ n ≤ (N − 1)

(14)

A comparative analysis of the various windowing techniques, used in beamform-
ing, has been performed to reduce the side lobes of the radiation pattern obtained,
for the proposed 2×6 planar coaxial cavity horn antenna array, to replace the
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Fig. 2 Window designer tool of MatLab

transmitter module of the MELISSA GB-SAR system. This comparative analysis
has been carried out using the Windows Designer tool in MatLAB 2016b version
as shown in Fig. 2. The different parameters used for this comparative analysis are
described below.
Relative side lobe attenuation: This is defined as the difference in the power level
of the main lobe peak to the greatest side lobe peak power level.
Leakage factor: The leakage factor is defined as the ratio of the power in the side
lobes to the total window power.
HPBW: HPBW corresponds to the half power beam width of the main lobe. It is
computed by computing the width of the main lobe at the 3 dB or half power points.
This is done, as the width of the main lobe is largest at the 3 dB or half power points.

Table 1 shows the results of the comparative analysis of the various windowing
techniques used for beamforming for a 2×6 planar antenna array configuration.

It has been observed from Table 1, that the Dolph-Chebyshev beamforming tech-
nique yields the lowest side lobe level value. This is ideal for the case of a GB-SAR
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Table 1 Comparative analysis of windowing techniques used in beamforming

Type of window Relative side lobe
attenuation (dB)

HPBW (dB) Leakage factor

Bartlett −26 0.22656 0.29%

Bartlett-Hanning −35.1 0.25 0.03%

Blackman −60.3 0.2968 0%

Blackman-Harris −86.5 0.343 0%

Bohman −46.1 0.304 0%

Dolph-Chebyshev −50 0.141 0%

−100 0.281 0%

Gaussian −47.8 0.242 0% for α�2.5

Hamming −37.4 0.2265 0.04%

Hanning −31.6 0.257 0.05%

Kaiser −13.5 0.148 8.36% for β�0.5

Nuttall −80.7 0.335 0%

Parzen −59.4 0.296 0%

Rectangular −13.1 0.140 9.27%

Taylor −29.7 0.179 0.37%

Tukey −15.2 0.203 3.6% for α�0.5

system such as MELISSA, where, a low side lobe level would result in a greater
HPBW of the main lobe and in turn yield a higher coverage area.

Another advantage of the Dolph-Chebyshev technique is that the side lobe level
can be specified according to the requirement of the system.

3 Application of Dolph-Chebyshev Beamforming to 2×6
Coaxial Cavity Horn Antenna Array

TheDolph-Chebyshev beamforming techniquewas proposed byC.L.Dolph in 1946.
He derived a single family of equations for current feeds to the antenna elements of a
Broadside array such that, all the side lobes have an equal magnitude and the HPBW
to the first null has a minimum value for all the patterns. This set of equations was
termed as the Chebyshev polynomials and is shown in Eq. (6),

Aweightingmethod is used to allot weights that cause the signals to getmultiplied
from the individual antenna elements in an antenna array. The total output radiation
field of an antenna array is the field produced by a single antenna element of the array
multiplied by a constant termed as the Array Factor (AF) of the array. The AF varies
with the change in the geometry of the array and change in the excitation phase of
each element of the array.

The array factor for a planar m × n antenna array is mathematically defined as
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AF �
m−1
∑

b�0

n−1
∑

a�0

e−jπ sin θ(a cosφ+b sin φ) (15)

Here, the angles θ and φ correspond to the vertical and horizontal scan angles
used to describe a point in three-dimensional space in a radiation pattern. The Dolph-
Chebyshev beamforming technique has been used extensively for antenna array
designs where the side lobe level can be specified. It results in an increased HPBW
value and in turn a decrease in the directivity. This trade-off between the HPBW
and directivity is termed as a compensation loss or distribution loss (Recommen-
dation ITU-R BT. 1195-1). The amount of compensation loss which is permissible
varies from one system to another and should be carefully planned while using the
Dolph-Chebyshev beamforming technique.

The Dolph-Chebyshev beamforming technique has been applied to 2×6 coaxial
cavity horn antenna array using the Antenna Magus tool. The Array Factor (AF)
shown in Eq. (15) is used to customize it to the 2×6 antenna array geometry. The
variable a ranges from 0 to 5 corresponding to the 6 elements in the column of the
2×6 planar array and b ranges from 0 to 1 corresponding to the 2 elements in the
row of the 2×6 planar array. The resulting array factor for the 2×6 planar antenna
array is shown in Eq. (16).

AF �
1

∑

b�0

5
∑

a�0

e−jπ sin θ(a cosφ+b sin φ) (16)

The Dolph-Chebyshev polynomials, which define the weights to be allotted to
each of the elements in the 2×6 planar array, are defined as expressed in Eq. (17)

Tm(z) �

⎧

⎪⎨

⎪⎩

1 for m � 0

1 for m � 1

2zTm−1(z) − Tm−2(z) for m � 2, 3, . . .

(17)

These polynomials with known coefficients are used to match them to the array
factor equations with unknown coefficients, i.e. the weights of the individual antenna
array elements. Therefore, the array factor for the 2×6 antenna array can be
expressed as shown in Eq. (18), where x is the number of elements of the antenna
array, wm is the corresponding weight of the mth element, and s is the inter-element
spacing of the antenna array.

AF �
x

∑

m�1

wme
−jk(2m−1) s2 cos θ +

−1
∑

m�−x

wme
−jk(2m−1) s2 cos θ (18)

Using the complex-exponential formof the cosine function, Eq. (18) can be rewrit-
ten as Eq. (19).
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Table 2 Dolph-Chebyshev
weights of 2×6 planar
coaxial cavity horn array

Element position Weight number Weight value

(0, 0) and (0, 1) w1 5679.58

(1, 0) and (1, 1) w2 3293.83

(2, 0) and (2, 1) w3 1414.82

(3, 0) and (3, 1) w4 356.508

(4, 0) and (4, 1) w5 41.84

(5, 0) and (5, 1) w6 2.024

Fig. 3 2×6 coaxial cavity horn planar array, before and after Dolph-Chebyshev side lobe suppres-
sion

AF �
x

∑

m�1

cos(2m − 1)g (19)

where g � kscos θ
2 . Using trigonometric identities for the cosine function, Eq. (19)

for the proposed 2×6 planar antenna array can be expanded as shown in Eq. (20).

AF �w1 cos g + w2(4 cos
3 g − 3 cos g) + w3(16 cos

5 g − 20 cos3 g + 5 cos g) + w4(64 cos
7 g

− 112 cos5 g + 56 cos3 g − 7 cos g) + w5(256 cos
9 g − 576 cos7 g + 432 cos5 g − 120 cos3 g + 9 cos g)

+ w6(1024 cos
11 g − 2816 cos9 g + 2816 cos7 g − 1232 cos5 g + 220 cos3 g − 11 cos g) (20)

The polynomial coefficients for Eq. (20) were computed for the 2×6 coaxial
cavity horn antenna array and the values obtained are shown in Table 2.

The corresponding radiation pattern for the 2×6 coaxial cavity horn planar array
after application of the Dolph-Chebyshev beamforming is plotted and illustrated in
Fig. 3. The plot shows a rise in the HPBW of radiation pattern from an earlier value
of 26.98° to 41°, with a complete suppression of the side lobe levels.
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4 Conclusion

Suppression of side lobes in an antenna array’s radiation pattern is a requirement in
applications which need a high coverage area. Landslide monitoring using GB-SAR
systems is one such application. This leads to the need for a suitable beamforming
technique which could reduce unwanted side lobes in an antenna’s radiation pattern.

This article presented a comparative analysis of various techniques used for beam-
forming of antenna array radiation patterns. Simulations have been performed in the
Antenna Magus tool to carry out Dolph-Chebyshev beamforming for the proposed
2×6 coaxial cavity horn array. From the simulation results, it was observed that the
HPBW of the 2×6 coaxial cavity horn antenna array increased from 26.98° to 41°.
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The Impacts of Exposure to Low
Frequencies in the Human Auditory
System—AMethodological Proposal

Juliana Araújo Alves, Lígia Torres Silva and Paula Remoaldo

Abstract The aim of this paper is to evaluate the impact of exposure to low-
frequency noise in residential areas, where there are power poles and power lines,
in the human auditory system. A methodology to assess discomfort due to the low-
frequency noise as well as audiometric tests exclusively for the low frequencies
is proposed. Two predominantly urban areas were defined in Northwest Portugal
to test the methodology. An “exposed” and “unexposed” study was used; the first
group was highly exposed to the source under study and the second had no record of
exposure to high voltage lines. To develop the research, a methodology was used to
assess the discomfort due to low-frequency noise using audiometric tests (based on
ISO-8253-1/2010) to determine the hearing threshold for pure sounds and recorded
sound, as well as cognitive tests (Mini-Mental State Examination—MMSE). The
average hearing threshold for recorded sound of the eight individuals tested in the
“exposed” group was 51.3 dB, ranging from 40 to 65 dB, while the mean of the six
subjects in the “unexposed” group was 24.1 dB, ranging from 20 to 30 dB. Based
on the results obtained, the “exposed” group seems to be less sensitive to the low
frequencies when compared to the “unexposed” group. The methodology used is
adequate for a subjective assessment of the discomfort due to low-frequency noise.
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1 Introduction

Discomfort has been reported as the most frequent effect due to exposure to low-
frequency noise in humans [1–4]. Different to “auditory effects”, which directly
affect the human auditory system, “nonauditory effects” are the most difficult to
prove as they result exclusively from exposure to noise. Assessing noise discomfort
is generally centered on medium and high frequencies. In addition, the evaluation
methodologies adopted in many European countries focus only on objective param-
eters, while discomfort is essentially a subjective evaluation parameter, which varies
from individual to individual. By convention, a frequency A-weighting filter is used
in these evaluations because the human auditory system is not very sensitive to low
frequencies. However, an A-weighting filter is not suitable for assessing the dis-
comfort of low-frequency noise [1, 5–7]. The application of this weighting filter
considerably reduces the noise levels emitted, often contributing to the resulting val-
ues remaining below the levels considered as annoying or harmful, when compared
to the reference curves used in different countries. Furthermore, the various existing
methods consider a limited frequency range, which generally covers the frequency
bands between 50 and 200 Hz. Thus, the aim of this article is to propose a methodol-
ogy to evaluate discomfort due to low-frequency noise, from subjective parameters,
using audiometric tests adapted to determine the hearing threshold of the “exposed”
and “unexposed” volunteers, as well as the assessment of noise perception by these
individuals. To test the methodology, two predominantly urban areas were selected
in Northwest Portugal. The “exposed” area was the village of Serzedelo (southwest
of the municipality of Guimarães). It was classified as “exposed” because it is in a
place with the highest concentration of power poles and power lines, and there is a
substation nearby with the highest installed power at the national level (Substation of
Riba d’Ave). The “unexposed” area was the village of Abação (São Tomé—located
to the southeast of the same municipality) that has no record of high voltage lines.
Thus, eight audiometric tests were carried out on the “exposed” population and six on
the “unexposed” population so as to determine the hearing threshold for pure sounds
and recorded sound and evaluate the perception of discomfort due to low-frequency
noise in an environment that was not the natural one.

2 The Impacts of Exposure to Low-Frequency Noise

A large number of studies on health impacts due to occupational and environmen-
tal noise exposure can be observed at an international level. The most cited effects
on human health refer to emotional changes ranging from agitation and distraction
[8–11], aswell as associating low-frequency noisewith cognitive alterations to devel-
oping cardiovascular diseases [12], sleep disorders [13] and arterial hypertension.

In the field of occupational medicine, there is a large body of research that affirms
that low-frequency noise is an agent that interferes with the performance of labor
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tasks [14, 15]. In addition to these changes, noise can be an agent that affects mental
and physical health.

However, there are still few studies focusing exclusively on health impacts and
discomfort due to low-frequency noise. One of the main reasons is the low sensitivity
of the human auditory system to the low frequencies. On the other hand, this type
of noise presents very particular characteristics and causes acute discomfort and
long-term “nonauditory effects” [2].

Low-frequency noise sources are of particular concern to the population living
close to them, such as wind turbines and areas with power lines. In this case, when the
surrounding noise is reduced, such as during nighttime, low frequencies dominate
the perceived noise spectrum. Thus, the impact of exposure to this type of noise is
particularly worrying in these cases both for the quality of life of the population and
the sustainability of the places [2, 4, 16–19].

Exposure to low-frequency noise has harmful effects and is a risk factor for
human health. Some authors have treated these effects under the name of vibroa-
coustic disease [20], vibronoise pathology, i.e., systemic pathology encompassing
the entire organism characterized by abnormal proliferation of extracellular matrices
and caused by excessive and prolonged exposure to low-frequency noise [21].

In Portugal, the first reference to this type of study refers to the health of workers
from the Portuguese Air Force at an aircraft maintenance, repair, and manufacturing
plant (Oficinas Gerais de Manutenção Aeronáutica—OGMA in Portuguese) [22],
which led to defining three clinical stages of vibroacoustic disease: Stage I—Slight
(1–4 years)—mild mood swings, indigestion and heartburn, oropharyngeal infec-
tions, and bronchitis; Stage II—Moderate (4–10 years)—chest pain, mood changes,
low back pain, fatigue, skin infections, inflammation of the gastric surface, pain
and blood in the urine, conjunctivitis, and allergic processes; and Stage III—Severe
(>10 years)—psychiatric disorders, conjunctiva and nasal and digestive epithelial
hemorrhages, varicose veins and hemorrhoids, duodenal ulcers, spastic colon,
decreased visual acuity, headaches, intense joint and muscle pain, and neurological
changes [21, 22].

Concerning “nonauditory effects”, discomfort has been reported as the most fre-
quent effect due to exposure to low-frequency noise in humans [1–3]. The discomfort
may vary from individual to individual and depends not only on the recorded sound
pressure levels but also on the exposure time and low-frequency components found
in the measured sound levels, i.e., noise levels containing low frequencies tend to be
more troublesome than noise without such components [1, 6].

Thus, noise pollution cannot be treatedmerely as a problemof acoustic discomfort.
On the contrary, it is currently one of the main environmental pollutants. The World
Health Organisation (WHO) considers environmental noise as the second largest
form of environmental pollution preceded only by air pollution. From 2000 onward,
theWHO started to recognize low-frequency noise as an environmental problem and
warned that a large proportion of low-frequency components in noise can greatly
increase adverse health effects. In addition, the health impacts generated by the low-
frequency components on noise are estimated as being more severe [2].
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3 Methodologies for Assessing Discomfort Due
to Low-Frequency Noise

Some guidelines for low-frequency noise control in residential areas adopted in some
European countries such as Germany and the United Kingdom [22] are based on 1/3
octave analysis of sound pressure levels measured and compared with reference
curves. However, in the case of some methods, corrections are applied, such as
A-weighting filter. Using this filter leads to a significant reduction in the sound
levels emitted, often contributing to resulting values remaining below the levels
considered as annoying or harmful, when compared with criterion curves used in
various countries (Fig. 1).

It can be observed that the existing methods are based on quantitative parameters
to analyze discomfort due to low-frequency noise, while discomfort is essentially a
subjective parameter, which can vary from individual to individual. These methods
consider a limited frequency range and generally span the frequency range between
25 and 200 Hz.

The current legislation for ambient noise adopted in Portugal, NP ISO 1996 stan-
dard, establishes that noise assessment should use frequency A-weighting, with fast
integration time and frequency bands of 1/3 octave to vary between 50 and 10,000 Hz
[18, 19].

In the study of discomfort due to low-frequency noise, there is a need to lower
the minimum threshold of evaluation, i.e., below 50 Hz.

Fig. 1 Reference curves used to assess discomfort due to exposure to low-frequency environmental
noise, according to the various methods available
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4 Audiometric Tests as an Instrument to Analyze
the Discomfort Due to Low-Frequency
Noise—A Methodological Proposal

Currently, investigating hearing thresholds for high frequencies is significantly
important for audiological practices. However, research on hearing thresholds for
low frequencies is not often addressed in the scientific literature as it is restricted to
investigations of hearing loss for high frequencies (with hearing thresholds affect-
ing one or more frequencies). Nevertheless, the effects of exposure to noise are not
only limited to hearing, although it is within this organ that the effects may be more
remarkable. Its effects may also interfere with the quality of life of the population,
such as sleep quality, concentration, and work performance [4, 7, 23, 24].

The Threshold of hearing or 0 dB SPL (Sound Pressure Level) corresponds to the
threshold of each individual for each sound frequency, corresponding to the intensity
of the lowest sound oscillation that can be perceived by the human auditory system
[4, 7, 23, 24]. Determination of the hearing threshold generally comprises the range
of 250 and 8000 Hz [23, 25]. It should be noted that, in the international literature
on the subject, there is no audiometric evaluation methodology oriented to the low
frequencies and, due to this aspect, the protocols developed were adapted based on
ISO 8253-1/2010.

The protocols developed for audiometric tests adjusted to the low frequencies
comprised of three stages: determining the hearing threshold, evaluating the discom-
fort, and carrying out cognitive tests.

To determine the hearing threshold of pure sound, it was reproduced by frequency
bands from 10 to 90 Hz with a variation in the signal intensity. The hearing threshold
was also determined for the recorded sound from the real sound, with varying sig-
nal intensity. After being exposed to the reproduction of pure sounds and recorded
sounds, the participants took part in a small survey consisting of three questions.

The subjective and complementary dimension to determine the hearing threshold
consisted of conducting a small survey addressing discomfort (using a Likert scale),
as well as doing a cognitive test (Mini-Mental State Examination).

The tests were carried out in an audiometric booth Optac—AumecHorprufkabine
brand, and two acoustic stimuli were presented: pure sounds (tracks from a high-
fidelity CD of the Nordost brand—System Set-Up and Tuning Disc) and the sounds
previously recorded at the place of exposure (in the “exposed” area 5m from a 400 kV
pole). The sound was reproduced inside the audiometric booth through headphones
(HE4OOS—Hifiman) with a good response at low frequencies. Connections were
made to allow the passage and control of the signal by the AD28—Interacoustics
audiometer.

The pure sounds were played by Windows Media Player, and the recorded sound
was played by software dBTrait.
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5 Results and Discussion

In this section, the results and discussion of the audiometric tests will be presented, as
well as the evaluation of the perception, for “exposed” and “unexposed” volunteers,
of the discomfort due to the noise.

5.1 Determining the Hearing Threshold for Pure Sounds
and Recorded Sound

According to the mentioned methodology, audiometric tests were run with eight
individuals from the “exposed” group aged 24–68, who had a distinct professional
profile (students, various occupations in the textile industry and an administrative
assistant). In the “unexposed”group, six individuals agedbetween44 and60,whohad
a differentiated professional profile (unemployed, drivers, and constructionworkers),
were interviewed.

Concerning pure sounds, both for the “exposed” group (Fig. 2) and for the “unex-
posed” group (Fig. 3), in all frequency bands, the hearing thresholdwas evaluated and
different intensities were presented, varying from individual to individual (Fig. 4).

The mean hearing threshold for recorded sound of the eight individuals tested
in the “exposed” group was 51.3 dB, ranging from 40 to 65 dB, while the mean
auditory threshold of the six subjects tested in the “unexposed” group was 24.1 dB,
ranging from 20 to 30 dB. The differences recorded for the hearing threshold for pure
sounds and recorded soundwere significant, showing differences between the hearing
thresholdmeans of the “exposed” and “unexposed” groupswhichwas 33.9 dB for the
18 Hz frequency; 41.2 dB for the 21 Hz frequency; 38.9 dB for the 24 Hz frequency;
40.6 dB for the 30 Hz frequency; 16.4 dB for the 39 Hz frequency; 5 dB for the 51 Hz
frequency; 2.5 dB for the 60 Hz frequency; −1.3 dB for the 80 Hz frequency; and
1.4 dB for the 90 Hz frequency (Fig. 5). For recorded sound, the difference recorded
between the averages corresponds to 27.2 dB.

Fig. 2 Hearing threshold for
pure sounds of the “exposed”
group
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Fig. 3 Hearing threshold for
pure sounds of the
“unexposed” group
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Fig. 4 Average hearing
threshold for pure sounds of
the “exposed” and
“unexposed” groups
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Fig. 5 Hearing threshold for
recorded sound of the
“exposed” and “unexposed”
the groups
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These data reveal that the “exposed” group is not very sensitive to the low fre-
quencies, and corroborates with the results shown in Figs. 2 and 3, which clearly
show the low sensitivity of the “exposed” group below 39 Hz, when compared to the
“unexposed” group (Fig. 4).

Finally, the tests carried out revealed that the noise collected in loco (recorded
sound) was audible at sound levels above 40 dB for the “exposed” group and 20 dB
for the “unexposed” group.
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Table 1 Minimum hearing threshold recorded for pure sounds, by frequency range, for the “ex-
posed” and “unexposed” groups

Frequency (Hz) 18 21 24 30 39 51 60 80 90

“Exposed” 75 75 75 75 25 25 20 15 15

“Unexposed” 45 40 40 35 20 25 20 20 15

The performance of the audiometric tests helped assess the discomfort due to the
noise collected and also to demonstrate that pure low-frequency sounds were audible
to sound levels above those presented in Table 1 by frequency range.

Finally, the tests carried out revealed that the recorded sound was audible at sound
levels above 40 dB for the “exposed” group and 20 dB for the “unexposed” group.

5.2 Evaluating the Perception of Discomfort Due to Noise

The perception of discomfort due to noise was evaluated based on 10 questions using
a five-level Likert scale, ranging from “strongly disagree” to “strongly agree”.

Some observations are valid to evaluate the perception of discomfort due to noise
in the two villages studied:

1. The perception of hearing tended to be higher for the “unexposed” group when
compared to the “exposed” group.

2. The perception of day-to-day noise discomfort was similar for the two study
groups, i.e., most volunteers responded not feeling discomfort.

3. Only volunteers in the “exposed” group responded that noise has affected their
lives. Although four of the eight volunteers from the same group “disagreed”
with this statement;

4. Regarding the statement “I awake easily with minimum noise”, the group’s
perception of the “exposed” responses were not unanimous (three “disagreed”,
one “undecided”, and four “agreed” or “strongly agreed”). In the “unexposed”
group, most volunteers (n�4) “agreed” or “strongly agreed”.

5. In the statement “I can easily get used to most of the noise”, most volunteers
from the “unexposed” group (n�4) “agreed” or “strongly agreed”. In the case
of the “exposed” group, only three out of the eight volunteers “agreed” with
this statement.

6. About the statement “I feel annoyed with the noise”, in both groups, most
volunteers “agreed” or “strongly agreed” with this statement.

7. Regarding the statement, “I feel discomfort with the noise coming from out-
side my home”, for the “exposed” group, four volunteers “agreed” or “strongly
agreed”, while in the case of the “unexposed” most volunteers (n�5) “dis-
agreed” or “strongly disagreed”.

8. For the statement, “I have difficulty concentrating in noisy environments”, as
far as the “unexposed” group is concerned, most volunteers (n�4) “disagreed”



The Impacts of Exposure to Low Frequencies in the Human … 83

or “strongly disagreed”. In the “unexposed” group, most volunteers (n�6)
“agreed” or “strongly agreed”.

9. When presented with the statement “I have difficulty in relaxing in noisy
environments”, most volunteers (n�6) from the “exposed” group “agreed”
or “strongly agreed”. In the case of the “unexposed” group, the perception
was divided into three who “agreed” and three who “disagreed” or “strongly
disagreed”.

10. Finally, regarding the statement “I am aware of the impact of noise on my
health”, in both groups, most “exposed” (n�6) and “unexposed” (n�4) vol-
unteers “agreed” or “strongly agreed” with this statement.

For the “exposed” group, for most participants, the noise reproduced inside the
audiometric booth corresponds to a “humming” noise.

Participants described this type of noise as “continuous noise”, “humming”, “sea
waves” and “annoying and irritating”. Regarding “discomfort”, four participants
responded, “not bothered”, one respondent felt “sleepiness”, and another volunteer
felt “annoyed”.

After being exposed inside the audiometric booth, the Mini-Mental State Exam-
ination (MMSE) was carried out to evaluate the cognitive status of the volunteers.

Only one participant in the “exposed” group scored 22 points, which may reveal
a cognitive deficit. One of the participants obtained 25 points, which represents a
non-suggestive change in deficit. For the remaining participants, three scored 26
points and the other three participants 27 points, which corresponds to a preserved
cognitive function.

Participant 5 (male, 68 years old and with 4 years of schooling), who had a cogni-
tive deficit, had been a textile carder for 44 years and retired 14 years ago. Although
this participant revealed that he “strongly agreed” with the statement “I usually hear
well” and that the noise had little impact on his quality of life, the participant’s hear-
ing threshold for pure sounds was above average for low frequencies. For the real
sound recorded, the hearing threshold of this participant was 60 dB.

For the “unexposed” group, participant number 2 (male, 44 years old and 2 years
of schooling) scored 17 points, which reveals a cognitive deficit. This participant had
worked in civil construction for 5 years and unemployed for 10 years. The hearing
threshold was 30 dB.

6 Conclusion

The developed methodology proved to be appropriate for the intended purpose as it
evaluated the perception to low-frequency noise and showed the need to extend the
minimum interval of frequency to evaluate the impact of this type of noise on the
population.

The distance between the sound level meter and the source may interfere with the
degree of discomfort. For the presented results, for the real sound, 5 m of projected
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distance was measured horizontally between the receiver and the source. The mean
hearing threshold for recorded sound was 51.3 dB for the “exposed” group and
24.1 dB for the “unexposed” group. For both groups, the exposure to the sound
recorded inside the audiometric booth generated discomfort (in the case of the “ex-
posed” group, one participant reported having a “headache”, three were “irritated”,
one felt “scared”, and three felt “ sleepiness”, while in the “unexposed” group,
four participants were “not bothered”, one was “annoyed”, and one participant felt
“sleepiness”.

The values recorded were perceived as being uncomfortable by volunteers. This
shows the fragility of the existing methods to assess noise discomfort, which are gen-
erally based on objective parameters. In addition, the results obtained from the audio-
metric tests show that the population of Serzedelo (“exposed”) may have acquired a
“psychological defense”.When living with this type of noise on a daily basis (despite
classifying it as annoying) it prevented them from perceiving/hearing with the same
intensity as the population of Abação (São Tomé, “unexposed”). The results obtained
in audibility tests for the pure sounds carried out with the population of the “exposed”
and the “nonexposed” corroborate this statement.

Acknowledgements This work was funded by CAPES/Brazil (Process: BEX1684-13/2), Project
Lab2PT—Landscapes, Heritage and Territory laboratory—AUR/04509 and FCT through national
funds andwhen applicable from FEDER cofinancing, in the new partnership agreement PT2020 and
COMPETE2020 - POCI 01 0145 FEDER 007528 and FCT/C-TAC for the financial support granted
to acquire the equipment essential for the Ph.D. study. The authors would like to acknowledge
Dr. Pedro Arezes (Ergonomics Laboratory/University of Minho) for the dedicated orientation and
technical support in the adapted audiometric tests, to Filipa Manuela Neto Paiva (Student at the
Faculty of Engineering/University of Minho) as well as the Serzedelo Village Council and Abação
and Gémeos Village Council for helping us to recruit volunteers.

References

1. Waye, K.P.: On the effects of environmental low frequency noise. Dissertation Thesis. Gothen-
burg University, Gothenburg, Sweden (1995)

2. Berglund, B., Hassmén, P., Job, R.F.: Sources and effects of low-frequency noise. J. Acoust.
Soc. Am. 99(5), 2985–3002 (1996)
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Behavior of Single Pylon of Air Cooled
Condenser Support Structure Under
Seismic and Wind Forces

Sanish Panchal, Kushang Prajapati and Suhasini M. Kulkarni

Abstract Air cooled condenser (ACC) is the setup of machinery and motors, which
is used in thermal power plant to condensate hot steam coming out from turbine. It is
an approach to reduce the coolingwater demand using direct dry cooling phenomena,
which requires no consumptive water and also reduces a power plant water demand
by up to 90%. The ACC support structure consists of wind wall at top, truss frames,
columns, and bottom raft, respectively. A typical ACC support structure can be of
any height depending upon wind and topographic conditions, which is subjected
to concentrated load so generally it acts like an inverse pendulum. Due to high
sensitivity of this type of structures toward lateral and dynamic loads, it requires
meticulous engineering analysis and deliberate sectional design which is optimized
too.This paper presents the detailed optimizeddesign criteria for a 6×8 fan air cooled
condensers using design moments and axial force from seismic analysis (response
spectrummethod) and wind load analysis (gust effectiveness factor method) using IS
875:2002 (Part-3). Both analyses are done on a single pylon to find out the governing
load using STAADPro.

Keywords Air cooled condenser (ACC) support structure · Seismic analysis
Optimized design · Pylon design · Wind analysis
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1 Introduction

Air cooled condensers (ACC) are the machinery setup placed at a deck type support
structure, which are built to greater heights provided with long columns. The primary
function of ACC is to condensate the steam (low pressure) coming out from turbine
and recycled back to where it was heated at subatmospheric pressure [1]. As the ACC
does not require cooling water as in case of water cooled condenser, so it reduces the
burden of having power plant [2] near cooling water source and also helps in easy
installation at any place. From water scarcity point of view in the power industry,
use of Air cooled condenser plays a major prime role to get better efficiency from
any individual plant. Air cooled condenser support structure is one of the important
components which is to be designed considering different parameters, as loads of
deck are large, which are transferred to support structure [3]. So to withstand these
loads, support structure is to be designed.

The air cooled condenser support structure in this paper is analyzed [4] and
designed for following recommendations:

Height of structure�57+3 m (lump mass as cap),
External diameter�5 m,
Diameter of single fan�9.75 m,
Dimension of single fan deck� (10 m×10 m),
Space left for pathway�1 m,
Single opening at base of the column� (2 m×1.2 m),
No of pylons�16, and
Assumed height of truss frames�7 m. Also assumed that “space for duct pipes and
accessories” is also assigned with same loading (Fig. 1).

Fig. 1 3D rendering view of
model
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2 Manual Analysis

2.1 Earthquake Load Estimation

Response spectrum method is used for earthquake analysis in which calculation of
earthquake loads was carried out by using IS 1893 (Part-4): 2005 [5].

Moment and Shear force Calculation
For the evaluation of moment and shear force, the following are required:

1. The fundamental time period of the free vibration is

T � Ct
√
W · h

3.1
√
Ec · Ac

where

Ct Coefficient depending on slenderness ratio of the structure.
W Total weight of structure.
Ac Area of cross section at base of the structural shell.
Ec Modulus of elasticity of concrete.
H Total height of the structure.

2. By using the fundamental time period T, the horizontal seismic coefficient is
obtained by

αh �
β × I × F◦ × Sa

g

where

ß Damping factor.
I Importance factor.
F◦ Zone factor.

Sa Average acceleration (Figs. 2 and 3).

2.2 Wind Load Estimation

For calculation ofwind load, according to IS 875 (Part-3):1987 [6], gust effectiveness
factor method is used for single self-standing pylon structure. The following values
are obtained and calculated using given formulation in the IS code:

Location: Bhuj, Gujarat (Zone-3),
Terrain category: II,
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Fig. 2 Top view of support structure

Fig. 3 Side view of support structure

Height of structure: 60 m,
Basic wind speed (Vb): 50 m/s,
Probability factor (K1): 1.08,
Terrain category factor (K2): 0.86, and
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Topography factor (K3): 1.0.

Hourly mean wind speed (V z)�Vb×K1×K2×K3
(V z)�46.65 m/s.

Along wind load at any height is given by

(
Fz

) � Cf × Ae × (
Pz

) × G

where

Cf Force coefficient for building�0.92.
Ae Effective frontal area � (5 × 60) � 300 m2.
(Pz) 0.6 × (V z)2 � 1300.7 N/m2.
G Gust factor � 2.072.

which is obtained by G � 1 + g f · r
√
[B

(
1 + Ø

)2
+ SE

ß .
where

gf Peak factor.
r Roughness factor.
B Background factor.

Hence, along wind load at 60 m height is obtained as

(Fz) � 743.83 kN.

2.3 Overall Wind Load

As from earthquake analysis and wind load analysis on a single pylon, we found
that wind load is governing load for the design criteria. Hence, overall wind load on
complete support structure is obtained by IS 875 (Part-3):1987 without considering
gust factor (due to whole structure consideration).

Wind load on wind wall

Height of A-frame�8.66 m,
Diameter of steam duct pipe�1 m,
Total height�9.66 m (Assuming it to be 10 m), and
Drag coefficient for hoarding/walls�1.24.

Wind load on wind wall is given by

(Fz) � Cf × Ae × Pz

� 1.24 × (76 × 10) × [0.6 × (50 × 1.08 × 1.19 × 1.0)]

(Fz) � 2334.89 kN (1)
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Wind load on truss frames

Assumed height of truss frames�7 m,
Assumed solidity ratio�0.3, and
Drag coefficient�1.7.

Wind load on first frame is given by Eq. (1), i.e.,

(Fz) � 649.81 kN

According to IS code cl.6.3.3.4, structure having two or more parallel frames may
have a shielding effect on the next frames.

We have shielding factor (η)�0.9.
Loading on second frame is given by

= (Wind load on first frame× shielding factor)
= 0.9×649.81 kN
= 584.83 kN

Total Wind load on wind wall
As we have considered 16 pylons, so loading on single pylon will be equal to total
wind load divided by no. of pylons.

Hence, total wind load�2334.89+649.81+ (584.83×8)
= 7668.84 kN.
Load on single pylon�478.958 kN.
Assumed wind load on single pylon�480 kN.

3 Software Analysis

In STAAD.Pro, both earthquake analysis and wind load analysis are done using the
same dimensions and specifications. The results obtained by software analysis are
used in the design procedure (Fig. 4).

4 Design Methodology

For design procedure, working stress methodology is considered. As we require
variation of parameters to obtain the optimized design of pylons, doing calculation
manually on paper would be deliberate and delaying process. Hence, the formation
of spreadsheet from Microsoft Excel is an alternative method to obtain design.

Stepwise Procedure
Grade of concrete�M30,
Grade of steel�Fe500,
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Thickness (t)�500 mm or 0.5 m,
Diameter�5 m, Radius (r)�2.5 m,
Axial load (W)�14835.74 kN (as calculated in STAAD.Pro),
Moment load (M)�44244.675 kN m,
Modular Ratio (m)�9.33 (IS 456 recommendation),
Reinforcement % (p)�1.5% {Assumed},
As our single opening makes an angle of 22.91°,
Which represents 2ß�22.91°,
So, ß�11.45°,
Assume ß�15° (due to minimum ß value chart is for 15°),
And μ�0° (no another opening is there except one)
Eccentricity (e) � M/W � 2.98.
{e/r} ratio�1.193.
Steel ratio parameter (ïp) is given by

(ηp) � [Modular ratio × (% of reinforcement)]

[1 − (% of reinforcement)]

(ηp) � 0.142

Values of C and Ø are obtained from charts given in reference book [4].

C � 0.82 and Ø � 88◦

Concrete stress at center of the shell is given by

Fc � C × W

r × t × (1 − p)

Fig. 4 Results obtained by software analysis
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We have Fc�9880 kN/m2 or Fc�9.88 N/mm2 (SAFE condition is satisfied)
Maximum steel stress is given by

Fs � S × m × W

r × t × (1 − p)

We have Fs�102469 kN/m2 or Fs�102.47 N/mm2 (SAFE condition is satisfied)

Building the Spreadsheet
A large set of parameters, some of which are interrelated, is involved in the design
procedure. In order to make easy the interaction between the designer and the spread-
sheet, the cell values which requires an input by the user are highlighted in orange
color while the ones which will be automatically generated are highlighted in red
color. Calculation is highlighted using blue color. Using Excel spreadsheet, we opti-
mized this structure by thickness variation and % of reinforcement variation using
height ranges.

Optimization of support structure
For the optimization procedure, we created three different cases by creating height
ranges from

1. 0–20 m,
2. 20–40 m, and
3. 40–60 m.

The axial force and moment at this stage are calculated for three different posi-
tioned columns.

1. Outside columns,
2. Inside columns, and
3. Extreme side columns.

Case: (1) Outside Columns {M30, Fe500}

[Dead Load and Wind Load Governing]
If Fc<10, then design method shows “PASS”
If Fs<230, then design method shows “PASS” (Figs. 5 and 6a).

Case: (2) Inside Columns {M30, Fe500}

[Dead Load and Wind Load Governing]
If Fc<10, then design method shows “PASS”
If Fs<230, then design method shows “PASS” (Table 1, Fig. 6b).

Case: (3) Extreme side Columns {M30, Fe500}

[Dead Load and Wind Load Governing]
If Fc<10, then design method shows “PASS”
If Fs<230, then design method shows “PASS” (Tables 2 and 3, Fig. 6c).
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Fig. 5 Different height
ranges

Fig. 6 a Outside columns. b Inside columns. c Extreme side columns

Table 1 Results for case: 3

Height
range (m)

Moment
(kN m)

Axial load
(kN)

Concrete
stress (Fc)
(N/mm2)

Steel stress
(Fc)
(N/mm2)

Thickness
(mm)

% of rein-
forcement
(%)

0–20 41020.78 14427.14 8.91 103.63 500 1.5

20–40 22507.96 11703.18 5.88 31.16 450 1

40–60 7533.94 8979.21 4.13 15.17 350 0.6

5 Results

By creating these three cases, we found that optimized design for 500 mm thickness
and 5 m diameter can also be obtained by varying thickness and percentage of
reinforcement by different stage heights.
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Table 2 Results for case: 2

Height
range (m)

Moment
(kN m)

Axial load
(kN)

Concrete
stress (Fc)
(N/mm2)

Steel stress
(Fc)
(N/mm2)

Thickness
(mm)

% of rein-
forcement
(%)

0–20 41237.98 14312.91 9.30 90.27 500 1.5

20–40 22460.65 11588.95 5.41 28.65 450 1

40–60 7221.82 8864.98 4.08 14.97 350 0.6

Table 3 Results for case: 3

Height
range (m)

Moment
(kN m)

Axial load
(kN)

Concrete
stress (Fc)
(N/mm2)

Steel stress
(Fc)
(N/mm2)

Thickness
(mm)

% of rein-
forcement
(%)

0–20 41020.78 14427.14 8.91 103.63 500 1.5

20–40 22507.96 11703.18 5.88 31.16 450 1

40–60 7533.94 8979.21 4.13 15.17 350 0.6

Table 4 Optimized design
results

Height range (m) Thickness (mm) % of reinforcement

0–20 500 1.5

20–40 450 1.0

40–60 350 0.6

Hence, from safety and reliability point of view, the optimized design for given
axial load and moment is tabled (Table 4).

6 Conclusions

An optimized design with satisfactory project requirements is always advantageous
from the economical point of view. With respect to the above optimized design, here
are some more conclusions which are also beneficial.

1. The height of the fan deck is one of the most important factors that need to be
selected with respect to wind conditions in order to have a maximum air cooled
condenser efficiency.

2. The increment in fan deck height is not always favorable.
3. The earthquake analysis shows effective results which prove its importance to

design the structure.
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Rice Moisture Detection Based on Oven
Drying Technique Using Microstrip Ring
Sensor

Sweety Jain, Pankaj Kumar Mishra and Vandana Vikas Thakare

Abstract A new microstrip ring moisture sensor is proposed for determining the
moisture of rice grains using the oven dryingmethod atmultiple frequencies, i.e., 3.7,
5.8, 6.9, 8.4 GHz, with low insertion loss as well as good return loss−18,−17,−22,
−27 dB. The proposed sensors parameters of ground length and width are 30 mm
and 25 mm, as well as the outer and inner radii are 8 mm and 4 mm. The design is
simulated by the CST software, fabricated on the FR4 substrate, which is cheaper
and measured by the vector network analyzer (Model No. Field fox N9925A).

Keywords Microstrip ring sensor · Vector network analyzer · Oven drying
technique · Rice moisture detection · Reflection coefficient

1 Introduction

Rice is the main source of nutrition for human beings. Moisture content inside rice
grain is a crucial parameter for grain processing, i.e., harvesting storage, quality
control, and transportation [1–4]. Mostly, rice grain is usually harvested between
19 and 25% MC for maximum grain yields and needs to be dried to 14% or less,
depending on the season and the weather, for safe storage [5–7]. Also, the ideal
moisture content for milling is 14% in order to maximize the head rice. So, moisture
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Fig. 1 Proposed microstrip
ring sensor configuration

determination of rice is very important [8–11]. Water contained in rice is called rice
moisture. The water is held within the rice pores. Rice water is the major component
of the rice in relation to human beings growth [12, 13]. Hence, rice moisture content
has a quite significant influence on engineering, industrial quality monitoring, and
hydrological behavior [14–19] of the rice mass. Furthermore, it has a major role to
play as far as the human being growth, the determination of rice water content is of
the vital importance efforts to improve growth and water efficiency in agriculture.

In the agriculture sector, the application of adequate and timely moisture for
irrigation, depending upon the rice moisture, storage place, and essential percentage
of moisture in rice grains [20–22].

Earlier researchers have developed several techniques formeasuring the ricemois-
ture such as time-domain reflectometry, frequency-domain reflectometry, tensiome-
ters, oven dryingmethod, etc. Oven dryingmethod is easy and cheapermethodwhich
is very helpful tomeasure themoisture of rice grains. Oven drying technique is cheap,
less time-consuming, as well as accuracy [23, 24–26]. The proposed microstrip ring
sensor configuration is shown in Fig. 1.

2 Sensor Configuration and Description

The proposed microstrip ring moisture sensor is designed at different frequencies
simulating by CST Software and measuring by the vector network analyzer. The
parameters of length and width of sensors are 30 and 25 mm as well as the outer
radius and inner radius are 8 and 4 mm, and other parameters are shown in Table 1.
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Table 1 Parameters and
dimensions of microstrip ring
sensor

Parameters Dimensions

εr 4.4

h 0.038

tanδ 0.001

2.1 Simulation Results

The proposed microstrip ring moisture sensor is designed with the help of CST
software and get the good return loss as at different frequencies as well as analyzed
all the parameters which is useful for the microstrip ring sensor such as return loss,
magnitude, phase, gain surface current, smith chart, axial ratio, etc., as shown in
Figs. 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12.

Fig. 2 Structure of microstrip ring sensor

Fig. 3 Return loss of microstrip ring sensor
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Fig. 4 Magnitude of microstrip ring sensor

Fig. 5 Phase of microstrip ring sensor
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Fig. 6 Energy balance of microstrip ring sensor

Fig. 7 Smith chart of microstrip ring sensor

Fig. 8 Axial ratio of microstrip ring sensor
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Fig. 9 Gain of microstrip ring sensor

Fig. 10 E-field of microstrip ring sensor

Fig. 11 H-field of microstrip ring sensor
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Fig. 12 Surface current of microstrip ring sensor

2.2 Experimental Results

The proposed microstrip ring moisture sensor is measured with the help of vector
network analyzer at different frequencies. The dry rice measured the moisture at 3.7,
5.8, 6.9, and 8.4 GHz with return loss −18, −17, −22, −27 dB, after measure the
moisture of wet rice at same frequencies 3.7, 5.8, 6.9, and 8.4 GHz with return loss
−17, −16, −16, −24 dB as shown in Table 2. The comparison of the measured
moisture content at different frequencies, the dry rice increased the return loss but
whenmeasured the wet rice of moisture then return loss id decreased after calibration
of dry andwet rice then the percentage of moisture can be determined by this formula

Table 2 Summary of dry and wet rice measured the moisture content by vector network analyzer

Frequency Dry rice Wet rice

1 −0.66 −0.77

2 −1.65 −3.17

3 −11 −4.6

3.7 −18 −17

4 −3.2 −3.5

5 −2.7 −3.2

5.8 −17 −16

6 −5.5 −6.03

6.9 −22 −16

7 −10 −8

8.4 −27 −24

9 −7 −9.8
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Fig. 13 Measured moisture of dry rice with microstrip ring sensor

Fig. 14 Measured moisture of wet rice with microstrip ring sensor

as given below. The experimental results of dry and wet rice are shown in Figs. 10
and 11.

The actual moisture content is determined using the standard oven drying tech-
nique.

Moisture content (%)� (mass of water/dry mass of sample) * 100
Mass of water�wet of mass – dry of mass

where

mwet is the initial mass before and after drying, and
mdry is the final mass before and after drying.
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Fig. 15 a Measured dry rice
with microstrip ring sensor.
b Measured wet rice with
microstrip ring sensor. c
Comparison of dry rice and
wet rice measured moisture
by microstrip ring sensor

(c)

(a) 

(b) 

The experimental results of dry and wet rice measured the moisture content are
shown in Figs. 13 and 14.

The comparison of moisture content of dry and wet rice with different frequencies
is shown in Fig. 12.

3 Conclusion

A fast and accurate method of measurement of moisture content of rice grains using
a microstrip ring sensor and a new microstrip ring moisture sensor is proposed using
the oven drying method at multiple frequencies, i.e., 3.7, 5.8, 6.9, 8.4 GHz, with low
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insertion loss as well as good return loss −18, −17, −22, −27 dB simulated using
the CST software and measured by the vector network analyzer (Model No. Field
fox N9925A). The proposed design is very cheap, versatile, small size, accuracy,
reliability, sensitivity, time nonconsuming, as well as determination of moisture at
dual and triple frequencies (Figs. 13, 14 and 15).
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A Novel Fabric Adhesive UWB
Magnetoelectric Dipole Antenna

Neetu and Vivekanand Tiwari

Abstract Planting antennas over fabrics is a known secure technique to help human
beings in various applications like health monitoring, firefighting, rescue work, and
space andmilitary personal communications. This paper provides a novel opportunity
to design a lightweight and robust fabric adhesive magnetoelectric dipole antenna
covering 5.0–10.0GHz. The antenna possesses ultrawide impedance bandwidth, dual
circular polarization, and high gain in the entire band of frequency operation. This
antenna has been pasted over the clothes in the region of minimal bending, and good
electrical and radiation characteristics have been exhibited in the frequency region
meant for satellite communication.

Keywords Adhesive antenna · ME dipole · Circular polarization · 3-dB axial
ratio · Satellite communication

1 Introduction

Rooting wireless structures over clothes under the name on-body antenna is a pos-
sible and qualified technique that promotes user safety, awareness, convenience,
and operability in various applications like health monitoring [1], firefighting [2],
rescue operation [3], and space and military personal communications [4]. The lit-
erature provides detailed information for both on-body [5–7] as well as off-body [8,
9] embedded wireless techniques. The on-body antennas are also known as Body-
Centric (BC) antennas.

The purpose of placing the antenna on user’s clothes is to make an antenna con-
formable and least obstructive as possible. With the movements of user, the antenna
shall not lose its connectivity as well as its functionality. However, literature confirms
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that the shape and placement of antenna are two major constraints for the underrated
performance of the antenna [10]. Hence, choosing and designing the appropriate
shape of the antenna and its placement on body parts with minimum bending pos-
sibilities are two ways to improve the efficiency of the BC antenna. In 2006, an
improvised version of the complementary antenna was presented and designated as
magnetoelectric (ME) dipole antenna. Most of the ME dipole antennas have been
designed on copper sheet persisting a nonplanar geometry. Here, the planar electric
dipole is mounted on quarter wave shorted magnetic dipole. Despite having a bigger
structure, the antenna has the capability to provide wide impedance bandwidth, iden-
tical E-plane and H-plane radiation patterns, stable gain, and low back radiations [11,
12]. A planar circularly polarized ME dipole antenna has been proposed for X-band
with 21.1% impedance bandwidth and 3-dB axial ratio bandwidth of 9.52% [13].

This paper provides the key strategy to construct a fixed and lightweight BC ME
dipole antenna with high gain and left-handed circular polarization to be used for
satellite communication applications. The antenna is made operational in an outdoor
environment to allow normal activities like walking, running, and sitting, while the
antenna would perform its transmission and reception process.

2 Antenna Design

In order to provide an adequate solution for integrating the antenna onto clothing, a
planar ME dipole antenna has been selected as the baseline for this research because
of its inherent low profile. Moreover, keeping the purpose of BC antenna in mind
where the size of the ground plane has to be small, and this is meticulously done by
maintaining the ground plane as 48 mm × 2 mm (GL × GW). Figure 1 shows the
geometry of the proposed antenna. This antenna has been printed on RTDuroid 5880
substrate, having permittivity of 2.2 and thickness 0.78mm. In its basic geometry, the
antenna consists of horizontal T-shaped electric dipole, two directors, an inverted U-
shaped feed line, a pair of shorted stubs, and a truncated rectangular-shaped ground
plane having dimension 48 mm × 2 mm (GL × GW). The truncated ground plane is
combined with shorted stubs to form a magnetic dipole. The electric dipole, feeding
structure, directors, and shorted stubs are printed on the front side of the substrate
whereas the truncated ground plane is printed on the backside of the substrate. Here,
the concept of directors in Yagi–Uda antenna for gain enhancement has been utilized
and ME directors are printed on the front side of the substrate. Figure 2 shows the
final prototype of the proposed antenna according to the dimensions indicated in
Table 1.
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(a)

(b)

Fig. 1 a Top view of the proposed antenna, and b side view of proposed antenna

(a)

(b)

Fig. 2 a Front side of the proposed antenna, and b backside of proposed antenna
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Table 1 Optimized dimensions of the proposed antenna

Parameter L1 L2 W1 W2

Value (mm) 20 2 5.5 10.5

Parameter CL CW CH GL

Value (mm) 80 40 10 48

Parameter W3 FL1 FL2 L3, W

Value (mm) 4 12 7 60, 1.5

Parameter GW FW S L4

Value (mm) 2 2.5 14 50

3 Results and Discussion

The proposed circularly polarizedME dipole antenna is designed and analyzed using
MOM-based full-wave electromagnetic simulator IE3D. The variation in simulated
and measured reflection coefficient with frequency is presented in Fig. 3. The pro-
posed antenna delivers an ultrawide impedance bandwidth of 66.6% in the frequency
range 5.0–10.0GHz. Figure 4 represents the variation in axial ratio in broadside direc-
tion with frequency. It has been clearly showcased from the figure that the antenna
has achieved circular polarization in dual bands. The axial ratio taken at (45,0) degree
remains below 3-dB from 5.2 to 6.3 GHz hence giving 3-dB axial ratio bandwidth
of 19.1%. When the axial ratio is measured at (60,0), the antenna is still below 3-dB
in the frequency range 9.0–10.0 GHz, thereby giving 3-dB axial ratio impedance
bandwidth of 10.52%. The peak gain of 7.5 dBi has been confirmed from simu-
lated results, and a stable gain of almost 6.5 dBi in the entire operating range of
frequency operation has been indicated in Fig. 5. To prove that the proposed ME
dipole antenna is having circular polarization, current distribution pattern at 5.5 GHz
has been highlighted in Fig. 6. The figure gives insight about the antenna at quarter
time period interval. The overall current in the structure at t�0 is moving toward
right-hand side while it is in downward direction at t�T/4. Similarly, the vector
current rotates in anticlockwise direction, suggesting left-handed circular polariza-
tion. One of the important characteristics of ME dipole antenna is to show identical
E-plane and H-plane radiation pattern. It is observed that almost identical E-plane
and H-plane radiation patterns are shown by the antenna at 5.5, 6.5, 7.5, 8.5, and
9.5 GHz, which is shown in Fig. 7. The prototype of the proposed antenna has been
made and embedded over clothes to make a BC antenna, which has been shown in
Fig. 8.
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Fig. 3 Measured and
simulated reflection
coefficient of the proposed
antenna in off-body state

Fig. 4 Measured and
simulated 3-dB axial ratio of
proposed antenna in
off-body state

4 Antenna Measurements On-body State

Placement of the antenna over the human body will effectively reduce its gain and
radiation efficiency due to the change in impedance matching caused by the lossy
human tissues. Keeping this in mind, the designed antenna has been kept over the
humanbodywith cotton padding having a thickness of 6mmbetween them.Measure-
ment of reflection coefficient when antenna has been placed over arm (P1) and back
(P2) is shown in Fig. 9. Measured results indicate good agreement between results of
reflection coefficient for antenna in free space and when placed at P2. At position P1,
the change in impedance bandwidth is significant. For the position P1, the antenna is
resonating in dual bands in the frequency range 5.3–5.8 and 6.3–8.9 GHz, which will
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Fig. 5 Measured and simulated gain of proposed antenna in off-body state

Fig. 6 Current distribution indicating left-handed circular polarization at 5.5 GHz in off-body state

lead to overall reduction in impedance bandwidth. However, at position P2, there is
a drift of 300 MHz and the antenna is resonating at frequency 5.3–10.0 GHz. Due to
the wave impedance mismatching between low (fat) and high (skin, muscle) water
content level in various tissues, significant reflections may occur for far-field expo-
sure. This effect can lead to the increased specific absorption rate (SAR), and hence
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Fig. 7 Measured and simulatedE-plane andH-plane radiationpattern in off-body state at a 5.5GHz,
b 6.5 GHz, c 7.5 GHz, d 8.5 GHz, and e 9.5 GHz

Table 2 Gain performance of the proposed antenna at different body positions at different fre-
quency regions

Frequency band
(GHz)

Total gain (dBi)

Free space P1 P2

5.5 3.8 5.2 6.12

6.5 7.25 9.43 10.25

7.5 7.55 9.64 10.59

8.5 7.5 9.52 10.45

9.5 7.4 9.47 10.32

interfering the results obtained for reflection coefficient. Figure 10 gives the infor-
mation about E-plane and H-plane radiation pattern of the antenna kept in position
1 and position 2. The antenna has shown nearly omnidirectional radiation pattern
at 7.5 and 8.5 GHz and bidirectional (quasi-end-fire) radiation pattern at 5.5, 6.5
and 9.5 GHz. Omnidirectional and quasi-end-fire radiation patterns help the human
by enforcing less penetration of the radiations into the body as compared to broad-
side radiation pattern where maximum radiations are absorbed by the body. As the
antenna is circularly polarized at 5.5 and 9.5 GHz, which will further lead to fewer
losses to the human body. The gain of antenna is also changed when the antenna has
been kept at different positions on the body which has been summarized in Table 2.
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Fig. 8 a Proposed
body-centric antenna at
position 1 (P1), and b
proposed body-centric
antenna at position 2 (P2)

(a)

(b)

5 Conclusion

A novel and simple circularly polarized body-centric magnetoelectric dipole antenna
has been proposed, designed, and fabricated. The measured and simulation results
confirm that the antenna exhibits ultrawide impedance bandwidth of 66.6% in the fre-
quency region 5.0–10.0 GHz. This antenna is also capable to provide 3-dB axial ratio
bandwidth of 19.1%and 10.52%covering 5.2GHz–6.3GHz and 9.0GHz–10.0GHz,
respectively. The antenna has shown radiation pattern with almost symmetrical E-
plane and H-plane radiation patterns and provides a peak gain of 7.5 dBi. The pro-
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Fig. 9 Measured reflection coefficient of the proposed antenna in on-body state

Fig. 10 Measured E-plane and H-plane radiation patterns of the proposed antenna in on-body state
at a 5.5 GHz, b 6.5 GHz, c 7.5 GHz, d 8.5 GHz, and e 9.5 GHz

posed antenna has been kept at two different minimal displacement positions, and the
antenna has shown good radiation and electrical characteristics, while maintaining
circular polarization in the bands meant for satellite communication.
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Experimental Investigation Using Laser
Vibrometer and Finite Element Modeling
for Modal Analysis of Camshaft

Jai Kumar Sharma and Sandeep Kumar Parashar

Abstract Vibration analysis of the internal combustion (IC) engine components
is extremely helpful in optimizing the design of these components and has direct
bearing on the engine life. This paper presents an experimental and numerical modal
analysis of IC engine camshaft. The experimental modal analysis of camshaft excited
using impact hammer is performed with the help of a laser vibrometer. The signals
from the experiments are obtained in the time domain and are later converted into the
frequency domain using fast Fourier transformation (FFT)with the help ofMATLAB
program. The numerical modal analysis is performed using finite element modeling
(FEM) software ANSYS Workbench 14.5. The purpose of this experiment is to
validate the finite element model of camshaft using the experimental data, so that
the same FEM model of camshaft can be used with confidence for more complex
boundary conditions or real operating conditions. To achieve this aim, the natural
frequencies and mode shapes of camshaft obtained through experiment and FEM are
compared. The methodology presented and the results are useful in optimizing the
design of camshaft to be used in IC engine.

Keywords Experimental modal analysis · Camshaft · Finite element modeling
Fast Fourier transformation · Laser vibrometer

1 Introduction

The experimental modal analysis of structures and components has received a lot
of attention nowadays. The experimental modal analysis technique can be used to
determine the dynamic behavior of structure in terms of modal parameters such as
natural frequency,mode shapes, and damping. In recent days, the experimentalmodal
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analysis can be performed using laser vibrometer. It is a noncontact device which
eliminates the impact of the sensor on the behavior of test structure and components.
Currently, finite element modeling plays a very vital role for modal analysis of
complex engineering structure and components.

This paper presents a modal analysis of camshaft through experiment and numer-
ical method. The literature gives a great number of works on the modal analysis
of engineering structure and components. Nagalo et al. [1] investigated vibration
response of freight wagon. The equation of the modal analysis was obtained using
Lagrange’s equation. In this paper, complex-exponential method was used for deter-
mining the modal parameter. Nikhil et al. [2] developed and designed a test rig for
estimating the vibration of the beam. They investigated the transverse vibration of
the flexible rectangular beam (aluminum alloy and mild steel) by applying the cen-
trifugal force. The dynamic behavior of the tire in rotating condition was investigated
through experiments by Diaz et al. [3]. Giagopouls and Natsiavas [4] investigated
dynamic behavior of a complex vehicle, creating a superstructure through a combi-
nation of experimental and numerical modal analysis. Bertini et al. [5] performed
an experimental modal analysis of bladed wheel using laser Doppler vibrometer.
Teter and Gawryluk [6] determined natural frequencies and mode shapes of rotor
blade using laser vibrometer. In this paper, the blades were made of glass–epoxy
unidirectional laminate. The experimental results were compared using finite ele-
ment modeling software package ABAQUS. Chandravanshi and Mukhopadhyay [7]
determined the modal parameters of the vertically tapered frame using experimental
modal analysis, and the experimental results were validated through finite element
modeling software ANSYS Workbench.

In the present paper, experimental and finite elementmodal analysis of camshaft is
carried out. The experimental modal analysis is performed using the laser vibrometer
and for finite element modeling, ANSYS Workbench is used. The purpose of this
analysis is to validate the finite element modal by experiment. Once the modal has
been validated, one can apply more complex boundary conditions in finite element
modeling.

2 Experimental Modal Analysis

The experimental study of engineering structure and components always provide
a better understanding and control of the vibration characteristics encountered in
practice [8]. In the present work, the laser vibrometer (Polytech NLV 2500-05) is
used for the measurement of vibrations. This laser vibrometer has two units, one is
scanning head and the other one is data acquisition unit [9]. During the measurement
of the natural frequencyof camshaft, the reference light is reflected from the camshaft.
The frequency of reflected light which is changed by theDoppler’s effect is compared
with reference signal frequency. The schematic diagram of experimental setup is
shown in Fig. 1. First, the camshaft is excited at the selected point by the impact
hammer. Then, the vibration signals are captured by the laser vibrometer (NLV-2500-
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Fig. 1 Diagram of measuring free vibration

Fig. 2 Actual experiment
setup

05) and fed into digital oscilloscope (NB207C1). From the digital oscilloscope, the
time-domain signal is saved in USB drive. These signals obtained are of continuous
type. These continuous signals are discretized by the process called sampling. At the
sampling rate (8×10−5), 20,482 samples are taken in the present study. The time-
domain signals are converted into frequency-domain signal using FFT algorithm
with the help of MATLAB program. The actual photograph of experiment is shown
in Fig. 2.
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3 Results and Discussion

We can determine the natural frequency of the camshaft up to first mode using
the impact hammer. We cannot excite higher mode of the camshaft using the impact
hammer in the fixed-free boundary condition because the camshaft is made of chilled
cast iron [10]. The chilled cast iron is a brittle material and so we cannot capture
the vibrating signal for higher mode because the signal dies out very early due
to high damping nature of the material. The cantilever boundary conditions are also
specifically chosen as it was easier to excite the first bendingmode by impact hammer
in comparison to the other boundary conditions such as free–free.

Table 1 displays the experimentally determined natural frequency of the camshaft.
The experimentally obtained time-domain signal (from digital scope) and frequency-
domain signal (fromMATLAB) are shown in Fig. 3 and Fig. 4, respectively. We can
clearly see in the frequency-domain graph the first peak that occurs at the first natural
frequency of 63.48 Hz.

Table 1 Experimental results of camshaft

Mode Experimental natural frequency (Hz)

Mode 1 63.48

Fig. 3 Time-domain signal for camshaft
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Fig. 4 Frequency-domain signal for camshaft

4 Finite Element Modal Analysis of Camshaft

The three-dimensional model of the camshaft is constructed in ANSYS Workbench
14.5, and then computational modal analysis is performed to generate natural fre-
quencies and mode shapes for fixed-free boundary conditions. The camshaft is made
of chilled cast iron, and the mechanical properties of cast iron are given in Table 2.

The geometric parameters of the camshaft are displayed in Fig. 5, while the
actual camshaft used in the experiments is shown in Fig. 6. The default meshing
and elements for analysis are taken in the ANSYS workbench. For the fixed-free
boundary conditions, one end of the camshaft is fixed while the other end is free as
displayed in Fig. 7.

The cam angles are carefully measured and are taken for the analysis from right
to left as 0, 111, 276, 20, 186, 66, 290, and 172 in degrees, respectively.

The numerically obtained natural frequencies of camshaft are shown in Table 3.
The numerical mode shapes and natural frequencies up to two modes are shown in
Fig. 8.

Table 2 Mechanical
properties of chilled cast iron

Material parameter Values

E 1.1 × 1011 N/m2

ρ 7200 kg/m3

υ 0.28
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Fig. 5 Schematic diagram of camshaft

Fig. 6 Actual camshaft

Table 3 Numerical natural frequency of camshaft

Mode Numerical natural frequency (Hz)

Mode 1 69.495

Mode 2 441.46

5 Comparisons Between Numerical and Experimental
Results for Camshaft

The results of the numerical natural frequencies and experimental natural frequencies
of chilled cast iron camshaft in fixed-free boundary conditions are calculated using
the material properties (Table 2) and dimensions (Fig. 5) of the camshaft. The finite
element natural frequencies are determined using the finite element modeling soft-
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Fig. 7 Camshaft in fixed-free boundary conditions

Fig. 8 Mode shapes and corresponding natural frequencies of camshaft

ware ANSYS workbench 14.5 and experimental natural frequencies are determined
using impact hammer excitation method.

It was observed that in the experiment it was not possible to excite the second and
higher modes of the camshaft using the impact hammer because camshaft is made
of cast iron so the vibration signal dies out very quickly. For determination of higher
modes, the forced excitationmethod such as the sine sweep test can bemore effective.
It can be observed from Table 4 that the experimental and numerical results for the
camshaft are having good correlation. Some error between the results is introduced
due to the fact that the geometry of camshaft is very complex and while obtaining
physical dimensions minor error has occurred. However, the results obtained from
the two methods are well within the acceptable range of error.
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Table 4 Comparison between the numerical and experimental natural frequency

Mode Numerical natural frequency
(Hz)

Experimental natural
frequency (Hz)

Mode 1 69.445 63.48

Mode 2 441.46 –

6 Conclusion

In this paper, the experimental and finite element modal analysis of camshaft was
performed. The experimental modal analysis of camshaft was carried out using laser
vibrometer and impact hammer is used for excitation. It was not possible to excite the
second mode of camshaft in the experiment in fixed-free boundary condition using
impact hammer excitation method because the camshaft is made of chilled cast iron.
The cast iron is a brittle material, and it has high damping characteristics so excited
vibration dies out very early. The finite element modeling was carried out using
ANSYS Workbench 14.5. The finite element modeling and experimental results are
found to have a good correlation. The cam has a complex geometry and it is difficult
to measure physical dimension. Furthermore, it is also difficult to develop a three-
dimensional model in CAD software. Due to these facts, some error has cropped in
between the experimental and the numerical results. The overall analysis of camshaft
shows that the results are all good within a reasonable error. The vibration analysis
technique (experimental and numerical) presented in this paper may be helpful in
developing and optimizing the design of automobile components.
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Performance Evaluation of Cognitive
Internet of Things in Asynchronous
Distributed Space-Time Block Codes
over Two-Wave Diffuse Power Fading
Channel

Varsha Vimal Sood, Surbhi Sharma and Rajesh Khanna

Abstract The internet of things (IoT) is the strongest potential candidate for future
internet services. It bridges the real and the virtual worlds. Cooperative communi-
cation is an enabling technology for the interconnection of the distributed hetero-
geneous entities. Cognitive IoT empowers the system to behave intelligently as the
human brain does. Application of the human cognition model onto the IoT reduces
the degree of human intervention. In order to make a decision by the system, reli-
ability is a key factor which can be obtained from cooperative diversity technique
such as distributed space-time block codes (DSTBC). In this work, we analyze the
average bit error rate (ABER) of asynchronous distributed space-time block codes
(ADSTBC) cooperative scheme in two-wave diffuse power (TWDP) fading chan-
nel. Closed-form expression of the performance metric is mathematically derived,
analyzed, and verified by Monte Carlo simulation.

Keywords Cognitive Internet of things (CIoT) · Asynchronous distributed
space-time block codes (ADSTBC) · Two-wave diffuse power (TWDP) fading
Average bit error rate (ABER)

1 Introduction

Internet of things (IoT) heralds a new era in the Internet service and has become
a highly researched topic [1]. It is considered the network of the future where the
heterogeneous entities like people, things, and services get interconnected [2]. IoT
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finds applications inmedical sciences, robotics, trafficmanagement, cognitive radios,
smart homes and cities, and many more which the future shall unravel [3–6]. Along
with interconnections, researches are going on to add human cognitive like ability
to the IoT which calls for reliable information to be acted upon [7, 8]. Cognitive
IoT (CIoT) equipped with sensors, processors, and actuators is a distributive sys-
tem which can take intelligent decisions and/or perform suitable action. Cooperative
communication systems play a very significant role in providing a reliable and unteth-
ered wireless communication [9]. It can create a virtual or a distributed space-time
block codes (DSTBC) by the mutual participation of two or more single (or multiple)
antenna equipment [10]. A cooperative CIoT is capable of offering diversity gains
for reliable communication [11–13]. The wirelessly connected CIoT nodes are geo-
graphically dispersed, therefore susceptible to fading and timing delays. Due to the
distributed locations of the relaying nodes and different times of transmission from
them, the cooperative CIoT system is basically an asynchronous system [14]. In the
existing literature, several delay-tolerant codes were proposed for different fading
scenarios such as Rayleigh, Rician, Nakagami, etc. [15–18]. Future developments
in IoT draw inspiration from the working of the human brain and its support system
[19, 20]. The brain acts as the central data system. The spinal cord serves as the dis-
tributed network of data processing nodes and smart gateways, whereas the nerves
can be viewed as the networking components and sensors. Such a mapping of the
human brain model to the IoT holds immense potential in the healthcare system [21].
In this work, we investigate the performance of asynchronous distributed space-time
block codes (ADSTBC)-based CIoT system in the two-wave diffuse power (TWDP)
fading channel [22]. TWDP fading is used to model severe fading environment. The
present work analyzes the performance of a selective decode and forward (DF)-based
ADSTBC for IoT in TWDP fading channel.

2 Cognitive Internet of Things (CIoT) System Model

Cognitive Internet of Things (CIoT) here refers to the knowledge acquired by the
IoT system through efficient sensors and processors and is able to take decisions
and action thereafter through suitable actuators. For this type of decision-making
by an entity, such as device or human, it is imperative for the information being
communicated be reliable. IoT can be implemented with the help of cooperative
communication, where the IoT nodes relay each others’ information to the desti-
nation. DSTBC is a highly reliable system for the cooperative communication to
obtain diversity. The distributed topology of the IoT nodes and their different times
of transmission, the cooperative CIoT is asynchronous in nature. In order to make
the system delay tolerant, we apply an asynchronous distributed space-time block
codes (ADSTBC) systemwhich provides diversity gain in spatially located IoT nodes
prone to delay.
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Fig. 1 Illustration of an IoT system

In this work, we study an ADSTBC system which can serve as a model for a
wireless sensor network (WSN) where high reliability is necessary. In other cases,
plain relaying-based cooperative system can suffice. CIoT basically refers to the
interconnection of various systems and subsystems which are themselves supporting
CIoT in a localized area such as aWSN.We in this work refer to CIoTwith respect to
its constricted scope pertaining to a single WSN consisting of several IoT nodes. Let
an ADSTBC-based CIoT system constitutes of R+2 nodes, where the transmitter,
receiver, and each of the R relay nodes are designed for single antenna system as
shown in Fig. 1. It is assumed that the destination is a cognitive element (CE), which
not only perceives the information coming from different CIoT source nodes one
at a time, duly relayed by intermediate CIoT relay nodes in the form of ADSTBC
but also takes a decision accordingly. The information bits from a particular CIoT
source node are binary phase shift keying (BPSK) modulated as s = [s1, …, sN]

′
in the

codebook {s1, …, sL} where sN = 2bN − 1 broadcasted to the relayswith average power
P1 []

′
. At the CIoT relay nodes, the received signal is decoded. In selective DF, only

those CIoT relay nodes participate in the relaying phase, which have successfully
decoded the information and have received signal to noise ratio (SNR) greater than
a threshold. The decoded and re-encoded symbol vector sk is transmitted by the kth
CIoT relay node to the destination (CE).
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The transmitted signal tk from kth CIoT relay node is a combination of a certain
linear dispersion (LD) matrix Ak and the re-encoded signal r.

tk � √
P2Akr (1)

The dispersion matrix Ak distributes the N symbols among T channel uses. The
LD matrices used in this paper are represented using the theory of unitary matrices
and frame theory [23].

2.1 Received Signal at the Destination

In the CIoT systems, there may be occasions when the distributed CIoT relay nodes
incur timing delays and thus lead to an asynchronous scenario. These delays cause
degradation of diversity the DSTBC system at the destination. The received signal
y(t) at time t, at the destination with delayed symbols, may be given by

y �
R∑

k�1

√
P2Akr(t − δk)gk + w (2)

w is the additive white Gaussian noise with variance N0. δk is the delay observed
for the kth relay at the receiver relative to the first relay. gk is the channel fading
coefficient for the kth CIoT to CE link. The delay profile can be estimated from the
arrival of the pilot signals. The CE is synchronized to the first relay, i.e., δ1 � 0
and δmax � max{δ1, . . . , δR}. Making the codes delay tolerant, we introduce the
following structure of the received signal at the destination as

y �
R∑

k�1

√
P2

(
H
∧

D(δk)Aks
)
+ w (3)

where H � [
g1, . . . , gR

]
, H

∧

� H ⊗ I, ⊗ denotes the kronecker product and I is an

identity matrix of size T×T, D(δk) �

⎡

⎢⎢
⎣

Oδk×T

IT
O(δmax−δk)×T

⎤

⎥⎥
⎦, O denote a zero matrix.
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3 TWDP Channel

TWDP channels are perfect small-scale fadingmodels to depict the channel behavior
in small local area as is the case for the IoT. Owing to the non availability of the
exact closed expression, an approximate probability density function (PDF) for the
instantaneous SNR is given as [24]

fγ(x) � κ

2γ̄

L∑

i�1

1∑

j�0

aie

−P2i−j− κx
γ̄

I0
(
2
√
Xi,j

)
(4)

where κ � K +1,where K denotes the total specular power to the diffuse power, and
γ̄ is the average SNR of all relay to destination links. P2j � (κ − 1)(1 + αi), P2i−1 �
(κ − 1)(1 − αi),where αi � �cos

(
π(i−1)
2L−1

)
and� is the relative strength of the spec-

ular components. L defines the order of the TWDP fading. ai are constant coefficients
related with the fading and first five values are tabulated in [22]. I0 is the modified
zeroth-order Bessel function of the first kind and Xi,j � P2i−jγκ

2γ̄ .

Joint PDF of the instantaneous SNR from the two relays through the TWDP
channel can be expressed as the product of the marginal PDFs, owing to statistical
independence between them

fx,y(x, y) � fx(x)fy(y)

�
⎛

⎝ κ

2γ̄

L∑

i�1

1∑

j�0

aie

−P2i−j− κx
γ̄

I0
(
2
√
Xi, j

)
⎞

⎠

⎛

⎝ κ

2γ̄

L∑

k�1

1∑

l�0

aie

−P2k−l− κy
γ̄

I0
(
2
√
Yk,l

)
⎞

⎠

(5)

The joint PDF in Eq (5) can be approximated using [Eq. (9.6.47)] of [25] as

fx,y(x, y) � 1

4γ̄ 2
κ2

⎛

⎝
L∑

i�1

1∑

j�0

aie

−P2i−j− κx
γ̄

F1

(
; 1; 0.25

(
2
√
Xi, j

)2
)⎞

⎠

⎛

⎝
L∑

m�1

1∑

l�0

ame

−P2m−l− κy
γ̄

F1

(
; 1; 0.25

(
2
√
Ym,l

)2
)⎞

⎠ (6)

An approximate result for the above PDF may be obtained by expanding the
confluent hypergeometric function to its first two values.
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3.1 Upper Bound on CDF

The upper bound on the CDF may be obtained as follows [26]:

Fup(z) �
∫ z

2

0

∫ z−y

y
fx,y(x, y)dxdy

�
∫ z

2

0

∫ z−y

y

⎛

⎜⎜
⎝

ˇ

2N

L∑

i�1

1∑

j�0

aie

−P2i−j− ˇx
N
I0

(
2
√
Xi,j

)⎞

⎟⎟
⎠

×
⎛

⎜
⎝

ˇ

2N

L∑

k�1

1∑

l�0

aie

−P2k−l− ˇy
N I0

(
2
√
Yk,l

)
⎞

⎟
⎠dxdy

� 1

4N4

L∑

i�1

L∑

m�1

1∑

j�0

1∑

1�0

1

24
e
− zˇ+NP2i−j+NP2m−1

γ̄ Naiam(3N(4N

((

−1 + e
zˇ
NY

)

N− zˇ

)

+ (6

(

−1 + e
zˇ
NY

)

N2

− 6Nzˇ − 3z2ˇ
)
P2m−1

)
+ P2i−j(3N

(
2

(
−1 + e

zˇ
N

)
N2 − 2Nzˇ − z2ˇ2

)

+ 2(6

(
−1 + e

zˇ
N

)
N3 − 6N2zˇ

− 3Nz2ˇ2 − z3ˇ3
)
P2m−1

)) (7)

We obtain the upper bound on the joint PDF by differentiating Eq. (7) w.r.t z as

fub(z) �
L∑

i�1

L∑

m�1

1∑

j�0

1∑

l�0

1

96Ȳ
4 (e

− zκ+γ̄P2i−j+γ̄P2m−l
γ̄ γ̄aiam(3γ̄(4γ̄

(
−κ + e

zκ
Ȳ κ

)
+ (−6γ̄κ + 6e

zκ
γ̄ γ̄κ

− 6zκ2)P2m−l) + P2i−j(3γ̄
(
−2γ̄κ + 2e

zκ
γ̄ γ̄κ − 2zκ2

)
+ 2(−6γ̄2κ + 6e

zκ
γ̄ γ̄2κ

− 6γ̄zκ2 − 3z2κ3)P2m−l)) − e− zκ+γ̄P2i−j+γ̄P2m−l
γ̄ γ̄aiam(3γ̄(4γ̄
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6
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)
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6
(
−1 + e

zκ
γ̄

)
γ̄3 − 6γ̄2zκ − 3γ̄z2κ2 − z3κ3

)
P2m−l))) (8)

Assuming the signals from the two relays arrive at the destination via two resolv-
able paths, the PDF of the delay profile is given by 1(

δmax−δmin
)2 [27]. The overall

PDF of the ADSTBC system is given as

fsys(z) � 1

(δmax − δmin)
2
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1
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(
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4 Performance Analysis

4.1 Average Bit Error Rate

The average bit error rate (ABER) can be obtained by averaging the received error
conditioned of the system w.r.t. the PDF of the system.

Pe �
∫ ∞

0
Pe(z)fsys(z)dz (10)

Pe(z) is conditioned on the fading channel. An approximate expression for the con-
ditional error is given by [28] as

Pe(z) � 1
6 e

−z + 1
2 e

−4z
3 for BPSK modulation.

Pe � ∞∫
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1
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This is the closed-form equation for the ABER of the system.

5 Results

In this section, we discuss the error performance of the ADSTBC-based CIoT sys-
tem in the TWDP fading channel. Results pertaining to the ABER are plotted. It
is assumed that destination has channel and delay information, where the latter is
fed back to the CIoT relay nodes. Selective decode and forward (DF) protocol is
used to transmit signals from the relays to the destination where only those nodes
participate in the relaying, which have successfully decoded the signal received from
the source and have instantaneous SNR greater than a threshold. It is assumed that
the maximum delay incurred by the CIoT nodes to destination links is two sym-
bol duration. TWDP channel is characterized by two factors; K and �. The former
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Fig. 2 ABER for ADSTBC-based CIoT system for K�1

denotes the total specular power to the diffuse power, whereas the latter refers to
the relative strength of the specular components. Monte Carlo simulation is done to
verify the analytical results. Figure 2 depicts the ABER for different values of K.
The TWDP fading encompasses the Rayleigh and Rician fading as special cases.
By decreasing the value of K to zero, one approaches scenario closer to Rayleigh,
whereas Rician fading can be modeled by reducing the value of � to zero. ABER
curves for the above mentioned fading channels have been plotted along with other
cases of TWDP fading. In Fig. 2, we plot the ABER curves for K�1 and differing
values of � w.r.t. the Rayleigh case obtained by putting K�0. It is observed that as
we decrease the value of �, i.e., move closer to the Rician type, the ABER reduces.
By decreasing� from 0.8 to 0.5, we observe a gain of 0.5 dB for 10 dB average SNR
for ABER of 10−4. We observe that for � � 1, i.e., the TWDP case is depicting the
worst-case scenario.

In Fig. 3, ABER results for K�3 and different values of� are plotted.We observe
from the figure that as we decrease the values of � from 1 to 0, the performance
improves. Comparing Figs. 2 and 3, we observe that this improvement becomesmore
pronounced when K increases from 1 in Figs. 2 and 3.

Figure 4 illustrates the ABER results for K�5 and various values of �. We see
that the performance improves while decreasing �. Also, comparative analyses of
Figs. 2, 3, and 4 make clear that as K increases the improvement in the performance
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is registered in the form of coding gain. We also observe that for K�5, for SNR
below 13 dB, TWDP fading shows better results as compared to the Rayleigh fading.

6 Conclusions

In this work, we study an cooperation-basedCIoT system consisting of entities which
relay information for each other to an entity known as cognitive element (CE) which
perceives the received information and takes suitable decision and action. We con-
sider such cases of WSN where high degree of reliability is required in cooperation-
based CIoT. Asynchronous distributed space-time block codes using selective DF
protocol for cooperative communication are suitable candidate for providing diver-
sity benefits in asynchronous environments. To cater high fading scenario, TWDP
fading channels are assumed for communication which have Rayleigh and Rician
fading as special cases. The error performance of proposed system is analyzed using
ABER. From the results, we observe that the performance of the system in TWDP
channel improves by increasing the values of K and/or by decreasing the value of �.
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Wavefunctions and Optical Gain
in In0.3Ga0.7As/GaAs0.4Sb0.6 Type-II
Double QuantumWell
Nanoheterostructure Under External
Uniaxial Strain

Amit Kumar Singh, Amit Rathi, Md. Riyaj and P. A. Alvi

Abstract Variations in wavefunction confinement under external uniaxial strain are
observed to affect the optical gain obtained in type-II quantum well nanodimension
heterostructures. This paper reports the wavefunctions and optical gain realized in
In0.3Ga0.7As/GaAs0.4Sb0.6 type-II double QW heterostructure under uniaxial strain
along [001]. Energy bands, wavefunctions of confinement states in the structure
and optical gain of the heterostructure under electromagnetic field perturbation are
presented.The6×6k·pHamiltonianmatrix is considered, andLuttinger–Kohnmodel
has been applied for the electronic band structure calculations. Optical gain spectra of
the double QW nanoheterostructure under external uniaxial strain of 1, 2 and 5 GPa,
respectively, is calculated. The optical gain curve shows a significant improvement in
gain under external uniaxial strain along [001] at 300K. For a charge carrier injection
of 8 × 1012/cm2, the optical gain is 9170 in x polarization. The heterostructure is
seen to be operating in the energy range of 0.65–0.8 eV (1549–1907 nm). Thus, a
wide range wavelength tuning can be realized.

Keywords Heterostructure · Type-II · Optical gain · InGaAs · GaAsSb

A. K. Singh (B) · A. Rathi · Md. Riyaj
Department of Electronics & Communication Engineering,
Manipal University Jaipur, Jaipur 303007, Rajasthan, India
e-mail: amitkumarsingh89@gmail.com

A. Rathi
e-mail: amitrathi1978@gmail.com

Md. Riyaj
e-mail: roziriyaj@gmail.com

P. A. Alvi
Department of Physics, Banasthali University, Vanasthali 304022, Rajasthan, India
e-mail: drpaalvi@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
K. Ray et al. (eds.), Engineering Vibration, Communication and Information
Processing, Lecture Notes in Electrical Engineering 478,
https://doi.org/10.1007/978-981-13-1642-5_13

143

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1642-5_13&domain=pdf


144 A. K. Singh et al.

1 Introduction

Advancements in fabrication techniques, research in novel compounds and alloys
and improved designs have led to the progress in lasers that can find application
in diverse areas. Lasers based on III–V semiconductors operating in SWIR range
(0.9–1.7 µm) are widely utilized in areas such as advanced imaging, surveillance
systems, range finding systems, spectroscopy, etc. Several type-II InGaAs/GaAsSb
nanodimension heterostructures have recently been modeled and studied extensively
for application in IR region. InAs/AlSb/GaSb type-II double quantum wells under
electric and magnetic fields have been presented [1]. Tobias Gruendl et al. have
investigated InGaAs/GaAsSb type-II superlattice structures [2]. Stephan Sprengel
et al. have demonstrated InP-based InGaAs/GaAsSb type-II QW nanoheterostruc-
ture lasers for wavelength range up to 2.7 µm [3]. Electrically and optically
pumped InP-based type-II mid-infrared lasers have been demonstrated [4]. Chia-
Hao Chang et al. have investigated InP-based InGaAs/GaAsSb W-type quantum
wells [5]. Mid-infrared InP-based “M”-type InGaAs/GaAsSb nanoscale lasers have
been demonstrated [6]. In [7], optical gain tuning by external pressure in type-II
InGaAs/GaAsSb nanoheterostructure has been studied. Optically pumped type-II
“W” InGaAs/GaAsSb QW nanoheterostructure on InP substrate has been inves-
tigated by Pan et al. [8]. k·p theory has been used to compute the wavefunc-
tion overlap and transition wavelength in InGaAs/GaAsSb quantum well het-
erostructures [9]. Optical gain in InGaAs/GaAsSb type-II nanoheterostructures has
been studied using k·p theory under uniaxial strain [10]. Optical properties of
InGaAs/GaAsSb heterostructures grown by MOVPE with varying InGaAs layer
thickness has been investigated [11]. InP-based type-II “W”-type InGaAs/GaAsSb
quantum well nanoheterostructures have been theoretically studied using k·p theory
[12]. InGaAs/GaAsSb type-II QW heterostructures have been modeled and studied
using k.p model by Baile Chen et al. [13]. Optical properties of InGaAs/GaAsSb
superlattice structures have been studied [14]. E. V. Bogdanov et al. have experimen-
tally reported polarization tuning in AlGaAs/GaAsP heterostructures [15]. Elec-
troluminescence in AlGaAs/GaAsP heterostructures has been studied under uni-
axial compression [16]. Computational and experimental studies on tensile-strained
AlGaAs/GaAsP heterostructures under uniaxial stress have been presented [17]. E.V.
Andreev et al. have reported electroluminescence inAlGaAs/GaAsP heterostructures
under uniaxial compression [18]. Optical properties of GaAsP/AlGaAs heterostruc-
ture subjected to external uniaxial strain have been studied by utilizing k·p theory
[19].

The objective of this paper is to report band structure, wavefunctions, and optical
gain in In0.3Ga0.7As/GaAs0.4Sb0.6 type-II double quantum well nanoheterostruc-
ture under external uniaxial strain along [001]. The optical gain in the QW
nanoheterostructure subjected to external uniaxial strains of 1, 2 and 5 GPa
along [001] is computed. In the following sections, design and theory of the
In0.3Ga0.7As/GaAs0.4Sb0.6 heterostructure are presented following which the simu-
lation results are discussed. Finally, the inferences from the work are presented.
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2 Structure and Theory

The designed In0.3Ga0.7As/GaAs0.4Sb0.6 heterostructure under study is composed
of two of GaAs0.4Sb0.6 hole wells sandwiched between three In0.3Ga0.7As electron
wells. In0.3Ga0.7As and GaAs0.4Sb0.6 layers are each 2 nm with the entire struc-
ture being of length 12 nm along the growth direction. Band structure with valence
subbands, heavy hole (HHB) and light hole (LHB) is shown in Fig. 1. The type-II
heterostructure is based on InP substrate.

Effective mass equation for electrons and holes in perturbed periodic structure is
discussed in [20, 21]. Valence band structure can be represented by a block diago-
nalized system Hamiltonian that includes strain effects as given in (1) [22].

H6×6(k) �
⎛
⎝H+

3×3 0

0 H−
3×3

⎞
⎠ (1)

where H+
3×3 and H−

3×3 can be further expanded as (2) where Z �– or+correspond
to lower and upper matrix blocks [23, 24].
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Fig. 1 Band diagram of
In0.3Ga0.7As/GaAs0.4Sb0.6
double QW heterostructure
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In (2), Vh(Z) denotes the unstrained valence band edge, δso is the spin–orbit split-
off energy,P � P(k) + P(ε), Q � Q(k) + Q(ε), R(k) and S(k) given as in Eq. 3a, 3b,
and 3c [23, 25].
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(

�
2

2m

)
γ1

(
k2t + k2z

)
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(
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2m

)
γ2

(
k2t − 2k2z

)
, Q(ε) � −b

2

(
εxx + εyy − 2εzz

)
(3b)

S(k) �
(

�
2

2m

)√
3
(γ2 + γ3

2

)
k2t , R(k) �

(
�
2

2m

)
2
√
3γ3ktkz (3c)

Fermi’s golden rule as given in [26, 27] is used for the numerical computation of
optical gain coefficient of the nanoscale heterostructure.
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∑
η,Z

∑
n,m

∫ ∣∣(ξ · MηZ
nm(kt)

)∣∣2 × (ℵω)
ktdkt
2π

where ℵω �
(
fcn(kt) − fv

Zm(kt)
)(

γ

π

)
(
Ecv
Z,nm(kt) − ω�

)2
+ γ 2

,

CO � πe2

ncεωLm2
e

, fcn(kt) �
(
e
(

Ecn(kt)−Fc
kBT

)
+ 1

)−1

and fv
Zm(kt) �

(
e

(
Ev
Zm(kt)−Fv

kBT

)

+ 1

)−1

(4)

In (4), ε is free space permittivity, ξ is optical electric field polarization vec-
tor, and MηZ

nm(kt) elements of momentum matrix. fv
Zm(kt) and fcn(kt) represent the

Fermi–Dirac distribution functions. Various material parameters for simulation are
obtained from [28]. Based on the simulations, Figs. 2 and 3 show the wavefunc-
tions in In0.3Ga0.7As/GaAs0.4Sb0.6 type-II heterostructure. In the following section,
simulation results are presented and discussed.

3 Simulation Results and Analysis

Optical gain calculation requires the Fermi–Dirac distribution functions, momentum
matrix elements and other parameters. For the computation of wavefunctions in the
QW heterostructure, 6 × 6 Luttinger–Kohn model and self-consistent computation
are used. Interband transitions e1-h1 along with e1-h2 are chosen for the simulations.

From Fig. 2, it can be seen that the wavefunctions of the first energy level electron
(e1 with spin up) are confined to the InGaAs region. Also, the wavefunctions of first
energy level holes (h1-spin up and h2-spin up) are confined in the GaAsSb layer.
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Fig. 2 Wavefunctions in
In0.3Ga0.7As/GaAs0.4Sb0.6
heterostructure

Fig. 3 Net wavefunctions in
In0.3Ga0.7As/GaAs0.4Sb0.6
heterostructure

Figure 3 shows the net hole and electron wavefunctions along with the Fermi levels,
conduction band and light hole bands in the In0.3Ga0.7As/GaAs0.4Sb0.6 heterostruc-
ture. From Fig. 3, it is established that the overall hole density maximizes only in
the GaAs0.4Sb0.6 layer and the electron density maximizes only in the In0.3Ga0.7As
region. As a result, the optical transitions occur between electrons in the InGaAs
layers and the holes present in the GaAsSb layers leading to a high optical gain.

In Fig. 4, the gain spectrum of In0.3Ga0.7As/GaAs0.4Sb0.6 nanoheterostructure in
x polarization with respect to wavelength (λ) is shown. The optical gain is found
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Fig. 4 Gain spectrum of
In0.3Ga0.7As/GaAs0.4Sb0.6
nanoheterostructure in x
polarization

Fig. 5 Gain spectra of
In0.3Ga0.7As/GaAs0.4Sb0.6
nanoheterostructure in x
polarization versus energy

in the energy range of about 0.65–0.8 eV (1549–1907 nm). Figure 5 shows the
optical gain spectrum versus emission energy curve of In0.3Ga0.7As/GaAs0.4Sb0.6
QW heterostructure. e1-h2 transition has a higher contribution as compared to the
e1-h1 transition.

Figure 6 shows the optical gain in x polarization under varying external strain
conditions of 1, 2 and 5 GPa at 300 K. The optical gain of the heterostructure under
no external strain is 9170 in x polarization. A left shift along with a steady rise is
observed in the optical gain spectra for increasing external strain conditions at a 2D
carrier injection of 8 × 1012/cm2.

The optical gain shows a very significant improvement in gain under very high
external uniaxial strain along [001]. Such a characteristic can be utilized to tune the
response of the structure for application in the SWIR region.
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Fig. 6 Gain spectra of
In0.3Ga0.7As/GaAs0.4Sb0.6
nanoheterostructure as
external field variations

4 Conclusion

Optical gain in In0.3Ga0.7As/GaAs0.4Sb0.6 type-II heterostructure consisting of two
hole and three electron wells under external electric field has been computationally
examined. k·p Hamiltonian matrix is used for modeling the heterostructure, and
Luttinger–Kohn model has been employed for wavefunction computations. Optical
gain of the QW nanoheterostructure is investigated under external uniaxial strain. A
left shift along with a steady rise is observed in the optical gain spectra when strain
is increased. Based on the simulation results, the response of the InGaAs/GaAsSb
heterostructure can be appropriately tweaked for applications in the SWIR region.
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Design of Rectangular MIMO Antenna
for Bluetooth and WLAN Applications
to Reduce the Mutual Coupling

K. Vasu Babu and B. Anuradha

Abstract This article demonstrates a compact design of rectangularMIMO antenna
that resonates at a frequency of 2.48GHz for Bluetooth andWLAN applications. The
antenna has a compact size of 50×40 mm2 and spacing between the two rectangular
patches is maintained as 0.05 λ0 which minimizes the effect of isolation (mutual
coupling) between the antennas greatly 40 dB and improvement in the return loss
of 43 dB at the resonant frequency. To improve the overall performance of diver-
sity, MIMO antenna systems including the antenna parameters like channel capacity,
capacity loss, total active reflection coefficient, envelope correlation coefficient, and
total radiation efficiency are calculated. Due to the arrangement of minimal spac-
ing between the antennas, resultant improvement in the directivity, impedance, and
antenna radiation pattern of rectangular MIMO antenna is obtained. The rectangular
MIMO antenna also exhibits an acceptable average peak gain of 6.044 dBi at that
particular resonant frequency used in the Bluetooth and WLAN applications.

Keywords Rectangular MIMO antenna · Channel capacity · TARC · Capacity
loss · Bluetooth

1 Introduction

MIMO technology plays an important role in the present wireless communication
systems in the application areas of Wireless LAN, WiMAX, LTE, and satellite com-
munication systems. Improvement of isolation is one of the methods used in hybrid
coupling of E and H fields with a spacing between the antennas of 0.04 λ0 which pro-
duces an isolation of 50 dB [1]. The antenna is operated in frequencies between 6 and
16 GHz when edge-to-edge distance is maintained as 0.11 λ0 at resonant frequency
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of 7.5 GHz [2]. Several methods have been implemented to reduce the isolation in
the designs [3–5] at different operating frequencies. In [6], an edge-to-edge separat-
ing dimension of 0.097 λ0 with an antenna size of 125 mm×85 mm with higher
than 15 dB isolation is maintained. The different types of decoupling techniques
providing the reduction of mutual coupling between the design antennas [7, 8] have
a very small size with S12 values of 32.5 and 29.1 dB which maintained a ρ value
less than 0.1. In [9], sizes of antenna 22 mm×36 mm with very low in size operated
in UWB applications resonate at a frequency of 5.3 GHz with S11 and S12 produced
values of 35 and 17 dB. Finally, in [10], wideband diversity MIMO which improves
the impedance bandwidth 54.5% resonates at 3.5 GHz. In the proposed study, rect-
angular MIMO antenna is maintained with a size of 50 mm×40 mm and consists of
an overall area of 2500 mm2, and edge-to-edge spacing maintained for low mutual
coupling of 0.05 λ0 produces a resonant frequency of 2.48 GHz in wireless LAN
and Bluetooth.

2 Antenna Geometry and Analysis

The rectangular-shaped MIMO antenna is with a parameter 2r (relative permittiv-
ity)�4.4. The material FR-4 lossy is used for manufacturing of substrate. It consists
of a 0.65 mm thickness and loss tangent of 0.02. The design dimensions are shown
in Table 1 and comparison with other existing methods are shown in Table 2 (Fig. 1).

Table 1 Rectangular MIMO design parameters

Design
parameters

L W a b c d e f g h

Value (mm) 50 40 22 20 11 18 8 4 24 3

Table 2 Comparison with other existing methods

Published
literature

Total
occupied size
(mm2)

Operating
frequency
(GHz)

Edge-to-edge
distance (λ0)

Mutual
coupling

Efficiency (%)

[1] 3600 2.5 0.04 50 85

[5] 5600 2.45 0.02 39 73

[6] 10625 0.9 0.09 35 82

[8] 4200 2.45 0.03 9.2 70.3

[10] 4200 2.45 0.04 29.1 74

Rectangular
MIMO
antenna

2000 2.48 0.05 40 87
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Fig. 1 Rectangular MIMO antenna

3 Multiple-Input Multiple-Output

3.1 The Total Active Reflective Coefficient (TARC)

TARC is defined as the combination of ratios of total reflected power square root
divided by total incident power square root. Mathematically, it is represented by

TARC �
√∣∣S11 + S12ejθ

∣∣2 + ∣∣S21 + S22ejθ
∣∣2

/√
2 (1)

where θ value in the range of 0–2π.

3.2 The Envelope Correlation Coefficient (ECC)

ECC is defined as the analysis of scattering parameters (S-parameters) of S11 and
S12 for a 2×2 MIMO system which is obtained using Eq. (2):

ρ � S∗
11S12 + S∗

21S
2
22(

1 − S2
11 − S2

21

)(
1 − S2

22 − S2
12

) (2)
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3.3 The Channel Capacity

The parameters like signal-to-noise ratio (SNR), logarithmic function, number of
antenna receivers (M), the transfer matrix of a given channel (H), Shannon channel
capacity (C), and transpose of the channel matrix (H

′
) are represented by Eq. (3):

C � log2

(
det

(
1 +

SNR

M
HH ′

))
(3)

3.4 Capacity Loss

To obtain the capacity loss of a channel, in the case of large, signal-to-noise ratio is
evaluated using Eq. (4):

where �R represents the correlation matrix of the receiving antenna.

Closs � − log2 det
(
Ψ R

)
(4)

4 Results and Discussion

The parameter return loss (S11) of a rectangular MIMO design is shown in Fig. 2
with a value of 43 dB. The mutual coupling or isolation of the designed antenna
which greatly reduces the value of 40 dB at the resonant frequency 2.48 GHz used in
the application areas like Bluetooth and WLAN is shown in Fig. 3. The comparison
graph of S-parameters is depicted in Fig. 4. The parameter VSWR is maintained≤2
at a particular resonant frequency of a rectangular MIMO antenna depicted in Fig. 5.
Directivity of the rectangular design is improved to 6.044 dBi at the resonant fre-
quency consisting of 2.48 GHz as shown in Fig. 6. For MIMO design, envelope
correlation coefficient is shown in Fig. 7. Finally, co- and cross-polarization of the
proposed design is shown in Fig. 8.

In the design of rectangular MIMO antenna, the correlation coefficient value is
0.0219, and the total reflection coefficient at this frequency is −28.56 dB. Similarly,
capacity of a channel and channel capacity is obtained using the relations of Eqs. (3)
and (4) with a value of 4.045 and 0.26 bits/s/Hz. To find the radiation pattern of
rectangular MIMO antenna, one port of the antenna (radiator) is excited and the
other port of the antenna (radiator) is terminated by a characteristic impedance of
50 ohms. The antenna radiation patterns in xz plane are omnidirectional, and in the
planes of xy and xz, they are nearly self-complementarity structures. It provides a
good diversity in the approach of scattering environment, due to the arrangement of
symmetry of both the antenna elements. The parameters of return loss and mutual
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Fig. 2 Return loss (S11)

Fig. 3 Mutual coupling (S12)

Fig. 4 S-parameters comparison

coupling are used to estimate the efficiency of an antenna using relation in Eq. (5)
(Table 3).

ηtotal �ηradiation(1 − |S11|2−|S21|2)
ηtotal �Total efficiency andηradiation � Radiation efficiency (5)
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Fig. 5 VSWR graph

Fig. 6 Directivity of rectangular antenna

Fig. 7 Envelope correlation coefficient
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Fig. 8 Co- and
cross-polarization at
2.48 GHz

Table 3 Rectangular MIMO antenna parameters

S. no. Frequency
(GHz)

Method Correlation
coefficient
(ρ)

TARC in
dB

Channel
capacity
(bits/s/Hz)

Capacity
loss in
(bits/s/Hz)

1 2.5 MIMO
antenna

0.0219 −28.56 4.045 0.26

We observed that within the 20 dB impedance, bandwidth of mutual coupling in
the frequency 2.3–2.5 GHz is increased with 71–83% of antenna efficiency.

5 Conclusions

The rectangular MIMO antenna is designed for Bluetooth and WLAN applications.
The rectangular MIMO antenna resonates at a frequency of 2.48 GHz that has been
simulated. To choose a separation, distance of the two patches is minimum in order
to obtain the low mutual coupling between the antennas presented here. Due to
arrangement, spacing between the elements is 0.06 λ0 with improvement in the
MIMOparameters like TARC, channel capacity, correlation coefficient, and capacity
loss presented here.
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Diabetes Data Analysis Using
MapReduce with Hadoop

Sunil Kumar and Maninder Singh

Abstract Big data is the collection of complex and huge amount of data that comes
from different sources such as social media, online transaction details, sensor data,
etc. Such collection of voluminous data becomes hard to analyze using traditional
processing applications. In healthcare system, doctors prescribed the insulin to the
diabetic patients and the decision is based on the patient’s previous record and mea-
sure the sugar level at the regular intervals. The aim of this paper is to analyze the
medical database of diabetes patients using data mining algorithms such as decision
tree and naïve Bayes. This analysis is done using UCI machine learning datasets of
diabetes having four features for the training phase. The results have shown that the
decision tree algorithm has the more accuracy, precision, recall, and F-measure than
naïve Bayes.

Keywords Big data · Hadoop · Data mining · MapReduce

1 Introduction

In recent years, a healthcare industry has been generating a lot of data and this data
is still growing at a very fast pace [1]. Huge amount of this data is hard to process
and needs some new technology to process. Big data analytics is a growing area with
the potential to provide useful insight into healthcare system [2]. The healthcare
sector has produced a huge amount of data, and majority of this data is saved in
the hard copies, but these days the trend is to digitize this large quantity of data
[3]. In health care, Big data processing is similar to the processing of traditional
health analytics project, having the difference in working of processing in which
project is executed. In the traditional health analysis project, the analysis of data can
be performed on a single standalone desktop or laptop [4]. In modern healthcare
system, massive processing of unstructured health records, to access these records
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for analysis and make it active after analysis, will create more complexities. Due to
this, health industry faces many difficulties to analysis of this kind of data and there is
a need to develop the data analytics. The health industry has ongoingmovement from
investigating facts to newly discovered understanding, becoming a large data-driven
healthcare organization. Big Data has the capacity to transform the full healthcare
system chain from drug analysis to patients’ caring quality.

Furthermore, open-source platforms such as Hadoop and MapReduce have
encouraged the application of Big data in health care [5]. In Hadoop, MapReduce
is a productive parallel programming model to process large volumes of data. This
model was launched in the market by Google. Hadoop open-source implementation
having a framework with HDFS is developed by Apache with the powerful features
scalability, automatic parallelization, and fault tolerance. Big data is large by con-
cept; data is processed in the form of clustering and run across the multiple nodes
cluster in the network [6]. Basically, this is the concept of distributed processing
and is used to handle large medical data sets. In MapReduce, there are chunks of
each file having size 64 MB each. Role of chunks is to handle the node failure and
rack failure. MapReduce is a parallel processing model and is implemented in the
form of computer cluster. In the large-scale processing of Big data, many complex
calculations are processed on computer cluster with an efficient manner.

The aim of extracting information is to take out data from the dataset and make a
clear picture for its further use. Diabetic is a common problem which is on high rise
and most of the people suffering from this disease in the whole world. The patient
having the diabetic problem has number of side effects such as stroke, heart disease,
nerve damage, kidney damage, etc. There is a need to detect this problem early which
can secure the patient from other health problems. Doctors prescribed the insulin to
the diabetic patients before taking the meals. They decide the insulin based on the
patients previous record and measure the sugar level at the regular intervals. Many
of the researchers carried out in this work on diabetic datasets.

Classification methods worked well in grouping dataset of blood donors, and the
accuracy rate of these methods is around 89.9% by Arvind and Gupta [7]. WEKA
tool and J48 method are utilized for the entire research work. Data is gathered from
an EDP department of a blood bank, and J48 algorithm is used for the grouping of
donors. Therefore, it helps the owner of a blood bank to make accurate and faster
decisions. Pandeeswari and Rajeswari [8] proposed the hybrid approach which is a
combination of naïve Bayes and K-means for the classification of diabetes patients.
There are two stages of the model: K-means clustering is used in the first stage to
locate and remove negative instances, and correctly clustered instances go as input
to the naïve Bayes. The final results have shown that this hybrid model has improved
the classification accuracy. Koklu and Unal [9] analyzed 768 diabetic patients using
multilayer perceptron (MLP), naïve Bayes, and J48 classifiers. The analysis was
carried out on Pima Indian Diabetes dataset using a Weka tool. Each layer of MLP
contains multiple neurons which are interlinked with each other by weights. The
previous layer’s activation function receives the input and produces the output for
the next layer. The results have shown that the naïve Bayes performed better than
the other two classifiers with the accuracy of 76.30%. Ianchao et al. [10] used type 2
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Pima Indians Diabetes dataset for analysis using Rapid Mine. The aim of the study
was to gather data of patients with and without beginning diabetes, and the main
focus was on construction of diabetes prediction model. E. G. Yildirim worked on
type 2 diabetes dataset and used it for predictive data mining and changes of diabetic
patients getting heart-related problem. The proposed system used diabetic diagnosis
to predict diabetic patient getting a heart disease, and naive Bayes classifier is used
in this system which provides the best possible prediction model.

1.1 Decision Tree Algorithm

Decision tree algorithm (or decision tree learning) is a supervised learning algorithm
suitable for classifying categorical data based on their attributes. It uses a decision
tree approach to formulate a learning model which can forecast the value of a target
attribute (or variable) by studying the outcomes of the decision rules inferred from
the training data. A tree can be “learned” by following the procedure called recur-
sive partitioning. In recursive partitioning, the training data is split recursively into
multiple subsets based on the outcomes of the attribute value test (or decision rules).
This process is repeated for each of the newly derived subsets using different sets of
attributes. Now there are two types of tree models, namely, classification trees and
regression trees, based on the nature of values represented by the target attribute (or
variable). In classification trees, the target attribute (or variable) can take a discrete
set of values, whereas, in regression trees, the target attribute (or variable) can take
continuous values (typically real numbers). Decision tree learning is a predictive
modeling approach widely used in statistics, data mining, and machine learning.

A decision tree has a flowchart-like structure in which every internal node means
a “test” on an attribute (e.g., if the salary is greater than 50 K or not), every branch
shows the result of the test, and leaf nodes represent a class label. The classification
rules are represented by paths from root to leaves. To predict the class label of an
unknown observation (or record), we start by comparing the attributes’ value of the
queried (unknown) record with the root (node) followed with further internal nodes
until a leaf node with the forecasted class label is reached. The selection of the next
internal node for comparison is made by following the branch corresponding to the
outcome of the comparison made at the previous node. Figure 1 is an example of a
decision tree.

In data mining, data is represented as

(x, Y) � (x1, x2, x3, . . . , xn, Y)

Y is the target attribute that we want to classify (or in simpler words, understand)
by using the values of input variables (or attributes) x1, x2, x3, etc., represented by
vector x.

The biggest advantage offered by the decision trees is their simplicity and
extremely simple to understand in comparison to other classification algorithms as
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Fig. 1 Decision tree classifier

they use the similar method as human beings normally pursue for making decisions.
The explanations of a complex decision tree model can be simplified, so that even
an inexperienced person can easily understand the logic. However, the computation
complexity of decision trees increases with the increase in the number of class labels.

1.2 Naive Bayes Algorithm

Naive Bayes classifier uses the Bayes theorem to determine the belongingness of
the given record for each class, i.e., the probability that the queried (given) record
belongs to a particular class. The class with the highest probability is considered
the most likely class. Naive Bayes classifier works on the assumption that all the
attributes (or features) are unrelated to each other, i.e., the effect of an attribute value
on given class is independent of the values of the other attribute. The presence or
absence of an attribute (or feature) does not influence the presence or absence of
any other attribute. Thus, the naïve Bayes algorithm uses the attribute independence
approach to uncouple the effect of multiple attributes on the prediction of target
attribute’s value. Naive Bayes classifiers are highly scalable and can be quickly
modeled to learn from high-dimensional features with limited training data [11].
They are a well-performing model in the field of document classification and disease
prediction.
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• Steps for Naive Bayes Algorithm

1. Given a class variable y which we wish to estimate (or predict) using the set of
(dependent) feature values x1, x2, x3, . . . , xn, then the Bayes theorem states the
following relationship:

P(y|x1, . . . , xn) � P(y)P(x1, . . . , xn|y)
P(x1, . . . , xn)

2. The above relation can be simplified using the naive independence assumption
to

P(y|x1, . . . , xn) � P(y) × P(x1|y) × P(x2|y) × · · · × P(xn|y)
P(x1, . . . , xn)

P(y|x1, . . . , xn) � P(y)
∏n

i�1 P(xi|y)
P(x1, . . . , xn)

3. For the given input, P(x1, . . . , xn) is constant, therefore,

P(y|x1, . . . , xn) ∝ P(y)
n∏

i�1

P(xi|y)

4. Based on the above relationship, the new classification rule can be written as

ŷ � arg max
y

P(y)
n∏

i�1

P(xi|y)

where P(y) and P(xi|y) can be estimated using maximum a posteriori (MAP) esti-
mation, P(y) refers to the prior probability of the class, i.e., the relative frequency
of occurrence of class y in the training set and P(xi|y) refers to the likelihood, i.e.,
the probability of occurrence of the feature values given the class. Different versions
of naive Bayes classifiers differ in their assumptions regarding the distribution of
P(xi|y).

2 Hadoop Framework Components

• Apache Hadoop: In 2005, Highly archived distributed object-oriented program-
ming (Hadoop) was the development of DougCutting andMike Cafarella. Hadoop
is an open-source framework which supports distributed search engine project
[12]. Hadoop supports Java open-source framework technology used for storing,
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Fig. 2 Basic structure of
Hadoop

accessing, and analyzing large sources from the Big data having less cost and high
fault tolerance [13]. Hadoop is such software framework which is very trending
these days. As traditional data dealing software like DBMS, RDMS, etc. fails in
case of Big data, Hadoop uses MapReduce framework which deals with parallel
processing of data which requires a sequential read stream of large part of the
stored data [14]. Hadoop can be single node or multi-node in nature. It enhances
the concept of parallel processing on thousands of servers through MapReduce.
MapReduce is Google’s programming model concept. Mapper and reducer are
two stages to be followed in Hadoop [15]. There are two main layers of Hadoop
as shown in Fig. 2.

• HDFS: Hadoop distributed file system is highly reliable to store file having high
volume in size and providing fault-tolerant file system [16]. Hadoop stores files on
HDFS which is distributed in nature and collects files of different nodes. Hadoop
system has the combined form of single node andmultiple of data nodes [16]. Files
are stored as blocks in proper sequence, and these blocks are equal in size, i.e..,
64 MB. Functioning of name node stores metadata, i.e., location of each block,
name, and file attributes. Storage of metadata and file data is separated. Metadata
is stored in name node and application data is stored in data node [17].

• MapReduce Stage Process

Both data mining algorithms follow two major stages in MapReduce parallel
processing. The output of map phase is fed as input to reduce. It defines in two stages
as follows:

Mapper Stage:MapReduce is parallel processing programmingwhich is used for
parallel processing over the group of nodes called cluster [18]. As the MapReduce
paradigm is based on the key value scenario so here also mapper takes the input
and divides the extracted data into key–value pairs as output [17]. The input to the
mapper phase is diabetes file of a particular year. Here, we extract two fields from
every record: observation date and the value of sugar of the patients. Quality code is
also tested to identify the missing value in the dataset if any. In mapper stage, every
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Fig. 3 MapReduce workflow

record processed sequentially and independently in parallel manner and originates
pairs of key–value (Fig. 3).

Map(k1, v1) → list(k2, v2)

Reduce Stage: Reduce phase accepts the output of mapper phase as its input. It
receives the key–value pairs in text and IntWritable form, respectively, that is, the
value of diabetes to the number of patients belongs to a particular observation date
at the specified time and specific conditions [17]. Every key value is specific. Final
output of the reduce stage is the combined form of all intermediate values which are
collected after processing and repeatedly in the combination of key–value pairs [19].
After each phase of processing, the output gets sorted in orderly manner (Fig. 4).

Reduce(k2, list(v2)) → list(k3, v3)

3 Experiment Findings

Database Sources: The dataset was taken from https://archive.ics.uci.edu/ml/datase
ts/diabetes UCI machine learning. Diabetes patient records were obtained from two
sources: an automatic electronic recording device and paper records. The automatic
device had an internal clock to timestamp events, whereas the paper records only
provided “logical time” slots.

https://archive.ics.uci.edu/ml/datasets/diabetes
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Fig. 4 Diabetes dataset
description

Dataset Description: Diabetes dataset file has four fields in each record. Each
field is separated by a tab and each record is separated by a newline.

The dataset consists of 70 dataset files and a data code and a domain description
file. Each file out of the 70 different files represents the data for diabetic patient. Each
file contains four attributes: Date, Time, Code, and Value.

Date: The dataset covers several weeks’ to months’ worth of outpatient care on
patients. The date is in MM-DD-YYYY format.

Time: These are the logical time slots which were fixed on paper records and
assigned to breakfast (08:00), lunch (12:00), dinner (18:00), and bedtime (22:00).
The time is in XX:YY format.

Code: The code field is deciphered by the amount of insulin given to the patient
to control the diabetic value.

Value: This attribute represents a blood glucose (BG) concentration at a particular
time after a particular activity(see Code). BG concentration varies even in individuals
with normal pancreatic hormonal function.
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Fig. 5 Diabetes dataset layout

4 Experimental Result

The experimental research is carried out on the basis of the execution of performed
algorithm using MapReduce technique and results are measured based on confusion
metrics.

4.1 Count the Number of Diabetic Patient

After the processing of the diabetic datasets, MapReduce generated the output file
having the total count of diabetic patients with insulin dose. The output file has the
count of diabetic patient’s records with their insulin dose/blood glucose measure-
ment. Figure 5 shows theworkingprocess of decision tree usingHadoop (MapReduce
architecture). All the internal segments of MapReduce-like file system counters are
shown in the figure, i.e., number of read operations, number of write operations, and
bytes read for processed specific datasets.

Figure 6 shows the output of the algorithm having the number of patients of same
quantity of diabetic. The outputs are diabetic code value 33 having 390 patients, 34
code value having 21 patients, 48 code value having 105 patients, and so on in the
given dataset of diabetes (Figs. 9, 10, 11, 12, and 13).

Figure 7 shows the working process of naive Bayes algorithm using Hadoop
(MapReduce architecture). All the internal segments of MapReduce-like file system
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Fig. 6 Working process of decision tree in Hadoop

Fig. 7 Diabetic patient
count in decision tree

counters are shown in the figure, i.e., map output bytes, map output records, reduce
input records, and reduce output records for processed dataset.

Figure 8 shows the output of the algorithm having the number of patients of same
quantity of diabetic. The outputs are diabetes code value 33 having 390 patients,
34 code value having 15 patients, 48 code value having 97 patients, 58 code value
having 95 patients, and so on in the given dataset of diabetes.
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Fig. 8 Working process of naive Bayes in Hadoop

Fig. 9 Diabetic patient
count in naive Bayes
algorithm

4.2 Precision

Precision is used to represent the fraction of accessed data from connected datasets,
which are relevant to search. Precision is the description of random errors or it is a
measure of statistical variability. Precision is used to identify how many instances
identified correctly from the dataset.

Precision P � TP

TP + FP

Where TP � True Positive Rate and FP � False Positive Rate.
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Fig. 10 Graph of precision

Fig. 11 Graph of recall

In the given graph of the dataset of diabetes, it shows that precision value of the
decision tree is more than as compared to the naive Bayes algorithm, i.e., 1.

4.3 Recall

Recall (or called Sensitivity) is the proportion of the real positive situations that are
correctly predicted positive. Recall is used to represent the fraction of accessed data
from connected datasets, which are relevant to the query pass that is successfully
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Fig. 12 Graph of F-measure

Fig. 13 Graph of execution
time

executed. It is a statistical measure or the fraction of material or value which is
restored by research. Recall is computed as

Recall R � TP

TP + FN
Where FN � False Negative Rate

The given graph of the datasets of diabetes shows that the recall value of the
decision tree algorithm is more than the recall value of the naive Bayes algorithm.
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Table 1 Final result analysis

Algorithm TP rate FP rate Precision Recall F-measure Execution time (s)

Decision
tree

1.00 0.037 1.0 0.79 0.82 2

Naïve
Bayes

0.901 0.072 0.7 0.41 0.52 14

4.4 F-Measure

For efficient analyses, precision and recall are used together in the form of F-measure
to provide the single measurement for a system. This result of F-measure is the
weighted harmonic mean of precision and recall. F-Measure is computed as

F − Measure � 2 ∗ Recall ∗ Precision

Precision + Recall

Decision tree has the more F-measure value as compared to the naive Bayes in
the given graph of the datasets of diabetes.

4.5 Execution Time

Execution time is a series of data points which show specific processing time of an
algorithm. In Hadoop, algorithm needs less time for execution of the algorithm as
compared to other technologies.

In the time graph of the dataset of diabetes, the time taken by the naive Bayes
algorithm is more, i.e., 14 s as compared to that of time taken by the decision tree
algorithm, i.e., 2 s (Table 1).

5 Conclusion

The overall objective of this analysis is to predict more accurately the presence of
diabetes datasets to find the optimal solution for the patients based on the results.
To perform the analysis, the platforms such as Hadoop and MapReduce are used
in addition to the data mining algorithms, i.e., decision tree and naïve Bayes. The
performance indicators of confusion matrices such as precision, recall, F-measure,
and execution time are performed on the dataset. Accusation besides a proper data
preprocessing technique can get better the accuracy of the classifier. Based on the
results, decision tree is significantly superior to naïve Bayes algorithm in the clas-
sification of diabetic dataset. For improving the overall accuracy of the algorithm,
there is a need for more datasets with the number of attributes with the best feature
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selection method. In future, a new novel hybrid classification approach of decision
tree and naïve Bayes with more number of attributes may produce the best results
for the dataset.
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Theoretical and Experimental Modal
Analysis of Beam

Jai Kumar Sharma

Abstract Vibration analysis of the beam components is extremely helpful in engi-
neering analysis and design. Experimental modal analysis is the process to determine
the modal parameters in the form of natural frequency, mode shape, and damp-
ing. This paper presents a theoretical, experimental, and numerical modal analysis
of beam in free-free and simply supported boundary condition. The experimen-
tal modal analysis (EMA) of the beam excited using impact hammer is performed
with the help of a Laser Vibrometer. With the help of MATLAB program, the sig-
nal from time domain to frequency domain is converted into the frequency domain
using Fast Fourier Transform (FFT). The finite element modeling (FEM) software,
ANSYSworkbench 14.5, performed the numericalmodal analysis of beam. Thus, the
obtained natural frequency and mode shapes of the free-free and simply supported
beam are compared with results obtained through theoretical. The comparison of
all three results, i.e., theoretical results, numerical results, and experimental results
shows that the results are all well within the reasonable error margin. It will help
the researchers and engineers for the better design and development of engineering
components.

Keywords Experimental · Impact hammer · Laser vibrometer

1 Introduction

The experimental and numerical modal analysis of engineering component always
provides an extreme contribution to our effort for better understanding and to con-
trol many vibration problems encountered in practice [1]. The accurate boundary
conditions, damping, and actual rigidity cannot forecast for complex engineering
components using the theoretical modal analysis [2]. So, the determined results have
certain error with real results. The EMA was first used in the 1940s, for analysis
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of dynamic behavior of structures with help of sine dwell method. Using EMA, we
can find the mode shapes at natural frequencies, the damping at natural frequency,
and natural frequency of engineering components [3]. In the past two decades, this
methodology based on FFT approach has received a lot of attention. Thismethod also
enables engineers and researchers to get a well understanding of dynamic properties
of structures.

Experimental modal analysis using laser vibrometer is noncontact testing, based
on vibration response of the structure. The impact hammer is widely used in EMA for
excitation of engineering structure. Miguel et al. [4] determined the modal param-
eters, i.e., natural frequency, mode shapes, and damping of cantilever steel beam
through experiment and compared the experimental results with theoretical and
numerical results. Prashant et al. [5] investigated the modal parameter of the rectan-
gular beam through experiment. Thus, the obtained results from the experiment are
compared with theoretical and numerical results. The experimental modal analysis
of bladed wheel using laser Doppler vibrometer was performed by Bertini et al. [6].
There are two units in laser vibrometer; one is laser sensor head and another one is
an electronic unit. The first unit has CCD camera for better visualization and another
unit which process the signal [7]. Prasad et al. [8] determined the frequency, mode
shape, and damping of different materials beams. In this paper, the material used
for beams are Steel, Copper, Brass, and Aluminum and the beam is excited using
impact hammer. In the present paper, experimental, theoretical, and finite element
modal analysis of the beam is carried out. The laser vibrometer is used for performing
the experimental modal analysis and ANSYS Workbench software is used for finite
element modeling.

2 Theoretical Modal Analysis

A beam is an inclined or horizontal structural member that is subjected to loads
exerting transversely to the longitudinal axis. There are two types of beam theories
which are commonly used namely Euler–Bernoulli’s beam theory and Timoshenko
beam theory. In the Euler–Bernoulli’s beam theory, the rotation effects and the shear
deformation are neglected, plane sections remain plane and is normal to longitudinal
axis but in the Timoshenko beam theory, the plane section still remaining plane are no
longer perpendicular to the longitudinal axis. Consider an Euler–Bernoulli’s uniform
beam undergoing transverse vibration conditions. For free vibration, the equation of
motion of beam can be present as [9].

EI
∂4w

∂x4
+ ρA

∂2w

∂t2
� 0 (1)

c2
∂4w

∂x4
+

∂2w

∂t2
� 0 (2)
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c �
√

EI

ρA
(3)

In Eq. (1), w is the displacement t is the time x is the position in the beam 0 to L,
E is the Young’s modulus of the beam, ρ is the mass density of beam and A is the
cross-section area of the beam. The solution of differential equation can be found
using the method of variable separation [9].

w(x, t) � w(x)T (t) (4)

Using Eqs. (1) and (4)

c2

w

d4w

dx4
T � − 1

T

d2T

dT 2
� a (5)

where a � ω2 is a constant. The Eq. (5) can be written in two forms, so the first form
equation will be

d4w(x)

dx4
− β4w(x) � 0 (6)

where

β4 � ρAω2

EI
(7)

And, other form equation obtained from (5) will be

d2T (t)

dt2
+ ω2T (t) � 0 (8)

The solution of Eq. (8) can be written as

T (t) � A cosωt + B sinωt (9)

Using the initial boundary conditions can be determined the value of constant A
and B in Eq. (9).

The solution of Eq. (6) is

W (x) � Cesx (10)

Using Eqs. (6) and (11) obtained the general solution.

(11)

w (x) � c1 (cosβx + coshβx) + c2 (cosβx − coshβx)

+ c3 (sinβx + sinhβx) + c4 (sinβx − sinhβx)
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The value of c1, c2, c3 and c4 can be determined from the boundary conditions
of the beam. At ends, the displacement and the bending moment is zero in simply
supported boundary condition. Thus, Eq. (11) becomes

sinβl � 0 (12)

If the beam is free at both the ends then the shear force and bending moment must
be zero at the free end. Thus,Eq. (11) becomes

cosβlcoshβl � 0 (13)

From the Eq. (7), the natural frequency of beam ωn can be written as

ωn � (βl)2
√

EI

ρAl4
(14)

The value of (βl)2 is determined using Eqs. (12) and (13) for simply supported
and free-free boundary conditions. The material and geometric parameters used for
theoretical and finite element modal analysis of beam are shown in Table 1. Table 2
displays the first three natural frequencies of beams using Eq. (14).

Table 1 The material and geometric parameters of beam

Material parameter Geometric parameter (m)

E � 2.05 × 1011 N/m2 L�1.044

ρ � 7830Kg/m3 B�0.023

ϑ � 0.3 t�0.005

Table 2 The theoretically obtained natural frequencies of beam

End conditions Mode Theoretical frequency (Hz)

Simply supported 1 10.61

2 42.47

3 95.56

Free-free 1 24.07

2 66.353

3 130.07
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3 Experimental Modal Analysis

Theobjective of experimentalmodal analysis of beam is to deducenatural frequencies
up to the third mode and observe the system response subjected to small initial
disturbance. Due to initial deflection in the system itself, the free vibration takes place
in the absence of externally applied forces. The experimental setup was prepared to
get free-free, and simply supported boundary conditions of the beam. For the free-
free boundary condition, the beam is hanged on thin wires to carry out the experiment
(Fig. 1). The care has been taken that wire stiffness is extremely small in comparison
to the beam and the support does not offer any resistance to the motion providing
virtually free boundary conditions. For simply supported boundary conditions, the
beam is supported on the roller at one end and another end is hinged to carry out the
experiment as shown in Fig. 1b. The test structure is mounted on the heavy frame to
provide proper isolation from the other ground disturbances.

The experimental procedure for both boundary conditions is the same for deter-
mination of the natural frequency of the beam. First, the beam is excited (at different
points) by using impact hammer. It sets up free vibrations in the beam. The ensuing
vibrations of the beam are measured with the help of a laser vibrometer (Polytec
laser vibrometer NLV-2500). The ray of laser light impacts on the beam and the
displacement is measured with respect to time by selecting the displacement module
on the controller. To provide proper reflection, a small miniscule reflecting sticker
is attached to the beam at the point of measurement. The laser vibrometer has two
units––one is an electronic unit which processes the signal and the other is laser
sensor head having CCD camera for better visualization. Finally, the excited signal
from the laser vibrometer is fed to a digital oscilloscope (NB207C1) in which the
data is processed. The signals in the time domain are saved in the USB drive from the
digital oscilloscope. The time domain signal is converted into the frequency domain

Fig. 1 Experimental setup of a free-free beam and b simply supported beam
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(a)Time domain response                                          (b) Frequency domain response

Fig. 2 Response of beam in a time domain and b frequency domain for an S-S beam

Table 3 Experimentally obtained natural frequencies of beam

End conditions Mode Experimental frequency (Hz)

Simply supported 1 12.21

2 37.62

3 –

Free-free 1 25.63

2 77.51

3 128.8

using Fast Fourier Transformation with the help of MATLAB program. The experi-
mental setup is designed and fabricated to determine the natural frequency of beam
in different boundary conditions. The boundary conditions considered for the present
experimental work are free, free-free and simply supported as described above. The
beam was excited with the help of impact hammer and response was captured using
vibrometer. The experimentally obtained natural frequencies of the beam for various
boundary conditions are tabulated in Table 3.

The time domain signal is converted into the frequency domain signal using the
FFT with the help of MATLAB program. The time domain and frequency domain
response for a simply supported beam are shown in Fig. 2.

We can see in the frequency domain graph of simply supported beam, the first peak
occurs at the first natural frequency (12.21 Hz) and the second peak is at a second
natural frequency (37.62 Hz). The time domain and frequency domain response for
the free-free beam is shown in Fig. 3. From these figures, it can be seen that the
first peak occurs at the first natural frequency (25.63 Hz), the second peak is at a
second natural frequency (77.51 Hz), and the third peak is at a third natural frequency
(128.8 Hz) for the free-free beam. In the case of simply supported beam, the higher
modes of the beam, cannot be excited using impact hammer.
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  (a)Time domain response                               (b) Frequency domain response 

Fig. 3 Response of beam in a time domain and b frequency domain for free-free beam

4 Finite Element Modeling

The finite element modal analysis of beam using the ANSYS workbench 14.5 is
carried out in three boundary conditions. The boundary conditions used for the anal-
ysis are free-free and simply supported. The material and geometric parameters is
taken from Table 1. The three-dimensional finite element model of the beam is con-
structed in ANSYS workbench and then computational modal analysis is carrying
out to generate natural frequencies and mode shapes. Thus, natural frequencies in
bending mode obtained for beam using ANSYS workbench is shown in Table 4. The
corresponding numerically obtained mode shapes for different boundary conditions
of the beam are shown in Figs. 4 and 5.

Table 4 Numerical natural frequency (Hz)

End conditions Mode Numerical natural frequency
(Hz)

Simply supported 1 10.64

2 42.57

3 95.79

Free-free 1 24.12

2 66.505

3 130.37
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(c) Third Mode 

(a) First Mode                                             (b) Second Mode    

Fig. 4 Mode shapes and corresponding natural frequency of simply supported beam

5 Comparison of Results

The theoretical natural frequencies are calculated using the Eq. (14) and finite ele-
ment natural frequencies are determined using the FEMsoftwareANSYSworkbench
14.5. The experimental natural frequencies are determined using laser vibrometer
with impact hammer excitation method. Table 5 displays the numerical and experi-
mental natural frequencies of the beam in free-free and simply supported boundary
conditions.
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          (a) First mode                                                      (b) Second Mode  

                                     (c) Third Mode  

Fig. 5 Mode shapes and corresponding natural frequency of free-free beam

6 Conclusions

In present work theoretical, experimental, and numerical modal analysis of beam
performed in simply supported and free-free boundary conditions. It can be observed
that in the experiment it was not possible to excite the third mode in simply supported
boundary condition. Similarly, the fourth and higher modes cannot be excited in free-
free boundary conditions of the beam using the impact hammer. For determination
of higher modes, the sine sweep test can be more effective. The experimental and
numerical results for the beam are found to have an extremely good correlation.
Some error between the results is also introduced by physical dimensions of beam
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Table 5 Comparison between theoretical, numerical, and experimental results for beam

End conditions Mode Numerical
frequency (Hz)

Theoretical
frequency (Hz)

Experimental
frequency (Hz)

Simply supported 1 10.64 10.61 12.21

2 42.57 42.47 37.62

3 95.79 95.56 –

Free-free 1 24.12 24.07 25.63

2 66.505 66.353 77.51

3 130.37 130.07 128.8

and variation of Young’s modulus. The overall analysis shows that the results are all
well within the reasonable error margin. The modal analysis techniques presented in
this paper may be helpful in dynamic analysis, developing and optimizing the design
of complex engineering structure and component.

Acknowledgments Authors are very indebted to the referee for his/her several productive remarks
and suggestions, which pointedly improved the worth of the paper.
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Design and Analysis of Low Profile,
Enhanced Bandwidth UWBMicrostrip
Patch Antenna for Body Area Network

Raghvendra Singh, Abhishek Singh Rathour, Vivek Kumar,
Dambarudhar Seth, Sanyog Rawat and Kanad Ray

Abstract In this paper, a low profile and enhanced bandwidth, ultra-wideband
microstrip patch antenna for wireless body area network (WBAN) has been pro-
posed. Application of various bandwidth enhancement techniques result in the ultra-
wideband ranging from 4.11 to 13.83 GHz in free space and 5.65–13.83 GHz in
proximity of human tissue. The antenna consists of cascaded T-slots and rectangular
notches in patch to enhance the operating bandwidth in ultra-wideband frequency
range. In addition, fabrication and several analyses have been conducted in free
space and close proximity to the canonical phantom for finding the effects of human
body on the performance of WBAN antenna. The favorable results of return loss,
bandwidth, radiation pattern, and directivity are revealing the proposed antenna as a
promising candidate for wireless body area network.
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Keywords Wireless body area network (WBAN) · Ultra-wideband (UWB)
T-slots · Partial ground · Micro strip patch antenna

1 Introduction

The FCC (Federal Communications Commission) furnished guidelines for UWB
emissions in the frequency range between 3.1 and 10.6 GHz [1]. Ultra-wideband
technology has various unique advantages over the conventional wireless commu-
nications technology as low power consumption, high data rate, and less multi-
path propagation. Due to the aforesaid advantages, UWB technology always attracts
researchers of various applications including wireless body area network (WBAN).

Various types of monopole antennas have been developed for ultra-wideband
application, such as rectangular patch, circular disc, and many techniques of band-
width enhancement have been introduced such as adding slot to the patch [2], using
partial ground plane [3], etc. Using a key technology for designing WBAN antenna
is always a challenge because of the fact that the antenna characteristics are affected
significantly by the human body. In the vicinity of human tissue, the impedance
bandwidth, radiation pattern, and gain of the antenna are affected.

In this paper, a small-scale cascaded T-slot UWB antenna for wireless body area
network (WBAN) is presented. To design this UWB antenna, three techniques have
been applied to the proposed antenna: (i) two steps of notches are situated at the two
lower corners of the patch, (ii) a partial ground plane having triangular cut at edges
and rectangular cut, (iii) T-slot, which can guide to a good impedance matching.
By choosing these parameters, the proposed antenna can be tuned to operate in the
(3.1–10.6) GHz frequency range. The simulation results in this paper are obtained
using CST microwave suite. Approach of triangular cut at edges has been used to
enhance the impedance bandwidth for microstrip patch antenna.

2 Wireless Body Area Network

Due to fast amendments in wearable technology as fast computing, microelectronics,
and their miniaturization have made viable the development of wireless body area
network (WBAN) in the past few years [4, 5]. The main concern of these devices is
to upgrade the quality of life or the comfortness of human being. These types of the
systems are deployable in real-time health monitoring system, entertainment, sports,
and defense [6, 7]. Aforesaid intelligent devices can be integrated together to form
WBAN [7, 8]. Nowadays, many researchers are doing work in this field to integrate
the devices in proximity of body to enhance the working capability of sports persons,
patients, and soldiers in the battle field [9, 10].

Wireless body area network is depicted in Fig. 1, which is showing many wearers,
wearingmany sensor nodes on their body and connected to a gateway node to transmit
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Fig. 1 Wireless body area network with on-body sensors [13]

or receive the data with the nearby external network. All sensor nodes on the body
are wirelessly connected to the gateway node for retrieving data on the external
network. On the other side of the external network, any controller or the physician
can monitor the data in real time. The wireless body area network contains On-body
and Off-body communication as depicted in Fig. 1. All sensor nodes are connected
using on-body communication link and off-body communication link is connecting
the gateway node and external network.

3 Antenna Design Strategy

A substrate of high permittivity, FR4 is selected and the rectangular patch is designed
for operating frequency in UWB range. This microstrip patch antenna is designed
and simulated in computer simulation software, i.e., CST Microwave Suite. Various
researchers used one-layer skin model as in [11, 12], but in this work four-layered
phantom model (skin, fat, muscle, bone) is used for making the study more viable.



190 R. Singh et al.
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Fig. 2 Four-layered canonical model of human tissue (Phantom)

Table 1 Electromagnetic properties of different human tissues [14]

Tissue Relative permittivity Loss tangent Conductivity (S/m)

Skin 35.3632 0.3200 3.4632

Fat 9.9382 0.2546 0.7742

Muscle 48.8831 0.3081 4.6091

Bone 15.6351 0.4225 2.0212

This electrical equivalent four-layered canonical model (Phantom) of the human
tissue is more realistic than one-layer model for simulations as shown in Fig. 2.

Four-layered canonical model is designed for making an electrical equivalent of
human body and observe the effect of the model on the characteristics of WBAN
antenna. WBAN antennas are used in proximity of human body and the human
body also affects the characteristics of antenna, hence the properties of different
parts of human tissue (skin, fat, muscle and bone) are a very important concern for
observation. Table 1 is depicting the various electrical properties of different layers
of human tissue at frequency 5.5 GHz.

3.1 Design Configuration of Antenna

Thegeometrical parameters of the proposed antenna are given inTable 2.Thematerial
used in the patch region is lossy copper and substrate used in the proposed antenna
is FR-4 with relative dielectric constant "r � 4.7, conductivity σ�1 and tangent
delta 0.00022. The dimensions are so chosen to be reasonable for body worn devices,
surface area of antenna is 900 mm2, which is miniaturized enough to be used for
On-body applications in UWB band for WBAN.

The geometries of the antenna are shown in Fig. 3, (a) Simulated Front view with
ground plane, (b) Simulated Side view, (c) Fabricated Back view and (d) Fabricated
Front view. This proposed antenna is containing cascaded T-slots, staircase notches
in lower part of the patch, two notches and triangular cuts in ground. The rectangular
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Table 2 Parameter value of the proposed antenna

Parameter Value (mm)

Length of substrate (L) 30

Width of substrate (W) 30

Thickness of substrate 1.6

Width of microstrip line 1.8

Length of rectangular patch (Lp) 15

Width of rectangular patch (wp) 12

Length of ground (Lg) 30

Width of ground (Wg) 05

Fig. 3 Proposed design of WBAN antenna a simulated front view, b simulated back view, c fab-
ricated back view, d fabricated front view

microstrip patch antenna is chosen here because it creates many advantages, such as
being compact, economical, and lightweight andoperating in ultra-wideband (UWB).
Moreover, a lower bandwidth is a drawback of this shape. This study targeted to
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Fig. 4 Comparison of reflection coefficient versus frequency plots

Table 3 Comparison of reflection coefficient in proximity of phantom

Proximity cases Lower freqency (GHz) Upper frequency
(GHz)

Bandwidth (%)

Free space 4.11 13.83 108.36

Air gap 2 mm 5.65 13.83 83.15

Air gap 4 mm 5.44 13.83 87.12

Air gap 6 mm 5.12 13.83 91.97

Air gap 8 mm 4.84 13.83 96.35

modify the shape and including the approach to improve the bandwidth for WBAN
operating in ultra wide band. As follows, concise analysis of the parametric studies
to attain the best values of return loss and bandwidth is discussed.

4 Results and Discussion

4.1 Reflection Coefficient Versus Frequency

Reflection Coefficient is obtained in various cases at the same port, the cases are;
free space, air gap 2 mm, 4 mm, 6 mm, and 8 mm depicted by S11 @ free space,
S11 @ 2 mm, S11 @ 4 mm, S11 @ 6 mm, S11 @ 8 mm, respectively, in Fig. 4. The
purpose of inserting the air gap is to analyze more realistic results in proximity of
human body.

The WBAN antenna is not in direct contact with the human body hence different
cases are studied. Table 3 is showing the comparison of various cases in proximity
of phantom. Lower and upper frequencies are mentioned in Table 3 for calculation
of –10 db bandwidth for each case.
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Fig. 5 VSWR versus frequency plots

4.2 VSWR Versus Frequency Comparison

In all cases the voltage standing wave ratio is below 2, it means that the antenna is
suited for transmission inUWBand in proximity of phantom also. TheVSWRplot of
the proposed antenna is assuring the perfect operation in ultra-wideband in proximity
of phantom. VSWR is obtained in various cases at the same port, the cases are; free
space, air gap 2 mm, 4 mm, 6 mm, and 8 mm depicted by VSWR @ free space,
VSWR@ 2 mm, VSWR@ 4 mm, VSWR@ 6 mm, VSWR@ 8 mm, respectively,
in Fig. 5.

4.3 Radiation Pattern

Radiation pattern of the WBAN antennas is of primary importance because the
radiation in body side is less preferred to decrease the penetration of radiation in
human body. In the proposed study, the antenna is producing only one sided radiation
pattern at frequency 5.5 and 10.5 GHz (directivity 9.131 dBi) depicted in Fig. 6a, c.
Body side radiation is increased at frequency 8.5 GHz as in Fig. 6b.

4.4 Surface Current

The surface current at frequencies 5.5 GHz, 8.5 GHz, and 10.5 GHz of the proposed
antenna is depicted in Fig. 7a, b, and c respectively.

Arrows are indicating the intensity and direction of current on the surface of patch,
cascaded T-slots are drawing current significantly at thee frequency between 5.5 and
8.5 GHz, and the lower part of antenna is drawing the maximum current at 10.5 GHz
with density 37.76 A/m. Hence, the lower and around part of antenna is drawing
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Fig. 6 Radiation pattern at a 5.5 GHz, b 8.5 GHz, c 10.5 GHz, d diagrammatic visualization of
field on the human body

Fig. 7 Surface current at frequency a 5.5 GHz, b 8.5 GHz, c 10.5 GHz
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maximum current at higher range of frequencies and upper part of T-slots at lower
range of frequencies.

5 Conclusion

A low profile, robust microstrip patch antenna that is suitable for wireless body area
network (WBAN) has been presented. Presented antenna occupies only 30 mm×
30 mm×1.6 mm volume, accepted for On-body and Off-body communication, pro-
vides very wide band width with one-sided radiation pattern, which is away from
the human body and favorable for integration with WBAN devices. The numerical
studies of proposed antenna shows that the bandwidth more than 95% is achieved,
directivity 9.131 dBi at 10.5 GHz, and surface current density 37.76 A/m in the close
proximity (d�8 mm) of the canonical human phantom. Based on the above study
and facts, the proposed antenna is a promising candidate for WBAN.
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A Jaya Algorithm for Discrete
Optimization Problems

Prem Singh and Himanshu Chaudhary

Abstract This study describes the discrete optimization algorithm based on Jaya
algorithm. Originally, the Jaya algorithm is developed for continuous optimization
problems. In the proposed algorithm, continuous domain of variables is converted
into discrete domain applying bound constraint of middle point of corresponding two
consecutive discrete values. The effectiveness of proposed algorithm is demonstrated
through standard truss examples taken from the literature and optimum values are
compared with discrete optimization algorithms. The proposed algorithm is compu-
tationallymore efficient for the discrete optimization problems as tested by numerical
example.

Keywords Jaya algorithm · Discrete variables · Truss · Weight

1 Introduction

Many practical engineering problems, optimum design variables are not considered
as continuous due to the availability of standard values. For example, structural
design, the number of bolts for a connection, balancing of rotor using set of the bal-
ance masses on each plane, etc. [1]. The existing optimization algorithms have been
considered as continuous design variables. But, these algorithms are not efficient
for the practical design problems. Therefore, in recent years, the discrete optimiza-
tion techniques have been developed for practical engineering problems. However,
classical and evolutionary have been applied for the discrete optimization problems.
Sequential linear programming, branch and bound methods (BBM), penalty func-
tion approach, rounding-off techniques based on continuous variables, cutting plane
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techniques, zero-one variable techniques (integer programming), and Lagrangian
relaxation are classical optimization technique [2]. These methods include more
computational, low efficiency, and complexity in calculation of derivatives and Hes-
sians of the objective function [3]. Further, these give local optimal solution due to
convergence on optimal solution near to start point [4]. The evolutionary discrete
optimization algorithms do not require the calculation of derivatives and Hessians
as in case of classical discrete optimization techniques.

The hybrid particle swarm optimization (HPSO), genetic algorithm (GA), artifi-
cial bee colony (ABC), and simulated annealing (SA) are the evolutionary discrete
optimization algorithms. Furthermore, these algorithms require algorithm-specific
parameters for its convergence that affect their performance. The selection of these
optimization parameters increases the complexity of algorithm [5–10]. However,
Jaya algorithm is an evolutionary algorithm. This algorithm has been developed for
continuous design variables by Rao [11, 12]. Furthermore, discrete Jaya algorithm
has been proposed for discrete optimization design variables by transforming contin-
uous variables into discrete variables. It uses initial population to find optimumglobal
solution. Moreover, this algorithm finds the optimal solution rapidly and removes the
worse solution in every iteration. However, the TLBO algorithm is also not required
algorithmic parameter for its convergence, although teacher phase and learner phase
(two phases) are required to solve the optimization problems. But Jaya algorithm has
only one phase. The implementation of Jaya is simpler than other evolutionary dis-
crete optimization techniques such as ABC, GA, SA, PSO, etc., and any algorithmic
parameters are not required in this algorithm.

This paper is structured as follows, Sect. 2 presents discrete optimization problems
formulation. A discrete Jaya optimization technique has been proposed in Sect. 3,
while Sect. 4 demonstrates a numerical example based on truss design. Finally, Sect. 5
presents conclusions.

2 Formulation of Optimum Discrete Problem

This section describes the formulation of discrete optimization problems. Discrete
variables are the set of predefined standard values. The discrete optimization formu-
lation is given as

Minimize f n(x),

subjected to : gs(x) ≤ 0, s � 1, 2, . . . , cn

xi ∈ Di , Di
(
di1, di2, di3, . . . , di Ai

)
, i � 1, nr

dL
i Ai

≤ xi ≤ dU
i Ai

(1)

where fn and g are objective and non-equality constraint functions, respectively. “nr”
and “cn” are discrete variables and numbers of total constraints, respectively, dij is
the jth discrete value for the ith variable, Ai is the number of discrete values for the
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ith variable, Di is discrete values set for the ith variable. However, the number of
discrete values may be different for each variable. dUiAi

and dLiAi
are upper and lower

bounds of the discrete variable xi.
The constraint optimization problemdescribed inEq. (1) is changed into an uncon-

strained problem using penalty formulation [13]. The objective function is penalized
for infeasible solution for each constraint violation. Hence, the global optimum solu-
tions are obtained while satisfying all the constraints. The original constrained prob-
lem is then posed as an unconstrained problem in which the first part represents the
objective function and the second part is the penalty function. Finally, the discrete
optimization problem is formulated as

ϕ(x) � f n(x) +
m∑

j�1

Cq ∗ pns (2)

dL
ipi ≤ xi ≤ dU

ipi (3)

where pns (s=1, 2, 3, …, cn) are the constants with the high value of order 105 to
penalize the objective function if the constraints are violated and C j is the Boolean
Function [14] expressed as

Cq �
{
0 i f gs(x) ≤ 0

1 otherwise
(4)

3 Discrete Optimization Based on Jaya Algorithm

Discrete algorithm based on Jaya is proposed for the discrete optimization problem
formulated as in previous section. In this algorithm, the available discrete design
variables are arranged in ascending order. Moreover, values of continuous design
variables are converted into available values of discrete design variable using bound
constraints of middle point of two consecutive discrete values in which the corre-
sponding continues value lies as shown in Fig. 1. Further, best and worse solutions
of objective function are compared with previous solutions at each iteration. The
best solutions are stored and worse solutions are removed. The process of the algo-
rithm continues until the stopping criteria are satisfied. The function evaluations and
number of generations are considered as the stopping criterion for Jaya algorithm.
Population size and the number of iterations are used to determine the number of
function evaluations. The product of number of iterations and population size deter-
mine the number of function evaluations. Therefore, the number of design variables
does not affect the function evaluations but algorithm computational time can be
increased. The detailed procedure of this algorithm is explained by flowchart as
shown in Fig. 1. Moreover, this algorithm reduces the computational effort then the
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Fig. 1 Flowchart of discrete Jaya algorithm

other discrete optimization algorithms. However, for the first time, it is applied for
discrete optimization problems in this study.
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4 Numerical Example

In this section, discrete Jaya algorithm as described in previous section is tested by
planar 10-bar truss design [10] as shown in Fig. 2. This truss design problem is solved
using GA [5], SA [6], HPSO [7], ACO [8], ABC [9], and TLBO [10].

In this truss structure design, minimization of weight of truss is considered as
objective function with constraints of displacements at each nodal point and the
stress induced in each member. The cross-sectional areas of the each member are
taken as a discrete design variable. The nodes 2 and 4 are subjected to a vertical nodal
loads of 100 kips. Modulus of elasticity of material of each bar and density are taken
as E = 10,000 ksi and ρ � 0.1 lb/in3, respectively. The allowable displacements for
the free nodes and the permissible stress for all members are taken as ±2 in. in both
directions and ±25 ksi, respectively. Ten discrete design variables and their values
are chosen from the standard set D={1.62,1.99, 1.80, 2.13, 2.38, 2.62, 2.63, 2.88,
3.09, 2.93, 3.13, 3.38, 3.47, 3.55, 3.63, 3.84, 3.87, 3.88, 4.18, 4.22, 4.49, 4.59, 4.80,
4.97, 5.12, 5.74, 7.22, 7.97, 11.5, 13,5, 14.2, 13.9, 15.5, 16.0, 16.9, 18.8, 1.99, 22.0,
22.9, 26.5, 30.0, 33.5} (in2) [10].

For the truss design, MATLAB code is developed for the proposed algorithm.
The effectiveness of the algorithm is compared for same problem with discrete opti-
mization algorithm as given in literature. The population size and the number of
generations are taken as 10 and 95, respectively. The best objective function value
corresponding to the design variables are found for 10 independent runs correspond-
ing to each iteration. The optimal results comparison of planar 10 bar truss design
under loading condition is given in Table 1. Convergence rates of best objective
function are shown in Fig. 3. Table 1 shows that the Jaya algorithm takes less func-
tion evaluation for finding the best objective function compared to other discrete
optimization techniques.

Fig. 2 A planar 10-bar truss
structure [10]
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Table 1 Optimum design comparison for planar 10-bar truss structure

Design variables
(in2)

GA [5] SA [6] HPSO
[7]

ACO [8] ABC [9] TLBO
[10]

This
study

A1 33.5 33.5 30 33.5 33.5 33.5 33.5

A2 1.62 1.62 1.62 1.62 1.62 1.62 1.62

A3 22 22.9 22.9 22.9 22.9 22.9 22.9

A4 15.5 14.2 13.5 14.2 14.2 14.2 14.2

A5 1.62 1.62 1.62 1.62 1.62 1.62 1.62

A6 1.62 1.62 1.62 1.62 1.62 1.62 1.62

A7 14.2 7.97 7.97 7.97 7.97 7.97 7.97

A8 19.9 22.9 26.5 22.9 22.9 22.9 22.9

A9 19.9 22 22 22 22 22 22

A10 2.62 1.62 1.8 1.62 1.62 1.62 1.62

W (lb) 5,613.84 5,490.74 5,531.9 5,490.74 5,490.74 5,490.74 5,490.74

Fun. Eval. N/A N/A 50,000 10,000 25,800 10,000 9500

Constraints
violation

None None None None None None None
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Fig. 3 Convergence of best objective function for planar 10-bar truss structure
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5 Conclusion

In this paper, discrete Jaya algorithm is proposed for the discrete optimization prob-
lems.However, Jaya algorithmhas been developed for continuous optimization prob-
lems. In this study, continuous variables are converted into discrete variable using
discrete constraint. Furthermore, the efficiency of discrete Jaya algorithm is demon-
strated by 10-bar planar truss structure problem taken from literature. Moreover, the
optimum results obtained from proposed algorithm are compared with the results of
well-known discrete optimization algorithms. The results shows that it minimizes the
total weight of truss structure without violation of the design constraints and gives
the better results compared to other discrete optimization algorithms. Other discrete
optimization problems can be effectively solved using this algorithm.
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High-Gain L Probe-Fed Planar
and Cylindrical Patch Antenna
for X Band Applications

S. K. Kundu, Damanpreet Singh Walia, Shashank Jaiswal and P. K. Singhal

Abstract L probe provides a huge amount of impedance bandwidth by mounting
the patch on a planar and cylindrical substrate. A parametric study and a comparative
analysis between planar and cylindrical patch has been presented. Both planar and
conformal patches have been designed in X band frequency. Around 2.65 GHz and
3 GHz impedance bandwidth and about 9.66 dBi and 8.37 dBi average gain has been
achieved for both planar and conformal antenna, respectively. A stable radiation
patterns across the pass band in both the antennas is observed. Design parameters
and its effects have been thoroughly studied. Resonant input impedance is plotted.
All the simulation work has been carried out in CST EM Simulation Software.

Keywords L probe · EPR · Co and cross-polarization · Input impedance
Conformal antenna

1 Introduction

International Telecommunications Union (ITU) have assigned a part of X band fre-
quency for space telecommunication, terrestrial communications and networking,
terrestrial broadband, amateur radio, Electron Paramagnetic Resonance (EPR). X
band frequency range from 8.0 to 12.0 GHz is a portion of the EM spectrum speci-
fied by IEEE. Not only the Telecommunication era, this band also supports the use
of radar including continuous wave, pulsed, SAR, and other applications. Due to its
short wavelength, it allows the higher resolution imagery for target identification and
discrimination . Leading countries are using SATCOM in X band for difficult com-
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munication systems. For the strategic requirement to dimension, physical size, the X
band SATCOM is structured for naval and maritime platforms. This paper presents
a theoretical as well as simulated result of L probe antenna in X band with wide
bandwidth of conformal patch antenna in rectangular shape, embedded on a planar
and cylindrical ground substrate. Cylindrical microstrip patch antennas have many
applications in marine (naval) engineering, fighter aircrafts, and spacecrafts, where
planar patches have constraint to be placed due to its polarization impurity [1]. One
of the major weakness of the microstrip antenna is narrow bandwidth. Small rela-
tive bandwidth (BW), 2–10% has normally been observed in microstrip antenna [2].
There are a number of methods which have been studied to increase the bandwidth
of microstrip antenna such as (i) using parasitic patch [3] (ii) use of thick substrate
[4]. In [4], thicker substrate with co-axial- fed microstrip antenna will cause a huge
cross-polarization in H plane and reduce the bandwidth. The probe inductance can
be canceled out by inserting the capacitance produced by etching a circular slot in
the patch, by etching U slot and capacitive feeding [5–7]. A novel approach was
used to achieve a huge bandwidth using L probe (which itself acting as antenna)
technique [8, 9]. L-shaped feed is the best option for thick substrate [8, 9]. With the
use of L probe, the bandwidth can be enhanced up to 35% and average gain up to
7.5 dBi [10]. Patch is proximity fed, where L-shaped feed can be thought of a simple
monopole antenna, whose resonance is considered to be nearly the same (exciting
different modes) as that of patch for getting broadband operation [11]. It must be kept
in mind that radiation patterns of both antennas (resonant dipole and patch) and the
field which is coming out from the resonant L probe must be properly adjusted and
merged to get high gain. The input impedance has been studied from [12–15]. The
maturity of planar antenna compared with conformal antenna has been reached to
its edge. Since the past decade, conformal antennas are getting its attention in terms
of its theoretical works and patches on nonplanar surfaces like cylindrical, spherical,
and conical bodies have been reported [16].

To enhance the bandwidth and radiation pattern on conformal surfaces, many
techniques have been studied [17]. Patch antennas when used in surfaces of air-
plane, can radiate from the top and bottom surfaces of airframes, respectively. Patch
antennas are placed on printed circuit boards that are connected to GPS and Radar
Altimeter and are easier to scale down [18, 19]. Drag against wind is a serious issue
for designing an antenna in the airplane, and fortunately, it reduces the extra drag as
it is totally invisible because of its conformability with the surface. Lesser weight,
ease in fabrication, and integration with MIC make it attractive for the application
in airplanes [1, 19]. The rectangular planar patch as well as conformal cylindrical
patch is fed electromagnetically by L probe, where the concept of cavity model with
modal expansion techniques have been used to analyze both.
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2 Theoretical Analysis

In Fig. 1, the geometry of the L probe fed with electromagnetically coupled planar
and cylindrical patch and its equivalent circuit [12–15] is shown, where C1 is the
capacitance between horizontal part of the L probe and the ground plane, C2 is the
capacitance between horizontal portion of the strip and ground plane due to fringing
effect at the end of strip. C3 is capacitance of the horizontal portion of the L probe and
the patch separated by a finite distance and C4 is the capacitance between horizontal
portion of the strip and patch due to fringing effect at the end of strip, and also Rs and
Ls are the are resistance and inductance of the vertical part of the L probe. Low and
unwanted radiation and the easiest modeling techniques with largest bandwidth is
one of the advantages of proximity coupling. Between the parallel portions of L probe
with that of the patch, a large amount of electromagnetic coupling is produced. The
patch antenna is modeled as series R-L circuit with the combination of capacitor as
parallel [20] and the L probe as a two-wire transmission lines resonant antenna, one
is vertical with the patch and another one is horizontal. But these two ideal lines is no
more planar but cylindrical in shape. Electromagnetic induction between the patch
and the horizontal L probe can be thought of coupled lines (MACLIN component)
[11]. As it is known from the basic analysis [21], wide bandwidth can be achieved
using thick substrate at the cost of surface wave loss and increase of spurious feed
radiation [14] Substrate of air (εr �1.00059) with 3.2 mm has been used to achieve
the desired results. Unlike the vertical part, the horizontal part will also offer some
capacitance as shown.

Radial electric field along the feed line and magnetic field around feed line are
responsible for the voltage and current developed in the probe [22]. In this case, the
L probe is taken as cylindrical shape whose equivalent width can be thought of 2πa,
where a is the radius of the cylinder of L probe. The proposed L probe is nothing
but as two-wire resonant dipole antenna with image ground plane, whose equivalent
circuit of open-ended horizontal feed line is given below in Fig. 2 with one side
opened.

Capacitances are responsible to nullify the stored energy due to the inductance
effect of vertical probe and horizontal probe. The electric field radiated from the
dipole (L Probe) will act as a source for patch, which is placed above horizontal
portion of the L Probe. To obtain optimum wide bandwidth, the dimensions of the
patch are adjusted with that of L probe horizontal feed line.

In case of cylindrical L probe feed, the metallic patch of curvature shape will have
the different value of capacitance per unit length unlike planar patch and Laplace’s
equation can be solved by conformal mapping [16] to find the capacitance per unit
length of the condenser parallel between patch and portion of L probe and between
ground plane and portion of L probe. The equivalent capacitance of the patch Ctotal is
because of capacitances and inductances given in Fig. 1c [12–15] as per transmission
line model and using the relation, input impedance can be obtained from [13–15,
23]. The total impedance is given by [12–15]
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Fig. 1 Geometry of design proximity-fed a planarmicrostrip patch, bL-probe proximity-fed cylin-
drical antenna, c its equivalent circuit (of transmission line model) [12–15]

Fig. 2 Equivalent circuit of horizontal line with one-side opened acting as monopole
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Zin � Rs + jωLs +
1

jωCtotal
+ Z patch (1)

where Ctotal is the series–parallel combination of C1, C2, C3, and C4 [23] as per the
equivalent circuit in Fig. 1c and fourth term is the impedance of the patch.

3 Antenna Configuration

Planar patch has the following design parameters as shown in Table 1.
Design parameters of the proposed cylindrical patch antenna are as shown in

Table 2.

Table 1 Parameters for planar patch

Design parameters Value

Height of the substrate 3.2 mm

Patch length 10.8391 mm

Patch width 14.9977 mm

Substrate dimension 44.99 mm × 44.99 mm

Permittivity of substrate; εr 1.00059

Vertical L probe length 1.964 mm

L probe radius 0.6 mm

Table 2 Design parameters for cylindrical conformal Patch

Design parameters Value

Height of the substrate 3.2 mm

Patch length 10.8391 mm

Patch width 14.9977 mm

Axial length of copper cylinder 44.99 mm

Radius of the copper cylinder 7.16 mm

Permittivity of substrate; εr 1.00059

Vertical L probe length 1.964 mm

L probe radius 0.6 mm
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4 Results and Discussion

The incident and reflected wave amplitudes at the port is shown in Fig. 3. The red
curve indicates incident wave amplitude and the green curve indicates reflected wave
amplitude. As compared, the planar patch has a less resonance effect than that of
conformal cylindrical patch.

The plot of Fig. 4 also shows some important properties of feeding field. The
upper side of the above figure shows the pattern of dominant mode TE11 modes with
linear polarization aligned to the field lines. In an empty waveguide, the electric field
components are orientated and are directed to ground, as can be seen in both figure
on the left.

Fig. 3 Incident (red) and reflected (green) field amplitude distribution at the port only a planar
patch antenna, b cylindrical patch antenna with base radius 7.16 mm
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Fig. 4 E field and H field distribution at the port only of the planar and cylindrical patch antenna

Any other degenerate modes other than dominant mode are generated correspond-
ing to the input port’s coordinate systemwhich is best suited for the emptywaveguide
port. Hence, E field and H Field will have the same input distribution.

Figures 5 and 6 indicate the real and imaginary part of input impedances and
impedance bandwidth related to return loss in planar and cylindrical antenna. It is
observed that with same dimension, the proximity-fed L probe of the planar patch has
lower impedance bandwidth compared to that of cylindrical patch; this is because the
inaccuracy in input impedance in planar patch. Four separate single-patch antennas
with identical dimension are simulated at 10 GHz, having radius of�∞ (planar),
20 mm, 10 mm and 7.16 mm, respectively, as shown in Fig. 6. Each patch has
dimensions of 10.8391 × 14.9977 mm and is fed by constant-length section of L
probe of cylindrical shape, whose open end is assumed to be of the shape of resonant-
type dipole antenna. The axial length of the cylinders is 44.99 mm, which is equal
to the dimension of ground plane of planar patch.
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Fig. 5 Input impedance a real and,b imaginary part of L probe patch for planar Patch and conformal
cylindrical Patch with radius of cylinder�7.16 mm

Fig. 6 Simulated return loss
for planar and cylindrical L
probe patch antenna with the
same dimension but different
radius of cylinder
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Figures 7 and 8 indicates much better co polarization effects on the radiation
pattern at��0° and��90°, respectively, in planar and cylindrical patch. In Figs. 9
and 10, the antenna has very high cross-polarization attenuation. In Figs. 9 and 10, the
H plane shows more cross-polarization. Figure 5 shows that the input impedance of a
planar patch and cylindrical patch antenna and indicates that more is the curvature of
cylinder; the less is the input impedance of a polarized patch which is acceptable in
engineering designs. The input impedance of the probe and patch is the combination
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Fig. 7 Co-polar component: three-dimensional radiation patterns at 10 GHz of the proposed planar
patch at ��0° and ��90° (using Ludwig-3 scheme)

of self-impedance of the probe due to current density within itself with absence of
the patch and with presence of the patch [24]. The impedance due to curvature is
approximated with that of planar patch when radius of curvature R� the substrate
thickness and wavelength and it varies with propagation constant along ρ and z
direction and zero-order Bessel’s function [25–27]. The impact due to curvature
effect of the patch disrupts the match hence radiation and gain as well frequency
with increase of curvature also decreases. The frequency is decreased as a result
that the cylindrical antenna with exact dimension as planar may be applied where
compactness is desirable.
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Fig. 8 Co-polar component: Three-dimensional radiation patterns at 10GHz of the proposed cylin-
drical patch at ��0° and ��90° with radius of cylinder�7.16 mm (using Ludwig-3 scheme)
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Fig. 9 Cross-polar component: three-dimensional radiation patterns at 10 GHz of the proposed
planar patch at ��0° and ��90° (using Ludwig-3 scheme)
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Fig. 10 Cross-polar component: three-dimensional radiation patterns at 10 GHz of the proposed
cylindrical patch at��0° and��90° with radius of cylinder�7.16mm (using Ludwig-3 scheme)

5 Conclusion

Proposed L probe broadband single-element planar patch and conformal patch
achieves a larger bandwidth. An impedance bandwidth of about 2.65 GHz and 3GHz
[S11 <10 dB] have been obtained for planar and conformal antennas respectively.
The planar antenna and conformal antennas resonates at 10 GHz and 10.432 GHz
with radius 7.16 mm, respectively, which will be best suited for space telecommuni-
cation, terrestrial communications, and radar. Both the antennas are compared with
each other on the basis of each and every parameter and are also verified.
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Mitigating Primary User Emulation
Attacks Using Analytical Model

Ishu Gupta and O. P. Sahu

Abstract Cognitive radio has been a widely studied area to increase the efficiency
of the spectrum. Most of the present work focuses on sensing techniques but very
less work has been done for security in Cognitive Radio Networks (CRNs). Primary
User Emulation Attack (PUEA) is a very prominent Denial of Service (DoS) attack
that degrades the performance of the network to a large extent. This paper deals with
an analytical model which depends on Neyman–Pearson Composite Hypothesis Test
(NPCHT) to determine whether a PUEA is present in CRN. Log-normal shadow-
ing and Rayleigh fading have been taken for the signals received from the primary
transmitters as well as the attackers. The movement of good secondary user has been
assumed in vertical direction ranging from an angle of (–π/4) to (π/4) with respect
to primary transmitter. The performance of the system model has been evaluated
by plotting the Receiver Operating Characteristic (ROC) curve. Variation in miss
detection and false alarm probabilities has been studied for different angles. Results
demonstrate that the likelihood of successful PUEA increments with the increasing
distance between the good secondary user and primary transmitter.

Keywords Dynamic spectrum access · Cognitive radio · Primary user emulation
attacks · Probability of false alarm · Probability of miss detection

1 Introduction

With increasing use of the multimedia applications, the demand for spectrum is con-
tinuously increasing.However, the spectrumavailable is very limited aswell as costly.
Hence, there is a need to utilize the spectrum very judiciously. The presently adopted
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Static Spectrum Allocation (SSA) policy leads to underutilization of spectrum [1].
J. Mitola suggested the Dynamic Spectrum Allocation (DSA) method to solve this
problem [2]. Later, quantification of Mitola’s work was done by Haykin [3]. Cogni-
tive radio is a technology that is widely studied nowadays and can possibly eliminate
the SSA problem in future. Spectrum sensing is a very crucial task to practically
implement this technology. Various spectrum sensing methods have been discussed
in [4]. Among all, energy detection has beenwidely adopted and acceptedmethod for
sensing of spectrum, because it does not require any prior knowledge regarding the
features of the primary signal and is computationally simple to implement [5]. Most
of the present work in Cognitive Radio Technology focuses on spectrum sensing
and its optimization. However, for successful implementation for any technology, its
security aspects need to be taken into account. A comprehensive survey on different
security attacks and their detection has been presented in [6]. This paper focuses
on one such Denial of Service (DoS) attack named Primary User Emulation Attack
(PUEA) [7]. In such an attack, an adversary tries to imitate the characteristics of
primary user so as to fool the good secondary user regarding the usage of channel.
The good secondary user believing that channel is being used by the Primary User
leaves the spectrum and hence making the use of DSAmethod trivial. The malicious
users can use the channel for their own purpose. Various studies have been conducted
on detection and elimination of this attack. The impact of PUEA on Cognitive Radio
Networks has been studied in [8]. PUEA can be classified into two types—always on
and smart [9]. Always on PUE attacks emulate the primary signal anytime without
taking into account whether the primary signal is transmitting or not whereas smart
PUE attackers take into account the transmission characteristics of primary signal.
The impact of smart PUE attackers is more severe than always on PUE attackers.
This paper focuses on always on PUEA.

This paper presents an analytical model for PUEA in which secondary users are
assumed to move in a vertical direction. Effect on the probability of miss detection
and false alarm has been considered for varying distances between real secondary
user and primary user. The first analytical model was presented in [10], where the use
of Markov inequality and Fenton’s approximation was done so as to get a lower limit
for the likelihood of successful PUEA. In [11],WSPRT is used for detection of PUEA
by first formulating the probability density function (pdf) for the received power at
the good secondary user from the malicious users. Jin et al. [12] compares theWald’s
Sequential Probability Ratio test (WSPRT) and NPCHT for identification of PUEA
using the same analytical model. It was found that WSPRT offers less likelihood of
successful PUEA as compared to NPCHT because it allows two thresholds for both
probability of false alarm and miss detection. This paper presents a similar model
using NPCHT with the difference being that the good secondary user is allowed to
move in a vertical direction that allows the study of probability of false alarm as
well as miss detection with changing distance between the real secondary user and
primary user. The simulated results match with the theoretical results that probability
of successful PUEA increases with increasing distance between primary transmitter
and the good secondary user.
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The rest of the paper is structured as follows. Section 2 discusses the systemmodel.
Section 3 presents the analytical model. Section 4 describes the NPCHT approach for
detecting PUEA. Results are analyzed in Sect. 5. Conclusion is provided in Sect. 6.

2 System Model

The system model in this paper has one secondary user surrounded by different
randomly located malicious users in circular grid around it as given in Fig. 1 [11].
Let the radius of the circular grid be R. One primary transmitter is fixed at a distance
greater than or equal to Dp from all the other users. The distance Dp �R. Energy-
based detection technique has been used for detection of PUEA. If the power received
at the secondary user exceeds a certain threshold say�, then the primary transmission
is assumed else malicious transmission is assumed.

Two hypotheses have been taken as null and alternative hypothesis given as fol-
lows:

H0: Primary User Transmission. This includes the case when only primary user is
transmitting the signal.

H1: Malicious User Transmission. This hypothesis considers the case when mali-
cious and good secondary users are simultaneously transmitting the signal.

Following assumptions have been made for doing analytical study of the system
model:

• Total M malicious users along with one good secondary user are present in the
CRN.

• Minimum distance of primary transmitter from all other users should be Dp.

• The primary transmitter power is taken to be Pt.
• Power of each malicious user is taken to be Pm where Pm �Pt.

Fig. 1 Typical cognitive radio scenario
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• The adversaries are uniformly distributed in a circular region around the good
secondary user and their positions are independent to each other.

• The position of primary transmitter is fixed whereas the movement of secondary
user is restricted in a vertical direction.

• The position of primary transmitter is known to the good secondary user and the
adversaries.

• The incoming signals received from both the primary transmitter as well as mali-
cious users undergo log-normal shadowing, path loss and Rayleigh fading.

• The mean, � of the Rayleigh random variable is assumed to be unity.
• The exponent for path loss is assumed to be 2 for propagation from primary
transmitter and 4 from malicious users.

• There is an excluded distance R0 from the good secondary user where there is no
malicious user. Such condition is required since if there would be any malicious
user present in this region, then the power received from the malicious users will
be always higher than the power received from primary transmitter leading to
successful PUEA every time.

3 Analytical Model

First of all, the probability density function (pdf) of the signal is analyzed. It is
assumed that the good secondary user is fixed at origin (0, 0). It is also assumed
that the motion of SU is restricted in a vertical direction ranging from a minimum
angle of –π/4 to maximum angle of π/4 from primary transmitter. Since Dp�R,
coordinates of primary transmitter can be assumed to be same for all the malicious
SUs.

Let the coordinates of the M malicious users be (rj, 8j), where 1≤ j ≤M. The pdf
of rj is taken as

p
(
r j

) �
⎧
⎨

⎩

2r j
R2−R2

0
, R0 ≤ r j ≤ R

0, otherwise
(1)

8j is taken as uniformly distributed in the range (-π, π).
The power transmitted from primary transmitter to the SU can be taken as

P (p)
r � PtG

2
p

(
dp

cos(θ)

)−2

(2)

where G2
p � 10

ξp
10 and ξp ∼ N(0, σ 2

p ). The corresponding pdf p(Pr )(γ ) can be
defined as log normal distribution which can be written as follows:
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p(Pr )(γ ) � 1

A
√
2πσpγ

exp

{
−(

10 log10 γ − μp
)2

2σ 2
p

}

(3)

where A � ln 10
10 and

μp � 10 log10 Pt − 20 log10

(
dp

cos(θ)

)
(4)

Since different malicious users are not dependent on each other, their power can
be added which can be taken as

P (m)
r �

M∑

j�1

Pm
(
d j

)−4
G2

j (5)

where G2
j is the shadowing between the SUs and jth MU. G2

j � 10
ξ j
10 and ξ j ∼

N
(
0, σ 2

m

)
. All the variables in above equation are log-normally distributed of the

form 10
ω j
10 and ω j ∼ N

(
μ j , σ 2

m

)
. Here

μ j � 10 log10 Pm − 40 log10
(
d j

)
(6)

By approximating the pdf from different malicious users using Fenton’s approx-
imation, pdf p(m)(χ) can be given as

p(m)(χ) � 1

A
√
2πσχχ

exp

{
−(

10 log10 χ − μχ

)

2σ 2
χ

2}

(7)

The received power P (m)
r is assumed to be log-normally distributed random given

by above equation. Here, μχ and σ 2
χ can be taken as

μχ � 1

A
ln

⎡

⎢
⎣

E2
[
P (m)
r

]

(
var

(
P (m)
r

)
+ E2

[
P (m)
r

])2

⎤

⎥
⎦ (8)
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The values of μχ and σ 2
χ can be substituted in Eq. (7) to get the pdf for the

malicious users. Further, the error probabilities, i.e., the probability of miss detection
and false alarm can be analyzed by applying Neyman–Pearson criterion as defined
in the following section.
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4 Neyman–Pearson Criterion for Detection of Puea

In Neyman–Pearson criterion, to take any decision, two hypothesis are assumed
which can be defined as follows:

H0: Primary User transmission (Null hypothesis).
H1: Malicious User transmission (Alternative hypothesis).
Any secondary user can undergo two types of errors during sensing of the channel,

namely:

• Miss detection: This case corresponds to when the PU is actually transmitting the
signal but the SU believes that it to be sent by the malicious user. The probability
of detection, Pd is defined as (1-Pm), where Pm is the likelihood of miss detection.

• False alarm: This error corresponds to case when the signal is transmitted by the
MU but the good SU assumes the signal to be transmitted by the PU. This leads
to interference to the PU and thus PU may impose a penalty to the good SU for
further usage of the channel.

The Neyman–Pearson criterion aims at reducing the possibility of successful
PUEA assuming a fixed false alarm probability say, α. The condition of fixed false
alarm probability has to be imposed because both the error probabilities, i.e., miss
detection and false alarm cannot be reduced simultaneously [13]. The ratio of two
pdfs is taken and compared with a certain threshold, say �, which is taken as

� � p(m)(x)

p(Pr )(x)
(10)

where x can be taken as the measured power of the signal at SU. The final decision
is based on criterion given as follows:

�

{
≤ λ D1: Primary Transmission

≥ λ D2:MaliciousUser Transmission
(11)

where λ can be obtained by a constraint on probability of miss detection Pr
{
D2
H0

}

which is fixed at a certain value α given by the following expression:

Pr

{
D2

H0

}
�

∫

�≥λ

p(Pr )(x)dx � α (12)

Hence, Neyman–Pearson criterion aims at reducing the error probabilities while
keeping a constraint as shown in the above equation.
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5 Results and Discussion

The proposed work in this paper is simulated by assuming the following system
parameters (Table 1).

The simulation is performed for 10,000 times. The performance of the model is
illustrated by plotting probability ofmiss detection verses that of false alarm in Fig. 2.
Plot of probability of detection versus that of false alarm, also called ROC is shown in
Fig. 3. Finally, variation of probability of false alarm as well as miss detection verses
8 can be analyzed in Fig. 4. The results in Fig. 2 are concordant with the theoretical
results that both the errors probabilities cannot be reduced simultaneously and the
mean probability of both false alarm as well as miss detection is found to be nearly
varying from 0.01 to 0.05.

Similarly, the plot for Receiver Operating Characteristics (ROC) [13], which is
generally used as another way for detection of a detector is shown in Fig. 3 and the
mean Pd is found to be varying around 0.95–0.99.

Figures 4 and 5 demonstrate how the probability of false alarm and miss detec-
tion, respectively, varies with varying angles of the secondary user with the primary
transmitter. Change in angles leads to change in distances between primary trans-
mitter and real secondary user and thus, the error probabilities are minimum for 8�
0◦ and maximum for 8�−45◦ and +45◦. Hence, as the distance between primary
transmitter and secondary user increases, the likelihood of false alarm increases and
vice versa.

Table 1 System parameters used for simulation
Parameter σp (dB) σm (dB) Dp (km) R (m) R0 (m) Pt (kW) Pm (W) M 8 �

Value 8 5.5 100 500 30 100 4 15 (–π/4):
(π/2048):
(π/4)

1

Fig. 2 Probability of miss
detection versus false alarm
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Fig. 3 Probability of
detection versus false alarm

Fig. 4 Probability of false
alarm versus angle, 8

6 Conclusion

An analytical model for the practical Cognitive Radio Network has been proposed
based on Neyman–Pearson criterion and effects on probability of false alarm as
well as miss detection has been studied with varying distances between primary
transmitter and good secondary user. Movement of secondary user is assumed in a
vertical direction ranging from an angle of –π/4 to π/4 with the primary transmitter.
The simulated results show that error probabilities increments with the increasing
distances between primary transmitter and the secondary user. Future work can be
based on variable malicious users’ power. Other analytical models can be developed
that deals with other distributions apart from uniform distributions. Also, different
techniques need to be developed that focuses on smart PUE attackers.
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Fig. 5 Probability of miss
detection versus angle, 8
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Wireless Technologies in IoT: Research
Challenges

Sumit Singh Dhanda, Brahmjit Singh and Poonam Jindal

Abstract Internet of Things (IoT) is a technology to create smart world. To enable
an IoT system, communication plays an important role. Everything in IoT depends
on the flow of information. Many wireless technologies are available for the pur-
pose but the choice for the right technology depends on the use case requirements.
Reliability and availability of an IoT application is the outcome of reliable communi-
cation. Issues like scalability and heterogeneity present numerous challenges to the
researchers. Mobility maintenance, packet delay, signal load, etc., are challenges that
make reliable communication difficult and affect the quality of service. This paper
presents the details of wireless technologies available for the IoT and discusses the
open challenges and research issues in IoT.

Keywords Bluetooth · IoT · LTE-A · LoRaWAN · Research issues · Sigfox
Wi-Fi ·WiMAX

1 Introduction

Way ahead of his time Nikola Tesla had suggested that one day wireless technology
in its full bloom will convert the earth into one huge brain [1]. Today, world has
started realizing this vision with the help of looking at a future nearby.

In 1999, Kevin Aston presented the idea for a smart world, where things can
be connected to internet using Radio-Frequency Identification (RFID) and used the
word Internet of Things (IoT) for the first time. Today, IoT has matured to complex
systems that provide solutions to numerous problems on the go. The main aim of an
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IoT system is to provide intelligent decision-making for the optimum utilization of
resources [2, 3]. In 2020, there will be 50 billion devices that will be connected to
Internet. It was not possible to connect so many devices with IPv4 but with IPv6,
it became possible to connect every object on the earth [4, 5]. Internet and Web
are interconnected, where the former is responsible for the reliable, secure, and fast
transmission of the information in network via switches and routers.Web operates on
its top, providing an interface to convert the flowing information in usable form [6].
Web has undergone four stages of evolution until now. In the first phase, Web was
primarily used by academia for research. In the second phase, focus was to provide
the information of products and services to customers by companies. Third phase
of evolution was marked by the sale and purchase of the products and services over
the Web, the dot-com boom. The fourth stage is of “Social or experience web”, the
present time. While IoT marks the first real evolution of the Internet. But Internet is
going through its first evolution via Internet of things (IoT).

Information is the key to efficient decision-making. It is collected with the help
of sensors and communicated with the help of wireless technology to cloud. There
are many technologies available to connect the entities of an IoT system with each
other. Many reviews are available that provide a detailed analysis of the IoT systems
but to the best of our knowledge, no review is available that discusses the wireless
technologies and challenges associated with them in detail. It has been themotivation
behind this work.

This paper has been divided into five sections. Elements of an IoT system are
discussed in Sect. 2. In Sect. 3, various wireless technologies have been described in
brief. In Sect. 4, challenges and research issues associated with them are discussed.
Finally, conclusion is drawn in Sect. 5.

2 IoT Elements

To understand the functionality of IoT, one must understand its building blocks. IoT
can be divided into six different elements: Identification, Sensing, Communication
Computation, Services, and Semantics [7].

2.1 Identification

First and the most basic requirement for creating an IoT system is to provide the
constituent objects/devices with a unique identification. Identification process can
be divided into two steps namely, object ID and object address. Electronic Product
Codes (EPC) and Ubiquitous Codes (u-Code) are used for the identification [8, 9].
IPv6 and IPv4 can be used for the addressing in IoT. IPv6 over Low-power Wireless
Personal Area Networks (6LoWPAN) [4, 5] is a variant of IPv6 addressing, which
is suitable for low-power wireless networks.
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2.2 Sensing

Data is collected from the sensors/devices. It is passed on to the cloud to extract
information for decision-making. Till date, wireless sensor networks, RFIDs were
responsible for this part. But now, a new paradigm has come to the fore named as
Crowd sourcing or Crowd sensing. In this, smartphone users willingly participate in
sensing [10].

2.3 Communication

In an IoT system, various entities and domains are present. These entities and domains
communicatewith each other on a continuous basis. Communication links are needed
between these entities and domains [11–13]. Variouswired andwireless technologies
will come into play for establishing these links. In wired technologies, communi-
cation is comparatively reliable and secure but they do not provide the advantage
of the mobility. Wireless, on the other hand, is the natural and only choice for the
mobile scenarios. Wireless technologies such as Wi-Fi, Bluetooth, IEEE 802.15.4,
LTE-Advanced, and in the coming future 5G can be used for establishment of com-
munication link. Based upon the use case scenario, one can divide the Wireless
technologies into two parts long-range wireless connectivity and short-range wire-
less connectivity.

The long-range wireless connectivity is provided using LTE, LTE-Advanced,
LTE-M, NB-IoT, WiMAX and in coming future 5G. The short-range wireless con-
nectivity is provided by Bluetooth and its variants, Zigbee, UWB, RFID with EPC
global, Wi-Fi. Selection of a technology depends on the matching of its characteris-
tics with the use case requirements.

2.4 Computation

Processing of sensed data; extraction of knowledge from the received information;
utilizing the knowledge for intelligent decision-making, all these require computa-
tional capabilities. IoT services are completely an outcomeof computational abilities.
At sensor level, the computation is required to convert the data into usable form. At
cloud, to extract the knowledge from the received information, techniques ofBigData
are required. Information extraction from the raw data is a challenging task. It will
require a mechanism to find, extract, and characterized meaningful abstractions from
the raw data. Data analytic techniques are required for intelligent decision-making
[14].
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2.5 Semantics

Data in raw form is not useful. For the right and efficient decision-making, it should
be converted into knowledge. Recognition and analysis of data, modeling of informa-
tion, discovery of resources, and their utilization comes under knowledge extraction.
This ability to extract knowledge to provide the IoT services is referred to as Seman-
tics [15]. Allocation of resource to the appropriate demand is done with the help of
Semantic. It acts as brain of the IoT system. Extraction of knowledge and resource
allocation are helped by Resource Description Framework (RDF), another option
that can be utilized is Web Ontology Language (OWL). Efficient XML Interchange
(EXI) format was adopted as a recommendation for web ontology by the World
Wide Web Consortium (W3C) in 2011 [16]. Semantics are so important that their
interoperability is required for the interoperability of the various IoT platforms. The
key role in the interoperability would be played by W3C SSN ontology [17].

2.6 Services

Last and the most important element of an IoT system is services, that are provided
to its users. Normally, these are also termed as use cases or applications. There are
many use cases such as smart grids, smart buildings, smart cities, e-Health, smart
vehicles, intelligent transportation systems, Industrie 4.0, smart agriculture, smart
home, environmental monitoring, logistics and tracking, monitoring and security,
e-Retail, etc. These are few applications of IoT systems. Other applications, in one
way or another, are derivatives of these. Every application does a different type of
work. Based on these, services can be categorized into four types [18, 19]:

(a) Identity-related Services,
(b) Information Aggregation Services,
(c) Collaborative-Aware Services and
(d) Ubiquitous Services.

3 Wireless Technologies for IoT

Communicating the data fromsensors to the cloudor to anyother computing facility is
of utmost importance. Sensor data form the basis for the intelligent decision-making
in IoT system. It puts immense responsibility on the protocols and technology to
reliably transmit the sensed data to destination. IoT system is characterized by enor-
mous uplink data and comparatively lesser data in downlink on sensor to cloud link.
On the other hand, on user side in the IoT system, the requirement of downlink data
is greater compared to uplink data. A developer must compare system requirements
with the capabilities of the wireless technology. One shall be selected if it meets the
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criteria. Technologies that can be used in IoT can be put into three categories first
Cellular Technology (CT), second is Low-Power Wide Area Networks (LPWAN)
(>200 m) and third and final are Short-Range Standards (SRS) for networking (up
to 200 m).

In this section, different technologies that can be used for the creating IoT will be
discussed.

3.1 Ultra-Wideband

UWB is a viable candidate for short-range communications for IoT. It can achieve
high data rate in dense multipath environments, characterized by low signal-to-noise
ratio (SNR). This becomes possible as UWB spreads its signal in very high band-
width. UWB, due to simpler architecture and low transmission power, consumes
very low power for its operations. It helps UWB communication devices to achieve
longer battery life. Orthogonal codes used by various users helps in avoiding inter-
ference with the other surrounding communication and those operating in the same
bandwidth with UWB communication. It has been used for designing RFIDs [20].

3.2 802.11—Wireless LAN

IEEE 802.11 has different standards like a, b, g, n, ac, and ad, operating from 2.4 to
60GHzbands. Its communication range varies from20m (indoor) to 100m (outdoor)
while data rate ranges from 1 Mb/s to 6.75 Gb/s. A new standard of Wi-Fi for the
IoT application was made available named as 802.11 ah. It works in sub-1 GHz
license-exempt band. It provides 5 bandwidth ranges to support the IoT use cases
from 1 to 16 MHz with maximum transmit power of 250 mW. The data rates vary
from 150 kbps to 347 Mbps to support large-scale IoT [21–23].

3.3 WiMAX

IEEE 802.16 is a wireless broadband standard also known as Worldwide Interoper-
ability for Microwave Access (WiMAX). It provides data rates from 8 to 80 Mb/s.
Various standards of WiMAX provide for fixed access, nomadic access, and limited
mobility support. It provisions high capacity for the stationary users as compared to
mobile ones. In the updated version of WiMAX, i.e., (802.16 m), for the mobile and
fixed stations the supported data rates are 100 Mbps and 1 Gbps, respectively. It can
be verified from the working group’s website. There is very limited literature that
has utilized the WiMAX for IoT [24].



234 S. S. Dhanda et al.

3.4 LR-WPAN

IEEE 802.15.4 defines standard for the Low-Rate Wireless Personal Area Networks
(LR-WPAN). Higher level protocols such as Zigbee are based on its specifications.
It is named low rate as its data rate varies from 40 to 250 kbps. It provides a low-cost
communication solution for small sized devices. While operating at 868/915 MHz,
it supports low data rates, on the other hand high data rate operations are carried out
at 2.4 GHz frequencies [25, 26].

3.5 LTE, LTE-A, and Latest Versions

LTE and LTE-A has been developed for the main purpose of providing broadband
capabilities and high capacity tomobile users. IoT systems require very high capacity
in the uplink(UL,) but LTE and LTE-A provide high capacity for downlink(DL).
3GPP in its release 12 has come up with the 2 new versions of the LTE, namely,
LTE-M and Narrow-Band IoT. Both these technologies are designed for specific
need of IoT [26, 27].

3.6 Bluetooth

Bluetooth is based on the IEEE 802.15.1 standard. It is a short-range solution
(8–10 m) for data exchange, with data rates of 1–24 Mbps (for various versions).
One of its variants is named Bluetooth LowEnergy (BLE/Bluetooth Smart), supports
ultra-low-power operations. It was merged with its version v4.0 in 2010. Bluetooth
is an important technology that is being utilized to create the IoT. It can help cre-
ate many systems that can utilize the smartphone as sensor. Apple’s iBeacon and
Google’s Eddystone are the examples [28–30].

3.7 LoRaWAN/LoRa

This is a Low-Power Wide Area Networks (LPWAN) standard to enable IoT.
LoRaWAN (Long-Range Wide Area Network) is an open communication standard
that also defines system architecture for the Network [31]. It works with the LoRa
technology, which stands for Long Range, that defines the physical layer. It was
acquired by SemTech in 2012. It utilizes ISM Bands of 433/867/915 MHz for oper-
ations, which are capable of penetrating deeply into structures. LoRa works on chirp
spread spectrum modulation, which helps in increasing the range of communica-
tion while it maintains low-power characteristics. Gateways chipsets are capable of
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demodulating onmultiple channels andmultiple data rates at once. LoRaWANworks
on Star Topology, where the end device is connected to the gateways. LoRaWAN
data rates range from 0.3 to 50 kb/s. LoRa operates in 868 and 900 MHz ISM bands.
Battery life for the attached node is normally very long, up to 10 years. This is an
effective technology but there are also some issues related with it that must be kept
in mind while developing products for IoT scenarios [31–33].

3.8 Sigfox

Sigfox is a proprietary technology by Ingenu, which was earlier known as on Ramp
Wireless. It transmits in the ISM band of 868MHz. It utilizes the frequency as well as
time diversity as it broadcasts a message thrice in three different frequency channels.
It has ability to be demodulated at very small values such as –142 dBm. It has the
functionality that its base station scans every channel for message and retrieves it.
Themodulation scheme used is BPSK. It suits a networkwhere long range is required
along with small amount of data with large number of devices. It provides the option
of transmitting 12 bytes’ payload in uplink and 8 bytes’ payload in downlink with a
protocol overhead of 26 bytes. Downlink mode works only as an acknowledgement-
receiving window. Sigfox has four transmission configurations where transmission
of per day messages is fixed from 1 to 140 messages per day. Benson et al. [34] have
developed SCALE a low cost, smart, and safe home solution to all residents of a
locality with the help of novel networking techniques, they have used Sigfox as one
of the technologies.

4 Challenges and Research Issues for IoT

There is a plethora of open research challenges that are still required to be addressed.
Scalability is the main requirement of any IoT system. It poses an important

challenge, as number of connected nodes in the system keeps on changing, the
amount of data generated varies. It causes data variability issues.

Heterogeneity of the devices and technologies is the cause of many challenges.
It creates the issue of veracity of the data. Every technology has its own data rates.
This variation in data rates causes the variability in data speed. It also creates the
issue of variability in the type of data, as different technologies have different data
representation formats. Another challenge that arises from heterogeneity is recon-
figurability of the hardware or protocols. Researchers need to design such sensors,
protocols, and platforms that must be reconfigurable, as per application and scenario.
Reconfigurability is the solution to compatibility issues as well. One such solution
is presented in [35], in the form of a reconfigurable RF-ID tag and that is utilized as
a generic sensing gateway.
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Interoperability is another issue that is the byproduct of heterogeneity. Semantic
interoperability is one option to provide new services from the knowledge of an
existing IoT system. Another option can be the design of protocols that should make
the interoperability of the technology possible [36].

Reliability and availability of an IoT service is an important challenge. It depends
upon the reliability and availability of the communication. Wireless channel is very
dynamic and unpredictable. Any loss of communication may result in the form of
huge financial losses or itmay even result in the loss of life, in case of Industrie 4.0 and
intelligent transportation system, respectively. This problem may occur due to two
reasons, either device failure or link failure. For link failure, there may be different
solutions but provision of buffering or caching, and use of dynamic spectrum access
are the prominent one that can be pursued. In case of device failure, redundancy in
devices can be introduced. Its calculation and placement must be done during the
planning phase [37]. The same solution can also help in the mobility maintenance
of the services.

QoS is another very important challenge for IoT application. Radio resource
control, discontinuous reception/packet loss, end-to-end packet delay, availability
of bandwidth are important factors in determining the QoS. It is one of the biggest
challenges that must be overcome by the researchers. However, it should be done
in a way that suits the requirement of enabler. In [38], an analytic result has been
derived for the expectation of the end-to-end packet delay. Another effort is done
in cellular network, in LTE radio resource control and discontinuous reception are
the two factors that affect power consumption, signal load, and delay. These factors
can affect the QoS of the network heavily. Moreover, numerous interactions and the
session setups in IoT will create the problem of Signal load in the network. In [39],
a session management methodology for power saving and signal saving has been
presented. In [40], probabilistic analysis on QoS provisioning has been provided.

Improvement in link capacity is an issue thatwill have a huge impact on the service
mobility as well as QoS. Important thing to note about all existing communication
technologies, wireless networking standards, or cellular standards like 2G/3G or 4G,
etc., is that these standards have high capacity for downlink in comparison to uplink.
Using these in machine-type communication for Industrie 4.0 can cause capacity and
interference issues for the human type communication and degrade the Quality of
Service for the human-type communication [41].

Energy Efficiency of a system is a very important topic for the researchers; any
method that helps in reduction of power consumption must be given a thought if
it can be incorporated in creation of an efficient system for the future. In [42], an
efficient certificate-less access control scheme has been presented, which reduces the
computation cost by 62% and energy consumption by 64%. In [43], a Zigbee-based
smart home control system that provides smart interference and energy control has
been implemented successfully.
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5 Conclusion

An IoT system is comprised of different elements. However, communication is the
most important. Without reliable communication, realization of an IoT system is not
possible. Many technologies are available for connectivity in an IoT system. Every
IoT application has its own set of requirements. Selection of the technology is made
on the characteristics like range, capacity, number of devices that can be connected,
etc. Selection of the wireless technology is made, if its characteristics match the
requirements of the application. Heterogeneity is an inherent characteristic of IoT. It
poses the challenges like reconfigurability and interoperability to researchers apart
from creating issues of variability and veracity of data. Capacity, coverage, reliability,
and availability of communication, QoS provided, energy efficiency of the system,
mobility maintenance are the key issues which must be addressed. IoT is about
efficient decision-making for the optimum utilization of resources and for that these
challenges must be addressed.
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Transportation Applications—A Smart
Parking Case Study
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Abstract The current transportation architectures are heavily populated with smart
devices and entities due to unfolded technological evolutions in Intelligent Trans-
portation Systems (ITS). The ITS ecosystem, when introduced to Internet of Things
(IoT) makes every object active and brings them online. Such devices generate data
deluge that demand scalable storage and computational resources. Though central-
ized cloud-based solutions significantly circumvent those demands, but the current
deployments still have silos and cease to meet the analytics and computational exi-
gencies for such dynamic ITS subsystems. In this work, we investigate the current
state of cloud-based solutions for fulfilling the mission-critical store and compute
requirements of IoT-aided ITS architectures and revisit the motivations for adopting
edge-centered fog computing paradigms.Wealso proposed a fog computing topology
customized to ITS architectures. Further, the viability of proposed fog framework is
demonstrated through a smart parking case study. Results show a significant improve-
ment performance in terms of probabilistic QoS guarantees for private parking land
owners, at the expense of a relatively small number of reserve premium spaces.

Keywords Internet of things (IoT) · Cloud computing · Fog computing
Smart transportation applications · Smart parking

Md. Muzakkir Hussain (B) · F. Khan · M. M. Sufyan Beg
Department of Computer Engineering, ZHCET, AMU, Aligarh, Uttar Pradesh, India
e-mail: md.muzakkir@zhcet.ac.in

M. M. Sufyan Beg
e-mail: mmsbeg@cs.berkeley.edu

M. S. Alam
Department of Electrical Engineering, ZHCET, AMU, Aligarh, Uttar Pradesh, India
e-mail: saad.alam@zhcet.ac.in

© Springer Nature Singapore Pte Ltd. 2019
K. Ray et al. (eds.), Engineering Vibration, Communication and Information
Processing, Lecture Notes in Electrical Engineering 478,
https://doi.org/10.1007/978-981-13-1642-5_22

241

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1642-5_22&domain=pdf


242 M. Muzakkir Hussain et al.

1 Introduction

Since the past decade, the traditional transportation system is under progressive
overhaul by data-driven Intelligent Transportation (ITS) infrastructures [1]. How-
ever, the computation and processing tasks have been exponentially raised due to the
data-driven transportation application, thanks to advanced protocols for integrating
Internet of things (IoT) into contemporary Information and Communication Tech-
nologies (ICT) [1–3]. Due to development in cellular and internet technologies, the
whole transportation entities are being meshed up forming Intelligent Transporta-
tion Web (ITW). The Vehicular Ad hoc Networks (VANETs), platoons, connected
vehicles; Vehicular Sensor Networks (VSN), etc., are notable among them [4]. The
data-driven ITS services emerged to be efficient way of improving the performance
of transportation systems, enhancing commuter’s safety and security, improving both
driver’s and user’s experiences by improving QoS and QoE [1]. Consequently, there
is a significant change in the data generation and consumption landscapes, much
more data are collected from multitudes of ITS sources and can be processed into
various forms for multiple stakeholders. Thus, there is urgent need for architectures
equipped with store, process and compute resources, that can act as supporting ana-
lytics framework for ITS applications [5].

Cloud computing due to its elastic virtualized storage capabilities, proves to be
promising technology for fulfilling the storage and processing demands [6]. Also,
with the advent of Internet of Things (IoT), the amount of data that must be collected
through sensors and transportation telematics, sent through the communication net-
works, and processed in the cloud servers have grown tremendously at a very rapid
rate. The Cloud-centric IoT are facing the problem of not only communication laten-
cies, but also inefficient data processing and applications that were supposed to
be smart are not meeting the expectations [5, 7]. For example, smart parking and
smart traffic have yet to overcome not only infrastructure issues, but also security
and performance issues related to data collection and processing. To address such
range issues, fog/edge computing comes into play. Fog computing focuses on the
collaboration of end-user devices for data storage, communication, control, configu-
ration, and management such that computations that were carried out formerly in the
clouds are now partially offloaded to the network edges (local nodes) such that the
latencies between the end users and the cloud can be reduced significantly and the
results of data processing obtained more efficiently [8]. Through such a computing
service at the edge of networks, better quality-of-service (QoS) and data analytics
can be achieved. In the age of wireless communications and mobile computing, fog
computing will play a major role in terms of lower power usage (such as the latest
Narrow-Band IoT), embedded intelligence (such as in cyberphysical systems), and
software-defined functions (such as in Software-Defined Networking).

We propose a fog computing model customized to smart transportation appli-
cations, where the vehicles in the parked state, forms ad hoc fogs. The notion is
to employ the vehicles as part of computational infrastructures by harnessing the
store and compute resources latent as underutilized vehicular resources. Further, to
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demonstrate the viability of the proposed framework, a smart parking management
case study is performed. Before going to the proposed fog architecture, we in the
next section analyze the computing needs of mission-critical smart transportation
applications and assess the states of generic cloud models. Correspondingly, we also
highlight how a paradigm shift from generic cloud-based centralized computation
into geo-distributed fog computing model can turn to be a near ideal solution to carry
up the mission-critical smart transportation applications.

2 Mission-Critical Computing Requirements of Smart
Transportation Applications

Consider a typical traffic lighting use case where smart traffic lights will be able to
adapt themselves to the real-time traffic circumstances within a particular region.
In this case, the reaction time for one or several smart traffic lights is too short that
it is virtually impossible to traffic all the application executions to a distant Cloud.
Therefore, such traffic lights should be programmed in a way that they autonomously
cooperate with each other andwith all the locally available computing resources such
as Roadside Units (RSU) to coordinate their operations. Other such examples may
be vehicular search applications [9], vehicular crowd sourcing [10], smart parking,
etc. [11, 12]. From such examples, it is perceived that there is need of computing
frameworks that will provide ubiquitous and real-time analytics services for varying
transportation domains. Here, we highlight some key data collection, processing,
and disseminating requirements of smart transportation infrastructures.

A. Modularity: An intelligent transportation network is usually large and complex
as it involves heterogeneous IoT and non-IoT devices with numerous data types
demanding awide set of processing algorithms. Thus, the software platform sup-
porting the ITS applications should have characteristicmodularity and flexibility
support. The applications must be incrementally deployed in a way that the sys-
tem should be self-evolving and fault tolerant, i.e., partial failures do not affect
the whole system dynamics. Modularity also ensures different data processing
algorithms to be designed and plugged into the system with minimal effort.
This is important due to the diverse range of data streams generated in Smart
Transportation infrastructures. Thus the application development process can be
done in two independent stages, developing individual modules and developing
module interconnection logics. The earlier can be done by component or module
providers while the later can be done by Smart Transportation developers. The
cloud platforms provides enough modularity and flexibility support for deploy-
ing ITS applications but the centralized execution strategies often lead to poor
Quality of Experience (QoE) for the stakeholders.

B. Scalability: An ideal ITS architecture should be distributed and scalable enough
to efficiently serve a large vehicle population. Though cloud provides scalable
resource pools, due to the huge volume of real-time data generated by the ITS
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environment, it might not able to sustain with the Smart Transportation applica-
tions’ requirement with respect to the low latency requirement. Current cloud-
based ITS applications often “embrace inconsistency”, thus implementing con-
sistency preserving computational structures constitute a promising investment
domain for the research and development sector. The trend envisions amore flex-
ible infrastructure, as in fog computing models where computation resources in
dynamic objects such as moving vehicles can also participate in the application.

C. Context-Awareness and Abstraction Support: As the ITS components such
as vehicles and other infrastructures are mobile and sparsely distributed over
large geography, fog computing will provide context-aware computing plat-
forms for reliable transportation services. Further, the geo-distributed context
information should be exposed to developers so that they can build context-
aware applications. Because of the high level of heterogeneity and the large
number of IoT devices in a typical ITS application, viz., smart parking requires
high degree of abstraction of how the heterogeneous computations and pro-
cessing are described, coordinated or interact with one another. The centralized
cloud-based ITS solutions needs to be upgraded to dedicated fog solutions such
that the model allows it to work with a pool of vehicles at once. For instance,
such a programming abstraction should be able to describe the command like:
“get the State of Charge (SoC) of these groups of cars in this location.”

D. Decentralization: Since the ITS applications usually operate over a large
number of heterogeneous and dynamic transportation telematics such as
mobile/autonomous vehicles or Roadside Units (RSU), decentralized execution
or programming model is necessary. The centralized cloud-based application
has to implement all sorts of conditions and exception handling to deal with
such heterogeneity and dynamic nature. The fog platform will ensure scalable
execution if the application can be developed in a modular way with compo-
nents being distributed to the edge devices. Instead of relying on a remote cloud
data centers, fog computing provides robust decentralization support to leverage
the computing resources of the ITS components such vehicles, sensor, etc., to
execute the application, in order to fulfill the latency requirement of the ITS
applications.

E. Energy Consumption of Cloud Data Centers: The energy consumption in mega
data centers is likely to get tripled in the coming decade [13], thus adopt-
ing energy-aware strategies becomes an earnest need for computational folks.
Offloading the whole universe of transportation applications into the cloud data
centers causes untenable energy demands, a challenge that can only be alle-
viated by adopting sensible energy management strategies. Also, there are a
plenty of ITS applications without significant energy implications and instead
of overloading data centers with such trivial tasks, the analytics can be made
ready at and within ITS fog nodes such as vehicular platoons, parked vehicular
networks, RTUs, SCADA systems, Roadside Units (RSU), base stations, and
network gateways.
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Motivated by the above-mentioned mission-critical computing requirements of
IoT-aware smart transportation applications, the downsides of current cloud com-
puting infrastructures to meet those needs, and having the assumption that the trans-
portation design community is not in a position to reinvent a dedicated Internet
infrastructure or to develop computing platforms and elements from scratch that
fulfill all those requirements, we in this work present a fog computing framework
whose principle underlie on offloading the time and resource critical operationsFrom
cOre to edGe. The argument here is not to cannibalize the existing centralized cloud
support for SG, but to comprehend the applicability of fog computing algorithms
to interplay with the core centered cloud computing support leveraged with a new
breed of real-time and latency-free utilities. The objective is also to develop a viable
computational prototype for an ITS architecture in the realm of IoT space, through
proper orchestration and assignment of compute and storage resources to the end-
points and where the cloud and fog technologies tuned to interplay and assist one
other in a synergistic way.

3 Fog Computing Model for Smart Transportation
Applications

Figure 1 depicts a typical fog-assisted cloud architecture customized for smart trans-
portation applications. It is a consensus that fog paradigm is not envisioned to can-
nibalize or replace the cloud computing platforms rather the notion is to realize fog
platforms as perfect ally [11], or an extension or cooperativemodules having an inter-
play with the cloud infrastructure [12]. In fact, as according to [4], properties like
elasticity, distributed computation, etc., are defined commonly for both cloud as well
as fog. However, since the computation-intensive tasks from resource-constrained
entities such as sensor nodes are mapped to Computational Resource Blocks (CRBs)
of dedicated fog nodes, the response time is appreciably reduced. The distinguishing
geo-distributed intelligence provided by fog deployments makes it more viable for
security constrained services as the critical and sensitive is selectively processed on
local fog nodes and is kept within the user control instead of offloading to the vendor
regulated mega data centers. The fog service models also improve the energy effi-
cacy by offloading the power intensive computations to battery-saving modes [12].
Additional fog nodes can be dynamically plugged-in when and wherever necessary
thereby removing the scalability issues that hinders the success of cloud computing
models. The bandwidth issues are dramatically fixed as raw application requests are
filtered, processed, analyzed, and cached in local computing nodes, thus reducing
the data traffic across the cloud gateways. If robust and predictive caching algorithm
is employed, the fog nodes would serve a significant portion of consumer requests
from the local nodes only, thus liberating the reliance on data center connectivity [14].
The fog nodes can be efficiently programmed to incorporate context and situational
awareness about the data thereby improving the dependability of the system.
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Fig. 1 Topology of FOG computing paradigm for smart transportation architectures

Fig. 2 a Resource pooling at the proposed parking scenario. b Fog computing at parked vehicular
network

4 Fog-Based Smart Parking—A Case Study

In order to substantiate the claim regarding superiority of fog paradigms over generic
cloud-based transportation applications, in this section we explore a smart parking
model, where the vehicle fleet is managed through real-time fog-based distributed
analytics. The vehicles leveraged with sense and actuate IoT devices are tracked in
real time by the centralized cloud while the computations at deep in the network are
performed through fogs. Figure 2b shows an instance of fog deployment at parked
vehicular infrastructures.

The proposed smart parking prototype can be used in the existing suburb cities for
better management of parking resources. We consider two parking spaces—MAIN
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and Secondary, on the basis of daytime and night time users. During daytime there
is overcrowding at one parking space while it may be surplus at other. The vehicular
sensors and IoT devices deployed at vehicular transportation hubs, such as academic
campuses, malls, hospital, etc., captures the real-time dynamics of fleet characteris-
tics. Consider such a college building as a MAIN space and the nearby residential
area as a secondary space. During day (business) hours, there is congestion at MAIN
space and surplus at the secondary space (residential area). Most of the people from
secondary space leave there houses for work during business hour, leaving spaces
for academic stakeholder to utilize that space. Since those secondary spaces are not
owned by the MAIN space authority but rather rented by the secondary space owner
or landlords. To achieve this model, we should guarantee the QoS and QoE to the
landlord of secondary space by reserving parking space in MAIN space for them.
The sensing and analytics at the dedicated fog nodes must ensure that users of MAIN
space will get equal opportunity to park their vehicle in MAIN space with complete
utilization of the parking lots.

Consider a MAIN space with N number of parking spaces surrounded by Q
secondary spaces (example residential buildings) as shown in Fig. 2a. On a normal
working days when MAIN space capacity is unable to meet the demand of its users,
the vehicles should be offloaded somewhere else for parking. At the same time,
many nearby residents leave their home for work vacating their Q parking spaces.
Our prime motive is how to club these independent parking entities together in a way
that guarantees the QoS and QoE to the landlords of secondary space and ad hoc
users of MAIN space. We assume a contract between landlord of the Q secondary
space and the MAIN space authority such that within a fixed interval of daytime [0,
W] the MAIN space users use the secondary space, outside this interval landlord
take the possession of the secondary space. To guarantee the QoS to the landlords
of secondary space, we reserve m spaces in the MAIN space for the event when
landlord return home within the contracted daytime interval [0, W] or MAIN space
user does not vacate the secondary space within the contracted daytime interval [0,
W]. To guarantee the QoS to the MAIN space users, we have to optimally allocate
the MAIN space and secondary space to each user. To ensure a guaranteed QoS for
the landlords of secondary space, we consider two scenarios where:

A. The MAIN’s user does not vacate the secondary space before the contracted
daytime interval [0, W], call as Overstay event.

B. Accommodate the needs of landlords in a situationwhen a landlord returns home
during/before the contracted time, call it Home Early event.

A. OVERSTAY EVENT (Oi)

Overstay event represents the situation when aMAIN space user using the secondary
space for parking his/her vehicle, does not vacant the space within the contracted
daytime interval [0,W]. To confront such circumstances, we select the rental window
of optimal size. The overstay event will be defined as

Oi � {W < Ti } ∩ {Ti < Ai }
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where
Ti � randomvariable (i.i.d)which donates the timewhen ith landlord return home.
Ai � random variable (i.i.d) which donates the departure time of ith daytime user.
W� rental window duration.
Probability of overstay event will be

P (Oi ) � P (Ai > W )

P (Oi ) � P (W < Ti < Ai ) (1)

Let the probability distribution of A1 denote by KA and let the probability distri-
bution of T1 will be denote by KT. From Eq. 1, we have

P (Oi ) �
∫ ∞

z�W
P(W < T1 < A1|A1 � z)dK (z)

P (Oi ) �
∫ ∞

z�W
P(W < T1 < z) dK (z)

Thus

P (Oi ) �
∫ ∞

z�W
(KT (z)− KA(W )) dK (z) (2)

Equation (2) shows that the overstay event probability is dependent on rental
window. If the value of W is greater than or equal to Ai than the probability of
the overstay event should be zero. To achieve the optimum rental window size, we
have to exploit the previous parking data of the vehicle. The fog analytics will use
the dynamic parking data to decide the rental window size such that probability of
overstay event is minimum.

B. HOME EARLY EVENT (HEi)

Home early event is the situation when the landlord wants his/her secondary space
during the contracted daytime interval [0,W], the reasons being returning home early
or does not leave his/her house during contracted daytime interval [0, W].

HEi � {Ti ∈ [0, W ]} ∩ {Ti < Ai }

Ti �Random variable which donates the time when landlord returns home.
Ai �Random variable which donates the departure time of daytime user.
W�Rental window duration. For calculating the probability of home early event

HE1, we need a probability distribution of A1 and probability distribution of T1. Let
the probability distribution of A1 is denoted by HA and let the probability distribution
of T1 will be denoted by HT.
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P (HE1) � P ({T1 ∈ [0, W ]} ∩ {T1 < A1})
� P ({T1 < W } ∩ {T1 < A1}) (by T1 > 0)

� P ({T1 < W } ∩ {T1 < A1}| A1 ≤ W ) P(A1 ≤ W )

+ P ({T1 < W } ∩ {T1 < A1}| A1 > W ) P(A1 > W )

� P (T1 < A1| A1 ≤ W ) P(A1 ≤ W ) + P (T1 < W | A1 > W ) P(A1 > W )

� P (T1 < A1 ≤ W ) + P (T1 < W ) P(A1 > W )

�
∫ W

h�0
(P (h < A1 ≤ W )) dHT (h) + P (T1 < W ) P(A1 > W )

P (HE1) �
∫ W

h�0
(HA(W ) − HA(h))dHT (h) + HT (W ) (1 − HA(h)) (3)

If data is not available to estimate the distribution of HT and HA, it is considered
that the assumption that HT and HA are normally distributed and with the help of
normal distribution we can calculate the probability of home early event from Eq. 3.
There may be several reasons for early return of the landlord or not leave home
during contracted daytime interval [0, W] such as sickness of landlord. To guarantee
the QoS for the landlord in such case of emergency requirement of their secondary
space, m number of spaces has been reserved in theMAIN space for landlords known
as reserve buffer. The objective is to optimize m, i.e., how much space is sufficient
to fulfill the need of landlord during Home Early event.

Let us derive a formula to calculate the optimum number of reserve parking space
m from the available N MAIN spaces. Referring to Fig. 2a. (system architecture),
we reserve m spaces from N MAIN spaces as a reserve buffer to meet the need
of landlord during day hours. Consider the probability P (Q, m) of the episode that
designate that more thanm spaces are required to fullfill the secondary space owner’s
need for the reserve spaces in MAIN space during contracted daytime interval [0,
W].

P (Q, m) � P
Q∑
i�1

1HEi > m (4)

where 1 HEi is Bernoulli random variable taking value 1 when home early event occur
and value 0 if not. The value of Bernoulli random variable 1HEi will be 1 only when
home early event occurs. That is mean probability P(Q, m) is entirely dependent on
home early events probability. P(Q,m) can be characterized by P(HEi).

Let x�P (HEi)

P (Q, m) �
Q∑

k�m

(
Q

k

)
xk(1 − x)Q−k (5)

Our aim is to find the value of m for which at given probability of home early
event the value of P(Q, m) is zero. Now, we estimate the frequency of landlords to
return home early or not leaving home at all. There are many reasons for landlords
to return home early or not leave home. We estimate this frequency (P(HEi)) of such
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Fig. 3 a Monthly sickness absence rate [12]. b Probability that m reserve spaces are not sufficient
for Q contracted spaces

days with the number equals to sick days from the available data of monthly sickness
absence rate by [12] as in Fig. 3a. Figure 3b shows the percentage of the absence
of staffs due to sickness that is mean value that they stayed at their home or return
home early due to sickness on that particular day. Considering Ti�0 for landlord
remaining at home due to sickness and Ti�W for rest, and for the fixed value of P
(HEi), we can find the value of m for which the probability P(Q, m) will be zero.
That value of m (reserve buffer in MAIN space) will be sufficient for the landlords
in case home early events. In Fig. 3b, for example, all curves are generated for fixed
value of P (HEi)�0.041828 and different values of Q (contracted secondary space).

Let assume a college building as a MAIN space and nearby residential apartment
as secondary space. The objective of this algorithm is to provide fair chances to the
users of MAIN space to park their vehicles in the MAIN space and make sure all the
space is utilized that is not a single slot is left unallocated. Let us assume a population
of 500 competing for 300 MAIN space slots. Each day user users are assigned the
parking space in either MAIN space or Secondary space according to their past
utilization. Figure 4 shows the convergence of the different user’s average utilization
of the MAIN space to the optimum point for the iteration of 700 days. As we see in
Fig. 4, when the number of days increases all the user’s average utilizations ofMAIN
space tends to converge at the optimumvaluewhich is themaximumutilization of the
MAIN space by any user or we can say every member of MAIN space gets nearly
equal opportunity to park their vehicle in MAIN space. That is, in the long haul,
average access to the MAIN space of all users is approximately equal.
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Fig. 4 Average allocation of the MAIN space to the users

5 Conclusion

In this paper, an edge-centered FOG computingmodel is proposed for ITS infrastruc-
tures. The work first investigates the inadequacies of pure cloud-based ITS solutions
to meet the processing and computational requirements and proposes a fog com-
puting framework that ensures proper distribution and offloading of computations
across the cores (cloud) as well as edges. For assessing the applicability of the pro-
posed framework, a smart parking use case is explored. An optimization framework
is presented that improves the Quality of Service (QoS) and quality of Experience
(QoE) of associated stakeholders. A significant performance improvement in terms
of probabilistic QoS guarantees for private parking land owners has been achieved,
incurring a relatively lesser and optimal number of reserve premium spaces.
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Vibration of Nonhomogeneous Square
Plate with Circular Variation in Density

Amit Sharma

Abstract Here, an analysis of vibrational frequency of nonuniform and nonhomo-
geneous square plate is presented. In view of nonuniformity and nonhomogeneity
in plates material, the author considered linear variation in thickness and circular
variation in density. The variation of temperature is assumed bilinear (linear along
both axes). To analyze the behavior of frequency modes under different variations in
parameters, Rayleigh–Ritz technique is used.

1 Introduction

The failure of structures and noise are caused because of excessive dynamic behavior.
To increase the safety and reliability of structures, it is required to have a better
understanding of dynamic properties of structures. To domodal analysis of structures,
it is essential to calculate natural frequencies and mode shapes. These parameters
play an essential role in the designing of structures and determine the dynamic
characteristics of existing structures.

Plates are very common components (structural), which have been widely applied
in various applications of engineering and sciences, viz., civil engineering, aerospace
engineering, ocean engineering, optical instruments, etc.Numerous studies havebeen
carried out to analyze the characteristic of plates.

Chopra and Durvasula [1] provided frequency (natural) of vibration with mode
shape of symmetric trapezoidal plate on simply supported condition. Free vibra-
tions of rectangular (viscoelastic) tapered (linear variation in thickness) plate have
been discussed by Gupta and Khanna [2]. Hutchinson and Zillmer [3] applied series
solution and determined accurate natural frequency of vibration of rectangular par-
allelepiped having transaction-free surface. Rayleigh–Ritz method has been applied
by Itakura [4] to analyze natural vibration of skewed plate with arbitrary boundary
conditions. Khanna et al. [5] studied the behavior of temperature and exponential
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tapering on vibration of square plate. Liu et al. [6] presented the vibration characteris-
tic of rectangle thick plate (on arbitrary boundary) on Pasternak foundation. Sharma
and Sharma [7] discussed the frequency of parallelogram plate (nonhomogeneous)
with the help of mathematical model. An analysis of vibration of rectangular plate
(tapered and nonhomogeneous) with thermal effect has been given by Sharma et al.
[8]. Sharma et al. [9] presented the vibration (natural) of trapezoidal plate (nonhomo-
geneous and tapered). Sharma et al. [10] discussed natural vibration of nonuniform
and nonhomogeneous square plate. Timoshenko and Woinowsky–Krieger [11] pro-
vided free vibration of plates and shells based on classical plate theory in their book.
Wang et al. [12] investigated a unified solution procedure to analyze free vibra-
tion of rectangular plate (moderately thick orthotropic) with general edge condition.
Zhang et al. [13] analyzed free vibration of rectangle plate (moderately thick lami-
nated composite)with nonuniformboundary condition using improved Fourier series
method. Natural vibration characteristic of rectangular thick plate resting on elastic
foundation has been studied by Zhou et al. [14] using Ritz method.

In the present paper, the author calculates the first two modes of vibration for
nonhomogeneous square plate with linear variation in thickness under bilinear ther-
mal effect and presented in the form of tables. To support the evaluated results, a
graphical comparison is also given with the existing results.

2 Analysis

The transverse equation of motion for plate is

∂2Mx

∂x2
+ 2

∂2Mxy

∂x∂y
+ ∂2My

∂y2
= ρl

∂2φ

∂t2
(1)

where

Mx = −D1

[
∂2φ

∂x2
+ ν

∂2φ

∂y2

]

My = −D1

[
∂2φ

∂y2
+ ν

∂2φ

∂x2

]

Mxy = −D1 (1 − ν)
∂2φ

∂x∂y

⎫⎪⎪⎪⎪⎪⎪⎪⎬
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(2)

Using Eqs. (2), (1) becomes
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For solution of Eq. (3), deflection φ(x, y) can be taken as

φ (x, y, t) = Φ (x, y) ∗ T (t) (4)

Using Eq. (4), (3) becomes
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Now, separate the variables using variable separable technique
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where two expressions are set to constant ω2 because both the expressions are inde-
pendent to each other.

Now taking first and last expression of Eq. (6), therefore,
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Eq. (7) represents differential equation of motion of plate with variable D1 (rigidity
of flux). The expression for flexural rigidity of the plate is D1 = Yl3

12(1−ν2)
.

3 Frequency Equation and Assumptions

In order to obtain frequency equation and frequencymodes, Rayleigh–Ritz technique
is used, therefore,

δ(Vs − Ts) = 0 (8)

where
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0
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2
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0

∫ a

0
ρlΦ2dydx (10)

Vibration of plate is a very vast area. It is not possible to study vibration at once;
therefore, the present study requires some limitations in the form of assumptions.

1. For nonuniformity, linear thickness variation in plate is considered in one dimen-
sion as shown in Fig. 1

Fig. 1 Square plate with one
dimensional linear thickness
variation

a

a

l0
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l = l0
[
1 + β

x

a

]
(11)

where β, (0 ≤ β ≤ 1) is known as tapered parameter of the plate and l = l0 at
x = 0.

2. For consideration of nonhomogeneousmaterial, author assumed circular variation
in density as

ρ = ρ0

[
1 + m

(
1 −

√
1 − x2

a2

)]
(12)

where m, (0 ≤ m ≤ 1) is known as nonhomogeneity constant.
3. Here, variation in temperature on the plate is linear along both the axes, therefore,

τ = τ0

(
1 − x

a

) (
1 − y

a

)
(13)

where τ and τ0 represent temperatures above the mention temperature at any
point on the plate, and at origin, i.e., x = y = 0. The modulus of elasticity for
engineering material is

Y = Y0 (1 − γ τ) (14)

where Y0 is the Young’s modulus at mentioned temperature, i.e., τ = 0 and γ is
slope of variation.
Using Eq. (13), (14) becomes

Y = Y0
[
1 − α

(
1 − x

a

) (
1 − y

a

)]
(15)

where α, (0 ≤ α < 1) is known as temperature gradient, which is the product of
temperature at origin and slope of variation, i.e., α = τ0γ . Using Eqs. (11) and
(15), the flexural rigidity becomes

D1 = Y0l30
[
1 − α

(
1 − x

a

) (
1 − y

a

)] [
1 + β x

a

]3
12

(
1 − ν2

) (16)

4. Here frequency modes are computing on C − C − C − C , (i.e., all edges are
clamped). Therefore, boundary conditions for clamped edges are

Φ = ∂Φ

∂x
= 0 at x = 0, a (17)

Φ = ∂Φ

∂y
= 0 at y = 0, a

The deflection function, which satisfies Eq. (17) could be
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Φ (x, y) =
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where F1 and F2 represents arbitrary constants.

4 Solution for Frequency Equation

Now, introduce nondimensional variable X and Y as

X = x

a
, Y = y

a
(19)

Using Eqs. (11), (12), (16), (19), (9) and (10) becomes
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Using Eq. (20), (21) and (8) become

δ
(
V ∗
s − λ2T ∗

s

) = 0 (22)

Here, λ2 = 12(1−ν2)ρ0ω
2a4

Y0l20
is known as frequency parameter.

Equation (22) consists of two unknowns constants, i.e., F1, F2 because of substi-
tution of deflection function Φ. These constants can be determined by

∂
(
V ∗
s − λ2T ∗

s

)
∂Fi

= 0, i = 1, 2 (23)

After simplifying Eq. (23), homogeneous system of equation is obtained.

[
d11 d12
d21 d22

] [
F1

F2

]
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[
0
0

]
(24)
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where d11, d12 = d21 and d22 contain parametric constants and frequency parameter.
To obtained solution, the determinant of coefficient matrix obtained from Eq. (24) is
zero, i.e., ∣∣∣∣ d11 d12d21 d22

∣∣∣∣ = 0 (25)

Equation (25) is quadratic equation from which two values (modes) λ1, λ2 are
obtained.

5 Results Discussion

For numerical calculation, the following parameters are considered.

ρ0 = 2.80 × 103 Kg/m3, ν = 0.345, l0 = 0.01m

Table1 shows the vibrational frequency of first two modes corresponding to non-
homogeneity (m) in the material for the following three cases.

Case1 α = β = 0, Case2 α = β = 0.4, Case3 α = β = 0.8

A decrement is observed in frequency modes for all the three cases when nonhomo-
geneity (m) in plate material increases. The rate of decrement is much lesser because
of circular variation in density. When temperature (α) and tapering (β) increases, the
frequency modes also increases.

Table2 provides the frequency modes of vibration corresponding to temperature
(α) variation on the plate for the following three cases.

Case4 m = β = 0, Case5 m = β = 0.4, Case6 m = β = 0.8

Table 1 Nonhomogeneity (m) variation in plate material versus vibrational frequency (λ)

m α = β = 0.0 α = β = 0.4 α = β = 0.8

λ1 λ2 λ1 λ2 λ1 λ2

0.0 35.99 140.88 41.79 163.56 47.91 187.82

0.2 35.46 138.48 41.14 160.63 47.17 184.31

0.4 34.94 136.21 40.53 157.84 46.45 180.99

0.6 34.45 134.04 39.95 155.20 45.77 177.85

0.8 33.98 131.98 39.38 152.69 45.11 174.87

1.0 33.53 130.01 38.85 150.30 44.49 172.05
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Table 2 Temperature (α) variation on the plate versus vibrational frequency (λ)

α m = β = 0.0 m = β = 0.4 m = β = 0.8

λ1 λ2 λ1 λ2 λ1 λ2

0.0 35.99 140.88 42.40 165.09 49.07 190.02

0.2 35.08 137.31 41.47 161.50 48.11 186.35

0.4 34.15 133.65 40.53 157.84 47.14 182.60

0.6 33.19 129.28 39.57 154.09 46.14 178.77

0.8 32.19 126.01 38.57 150.24 45.11 174.87

Table 3 Thickness (taper constant β) variation in the plate versus vibrational frequency (λ) for
fixed m = 0.4

β α = 0.0 α = 0.4 α = 0.8

λ1 λ2 λ1 λ2 λ1 λ2

0.0 34.94 136.21 33.15 129.22 31.25 121.83

0.2 38.56 150.21 36.74 143.12 34.82 135.66

0.4 42.40 165.09 40.53 157.84 38.57 150.24

0.6 46.40 180.62 44.48 173.18 42.46 165.40

0.8 50.52 196.66 48.53 188.99 46.45 180.99

1.0 54.74 213.09 52.67 205.16 50.51 196.91

For the all the three cases, the frequency modes of vibration decreases with the
increasing value of temperature (α).On the other hand,when the combined increasing
value of nonhomogeneity (m) and tapering (β) varies from 0 to 0.8, frequencymodes
increases.

Frequency modes corresponding to thickness variation (β) in the plate with fixed
value of nonhomogeneity (m = 0.4) in the plate material is presented in Table3 for
the following cases:

Case7 α = 0, Case8 α = 0.4, Case9 α = 0.8

A continuous increment is noted in the frequency modes for the all the cases when
the thickness parameter (β) increases. When the temperature (α) increases on the
plate, the frequency mode decreases.

6 Comparison of Results

A comparison for frequency modes of the present paper with [5] is given in the
graphical form. Figure2 provides the comparison of frequency modes of present
paper and [5] corresponding to tapering parameter (β) for fixed values of temperature
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Fig. 2 Comparison of frequency modes of present paper with [5] corresponding to taper constant
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Fig. 3 Comparison of frequencymodes of present paperwith [5] corresponding to nonhomogeneity
constant

(α = 0) and nonhomogeneity (m = 0.2) in the plate material. From Fig.2, one can
easily get that frequency mode for the present paper is less when compared to [5].

Figure3 displays the comparison of frequency modes of present paper and [5]
corresponding to nonhomogeneity (m) in the plate material for fixed temperature
(α = 0.4) and tapering (β = 0.4). Although the frequency of present paper is higher
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when compared to [5] as shown in Fig. 3 but the frequency variation (rate of decre-
ment) is less in present paper in comparison with [5].

7 Conclusion

Based on the graphical comparison and results discussion, the author concludes the
following points.

1. Frequency modes are less in case of linear variation (present paper) in thickness
when compared to exponential variation in thickness [5].

2. Nonhomogeneity of the material affects the vibrational frequency modes. The
frequency modes are higher in case of circular variation (present paper) when
compared to parabolic variation in density [5].

3. Frequency variation (rate of decrement) is less in case of circular variation in
density (present paper) when compared to parabolic variation in density [5].

4. When temperature on the plate increases, vibrational frequency modes decreases.
5. By taking appropriate variation in the parameters, frequencies can be controlled

actively.
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To Calculate the Usability of Healthcare
Mobile Applications Using Cognitive
Walkthrough

Charu Bisht, Deepti Mehrotra and Parul Kalra

Abstract Usability is a measure of determining the ease of use of an application. It
is for sure an exceptionally crucial part from a client’s and business point of view.
This paper means to discover strategies to improve the ease of use of an application.
It utilizes the CW strategies to delineate user’s viewpoint to the applications usability
criteria. It familiarizes with how an application is seen by individuals of fluctuating
age. The primary thought is to check the ease of use of an application and upgrade
it, if required, such that it serves useful for all scope of clients.

Keywords Cognitive walkthrough (CW) · Learnability · Usability of mobile
applications

1 Introduction

Websites andmobile applications have advanced ever since theywere created.Neces-
sity of customers have expanded as far back as at that point, thus has the scope of
these applications. For instance, we have numerous medicinal mobile applications
which serve a similar target. As a result, in order to showcase an application at its
best, various factors are taken into consideration. Features and usability are the most
recognized factors. Usability of a website/mobile application refers to how effort-
lessly it can be used without any guidance or a manual. Overtime some standard
usability criteria have been developed.
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Usability of an application can be addressed by the following criteria:

1. Does the website follow a simple pattern?
2. Are the tasks painless and palpable to finish?
3. Can information on the webpage be easily navigated?
4. Does the website grow with the user?
5. Does user has control and freedom to explore?
6. How strong an application is to the blunders?
7. Does the application have decent face esteem?

Usability of an application is closely related to the learnability of that application.
If the application is well perceived by the user, we say that the application is more
usable.

Thus, user plays a crucial role in deciding the usefulness of an application, which
subsequently can derive a range of attributes like learnability and informativeness.
There are many ways in which usability of a website can be checked. Cognitive
walkthrough among those is a standout method. The technique takes into account
distinctive user perspectives and mixes it with itself to anticipate the usability and
learnability of website/mobile application.

2 Background

Cognitive walkthrough is one of those methods which examine a websites/mobile
application in a way a novice user would. It is completed by considering the accom-
panying inquiries, which are as follows:

1. Will the user work in the direction to reach the goal?
2. Will the user locate the correct activity?
3. Will the user have the capacity to recognize progress post an activity?
4. Will the user interface the correct activity with the goal?

The above condenses how CW method can be related to a website/mobile appli-
cation. Over the course of time, several researches have been conducted on usability
of websites/mobile applications. “Comparative Analysis of Cognitive Walkthrough
Approaches forMeasuringUsability ofWeb” [1] discusses about the broadened scope
ofCWmodels. Jennifer in “Examining theUsability ofWebSite Search” [2, 3] pressed
on the use of meta-data to navigate in-between search queries. In “Evaluating the
Usability of Educational Websites Based on Students Preferences of Design Charac-
teristics” [4], Layla Hasan investigated about usability criteria and found that content
and navigation were most essential criteria. NielsEbbe and Bonnie E. in “Two Case
Studies in Using Cognitive Walkthrough for Interface Evaluation” [5, 6] contributed
a detailed case study on interface evaluation using cognitive walkthrough.

This case study converges usability criteria with the user’s viewpoint and gives
a turn in determining the comparative usability among two or more mobile applica-
tions. A detailed case study is talked about in later sections.
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2.1 CW on Mobile Application

Numerous speculations have come up and related CW techniques with usability and
learnability of applications. Because of its expanding interest and consideration, this
study will perform CW on healthcare mobile applications [7].

3 Research Assumptions

Considering the prerequisites, a precognitive survey was conducted which yielded
with the following assumptions:

1. Informativeness of health apps is positively associated with the age factor.
2. Cognitive skill of an individual will contribute more toward performing the task

successfully over the knowledge of the same individual.
3. Tech-friendly partakers will navigate the application with ease when compared

to the others.
4. Length of the text is directly proportional to the informativeness quotient of an

application.
5. By integrating the cognitive principle with the usability criteria, improvement in

the expediency quotient of these applications is anticipated.

4 Methodology

Three average-rated healthcare mobile applications were picked at random from the
Google Play store for the case study. For convenience, they were labeled as A, B,
and C respectively. They were precisely watched and some intermediate data was
inferred. This data was blended with the precognitive survey done beforehand and
a questionnaire was shaped. A survey of the above was conducted, the overview of
which is discussed underneath.

4.1 Survey

A questionnaire was prepared using the information deduced in the precognitive
survey. It comprised of 11 questions, which had five checkboxes each. Each question
depicted a task and each checkbox related itself as a sub-task. The tasks ranged
from the basics of the mobile application (like downloading and installing it) to the
specifics like booking appointments with the doctors. Partakers were requested to
fill the questionnaire, where each tick against the checkbox met all requirements for
score “1” and the otherwise fit the bill for score “0”. Add up to score of question was



268 C. Bisht et al.

Fig. 1 Survey scale

added up to number of tick detriments for the checkboxes. Least score per question
was 1 and most extreme was 5.

The scoring of the questionnaire can be explained by the following illustration:
MY ORDERS

• WAS IT EASY TO FIND THE MEDICINES ON THE MENU?
• WERE THERE ALTERNATIVES TO THOSE MEDICINES?
• WERE YOU ABLE TO ORDER THE MEDICINES?
• WERE YOU ABLE TO SELECT MODES OF TRANSACTION?
• WERE YOU ABLE TO FIND OTHER INFORMATION REGARDING THE
MEDICINES?

The above is one of the few questions, which were enlisted in the survey. Assume
the client could perform three out of five tasks; at that point the score ends up notice-
ably three for the above inquiry. Figure 1 shows the scale provided to participants.

4.2 Partakers

A sum of 180 people had contributed to this study. Their age ranged from 15–70
yrs and they were grouped as young, grown-up, and old. The mass was differing
in nature as partakers had individual take on technology. Some were novice. Some
had analytical skills yet not learning about the application. The diverse crowd was a
requirement as each of them has different cognitive style and each would contribute
distinctively toward the end result of the case study. Figure 2 depicts the graphs
showing different number of participants per age group.

5 Case Study

5.1 Survey

The survey (discussed in Sect. 4.1), which was made utilizing the Google forms.
It was converted into an Excel file and scores were ascertained for every question
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Fig. 2 Participants

Fig. 3 Dataset

for each application. The dataset was further molded and was inputted for further
calculation. Figure 3 shows a screenshot of sample from the data set.

5.2 Partakers

180 people became a part of this study. They ranged from 15–70 yrs and included
both male and female gender. People were selected at random so that their individual
cognitive styles could be assessed.
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Fig. 4 Score for “young”

5.3 Technique

This case study uses an extended version of CW3. It is likewise alluded as “CW
for Web” [1, 8]. Employing this technique, we evaluate the usability from the user’s
standpoint. The precognitive survey and the survey questionnaire were based on this
technique and how it is further utilized is explained in the approaching segment.

5.4 Procedure

All partakers were approached to fill the survey for any of the mentioned healthcare
applications, as per the tasks suggested by the form. Format for all the applicants
was same. The data generated by this survey was compiled and sorted by application
name. It was additionally grouped into age, namely young, grown-up, and old. The
scores were aggregated for each of these divisions and the results were analyzed.

6 Result and Analysis

The accompanying outcomes were acquired after the aggregated categories (dis-
cussed in Sect. 5.4) were compared. The outcomes were shown in the form of charts
in order to make the comparison simple.

Figures 4, 5, and 6 give a comparison analysis of each of these applications. After
further streamlining, we obtain the following:

By interpreting Fig. 7, it was observed that the “young” category favored C the
best followed by A followed by B.

It was additionally observed that for “grown-up” and “old” categories, A conveyed
best outcomes took after by B and C respectively.
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Fig. 5 Score for “middle
aged”

Fig. 6 Score for “old”

Fig. 7 Average score

So,for a large portion of the experiments, A remained over the other applications.
Hence, we can state A was most usable among the three followed by B and C.

7 Conclusion

The principle target of this contextual study was to use cognitive walkthrough to dis-
cover the ease of use of the application. In particular, this contextual analysis focused
on three anonymous healthcare mobile applications, namely A, B, C. Bymethods for
utilizing extension of CW3, user’s viewpoint about these applications was recorded.
This data was further extended and analyzed. The data was mainly contemplated on
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age of the user. It was observed that the outcome contrasted reasonably with these
components. “Old” was a venerable in correlation with the other two. The overall
study also concluded that each age category viewed the applications differently. For
“young” C was most liked application though the other two were much the same
as A. Taken in general, it was tended to that extraordinary clients had one of kind
psychological ability and for that measure, three of the applications were assessed
distinctively.
Research Assumptions
Considering the prerequisites, a precognitive survey was conducted which yielded
with the following assumptions:

1. Informativeness of health apps is positively associated with the age factor.
2. Cognitive skill of an individual will contribute more toward performing the task

successfully over the knowledge of the same individual.
3. Tech-friendly partakers will navigate the application with ease when compared

to the others.
4. Length of the text is directly proportional to the informativeness quotient of an

application.
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WUCA: An Analysis of Web Usability
and Content Accessibility of Webpages
with Respect to Ailment People

Abid Ismail and K. S. Kuppusamy

Abstract The present age is the age of Information Technology (IT) and the Gov-
ernments across the globe focuses on e-governance services. The websites serve as
an excellent information dissemination platform, which is used by both disabled and
non-disabled population. This study investigates the web usability and content acces-
sibility calledWUCA of webpages with a case study of affiliated college websites of
Pondicherry University (PU), which is a leading central university in India. It also
explores whether they are ranked high in terms of WUCA and whether these two
measures are correlated.We have used automatic evaluation tools such as TAW, Ping-
dom, and PageSpeed tools to measure the accessibility and usability of eighty-three
(83) college websites affiliated with Pondicherry University. Based on evaluation
results, it has been observed that the overall performance grade (out of A, B, C, D)
of these websites falls in category B and 12% websites fall in lower grade perfor-
mance category D. It is found that the desktop device user experience is better than
mobile device user experience. It is also found that out of 83 websites selected, 12
websites are highly optimized, 20 websites are less optimized, and 51 websites are
not optimized. The correlation between accessibility and usability rank cases (SPSS
Procedure) indicates that the accessibility is highly correlated with load-time and
page-size. It was also inferred from the results that there is comparatively better
compliance with accessibility and a relatively low web usability for most of the web-
sites. Based on these results, some suggestions are framed to improve the WUCA of
said websites for efficient access by persons with disabilities (PwDs).
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1 Introduction

Presently, we live in the era of information technology in which most of the day-
to-day activities and information needs are served by the web platform. The web
should be accessible for all types of people, which certainly includes persons with
disabilities (PwDs). In 2016, the statistical profile of India about disabled persons
[1] indicated that out of 121 crore population, about 2.68 crore people have some
sort of disability which is 2.21% of the total population of the country as per census
2011. The break-up of this disability data is as follows: 20% are locomotor disabled,
19% hearing, 19% seeing, and 8% multiple disabilities as per census 2011 [1].

1.1 Web Usability and Content Accessibility

The central aim of Web Usability is to make the web interfaces more user friendly
and easy to use for web users especially PwDs.

The cardinal aim of Web Accessibility, also called web content accessibility is to
address the needs of PwDs such as blind, partially blind, auditory (hearing), motor,
seizures, cognitive or intellectual, etc. It also refers to the inclusive practice means
to access websites without any barrier for PwDs. All users have equal access to
information and functionality when websites are correctly designed, developed, and
maintained as per accessibility standards.

Following are the key points about website accessibility and usability [8, 16, 20]:

• A website is not usable unless the web is accessible [16].
• Accessibility is a subset of Usability [8].
• An accessible website benefits all types of users whether the user is abled or
disabled one [20].

• Usability implies accessibility but the opposite is not necessarily true [8].

Generally, the accessibility refers to items that are designed to be usable by persons
with disabilities. The products and environments which is designed to be usable by
all types of users to the greatest extent possible, and the universal design expands
accessibility to include the needs of a much broader audience.

The Universal Design (UD) addresses the scope of accessibility. It requires an
understanding and consideration of the wide range of human abilities throughout the
life period. It also suggests tomake all components accessible and usable irrespective
of the type of users to the greatest extent possible.

The fundamental key objectives of this paper are as under:

1. To find the web accessibility status of websites covered by the case study.
2. To find the website content accessibility covered by the case study.
3. To determine the correlations between accessibility and usability of websites.
4. To provide proper suggestions to increase the ratings of accessibility and usability

of websites.
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2 Literature Review

A study was carried out by Zaphiris and Ellis [24] on top USA universities in terms
of usability and web content accessibility. They used two automatic assessment tools
to find the accessibility and usability status of these top USA universities websites
and then find their correlations also. It was found that the accessibility ratings are
significantly correlatedwith overall usability ratings ofwebsites. Ismail et al. [13, 14]
have carried out the study on website content accessibility and readability of Indian
universities websites and top government websites in India by using different online
automatic evaluation tools. In addition to this, they provide some useful suggestions
for the enhancement of accessibility and ease of read status of websites.

Ma et al. [18] investigate the United Kingdom’s e-government websites in terms
of their usability and content accessibility by using automatic evaluation tools. It was
found that the UK’s e-government websites are relatively in high compliance with
web content accessibility guidelines (WCAG) and relatively low usability ratings.
Another study was carried out [12] to find the accessibility status of Northeastern
India region websites by using WAVE and EvalAccess automatic tool. It was found
that some common list of errors should be minimized to enhance their accessibility
status.

Content accessibility of websites has been conducted by Beaudin [6] to analyze
the 66 government websites of Australia, UK, and the USA for disabled persons
based onW3C accessibility guidelines by using different automatic evaluation tools.
During analysis, they also considered the websites in terms of font size, navigation,
and general usability perspectives. Similar work was also carried out by researchers
such as Lazar et al. [17], Mankoff et al. [19], Huang et al. [11], Ismail et al. [15],
etc., on accessibility and usability of web contents. They have also provided some
useful suggestions for improvements.

Mustafa et al. [21] evaluated the Jordan Universities’ websites in terms of web
usability perspective. They used two automatic online evaluation tools tomeasure the
internal attributes of websites. It was found that the usability of Jordan universities
websites is acceptable and also, there is a need to further enhance the usability of
these websites. Petrie et al. [22] carried out the study based on evaluation of usability,
accessibility, and user experience. They outlined the various methods with respect
to their appropriate use, strengths, and weaknesses for evaluating the accessibility,
usability, and user experience. Another study was carried out by Aziz et al. [5] on
usability and accessibility of higher education websites of Malaysia. They also used
page size, speed, and broken link attributes for the usability evaluation of higher
education websites of Malaysia.

A review work on usability evaluation was carried out by researchers [10] based
on 31 research papers to find the user’s design feedback. Another work carried out
by Blanco-Gonzalo et al. [7] focused on analyzing the usability and accessibility of
a face recognition system used by six people. In addition, a framework was proposed
by researchers [23] to make the websites better accessible and usable to persons with
disabilities particularly blind web users.
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3 Motivational Questions and Methodology

Motivational Questions: For the purpose of performing correlation study between
usability and accessibility, we considered the 83 affiliated college websites of
Pondicherry University (PU), which is a leading central university of India. The
scope of this paper is to find the solution of the following questions:

Q1: Are PU-affiliated college websites rated highly in terms of accessibility and
usability?

Q2: Is the result of accessibility related to the result of usability evaluation?

Methodology: During February–June 2017, we have collected [4] a list of 83 affil-
iated colleges of Pondicherry University. These colleges are categorized into nine
categories1 based on arts, science, education, law, medical and research fields, etc.
The two automatic evaluation tools namely TAW [9] and Pingdom [3] used to eval-
uate them in terms of Accessibility and Usability. In addition to this, we have also
checked their performance for mobile and desktop devices in terms of three cate-
gories namely Good, Needs Work, and Poor by using PageSpeed tool [2]. The brief
description of these tools are as follows.

TAW-Test Accessilibilidad Web Tool: It was developed by CTIC Foundation that
allows the monitoring over time of different criteria like accessibility, quality of
development, search engine positioning, standards, etc., on different regulations like
WCAG 1.0, WCAG 2.0, etc. We have used WCAG 2.0 analyzer under Level AA
of this tool to find out the accessibility evaluation status of these 83 college web-
sites. TAW tool also categorizes the accessibility errors into three categories namely
Problems—corrections are needed, Warnings—a human review is necessary and Not
reviewed—completely human review.

Pingdom Tool: It is a website speed test tool used for monitoring the website’s
uptime, performance, and load time. Also, its reciprocal action for a better end-user
experience and is easy tool to help web masters; and everywhere the web developers
optimize the performance of websites. The attribute Requests in Pingdom is by
content type or by domain, and the Load time attribute involves nonidentical stages
of a requests. Based on requests, test from (almost all options) and size attributes of
the tool, we have calculated the performance, size, and download time of the website.

PageSpeed Tool: It is also called PageSpeed Insights. It is used for mobile and desk-
top devices to measure the performance of a page. It fetches the URL of the site
twice and provides a score of website from 0 to 100 points under three performance
statuses with respect to particular categories namely Good category (0 to 65)—good
user experience and applies most performance best practices, Needs Work category

11. Arts and Science Colleges, 2. Engineering Colleges, 3. B.Ed. Colleges, 4. Medical Colleges,
5. Nursing and Paramedical Colleges, 6. Dental Colleges, 7. Veterinary Colleges, 8. Research
Institutions/Centres, 9. Law Colleges.
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(66 to 85)—slow user experience andmissing some common performance optimiza-
tions, and Poor category (86 to 100)—slow user experience and is not optimized. It
also considers network-independent aspects of page performance.

4 Result Analysis and Discussion

For giving an answer to motivational question Q1, we have to calculate the mean and
standard deviation of accessibility and usability findings of these 83 college websites
affiliated with Pondicherry University.

The mean and standard deviation of accessibility and usability data of 83 college
websites analyzed by using automatic evaluation tools namely TAW and Pingdom
are listed in Tables1, 2 and 3.

In Table1, we present themean and standard deviation of all websites individually
with respect to TAW tool problems, TAW tool warnings and TAW tool not reviewed
under the Perceivable (P), Operable (O), Understandable (U), Robust (R), and Suc-
cess Criteria (SC) violations, respectively, obtained from the automatic evaluation
TAW tool. In Table2, we present the sum of results of all websites of P, O, U, R,
and SC violations under TAW tool problems, TAW tool warnings, and TAW tool not
reviewed attribute, respectively.

The overall total of all number of Perceivable, Operable, Understandable, and
Robust violations of all websites under TAW tool problems, TAW tool warnings,
and TAW tool not reviewed attribute, respectively, along with their means and stan-
dard deviations are also presented in Table2. In addition, we present the mean and
standard deviation of TAW tool evaluation per website involving the problems, warn-
ings, and not reviewed attributes of TAW tool with respect to Perceivable, Operable,
Understandable, Robust, and Success Criteria also.

In Table3, we present the mean and standard deviation per website obtained from
the Pingdom Tool with respect to performance of the webpage, page load time in
seconds, speed of page in percentage, page size of the web page inMB (Mega Bytes),
and requests of the page. In addition, the Pingdom Tool involves the performance
insights based on different features, response codes, requests by content type, content
size by domain and by content type, requests by domain, file requests, etc., features
to calculate the result of the website. Thus, the Pingdom tool provides a report in the
form of performance score, load time, speed, and requests. In addition to a general
grading, Pingdom assigns a grading of A (90–100), B (80–90), C (70–80), and D
(less than 70) also. The results of web page size, load time, and performance grade
of websites obtained from automatic evaluation tool called Pingdom are presented
in Table4.

From Table1, it is found that the perceivable problems and robust warnings are
higher than others and the success criteria violations are also high in not reviewed
category. The mean of warnings is also high as presented in Table2. These are
the major hurdles for the accessibility status of websites so need to be minimized
them. The overall accessibility score of these websites are good but need to be
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Table 2 Overall TAW tool accessibility score chart of eighty-three (83) college websites affiliated
with Pondicherry University

Accessibility status-
TAW tool (N = 83)

P O U R SC Total
(POUR)

Mean St.
deviation

Problems (T1) 1501 474 132 10822 420 3189 38.42 38.58

Warnings (T2) 4501 1896 198 15599 732 22194 267.40 323.91

Not reviewed (T3) 332 546 410 49 1337 1337 16.2 1.51

Total (T1, T2, T3) 6334 2916 740 16730 2489 26720

Mean 76.31 35.13 8.92 201.57 29.99 321.93

St. deviation 66.27 31.99 7.77 321.70 3.51 327.48

Where P = Perceivable, O = Operable, U = Understandable, R = Robust, SC = Success Criteria

Table 3 Result status of 83 websites under Pingdom website evaluation tool

Usability
(Pingdom) N
= 83

Performance
score (out of
100)

Load time (S) Speed (% age) Page size
(MB)

Requests

Mean 81.47 8.81 49.69 4.02 51.02

Standard
deviation

8.64 15.29 32.29 12.53 46.41

improved further because of these perceivable problems and robust warnings should
be minimized further.

From Table3, the overall usability score falls in category—B. The mean and
standard deviation indicate that performance score is good but load time and speed
need to be optimized further. Also, page size and request attribute deviation are too
high and need to be minimized so that the usability score or ratings will be improved.
Figure1 represents the performance grade result of 83 websites by using Pingdom
tool. The result indicates that 11% web sites fall in Grade A (90–100), 58% websites
falls in Grade B (80–90), 19% websites falls in Grade C (70–80), and 12% websites
falls in lower Grade D (less than 70) performance in terms of usability evaluation
process. Furthermore, Table4 represents the mean and standard deviations in terms
of web page size and load time. It also presents the overall performance grade of
these webpages obtained as Grade “B” in terms of said performance attributes.

From the individual college website evaluations by using PageSpeed Tool based
on user experience and page performance, Table5 represents the mean and standard
deviations along with their overall qualifying percentage type of performance. The
graphical representation of mobile- and desktop-based score of websites in terms of
poor, needs work, and good user experiences are in Fig. 2.

For mobile device user experience, it is found that there are 69.88% websites
are Poor, 22.89% websites are Needs Work means intermediate, and only 7.23%
websites are Good in user experience and performance best practices. Similarly, for
desktop device user experience, it is found that 60.24% websites are Poor, 22.89%
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Fig. 1 Result of Pingdom tool in terms of performance grade along with their percentage score

Table 4 Pingdom tool—mean and standard deviation of webpage size and load time along with
overall performance grade of 83 websites

Pingdom tool, N = 83 Mean STDEV

Size (Mb) 4.02 12.53

LoadTime (s) 8.81 15.29

Performance grade (A, B, C, D) B

websites are NeedsWork, and 16.87%websites are Good in terms of user experience
and performance practices.

Hence, in general, the result indicates that desktop device user experience is better
than mobile device user experience. In addition, these 83 websites are classified into
three categories namely Good for highly optimized websites (12 in number), Needs
work for less optimizedwebsites (20 in number), and Poor for not optimizedwebsites
(51 in number) based on the result obtained by using PageSpeed evaluation tool.
Hence, there are 61.45% websites Poor, 24.10% websites Needs work, and 14.46%
websites Good in user experience and performance practices.

For motivational question Q2, we have to find the Bivariate Correlation between
accessibility and usability involving TAW, Pingdom, and PageSpeed automatic tools.
Therefore, to answer this question Q2, Table6 represents the bivariate correlation
between accessibility and usability rank cases generated by using SPSS procedure.
The result of correlation in Table6 indicates that the correlations inside the variables
are strong but with outside variables are less. That is, when comparing the correlation
betweenPageSpeed andPingdomvariables are strongly correlated and the correlation
betweenPageSpeedorPingdomwithTAWvariables areweakly positively correlated.
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Table 5 PageSpeed tool: user experience based on mobile and desktop devices

User
experience
(PageSpeed,
N = 83)

Mobile Desktop

Poor Needs work Good Poor Needs work Good

Total 58 19 6 50 19 14

Percentage 69.88 22.89 7.23 60.24 22.89 16.87

Mean 52.19 57.74

STDEV 21.94 23.29

Fig. 2 Device-based result of PageSpeed insights tool with their category status

Table 6 Bivariate Pearson’s correlation between accessibility and usability variables

Bivariate correlations

PageSpeed Pingdom TAW

PageSpeed Pearson
correlation

1 0.129 1.000**

Sig. (2-tailed) 0.246 0.000

N 83 83 83

Pingdom Pearson
correlation

0.129 1 0.129

Sig. (2-tailed) 0.246 0.246

N 83 83 83

TAW Pearson
correlation

1.000** 0.129 1

Sig. (2-tailed) 0.000 0.246

N 83 83 83

** Correlation is significant at the 0.01 level (2-tailed)
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Also, the accessibility ranking correlates significantly with the usability as shown
inTable6. Furthermore, the size and load timemeansPageSpeed are highly correlated
with accessibility but not with usability.

5 Suggestions

Based on our web content accessibility and usability results of websites, we provide
the corresponding suggestions and measurements to improve the performance of
websites in terms of accessibility along with their usability of websites.

Following are the possible optimization measures to enhance the performance of
these sites as presented in Table7.

In addition to this, how to make sites better in terms of website accessibility and
website usability, the following measures presented in Table8 shall be taken into
consideration.

Table 7 Possible optimization measures to improve the performance of websites

S. No. Optimization measures

1 Enable compression

2 Optimize images

3 Resistance browser caching

4 Elimination of render blocking CSS and
Javascript in above the fold content

5 Minification of Javascript

6 Minification of CSS

7 Minification of HTML and

8 Reduce server response time

Table 8 Measures for better accessibility and usability

S. No. Measures for accessibility and usability

1 To provide a search engine within the website

2 To make easy navigation within the website

3 To provide a contact email address

4 Use of thematic colors and design throughout
the site

5 To provide a text-based option on the main page
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6 Conclusion

Accessibility is a subset of Usability. Nowadays, Usability often assumes accessibil-
ity. The inclusion of more people in more situations is the main motive of accessi-
bility. To summarize, it was found that the college websites have plenty of scope for
improvement in both web accessibility and usability dimensions. The correlations
between the web accessibility and usability is also found weak but internally they are
strongly correlated. The size and load time are highly correlated with accessibility
but not with usability.

Based on results, these college websites are classified into three categories namely
14.46%collegewebsites falls inGood categorymeans highly optimized in user expe-
rience and performance, 24.10%collegewebsites falls inNeedswork categorymeans
less optimized in terms of user experience and performance, 61.45% college web-
sites falls in Poor category means not optimized in user experience and performance.
The overall performance grade of websites falls in grade “B” category out of four
grades (A, B, C, D) as per Pingdom tool evaluation report.

The mean and standard deviation indicate that load time, size, speed, requests,
etc., of webpages need to beminimized so that usability will be enhanced. In addition
to this, the perceivable problems and robust warnings as per TAW tool are high, so
need to be minimized to enhance accessibility score too.

In addition to this, the perceivable problems and robust warnings as per TAW tool
are high, so need to be minimized to enhance accessibility score too.
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CORDIF: A Machine Learning-Based
Approach to Identify Complex Words
Using Intra-word Feature Set

Muralidhar Pantula and K. S. Kuppusamy

Abstract Identification of complex words is an interesting research problem with
various application scenarios such as text simplification.There are various approaches
to identify complex words either by incorporating the complete sentence in which
the word appears or by focusing only on the word. This paper falls under the later
category, which employs intra-word features in classifying a word either as simple
or complex. A model termed CORDIF (COmplex woRD identification with Intra-
word Features). The proposed methodology incorporates 19 intra-word features.
These features are harnessed to train a machine learning model. A dataset termed as
CWIdataset is built with the proposed set of intra-word features. With the proposed
feature-set, an accuracy level of 84.75% was achieved. Later using this model, we
have tested for identifying the complex words for nonnative persons. As a result, we
concluded that for identifying complex words, personalized systems are needed.

1 Introduction

In recent years, many research studies have focused on complex word identification
problem for simplifying the text and make it understandable to the people with low-
literacy skills [1]. Complex word identification was first introduced as a subtask of
Lexical Simplification pipeline [2].

Last year International Workshop on Semantic Evaluation (SemEval 2016) has
given complex word identification as one of the tasks [1]. They specified that they
have designed the first dataset to train machine learning algorithms to identify the
complex words. Their goal was to develop a system to find the individual word
difficulty from the words classified by some set of individuals. A total of 42 systems
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were developed using machine learning algorithms from the annotated data to test
the individual’s vocabulary. They specified that word frequencies is the major factor
in the complex word identification.

This paper focuses on predicting the word complexity based on intra-word fea-
tures.We created aCWIdataset (Complexword Identification dataset) with thewords
gathered from the websites where many specified that those words are complex.
Similarly, Google easy words are shown in Table1. We have trained a system with
the CWIdataset and intra-word features. The extracted words from SemEval testing
dataset was used to annotate by different persons and compared the results. As a
result, this paper concludes that the word complexity varies with person’s individual
vocabulary.

The main objectives of this study are the following:

• Building a model termed CORDIF to classify the complex word and easy word
using intra-word features.

• Train the model with the CWIdataset and intra-word features to identify the com-
plex words and easy words.

• Predicting one’s vocabulary from the dataset developed.

2 Related Studies

Research on Identification of Complex words for making Lexical simplification is
gaining increased significance in the recent years [3–6], even though lexical simpli-
fication research has started before two decades [7, 8].

At first, the experts developed readability ease formulas to calculate the readability
of others’ writings [9]. Various readability ease metrics were developed for identi-
fying the level of persons to perceive the content. Various research studies were
conducted on analyzing the readability measures for the given content like books
[10, 11], websites [12], captions [13], medical records [14, 15], etc.

Next comes the task of simplifying the document for making it accessible to low-
literacy persons. Lexical simplification pipeline is an alternative, in which the system
identifies the complex words and will be replaced by simpler and easy words with
equivalent meaning. The alternative word for complex words will be identified with
the help of Wordnet database. Complex word identification has become a major task
to simplify the text. The approaches for complex word identification were

• Threshold-based approach
• Train the system to classify
• Simplify Everything.

In threshold-based approach, a threshold is placed on the features to identify the
complex words. In the second approach, a model will be trained with the features to
optimize the results. The third method is simplifying the complete document.
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Table 1 Systems for complex word identification

Team System Accuracy Precision Recall F-score

SV000gg Soft 0.779 0.147 0.769 0.246

TALN RandomForest WEI 0.812 0.164 0.736 0.268

UWB All 0.803 0.157 0.734 0.258

PLUJAGH SEWDF 0.795 0.152 0.741 0.252

JUNLP NaiveBayes 0.767 0.139 0.767 0.236

HMC DecisionTree25 0.846 0.189 0.698 0.298

JUNLP RandomForest 0.795 0.151 0.73 0.25

MACSAAR RFC 0.825 0.168 0.694 0.27

TALN RandomForest SIM 0.847 0.186 0.673 0.292

Pomona NormalBag 0.604 0.095 0.872 0.171

Melbourne runw15 0.586 0.091 0.87 0.165

UWB Agg 0.569 0.089 0.885 0.161

Pomona GoogleBag 0.568 0.088 0.881 0.16

IIIT NCC 0.546 0.084 0.88 0.154

LTG System2 0.889 0.22 0.541 0.312

MAZA A 0.773 0.115 0.578 0.192

Melbourne runw3 0.513 0.08 0.895 0.147

ClacEDLK ClacEDLK-RF 0.6 0.688 0.081 0.548 0.141

PLUJAGH SEWDFF 0.922 0.289 0.453 0.353

IIIT NCC2 0.465 0.071 0.86 0.131

ClacEDLK ClacEDLK-RF 0.5 0.751 0.09 0.475 0.152

MAZA B 0.912 0.243 0.42 0.308

AmritaCEN w2vecSim 0.627 0.061 0.486 0.109

GARUDA SVMPP 0.796 0.099 0.415 0.16

AIKU native1 0.583 0.057 0.512 0.103

AKTSKI wsys 0.587 0.056 0.49 0.1

AKTSKI svmbasic 0.512 0.053 0.558 0.097

USAAR entropy 0.869 0.148 0.376 0.212

Sensible Combined 0.737 0.072 0.39 0.122

BHASHA SVM 0.844 0.119 0.363 0.179

CoastalCPH NeuralNet 0.693 0.063 0.398 0.108

LTG System1 0.933 0.3 0.321 0.31

USAAR entroplexity 0.834 0.097 0.305 0.147

AmritaCEN w2vecSimPos 0.743 0.06 0.306 0.1

GARUDA HSVM&DT 0.88 0.112 0.226 0.149

CoastalCPH Concatenation 0.869 0.08 0.171 0.109
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As a goal to identify an individual nonnative English speaker word difficulty
from a set of nonnative speaker vocabulary, SemEval builds a dataset from three
corpuses namely CWcorpus, LexMTurk corpus, and Simple Wikipedia [1]. The set
of systems developed on the dataset are placed in Table1. Out of all these systems,
the complex words are evaluated either by the probability of the word in the sentence,
word embedding, word frequency, and the position of the words.

In this paper, CORDIF system is built to classify the targeted word as either
complex or easy. The complexity of the word can be analyzed from the features of
the sentence in which the word exist and from the internal features of the word.This
paper focuses on finding the complexity based on the intra-word features explained
in Sect. 4.

3 Dataset for Complex Word Identification

Paetzold and Specia created a dataset based on the words annotated by a set of
nonnative English speakers [1]. The dataset having set of sentences, in each sentence
they surveyed the complex words from nonnative users. The systems developed on
the basis of this dataset is placed in Table2.

We have designed a new dataset based on websites listed in Table2. In the list
of websites, anonymous persons specified their difficult words and the reason of
their difficulty. Here, the users are anonymous we have got 2171 unique complex
words and selected the same number of easy words out of 49,569 unique easy words
extracted from Google easy words and other sources listed.

The variations in the datasets with respect to length, syllables, and synsets are
mentioned in Table3. It is clearly mentioned that there is no difference in any of the
data.

4 Intra-word Features

Feature selection is very important in classifying any data. In this paper, we build
a CORDIF system to classify the targeted word as complex or easy word. It seems
like a simple binary classification. The feature extraction for this task can be done
by either extracting the features from the sentence or from the features of the word
itself. The features for classifying the data are:

4.1 Length

The number of characters in the word is taken as one feature w = c1c2c3, . . . , cn ,
the word w is of length n. This paper assumes that the word with higher length is
relatively complex.
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Table 2 Dataset-extracted websites

S.No Name of the Website

Difficult words

1 https://www.vocabulary.com/lists/191545

2 http://blog.oxforddictionaries.com/2015/08/words-everyone-spells-wrong/

3 https://quizlet.com/6072175/75-more-difficult-english-words-flash-cards/

4 http://www.ef.com/blog/language/10-most-difficult-words-in-english/

5 http://mentalfloss.com/article/58543/10-words-difficult-remember-meanings

6 http://www.manikjoshi.com/z-manik-joshi-book-ewp-20-ddw.html#.WX7_oUfLc8o

7 https://www.memrise.com/course/383017/difficult-english-words-4/

8 http://www.yougowords.com/10-syllables

9 https://howtheyplay.com/team-sports/Top-10-Most-Difficult-Names-in-Football

10 http://www.listal.com/list/most-difficult-names-spell-andor

11 https://www.buzzfeed.com/robynwilder/ball\protect\kern+.1667em\relaxa-hoolish?utm_
term.vyWg1N2V7#.wr5xQYP6E

12 https://www.prdaily.com/Main/Articles/24_complex_wordsand_their_simpler_
alternatives_8750.aspx

13 https://www.scribd.com/doc/6879132/List-of-100-difficult-words-that-appear-most-
frequently-in-GRE

14 http://destinationfemme.com/100-words-know-expand-vocabulary/

15 https://www.dailywritingtips.com/100-exquisite-adjectives/

16 http://www.hexco.com/what-are-the-top-100-hardest-words-to-spell/

17 http://www.word-buff.com/vocabulary-words.html

18 http://writingexplained.org/synonyms-for-difficult-list

19 http://wordwarriors.wayne.edu/list.php

20 https://www.learnthat.org/word_lists/view/37440

21 https://www.proprofs.com/flashcards/story.php?title=infrequently-used-words-
vocabulary-expansion

22 https://justenglish.me/2014/03/10/important-infrequently-used-words-to-know/

Easy words

1 https://www.vocabulary.com/lists/190098

2 http://www.esldesk.com/vocabulary/basic

3 https://github.com/first20hours/google-10000-english

4 https://www.easypacelearning.com/all-lessons/learning-english-level-1/1090-english-
greetings-basic-lesson

5 https://www.easypacelearning.com/all-lessons/learning-english-level-1/691-fruit-
vegetables-and-berries-with-pictures-english-lesson-pdf

6 https://www.easypacelearning.com/all-lessons/learning-english-level-1/871-asking-and-
answering-english-basics-questions

7 http://www.esldesk.com/vocabulary/basic

8 http://teacherjoe.us/Vocab200.html

9 http://ogden.basic-english.org/word2000.html

10 TextStat python module easy words

11 http://www.home-speech-home.com/multiple-meaning-words.html
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http://wordwarriors.wayne.edu/list.php
https://www.learnthat.org/word_lists/view/37440
https://www.proprofs.com/flashcards/story.php?title=infrequently-used-words-vocabulary-expansion
https://www.proprofs.com/flashcards/story.php?title=infrequently-used-words-vocabulary-expansion
https://justenglish.me/2014/03/10/important-infrequently-used-words-to-know/
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Table 4 Frequency of alphabets

Character A B C D E F G H I J K L M

Frequency 8.2 1.5 2.8 4.3 12.7 2.2 2.0 6.1 7.0 0.2 0.8 4.0 2.4

Character N O P Q R S T U V W X Y Z

Frequency 6.7 7.5 1.9 0.1 6.0 6.3 9.1 2.8 1.0 2.4 0.2 2.0 0.1

4.2 Syllables

A syllable is simply a stress needed in the word to pronounce clearly (or) a unit
of pronunciation having one vowel sound, with or without surrounding consonants,
forming the whole or a part of a word. The word with high syllables are treated as
complex.

4.3 Rare Character

The percentages of the letters of the alphabet appear in English are listed in Table4.
Based on this, the letters with low frequency will be less used. This paper assumes
the words with these characters are less known. From these, this paper assumes the
words start with rare character, end with rare character, rare character by length,
frequent characters by length, rare character by frequent character, number of rare
characters in the word, and number of frequent characters in the words are some of
the features.

4.4 Common Bigrams and Trigrams

In most English words, some combinations of character will most frequently appear
and they are most frequent bigrams and trigrams.

Common bigrams: TH, EA, OF, TO, IN, IT, IS, BE, AS, AT, SO, WE, HE, BY, OR,
ON, DO, IF, ME, MY, UP, SS, EE, TT, FF, LL, MM, and OO

Common Trigrams: THE, EST, FOR, AND, HIS, ENT, and THA

4.5 Parts of Speech

Every word belongs to the some category of parts of speech, which categorizes the
words which have similar grammatical properties.
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4.6 Continuous Vowels

The words which are having continuous vowels is taken as a feature.

4.7 Synset, Hypernym, and Hyponyms

Wordnet in NLTK(Natural language toolkit), is an English language lexical database.
In which, a set of synonyms of the word is called synset, Hypernyms specifies the
more general meaning of the word. Hyponyms have more specific meanings of the
words.

4.8 Vowels and Consonants

Every word is a combination of vowels and consonants. The ratio of vowels and
consonants is taken as one of the features in this paper.

In this paper, classification of complex word is performed using intra-word fea-
tures. When the target word is given as an input based on the features, the system
has to predict the classification.

5 CORDIF Model

This paper discusses theCORDIFmodel for classifying the targetwords into complex
words and easy words. It is simply a binary classification system.

For this model, CWIdataset was designed which was explained in Sect. 3. The
machine learning models are trained using intra-word features and CWIdataset. To
optimize the classification, dimensionality reduction as done on the intra-word fea-
tures is explained in Sect. 6.

Upon the testing set, where the words are annotated by 11 nonnative english
speakers was tested with the classifier which produces high accuracy. The results
concluded that the complexity varies with person’s vocabulary. The model designed
for classification is shown in Fig. 1.
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Fig. 1 CORDIF Model

6 Experimental Study

As a case study, to create a system for classification, we used the scikit-learn module
[16] for machine learning algorithms and trained them using new dataset called
CWIdataset.We have implemented it using Python and NLTKmodule [17] to extract
the intra-word features from the CWIdataset.

We trained supervised learning algorithms with CWIdataset. In Fig. 2a, the accu-
racy score, f1score, precision, and recall of the various machine learning algorithms
have shown. Among those, Linear Regression model has given high accuracy.

We have done tenfold cross-validation on training data using Random Forest
algorithm, we got 82.57% accuracy.

(a) Scores of Machine learning algorithms (b) Scores of Machine learning algorithms
after dimensional reduction

Fig. 2 Scores of Machine learning algorithms before and after dimensionality reduction
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6.1 Dimensionality Reduction

Using intra-word features, we have classified the complex word identification by
training the machine learning algorithms. we started analyzing to find the best fea-
tures to improve accuracy. We have implemented Python program by removing each
feature and analyzed the results and identified that length, rare character versus
length, rare character end, and common bigram words are reducing the accuracy.

In Fig. 2b, after removing those four features the accuracy, F1 score, precision,
and recall have increased. The accuracy of Linear Regression model increases to
84.75%, giving high accuracy when comparing with other machine learning models.
When we try to do the same with other features the accuracy level is reducing.

Again we have done tenfold cross-validation with existing features and observed
that the accuracy has increased to 83.26% accuracy.

We have taken 500 words from the testing set of SemEval testing dataset, which
are not in our training data and asked the annotators for whom English is nonnative
language, to annotate complex words for them, the words for which they cannot
identify the meaning. The annotators were clearly informed about the process. They
participated in the task with their consent and as a volunteering activity. We have
identified that complex words for every person are not the same. The accuracy of
training data is almost the same for every person but there is a high change in the
precision, recall, and F1 score scores. In Fig. 3, the scores of individual persons have
shown. This results that complex word identification for a person can be done with
personalized systems than from combined complex words.

Fig. 3 Scores of LR model for different persons
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7 Conclusion

Readability ease measure is nothing but finding a person’s level of understandability
with respect to a text. The persons with low-literacy level feel difficult to access the
text. Many systems have been developed to identify the complex words from the
sentences using the features like position of words in the sentence, probability of
word within the corpus, frequency of the word in the corpus.

The first training dataset of semantic evaluation workshop is having only 1495
unique words, which is a combination of complex words and easy words. In this
paper, we focus on intra-word features that make the target word to classify among
the classes complex word and the easy word.

A new dataset, CWIdataset, was created from the websites listed in the paper.
The supervised machine learning algorithm is trained with the dataset having 4342
unique words, having 50% each type of words.

The classification of testing data has been done using intra-word features and
perform dimensionality reduction upon the features and best features are selected
based on accuracy scores of machine learning algorithms. As a testing, we asked
annotator to annotate the words by different nonnative persons and observed that the
complex words are not unique for all. It is based on their personal vocabulary skills
in the language.

Identifying the complex words in the caption files and simplifying the text makes
the captions easy and designing a web browser extension to simply the web docu-
ments will be done as a future extension.
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for Classification of Human Emotions
from EEG Signal
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Abstract Emotions play an important role in human cognition, perception, decision-
making, and interaction. In this paper, Neural Network (NN) based system for human
emotions classification by extracting features from Electroencephalogram (EEG)
signal is proposed. EEG data for the classification of emotions is obtained from
the DEAP database. Extracted more than 30 features from EEG and they are used
for the emotion classification. Totally, 33 varieties of features are extracted from
EEG data. However, there are reports on voice-based, facial-image-based study of
expressions to recognize their emotions. However, emotion identification using both
methods can be biased as they can be faked. In order to overcome this difficulty, many
researchers analyze brain physiological signals to represent the changing patterns
during emotional fluctuations. Neural networks have widely been used in emotion
classification. Reported here is the classification with the backpropagation artificial
neural network. Experimental results have shown an average accuracy above 94.45%
is achieved for all the subjects and regions combined.
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1 Introduction

Generally, emotion assessment is done by analyzing the user’s emotional expres-
sions and/or physiological signals. The emotional expression of a person refers to
the observable verbal and nonverbal behavior that are used to communicate emotion.
Emotion assessment studies often focus on analyzing facial expressions, speech,
and gestures to identify a person’s emotional status. Humans interact specially with
speech, but he can add other way like body gestures and looks, to better display its
emotions. There has been a lot of research recently on the recognition of emotional
information using physiological signals such as blood volume pulse, skin tempera-
ture, Electromyogram (EMG), Electrocardiogram (ECG), Galvanic Skin Resistance
(GSR), and Electroencephalogram (EEG) [1]. So far limited works on human emo-
tion detection have been reported in the current literature on brain physiological
signal.

Normally, there are two means to classify emotional states; the discrete approach
and the dimensional approach. In the discrete approach, emotions are classified by
defining emotional states using discrete categories and identifying basic emotions.
These basic emotions can be combined to form other emotions. Many different sets
of basic emotions were proposed over the years. The very first such model was
proposed by Ekman and Friesen [2] with six basic emotions namely anger, disgust,
fear, happiness, surprise, and sadness.

Dimensional approach is an alternative way of representing different emotions.
Russell proposed a two-dimensional bipolar model using Valence (V) and Arousal
(A) parameters for the classification of emotional states [3]. 2D model is widespread
andmost popularly used for emotion classification. It can discover the basic emotions
in its space along with many other emotions which could be without any discrete
emotional labels. The quadrant-wise description of modified Valance-Arousal model
using Russell’s emotion model [4] is shown in Fig. 1.

Electroencephalography is a noninvasive signal acquisition method that captures
the behavioral activities of the brain. Deducing emotional states from EEG has
received considerable attention as EEG directly reflects the changes in the brain
in response to a stimulus and thus, can detect the changes in emotional status [2].

2 Related Work

During the past couple of decades, facial expressions were widely used to recognize
emotions. Silva and Hui [5] developed a real-time facial emotion recognition system
to distinguish four emotions namely happy, sad, surprise, and anger. They used neural
network classifier for the classification.

Punitha and Geetha [6] extracted textural features from the images taken from a
facial expression database to classify happy, disgust, and surprise emotions. They
used Support VectorMachine (SVM) classifier and obtained a classification accuracy
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Fig. 1 Valance-arousal-dimensional model for basic emotions [3]

of 87%. However, emotion identification using facial expressions can be biased as
they can be faked. In order to overcome this hurdle, many researchers chose to
analyze physiological signals to represent the changing patterns during emotional
fluctuations.

Katsis et al. [7] designed wearable system to identify the emotional condition
of race car drivers. They attempted an automated approach for emotion recognition
using several biosignals. The wearable system included sensors to measure facial
EMG, respiration, ECG, and skin conductance. SVM classifier was used to differ-
entiate emotional states such as “high stress”, “low stress”, “disappointment”, and
“euphoria” experienced by the drivers.

Soleymani et al. [8] attempted classification of emotion from EEG, where they
took EEG recordings from 24 participants and by using linear discriminant criterion,
they classified three emotions in valence and arousal plane individually with an
accuracy of 68.5% and 76.4%, respectively. Chanel et al. [9] used fusion technique
to combine the collected peripheral signals alongwith EEG and achieved an accuracy
of 63% classification.

Frantzidis et al. [10] usedMahalanobis classifier to classify four emotions induced
from pictures selected from International Affective Picture System (IAPS). Meza-
Kubo et al. [11] used neural networks to classify “pleasant” and “unpleasant” emo-
tions in older adults. EEG signals were recorded when the participants were exposed
to visual stimuli using affective pictures from IAPS. Using Fast Fourier Transform,
the signals were split into alpha, beta, and theta sub-bands from 14 electrodes. Fea-
tures such as magnitude of the signal, maximum frequency, and spectral power were
extracted from each sub-band and were fed to the designed neural network.
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Work done by Oh et al. [12] showed that Hjorth parameters extracted from EEG
signals can be highly useful features, as they have information in both time and
frequency domain. Jenke et al. [13] in his review of effective features for the classi-
fication of emotions using EEG suggested that, features such as Hjorth parameters,
fractal dimension, band power, and entropies of the different frequency bands gave
good results. Petrantonakis and Hdjileneontiadis [14] used Higher Order Crossings
(HOC) to classify Ekman’s six basic emotions. They selected 3 channels: Frontopo-
lar (Fp1), Mid-frontal (F3), Mid-frontal (F4), Frontopolar (Fp2). They also com-
pared HOC-based features with statistical features and wavelet-based features. HOC
showed promising results in comparison to other features extracted from EEG. They
reported on Quadratic Discriminant Analysis (QDA) and SVM classifiers.

Frantzidis et al. [10] used C4.5 decision tree algorithm with Mahalanobis dis-
tance to classify four emotions based on 2D valence-arousal model. Images from
IAPS were shown to 28 participants and their EEG responses were recorded. Event-
related potentials and event-related synchronization/desynchronization computation
was carried out to precisely track the changes in local neuronal activity. A success rate
of 77.68% was achieved to classify the emotions residing in four different quadrants
of the valence-arousal model.

Filho et al. [15] attempted to classify 2 emotional states namely “calm ”and
“stress” defined by some threshold values of Valence and Arousal. K-Nearest Neigh-
bor (KNN) classifier was used to analyze and compare three feature extraction tech-
niques.

Chung and Yoon [16] used Bayes’ classifier and supervisory learning technique
to classify emotions. Along with 32 EEG channels present in DEAP dataset, they
added 61 additional virtual channels by bipolar montage and hence they derived
93 channels. They extracted power spectral density from different frequency bands
for all the channels. Accuracies of classification of valence and arousal when two
affective states were considered was 66.6% and 66.4%, respectively.

Cristian et al. [17] used Hidden Markov Model for emotion classification. They
considered grouping of other physiological signals available in the database along
with EEG. They divided arousal and valence into 2 groups named “LOW” (values
from 1–5 in the scale) and “HIGH” (values from 5–9 in the scale). 75% accuracy
was obtained for arousal classification when the combination of EEG along with
physiological signals (heart rate, skin resistance, temperature) was used. A highest
accuracy of 54% for the classification of valencewas obtainedwhen onlyEEGsignals
were considered. These results showed that emotion recognition can be achieved
using multimodal approach as well.

3 Methodology

Themethodology adopted for the classification of emotions is described by extracting
features from the EEG signals of the subjects. The dataset is obtained from the online
data source called Database for Emotion Analysis using Physiological (DEAP) sig-
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nals. After acquiring permission from the authors, the dataset was downloaded from
their website [18]. The aim of the authors in creating the dataset was to explore the
possibility of analyzing and classifying human affective states, which are induced as
a response to music video stimulus [19]. DEAP is a multimodal dataset containing
peripheral physiological signals as well as EEG recordings, which were collected
from 32 subjects (17 male and 15 female) while they were viewing 40 1-minute long
excerpts of music videos. EEG was recorded at a sampling rate of 512 Hz using
32 active AgCl electrodes placed according to the international 10–20 system. The
peripheral nervous system signals recorded were GSR, respiration amplitude, skin
temperature, ECG, blood volume by plethysmograph, electromyograms of Zygo-
maticus and Trapezius muscles, and electrooculogram. For 22 of the 32 participants,
facial expressions were also recorded when they were watching the videos. Partic-
ipants later rated each video in terms of the level of Valence, Arousal, Dominance
(all 3 in continuous scale of 1–9), Familiarity, and Like/Dislike (latter 2 in discrete
scale of 1–5) with the help of Self-assessment Manikins (SAM) [20].

3.1 EEG-Based Emotion Classification

Happiness and Sad emotions were classified using EEG signal. The procedure for
the recognition of the said emotions is shown in Fig. 2.

Classification

Results

Data Collection

Pre-processing

Feature Extraction

Fig. 2 Flow diagram for classification of emotion using EEG
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3.2 Data Collection

Crucial task to elicit emotional reactions is selection of effective stimulus. The
Valence-Arousal plane (V-A plane) was divided into 4 quadrants. 15 stimuli were
selected for each quadrant from both manual and affective tags [10]. These selected
120 videos were then subjected to online volunteer rating, where an average of 15
people rated each of the 120 videos in terms of their level of valence and arousal.
Normalized score for valence and arousal was calculated by taking the ratio of the
mean and standard deviation of the public rating of every video. Then for each quad-
rant in the normalized V-A space, 10 videos that lie closest to the extreme corners of
the quadrant were selected [11].

From quadrant-1 (high valance-high arousal) and quadrant-3 (low valence-low
arousal), 1 video stimuli out of 40 stimuli were selected for its emotional content
analysis. The video stimulus in the first quadrant is expected to elicit a highly positive
emotion and the stimulus music video from third quadrant a very negative emotion.
The assumption made here is that the positive emotion is “happy” and the negative
emotion is “sad”.

3.3 Preprocessing of EEG

Preprocessing of data is very much essential for improving signal-to-noise ratio of
EEG data. Eye blinks, facial and neck muscle activities, and body movement are
the major EEG artifacts. To address these artifacts, preprocessing of EEG signals
was done by the authors of the database before making it publically accessible [21].
Following are the preprocessing steps taken:

• EEG was common average referenced and downsampled from 512 to 256 Hz and
high-pass filtered with a 2 Hz cut-off frequency using EEGLAB software.

• Eye blink artifacts were removed from the signal using blind source separation
technique.

• A baseline of 5 s before each video was recorded. The power of the baseline
was calculated to nullify the stimulus unrelated variations in power over time.
Frequency power of trials and baselines of 3–47 Hz frequency range was extracted
with Welch’s method with windows of 256 samples. The baseline power was then
subtracted from the EEG signal power; yielding the change of power relative to
pre-stimulus period.

• Muscle and movement artifacts are eliminated by further downsampling the EEG
signal to 128 Hz and a passband filter of 4–45 Hz was applied [10].

EEG signal of a subject obtained from the database is shown in Fig. 3.
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Fig. 3 EEG signal of a participant

3.4 Feature Extraction

Out of the 32 electrodes available, not all electrode channels were used for the clas-
sification of emotions in order to save computation time. The following electrodes
were selected for emotion classification—Frontopolar (Fp1), Mid-frontal (F3), Mid-
frontal (F4), Frontopolar (Fp2), Occipital (O1), Occipital (O2), Mid-temporal (T7),
Mid-temporal (T8), Parietal (P3), and Parietal (P4) [4]. The selected electrodes rep-
resent all the lobes of the brain.

From the selected ten channels, features are extracted for both happy and sad
emotions from all the 32 subjects. The feature vector designed is composed of both
time and frequency domain features. Following are the important features extracted
from EEG for emotion classification.

• Time domain features—Mean, Hjorth parameters, and higher order crossings.
• Frequency domain features—Bandpower and entropy.

Mean: It is the average value of the signal. It is calculated as shown in Eq. (1) for a
signal x(t).

Mean � 1

T

T∑

t�1

x(t) (1)

where T is the total length of the signal.
Hjorth parameters: Hjorth parameters describe the general characteristics of an EEG
signal in few quantitative terms. The parameters are

Activity
The activity parameter represents the variance of a time signal. It is calculated as
shown in Eq. (2) for a signal x(t)
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Activi t y � 1

T

T∑

t�1

(x(t) − µ)2 (2)

where µ is the mean of the signal.

Mobility
The mobility parameter is an estimate of the mean frequency. It is determined as the
square root of ration of variance of the first derivative of the signal to the signal. It is
calculated as shown in Eq. (3).

Mobili t y �
√
var (ẋ(t))

var (x(t))
(3)

where ẋ(t) is the first derivative of the signal x(t) and var(x) is the variance of the
signal.

Complexity
The complexity parameter represents the change in frequency. The parameter com-
pares the similarity of the signal with a pure sine wave and if the signal is more
similar, the value converges to 1 [22]. Complexity parameter is expressed in Eq. (4).

Complexi ty �
√

Mobili t y(ẋ(t))

Mobili t y(x(t))
(4)

These parameters together categorize EEG patterns in terms of amplitude, time
scale and randomness.

Higher Order Crossings (HOC)
Zero crossings of a signal are the count of number of times the signal crosses the
horizontal x-axis. Applying a specific filter to a time series, changes the oscillations
of the signal and hence, its zero crossing counts as well. So, when a specific sequence
of filters is applied to a time series, the corresponding zero crossing counts obtained
is called HOC sequence [14, 23].

Algorithm to obtain HOC sequence is as follows:

1. The number of zero crossings for the original signal is counted.
2. The original signal is filtered and the number of zero crossings is counted.
3. Step-2 is repeated “z” times.

Here, sequential high-pass filters are applied to the signal by differentiating the
signals sequentially and HOC is obtained. HOC reveals the oscillatory patterns of
EEG signal and provides a feature set that conveys the emotional information to the
classifier. The value of “z” which determines the length of the HOC sequence is
determined by iterative process.
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Fig. 4 Magnitude response of designed passband filter to obtain alpha frequency band

Splitting of EEG Signals into Rhythmic Bands
EEG signal was band-pass filtered to obtain different brain rhythms to extract fea-
tures from them. EEG can be either filtered with Finite Impulse Response (FIR) or
Infinite Impulse Response (IIR) digital filters. FIR filters are known to have linear
phase response, while IIR filters are characterized by their nonlinear phase response.
For a given set of filter specifications, IIR filters show small amount of sidebands
than FIR filters, hence, where application demands a sharper cut-off, IIR filters are
mainly used. For obtaining the different brain rhythms, IIR filters were used as they
provide sharper cut-offs. IIR filters can be implemented as Butterworth, Chebyshev,
and Elliptic filters. In electrophysiology, when phase disturbance is not an issue,
commonly Butterworth and elliptic IIR filters are applied. IIR Butterwoth filters
have no passband and stopband ripple. They have the shallowest roll-off near the
cut-off frequency compared to other IIR filters like Chebyshev and Elliptic. Filter
cut-offs can be made sharper by using higher order of the filter. To obtain different
brain rhythms, IIR butterworth filter of order 4 was used. The magnitude plot of the
butterworth filter was designed to get alpha band (8–13 Hz) and is shown in Fig. 4.

Similarly different passband filters were designed to split EEG into theta, beta,
and gamma frequency bands to extract features from them. Different brain rhythms
obtained from the signal in Fig. 3 after filtering are as shown in Fig. 5a–d.

Bandpower
From the band-filtered signals, power is calculated for each of the bands using Eq. 5.

Power � 1

N

N∑

n�0

(x(n))2 (5)

where N is the length of the sequence and x(n) is the time series data.

Entropy
Entropy of a signal can be defined as the amount of information content in the
signal. Entropy can be used to analyze the complexity of the signal as it measures the
randomness of the signal. Here, histogram method is used to compute the empirical
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Fig. 5 EEG bands obtained after filtering: a theta, b alpha, c beta, d gamma

probability density function. If histogram has M bins, represents the probability of
each bin [24]. Using Eq. 6 entropies of different bands were calculated.

Entropy � −
M∑

t�1

p1 log2 pt (6)

3.5 Classification

Backpropagation Neural Network classifier used in this work to distinguish the first
and third quadrant emotions using EEG signals.

Backpropagation Neural Network (BPNN)
Artificial Neural Networks (ANN) are statistical learning models inspired by bio-
logical neural networks and use a set of input neurons and hidden neurons which are
repetitively weighted and tuned to activate output neurons for achieving an intended
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task. BPNN is a supervised learning algorithm implemented in ANN where error
propagates backwards from output neurons to input neurons.

The neural network toolbox in MATLAB software is used to create the artificial
neural network [25]. The input dataset containing the extracted features are divided
into three partitions namely training data, validation data, and testing data. The
training data is used to train the neural network. During the training phase, the neural
network is provided with a set of input feature vector along with the respective target
vectors to distinguish the output classes. After the network is trained, the validation
set is used to validate the trained network before testing it with the testing data.
The network designed for 66 features is considered as input to the network, there
are 66 input neurons. Total number of hidden neurons selected is 4 and the output
of the network has 2 output neurons for a two class problem. The overall accuracy
for training, testing, and validation is then calculated by averaging the individual
accuracies. The classifier performance [26, 27] is analyzed by studying various error
rates.

4 Results and Discussion

The results of classification of “happy” and “sad” emotion from EEG data and the
performances of the designed classifier for the extracted feature vector is discussed
as follows: To classify the first and third quadrant emotions (happy and sad respec-
tively) features were extracted from the EEG signals. The feature vector used for
the classification of “happy” and “sad” emotion include: Mean, Hojrath parameters,
HOC, Bandpower, and Entropy.

A comparative study was done for the classification of the said emotions based
on the electrode location and gender. Electrodes residing on different brain lobes
were grouped to compare the performances of individual lobes in differentiating
emotions. The lobes were frontal, parietal, temporal, and occipital. The electrodes
representing each of the lobes are shown in Table 1. Features extracted from the
electrodes representing a lobe were combined together before giving it as input to
the classifier. Combination of all the electrodes was also considered to represent the
entire brain region and the extracted features from each electrode were combined.

Table 1 Electrodes representing each lobe

Lobes Electrodes

Frontal Fp1, Fp2, F3, F4

Parietal P3, P4

Temporal T7, T8

Occipital O1, O2

All All 10 electrodes
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Fig. 6 a Confusion matrix
for frontal region considering
all subjects. b Confusion
matrix for occipital region
considering all subjects

BPNN Classifier
The electrodes in a particular region were combined and features were extracted
from them. The feature vectors representing each brain regions were then split
into training, validation and testing sets before feeding them to the neural network
classifier to identify happy and sad emotions. The partitioning of data was done
four times with different ratios. The number of hidden layers is optimized. The
overall average accuracy of the neural network classifier, when all the 32 subjects
are considered and accuracy details are calculated. Among the other regions, Frontal
and occipital region showed an accuracy of 96.7% and 92%, respectively. Figure 6a,
b represents the confusion matrix for the classification of happy and sad emotion
for frontal region and occipital region.
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5 Conclusion

In this work to identify emotions, features extracted from EEG signals were used
to represent the physiological changes in the subjects. Mean of the signal, HOC,
Hjorth features were extracted along with entropy and bandpower from each bands
to represent the characteristics of the EEG signals for differentiating two emotions
namely happy and sad. Feature vectors of different brain regions were extracted to
observe the significance of brain regions in emotion classification. The feature vectors
were classified using Backpropagation Neural Network classifier. The developed
neural network classifier has demonstrated an average accuracy above 94.45%.
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Frequency Measurement of Resonator
for Vibrating Gyroscope

M. Gopala Krishnamurthy, D. Dinakar, I. M. Chhabra, P. Kishore,
N. V. N. Rao Pasalapudi and K. C. Das

Abstract A novel and low-cost noncontact solution is realized for measuring the
resonator frequency of vibration by using a sensitivemicrophone. This hemispherical
resonator is operated at a specific mode (mode 2), which is useful for the Coriolis
vibratory gyroscope applications. This mode of vibration is excited in the resonator
by using electrostatic force. The experiments were conducted to measure vibrational
frequency of the hemispherical metallic resonator by using the proposed method. It
is observed that the experimental results are in good agreement with the simulated
results.

Keywords Gyroscope · Noncontact ·Mode-2 vibration · Hemispherical
resonator · Accelerometer · LDV ·Microphone

1 Introduction

Gyroscope is an instrument widely used in the navigation systems for sensing inertial
angular motion about its input axis without any external reference. Over the past few
decades, a host of physical laws were used to develop operational gyroscopes, which
are currently in operation [1]. Development of Coriolis Vibratory Gyroscope (CVG)
addresses all the aerospace applications needs [2]. In this type of gyroscopes, a
vibrating hemisphere is excited to one of its resonant vibration mode called ‘mode
2’ at the fixed amplitude. When the resonator rotates about a particular fixed axis of
a body, a Coriolis force acts on the vibrating resonator element and excites another
resonant mode. The rate of exchange of energy can be measured in terms of change
of amplitude and phase of the signals at different locations around the hemispherical
resonator [3].
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In the presentwork, an electrostatic forcing scheme is being used to establishwave
pattern on to the resonator at its resonance frequency. For very precise and noncontact
measurement of frequency, Laser Doppler Vibrometer (LDV) is generally used. The
laser beam from LDV is directed toward the surface of resonator, by using Doppler
shift, the amplitude and frequency are measured. The LDV setup requires careful
alignment of laser beam and vibrating portion of the resonator. Although LDV gives
a very good measurement accuracy, it is an expensive equipment. In this article,
an alternate method is demonstrated to measure the frequency of a resonator by
using sensitive microphone. The experimental results are in good agreement with
the simulated results.

2 Working Principle

In a CVG, mode-2 vibration also called driving mode is forced electrostatic field
in the hemispherical resonator at fixed amplitude [4]. When the platform on which
CVG mounted rotates about a particular fixed axis, the Coriolis forces acting on the
resonator excites a different resonant mode in another axis also called sensing mode
[5]. The rate at which the energy is transferred between the driving mode and sensing
mode is a measure of the rotation rate of the platform about that axis. The arctangent
of the ratio of the both mode amplitudes change in response to the input rotation
rate. In most cases, the driving mode frequency and sensing mode frequencies are
identical. Examples are vibrating string, hemispherical shell, and in the Foucault
pendulum [5].

In CVG, the driven and the readout mode amplitude satisfies coupled oscilla-
tor equations with Coriolis effect [6–8]. The equations are either same as two-
dimensional oscillator or can be transformed into desired two-dimensional oscil-
lator equations. When the thin-walled hemispherical resonator is forced to ‘mode 2’
vibration, the vibration pattern looks as shown in the Fig. 1 at the equatorial plane
of the hemisphere [9]. In the first half cycle, the resonator deforms to its greatest
ellipsoidal geometry and then returns to its spherical shape. In the next half cycle, a
similar deformation takes place but spatially shifted by 90° in azimuth. This mode
of vibration leads to four antinodes (A, B, C, D) with maximum displacement of
resonator lip of the shell and four nodes (E, F, G, H) with zero displacement is shown
in Fig. 1.

3 Resonator Design and Simulation

A thin wall of 1 mm aluminium hemispherical resonator with 12 g mass and 30 mm
diameter is designed by using SOLIDWORKS®CAD Software with high geometri-
cal tolerances of±5 µm sphero city and CNC machinability. The dimensions of the
designed metallic hemispherical resonator are as shown in Fig. 2a. Nearly 6 mm-
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Fig. 1 The mode pattern of the resonator

Fig. 2 Designed vibration sensor shell a dimensions, b simulated model and c photograph

thick cylindrical central stem holds the hemisphere firmly to eliminate other modes
of vibration when it is forced. Finite Element map (FEMAP) with NASTRAN simu-
lation software is used to analyze and understand the various modes of vibration, on
the resonator and their frequencies. Simulation helped to fix the frequency of mode
2 vibration (as shown in Fig. 2b) and various possible cross coupling of other modes
during the forcing. The selection of material, fixing method of resonator stem are
some more critical parameters in tuning the frequency of resonator. A resonator with
very high dimensional accuracy is realized as shown in Fig. 2c with the designed
frequency of 6259 Hz.

4 Experimental Results and Discussion

During the mode-2 vibration, resonator’s equatorial plane only participates in the
displacement. The contribution of the resonator’s mass in vibration is around 3 g.
Initially, a sensitive accelerometer is used to measure the frequency of the resonator.
During the experiment, it is observed that the mass of the accelerometer (appr. 1 g) is
loading the resonator, leads to incorrect measurement of the frequency. Hence, a non-
contact method of frequency measurement is required to characterize the resonator
and frequency measurement.
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Fig. 3 Block diagram of the
experiment

The experimental setup block diagram to measure the frequency is as shown in
Fig. 3. The resonator is fixed on to the base firmly. Forcing electronics generates the
electrostatic forcing pulse to excite the resonators to its mode 2 vibration. Mode 2
vibration is confirmed by the pick off electronics at the nodes and antinodes locations.
When the resonator vibrates, an audible sound is heard from the resonator.

A calibratedGRASmakes 40AQ random-incidencemicrophonewith IEC 61,094
standard in the frequency range of 3–6 kHz with sensitivity of 50 mV/Pa being used
to detect the frequency of vibrating resonator. Microphone is fixed very close to the
resonator to pick the sound from it in anechoic chamber. When the forcing pulse is
applied on the electrode, the hemispherical resonator generates audible frequency
from it.

DEWE 4011 Data Acquisition System is used to acquire the signal from the
microphone sensor at 50 k samples/s. The analog signal from the sensor with appro-
priate pre amplifier is fed to the inbuilt 16 bit ADC. The acquisition software have
been used to display the real time data from the sensor for further analysis. The
temporal response and frequency response of the sensor are shown in Figs. 4 and
5, respectively. The temporal response of the sensor clearly illustrates the damping
vibration for applied force pulse at resonance frequency. The amplitude of the vibra-
tion suddenly reduced and gradually deceases to zero (low Q-factor of the material).
Frequency response plot of the sensor shows that most of the vibration energy is at
the frequency of 6279 Hz which is closely matched with the simulated frequency of
6259 Hz.

5 Conclusion

A novel and low-cost method is realized to measure vibrational frequency of hemi-
spherical metallic resonator at specific mode with high accuracy by using high-
sensitive microphone. The obtained experimental resonator frequency results are
well matched with the simulated results. This sensor is less weight, miniature size
and low cost. The operating frequency can be altered by changing the various param-
eter of the sensor, because the accuracy of the gyroscope is highly dependent on the
frequency. This sensor is useful for gyroscopic applications to measure rotation rate
of the satellites and aerospace vehicles.



Frequency Measurement of Resonator for Vibrating Gyroscope 315

Fig. 4 Temporal response of the sensor using microphone

Fig. 5 Frequency response of the sensor shell
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Known-Plaintext Attack
on Cryptosystem Based on Fractional
Hartley Transform Using Particle Swarm
Optimization Algorithm

Phool Singh, A. K. Yadav and Kehar Singh

Abstract Known-plaintext attack based on particle swarm optimization algorithm
is mounted successfully on an image encryption scheme that uses single-fractional
Hartley transform. The results point out that the proposed algorithm successfully
retrieved the fractional orders of the transform, which forms the secret keys. Robust-
ness of the algorithm is tested on noisy and missing data encrypted images. The
secret keys are successfully retrieved in the presence of Gaussian noise of consider-
able strength. This study brings out the success of particle swarm optimization algo-
rithm in mounting known-plaintext attack on an optical image encryption scheme in
fractional Hartley domain.

Keywords Known-plaintext attack · Particle swarm optimization · Fractional
Hartley transform

1 Introduction

Optical image encryption approaches for information security are an emerging next-
generation technology. High processing speed, large key space, parallel-processing
capability, computer simulation of optical realization are a few advantages of optical
image encryption over the digital image encryption. Double random phase encoding
(DRPE) is a well-known image encryption algorithm developed by Refregier and
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Javidi [1] in 1995. It uses random phase masks in the spatial as well as the Fourier
domains, to encrypt an input image. Researchers have shown that the double ran-
dom phase encoding is vulnerable to some of the basic attacks like known-plaintext
attack (KPA) [2], chosen-plaintext attack (CPA) [3], ciphertext-only attack (COA)
[4]. To enhance the security of theDRPEschemeby introducing additional encryption
parameters, several other transforms have been attempted in the literature, namely
fractional Hartley transform (FRHT) [5–7], gyrator transform [8], fractional Fourier
transform [9], etc. Security of the schemes vis-à-vis these additional parameters have
been investigated by researchers. Qin and Peng [10] discussed KPA on fractional
Fourier transform and reported that fractional Fourier transform is also vulnerable.
Fractional Hartley transform (FRHT) has been used in many encryption algorithms,
comprising grayscale images [6, 11–13], double images [14], and color images [15].
No study on cryptanalysis of image encryption schemes based on FRHT is reported
in the literature so far.

Motivated by the social behavior of swarm (fish or bird), Kennedy and Eber-
hart in 1995 [16] developed a stochastic optimization technique known as Particle
Swarm Optimization (PSO) which is population based. The PSO algorithm is easy
to implement as compared to other evolutionary algorithms such as evolutionary
programming, genetic algorithm, and evolution strategies. Like genetic algorithm,
PSO algorithm is also initialized with random solutions called population, and make
iterative search for the optimal solution. In particle swarm optimization, solutions
called particles follow the current iteration’s best solution. It is successfully applied
to artificial neural network training, fuzzy system control, function optimization, and
many other areas, where genetic algorithm could be applied. PSO algorithm has the
following advantages [17]: (1) It is easier to implement (2) Fewer parameters to reg-
ulate; (3) Effective memory capability as each particle recollects its previous best;
(3) Efficient in maintaining diversity of the swarm as each particle uses information
connected to the most successful particle. In the field of optical image processing,
Sang et al. [18] successfully applied PSO algorithm in obtaining the parameter of
gyrator transform. They showed that the recovery of the parameter of a single gyrator
transform is much faster with improved particle swarm optimization algorithm as
compared to exhaustive search method (brute force attack).

In this paper, we show how a single-fractional Hartley transform-based scheme,
which provides a larger key space as against gyrator transform, is susceptible to
known-plaintext attack. This paper is organized as follows: in Sect. 2, fractional
Hartley transform and particle swarm optimization are briefly introduced, and the
encryption scheme with its validation is presented. Section 3 presents PSO-based
KPA algorithm to retrieve the secret keys, that is, the orders of the fractional Hartley
transform. The final conclusions are presented in Sect. 4.
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2 Related Background

2.1 Fractional Hartley Transform

Fractional Hartley transform (FRHT) with fractional order α and β, of the plaintext
I(x, y) is defined [6] as

Hα,β(u, v) �
√

(1 − i cot θ1)(1 − i cot θ2)

2π
exp

[
iπ

(
u2 cot θ1

λgs1
+
v2 cot θ2

λgs2

)]
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−∞
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where gs1 and gs2 are focal lengths of lenses, respectively, in the x and y directions,
λ is the wavelength of the input light when implemented optically, cas � cos + sin,
θ1 � απ/2 and θ2 � βπ/2.

The two-dimensional FRHT can be written in terms of the fractional Fourier
transform (FrFT) as follows [6]:

Hα,β(u, v) � 1 + exp[i(θ1 + θ2)/2]

2
Fα,β(u, v) +

1 − exp[i(θ1 + θ2)/2]

2
Fα,β(−u,−v). (2)

2.2 The Scheme

In the optical encryption process, a host image/plaintext I(x, y), is bonded with a
random phase mask (RPM ), and placed on the input plane. It is then subjected to
the fractional Fourier transform with orders (p, q), resulting in an encrypted image
En(x, y), as shown in Fig. 1a. The decryption process (Fig. 1b) consists of applying
fractional Hartley transform of order (−p,−q) on the encrypted image and taking
the amplitude part of the resulting image to recover the host image. The scheme has
been validated with the input grayscale images (Lena and Boy Fig. 2a, b) of size
256 × 256 pixels, by performing simulation on MATLAB 9.3 (2017b). Application
of fractional Hartley transform of order p � 1.5678 and q � 1.7342 on the input
images produces encrypted images, whose real and imaginary parts are shown in
Figs. 2c–f. The corresponding decrypted images obtained from algorithm in Fig. 1b
are shown in Fig. 2g, h.
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Fig. 1 a Encryption and b decryption scheme based on a single FRHT

(a) (c)

(b) (f)(d) (h)

(e) (g)

Fig. 2 a, b Input images; c, d and e, f are, respectively, the real and imaginary parts of the encrypted
images; g, h are the recovered images

2.3 Particle Swarm Optimization Algorithm

Motivated by the schooling and flocking patterns of swarms (fish and birds), Particle
Swarm Optimization (PSO) was developed by Kennedy and Eberhart in 1995 [16].
They simulated bird’s swarm behavior by particles in a search space. Each particle
has its peculiar velocity and position, and represents a potential solution. The PSO
algorithm is initiated with random values of particles. On the basis of value of the
fitness function, the position and the velocity of every particle are updated on every
iteration of PSO. At each iteration, values of variables get adjusted according to the
value that is nearest to the target. Consider a group of birds hovering over a region,
where they can feel the odour of an out-of-sight source of foodstuff. The one which
is nearest to the foodstuff chirps the loudest and the other birds start following in
the direction of loudest sound. If any of the other circling birds approaches near
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to the target as compared to the first, it chirps louder than first and the others go
around over toward it. This converging pattern toward the target continues until one
of the birds gets the foodstuff. This algorithm is simple to comprehend and easy in
its implementation. After finding the two best positions, one local best (pbest) and
another global best (gbest), the velocity v and the position p of each particle are
updated by the formulae as in [19]:

v
[
updated

] � w ∗ v[current] + c1 ∗ rand() ∗ (pbest − p[current])

+ c2 ∗ rand() ∗ (gbest − p[current])

p
[
updated

] � p[current] + v
[
updated

]
(3)

where w is inertia weight, c1 and c2 are learning factors and rand() is a random
number between (0, 1).

The following values of PSO parameters are considered in our simulations: maxi-
mum number of iterations is 100, fitness function is the mean-squared-error between
the plaintext and the recovered image, range for FRHT orders is (0–2), inertia weight
w is 0.8, and the learning factors c1 and c2 are taken as 1.4 and 2 respectively.

3 Known-Plaintext Attack Based on PSO

In this section, we look at how the FRHT-based image encryption scheme (Fig. 1a)
can be susceptible to the known-plaintext attack (KPA). In KPA, it is anticipated
that attacker knows the encryption scheme and tries to recover the encryption keys
from the plaintext–ciphertext pair. The fractional orders of FRHT are additional
secret keys for encryption which the attacker would attempt to recover. Herein,
we present KPA on a scheme based on a single-fractional Hartley transform, using
particle swarm optimization. A brute force attack would pose a serious challenge
to the attacker in recovering the encryption keys provided by the orders (p, q) of
the FRHT. However, due to linearity of FRHT, it is reasonable to believe that the
fractional Hartley transform has a security flaw.

PSO-based KPA algorithm uses the plaintext–ciphertext pair to retrieve the secret
keys corresponding to the encryption scheme Fig. 1a. Mean-squared-error (MSE) is
considered as the fitness function for the PSO algorithm and is given by the formula
as follows:

MSE � 1

N × N

N∑
x�1

N∑
y�1

|Io(x, y) −Ir(x, y)|2 (4)
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PSOEn(x,y)

f(x,y)

p,q

Fig. 3 Proposed PSO-based KPA

Table 1 Retrieved fractional Hartley transform orders (p, q) using PSO algorithm, and correlation
coefficient between the plaintext and the decrypted image using retrieved keys

No. of iterations Fractional Hartley transform
orders (p, q)

Correlation coefficient

1 (1.5409, 2.2486) 0.163

10 (1.5649, 2.2452) 0.280

20 (1.5667, 1.7276) 0.512

30 (1.5669, 1.7344) 0.804

40 (1.5681, 1.7341) 0.958

50 (1.5678, 1.7341) 0.999

60 (1.5678, 1.7342) 1

70 (1.5678, 1.7342) 1

80 (1.5678, 1.7342) 1

90 (1.5678, 1.7342) 1

100 (1.5678, 1.7342) 1

Here, Ir(x, y) are the pixels values of the recovered image obtained through the
retrieved orders of FRHT from PSO algorithm and Io(x, y) are those of the original
image. A flow diagram of the proposed KPA is shown in Fig. 3.

Table 1 shows the retrieved fractionalHartley transformorders (p, q)usingparticle
swarm optimization after 1, 10, 20,…, 100 iterations. Another statistical metric used
in our analysis is correlation coefficient (CC), which is defined in terms of covariance
(cov) and standard deviation (σ ) as

CC � cov(Io(x, y), Ir(x, y))

σ (Io(x, y))σ (Ir(x, y))
. (5)

The correlation coefficient between the input and the recovered images, as a result
PSO algorithm for 1, 10, 20, . . . , 100 iterations is also displayed in Table 1. Figure 4
shows recovered images of Lena obtained by using the proposed KPA algorithm
after 10, 30 and 50 iterations. Results indicate that the image is recognizable after 30
iterations of PSO algorithm with correlation coefficient more than 0.804. The drop
in MSE for grayscale images as seen from the curves Fig. 5 plotted of CC (for Lena
and Boy) against number of iterations of PSO algorithm. After 30 iterations, the PSO
algorithm shows faster convergence as indicated by a rapid fall in the MSE (Fig. 5).
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(a) (c)(b)

Fig. 4 a–c Recovered images by using retrieved FRHT orders from the proposed KPA algorithm
after 10, 30, and 50 iterations, respectively
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Fig. 5 Plot of MSE curves versus number of iterations of PSO algorithm

3.1 Robustness of the Algorithm in Presence of Noise
in the Encrypted Image

We have tested our algorithm on noisy encrypted images E′. Gaussian noise (G) of
strength (k) with mean zero and standard deviation unity is added to the image En
according to the formula [20, 21]:

E′ � En(1 + kG). (6)
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Fig. 6 Plots ofMSE versus number of iterations of PSO algorithm for noise strength k � 1, 2, 3, 4,
respectively, in (a–d)

Results indicate that the algorithm can successfully retrieve the encryption keys
(FRHT orders), from a highly noise-affected encrypted image, with noise strength as
high as k � 4. Plots of MSE versus number of iterations for different noise strength
have been shown in Fig. 6. For noise strength k � 1 (Fig. 6a), the minimum value
of MSE achieved by the algorithm is 3470. This high value of MSE is due to the
noise present in the encrypted image. Similarly, high values of MSE achieved by
the PSO-based KPA algorithm in plots Fig. 6b, c, d, is due to higher noise strength
k � 2, 3, 4 respectively. Figure 7 shows convergence of our algorithm in presence
of different noise strengths for retrieving FRHT orders. It is observed from the plots
that irrespective of extent of noise present in the encrypted image, our algorithm
successfully retrieves the secret keys within 40 iterations.
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3.2 Robustness Against Missing Data of the Encrypted Image

We have also performed an attack wherein we have shown that the algorithm can
retrieve the FRHT orders with some missing encrypted data (occlusion attack). The
encrypted image En has lost 10, 20, 30 and 40% data, and the corresponding MSE
curves with retrieved secret keys (FRHT orders) are shown in Fig. 8 for Lena. Results
show that up to 30% occlusion, the proposed algorithm successfully retrieved the
secret keys, the orders of FRHT, i.e., p � 1.5678 and q � 1.7342. Although MSE
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of the recovered images improves with the number of iterations of PSO, it does not
change after 45 iterations.

4 Conclusions

Particle swarm optimization algorithm-based known-plaintext attack is successfully
mounted on an image encryption scheme that uses single-fractional Hartley trans-
form. The results reveal that the proposed algorithm successfully retrieved the secret
keys that are the fractional orders of the transform for the grayscale images. The algo-
rithm is tested for its robustness for noisy and occluded images. Simulations show
that irrespective of the extent of noise present in the encrypted image, our algorithm
successfully retrieved the secret keys. Our algorithm also shows successful retrieval
of the secret keys, for occluded encrypted image up to 30% occlusion.
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DUCA: An Approach to Elongate
the Lifetime of Wireless Sensor Nodes

S. B. Bore Gowda and G. Nayak Subramanya

Abstract Clustering the wireless sensor network (WSN) is a persuasive method-
ology for increasing the sensor nodes’ lifetime. The clustering algorithms normally
selects nodes as a cluster head only if the node has abundant remaining energy and
quick energy depletion in the nodes is balanced through rotating the cluster heads at
regular intervals. Mostly, the WSN is divided into small areas of identical size called
clusters, which lead to non-uniform energy loads among the heads of the cluster and
member nodes of the cluster. The head nodes of the cluster closer to the sink have a
larger burden of the energy load. In order to prolong the premature node failure, it is
verymuch essential tomanage the energy load of the nodes.We propose aDistributed
Unequal Clustering Algorithm (DUCA), which addresses hotspot issues and imbal-
anced energy consumption. In the proposed algorithm, the energy load balancing is
dealt with by making the cluster size small which is near to sink against the nodes
farthest from the sink. For inter-cluster communication and direct routing with the
sink, the multi-hop routing technique is implemented. The behavior of the proposed
protocol is simulated against the LEACH protocol. The simulation results prove that
the proposed unequal clustering method balances uniform depletion of energy in
the network and also effectively addresses the hot spot issues. The proposed DUCA
enhances the greater improvement in the lifespan of the WSN.

Keywords Clustering · Energy · Routing · Lifetime · Energy efficiency
Wireless sensor network

1 Introduction

The technical advancements in the field of communication and sensing lead to the
developments of devices with communication capability to monitor continuously
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some physical phenomena results in the evolution of WSNs. WSN as a promising
domain of networked systems contains a huge number of low-powered wireless
nodes with certain constraints in CPU and an on-chip memory employed to gather
the certain physical attributes from the environment. The wireless nodes are tiny, less
expensive, multi-operational devices deployed in the sensor field. The environment
being sensed by the sensor nodes shapes the data through the processor to convert it
to a more readable form and also transmit the sensed attribute to the neighbouring
nodes or to the head nodes. The sensor nodes communicate with the nodes situated at
different distances using the wireless channel. The WSNs are primarily employed to
take participation to perform assigned jobs, for example, administering the environs,
safety monitoring, analysis of the battleground, security and health care.

The WSN is one of the promising technologies that can be used for gathering
information. The WSN is capable of creating a universal environment suitable for
distant sensing, observing and regulating a media or environmental state. The good-
ness ofWSN is quite evident that it is capable of realizing adequate tracking of events
occurring at a faraway locality that may or may not be inaccessible.

2 Literature Review

The data dissemination in WSN is primarily dependent of the kind of routing paths
used to transmit the data to the intended destination from the source of information.
The WSNs are highly constrained in energy, processing and communication. Many
challenges raised during the routing process are addressed by plenty of the proposed
algorithms in the literature to manage the many challenges raised during routing.
Basically, the routing protocols for WSN are grouped depending on two factors:
network structure and network operation. In a hierarchical network topology, certain
factors and specific preconditions play important roles in the organization of sensor
nodes in the field into clusters. Different tasks are being executed by different nodes
in the WSNs [1].

Clustering is a process of organizing the sensing devices called nodes into a
hierarchical structure, which exists in their relative vicinity. The lifespan of the nodes
is boosted by thewell-known schemecalled clustering.Basically, the clusteredWSNs
consist of two kinds of heterogeneous or homogenous nodes in each individual cluster
namely: cluster head and member nodes of the cluster. The member nodes of the
cluster sense the data from the surrounding sensing area at a specified interval and
finally, forward it to the cluster head (CH). Depending on the type of the application,
the data aggregation of collected one from themembers of the cluster is performed by
the cluster heads. The aggregated data is forwarded to the sink either by single-hop
or multi-hop mode of communication technique.

Hybrid Energy-Efficient Distributed Clustering (HEED) [2] is one of the most
popular power conservative protocol. HEED is an example of a hierarchical cluster-
ing protocol in which member nodes and cluster heads communicate by single-hop
mode, whereas between cluster heads and sink employs a multi-hop mode of com-
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munication. The basic factors used for selection of cluster heads are each node’s
remaining battery power and the energy expense involved in intra-cluster communi-
cation.

One of the distributed hierarchical clustering algorithms, which employs k-hop
communication for elongating the lifetime of the WSN is an energy-efficient hierar-
chical clustering (EEHC) [3]. The EEHC protocol operation begins as follows: all
sensor nodes with probability “p” are chosen as cluster heads. These nodes broad-
cast their selection to the nearby nodes that fall into their communication range. The
cluster heads selected this manner are termed as the volunteer cluster heads.

The PEGASIS [4] is a communication protocol for WSN. The nodes form the
chain, which is initiated by the farthest node. In PEGASIS, nodes communicate only
with adjacent neighbouring nodes. The node gets a chance to become a cluster head
sequentially for data communications to the sink. Some of the features of PEGASIS
are: random node placement, performing data fusion and the ability of the nodes to
detect the vital data, supporting the wireless media of communication.

TEEN [5] is another protocol, which employs hierarchical-and cluster-based rout-
ing. TEEN forms small clusters by grouping the deployed sensor nodes. The clusters
are managed by a particular cluster head. The member nodes send their sensed data
to the respective cluster heads. The aggregated data is routed to a next level cluster
head for the sink.

The most popular protocol inWSNs, Low-Energy Adaptive Clustering Hierarchy
(LEACH) [6] is a hierarchical routing protocol. The succeeding cluster and routing
protocols for WSN are inspired by LEACH. The primary goal of LEACH in the
clustering process is that it rotates the selection of sensor nodes as cluster heads
periodically. The criteria used for the election of cluster head depend on: set threshold
and node should not be a cluster head in any of the previous rounds, i.e. the lifetime
of the network. The threshold values set for the election of cluster head is based
on the nodes probability. The randomly elected cluster heads form the clusters by
broadcasting the information through advertisement message to the neighbouring
nodes. In order to ensure the almost uniform distribution of energy load, the protocol
selects the eligible node as new cluster heads at each and every round.

3 Proposed DUCA Protocol

3.1 Energy Model for Sensor Nodes

A simple radio energy hardware model is considered to calculate the energy expen-
diture to execute the receive/transmit electronics [6]. The radio energy model for the
WSN is given in Fig. 1. The proposed protocol is simulated either by considering
free space (fs) or multi-path (mp) fading model depending upon the remoteness of
the receiver and transmitter. For the less threshold distances, the free space model is
suitable and for higher threshold distances multi-path model is used [6].
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Fig. 1 Typical radio energy model of the sensor nodes [6]

If the distance from the transmitter to receiver node is d, the amount of power
dissipated to send a message of length k-bit is computed as follows:

ETx(k; d) � ETx_elec(k) + ETx_amp(k; d) (1)

where ETx_amp and ETx_elec are the energy dissipation incurred to run power amplifier
and transmit electronics, respectively.

Based on the distance from the transmitter to the receiver, the transmitter energy
dissipation can be controlled by setting the power amplifier. The radio energy model
to compute the power dissipation of multi-path fading (d4 power loss) and free space
(d2 power loss) channel are given as follows:

ET x (k, d) �
⎧
⎨

⎩

kEelec + k ∈ f s d2, d < d0

kEelec + k ∈mp d4, d ≥ d0
(2)

The energy expended by the receiving sensor node to receive a message of length
k-bit is computed as follows:

ERx(k) � ERx_elec(k) � kEelec (3)

d0 �
√

∈ f s

∈mp
(4)

where Eelec is the electronics energy dissipation and it depends on the following
factors: filtering type, digital coding, spreading of the signal, modulation technique.
The acceptable bit error rate (BER) and the separation between the receiver and the
transmitter decide the amplifier energy dissipation, ∈ f s d2 or ∈mp d4. The threshold
transmit distance for the amplification circuit is represented by the symbol d0.
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3.2 Methodology of the Proposed Protocol

The proposed protocol employs competent distributed approach for maximizing the
lifespan of the network. The clusters are created such that the energy load distribution
is uniform across the deployed sensor nodes. To choose a node as a cluster head, the
proposed protocol considers the residual energy of the node as the primary criteria.
This helps in network scalability and data compression to decrease the quantity of
sensed information to be transmitted to the main collecting centre, i.e. base station.
Large amount of energy is conserved by employing data fusion locally andmulti-hop
transmission. The TDMA type of access technique minimizes the during inter and
intra-cluster communication. These strategies employed in the proposed algorithm
enhance the energy conservation by a greater extent, therebymaximizing the network
life time.

The proposed DUCA protocol operation is classified into four different phases:
Cluster setup phase, Cluster head advertisement phase, Scheduling phase and Data
transmission phase.

Cluster setup phase: The sink collects the necessary information of every node
through the dissemination of REQ message into WSN. The information includes:
node ID and localization details such as (x, y) coordinates of the node’s position
in the WSN. Every node in the sensor field reacts to the sink by transmitting the
requested information. The WSN is partitioned into the desired number of unequal
clusters by sink depending on the localization information gathered from the nodes in
the network. In unequal clustering, smaller sized clusters are formed which are near
to the sink as compared to clusters created farthest from the sink. The sink computes
the cluster radius RCi to form clusters of unequal size using the maximum cluster
radius Ri [7].

RCi �
[

1 − C · dmax − di (ci , S)

dmax − dmin

]

Ri (3)

where dmax represents the maximum distance to cluster from the sink and dmin is the
minimum distance, d(Ci, S) is the separation from the cluster centre Ci to the sink, a
constant coefficient C value range between 0 and 1, and the maximum cluster radius
is Ri. By varying the constant C, the cluster radius can be varied. The cluster radius
decreases, if the C value is increased from 0 to 1. The sink partition the complete
sensor network into a predetermined number of clusters of unequal size.

After the completion of network portion, the sink broadcasts the cluster informa-
tion CLUST which contains the cluster centre to every node in WSN and ID of the
cluster. The decision of joining the cluster they belong to is made by obtaining the
cluster ID information in the message CLUST . The cluster ID is very much useful
to group the nodes into the cluster.

Cluster head advertisement phase: During this phase, selection of node as a cluster
head for every cluster formed is processed. The critical parameter to be considered to
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decide the cluster head for the subsequent round is the remaining energy of the node
battery. In the beginning of every new round of protocol operation, node with more
residual energy and very near to the cluster centre is elected as the head of cluster.
Subsequently, all the member nodes of the cluster will receive an advertisement
message CH_ADV from the elected cluster head. The CH_ADV message from the
adjacent clusters is also being received by the nodes. Every node determines their
probability to be the member of the cluster or not depending on the strength of the
signal being received. If the nodes are inside the communication range of the cluster
head, then the cluster heads receive JOIN message from them. Through this process,
nodes intimate their willingness to be the member of that cluster to the closest cluster
head. The cluster head gathers all the JOIN messages from the member nodes.

The collisions due to intra- and inter-cluster communication are avoided by
employing TDMA scheduling technique. In this TDMA scheduling technique, each
is allotted the specific time slot and is free to transmit only during their specific time
slot and other nodes will be in the sleep or idle state.

TDMA Scheduling phase: Depending on the number of cluster members, the distance
to the cluster head, the cluster head creates TDMA schedule. The cluster head creates
TDMA time slot by taking the number of nodes and distances into account. These
TDMA time slots convey the information when they can transmit the data to the
cluster head. When the TDMA time slot of all the member nodes is decided by the
cluster head, then it broadcasts the time schedule to the cluster member nodes.

Data Transmission phase: The member nodes of the cluster send their sensed infor-
mation to the cluster heads in their allotted TDMA time slots. The member nodes
can turn off their transceiver and can enter into sleep mode

Themember nodes of the cluster can communicate onlywith the respective cluster
heads and transmit their data to the immediate cluster head during the assigned
TDMAtime slots.After knowing their TDMAtime slot assigned to them, themember
nodes turn off their transceiver and goes to sleep mode. The energy of the nodes is
greatly conserved by putting them in sleep mode untill their TDMA time slot. The
node enters into wake up mode when their time slot arrives, and collects the data
by sensing the media and transmits it to the cluster head. The data being sent by
the member node during their time slot is collected by the cluster heads and data
aggregation is performed for transmission. The redundant data being sent to the sink
is reduced by the data aggregation techniques. This technique greatly contributes
towards the conservation of energy in the sensor nodes.

Data from the network reaches the sink node by the multi-hop mode of trans-
mission. In multi-hop mode, the data from the farthest cluster head reaches the sink
through the nearest intermediate next level cluster head in the path of the sink. The
data being received by all the intermediate cluster heads from higher cluster levels
and as well as its own data undergoes data aggregation by every intermediate cluster
heads and send the same to the next level cluster head. Finally, the data is forwarded
to the sink by the mode of multi-hop transmission.
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4 Simulation Results

The proposed protocol’s performance is evaluated using MATLAB. The energy
depletion in each node is calculated by considering the energy expended during
transmission and aggregation. The performance of the DUCA is analyzed with the
LEACH protocol. The simulation parameters [6] considered for the proposed pro-
tocol are listed in Table 1. The protocol was simulated by deploying 200 nodes in
100m× 100m square region. The nodes in the LEACH deplete their energy quickly,
since the CHs reach the base station in one hop, which is more energy-consuming
process. Also, in LEACH, at the end of every round, the nodes make fresh negotia-
tion to elect CH nodes. This increases the communication overhead and consumes
more node energy. The nodes deplete their energy quickly and die faster in LEACH
than UDCA. From Table 2, it is evident that the first node died during round 755 in
LEACH, but in the proposed DUCA protocol it is reported in the round 891. The
nodes death rate is prolonged in UDCA, since it uses energy-efficient techniques to
extend the network lifetime. From Table 3, it is observed that last node died early in
the LEACH. i.e. during the round 1358, but in proposed DUCA protocol it is in the
round 1439.

In WSN, network longevity is one of the important measures for the performance
evaluation of the whole network. If the node depletes the battery power very slowly
without compromising the network operation, this increases the lifetime of theWSN.
The network lifetime is measured by taking the number of nodes that are alive in each
round into considerination and it is shown in Fig. 2. From Fig. 2, we observed that

Table 1 Simulation parameters

Parameter Symbol Values

Simulation area M × M 100 m × 100 m

Total number of nodes N 200

Base station position (x, y) (50, 175)

Packet size P 500 bytes

Propagation delay Td 50 µ s

Transmit/Receive electronic Eelec 50 nJ/bit

Amplifier constant ∈ f s 10 pJ/bit/m2

∈ f s 0.00013 pJ/bit/m2

Initial energy E0 0.5 J

Energy for data aggregation EDA 5 nJ

Table 2 First node death

Protocol Round number

LEACH 755

DUCA 891



336 S. B. Bore Gowda and G. Nayak Subramanya

Table 3 Last Node Death

Protocol Round number

LEACH 1358

DUCA 1439
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Fig. 2 Network lifetime

the proposed DUCA protocol maximizes the network life by controlling the death
rate of the nodes. The algorithm employs distributed CH selection methodology as
compared to the LEACH.

5 Conclusion

In this research work, a novel distributed unequal clustering protocol is presented.
The distributed unequal cluster formation andmulti-hop communication greatly con-
tribute in extending the network lifetime. The hot spot problem is common in WSN
with equal cluster size and also energy load among the nodes is also non-uniform.
The hot spot problem is taken care by the method of unequal clustering, which also
distributes the energy loads almost uniformly among the nodes.

In the presented DUCA algorithm, the cluster size is smaller near to the sink node
compared to faraway clusters. This enables the CHs near to base station will have
less energy loads from the member nodes of the cluster. In addition, these nodes
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will have more loads from the faraway CHs. Since the energy load is spread evenly
among the sensor nodes, so the nodes will have a lower death rate in the proposed
algorithm compared to LEACH.
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Video Image Retrieval Method Using
Dither-Based Block Truncation Code
with Hybrid Features of Color and Shape

Pradeep Yadav, Rishi Gupta and Sandeep Kumar

Abstract This paper presents the different approaches by which the video image
retrieval systems can become more efficient. In today’s world large database not
only create the problem but also increases the complexity in terms of time as well
as size. Traditional methods are now not so efficient to handle such problems, like
computational time, response time, and complexity. In such a scenario dither-based
block truncation method with hybrid features of color and shape together provides
the better solution than BTC and all other methods. It not only limits the complexity
but also provides the best compression and retrieval solutions.

Keyword Dither-based block truncation code · Hybrid · Color · Complexity

1 Introduction

People are producing millions of color images and videos daily, these may be of
animals, plants, buildings, people, related to medical field, etc. From these images,
we can collect huge amount of information and this information [1] provide us the
different aspect and behavior of the data (images). Traditional image retrieval system
was based on the features such as keywords, serial no., indexing, title, etc. This kind
of system was useful for small databases, but as technology advances, database also
expanded, so in this environment advanced system is needed for the retrieval that
should be less time consuming and should be more efficient. Thus, many research
scholars are working in this direction [2–10]. Now, the question comes how we can
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gather different information from the images and videos, as we have basic three
features by which we can collect huge amount of information.

Color is a simple and basic prime feature to represent an image, different color
extraction methods [11] have been developed and much research has been done in
this field.

The second and most important feature of an image is shape, by using shape we
can extract the features of an image, shape can vary differently, we use different
edges to extract the shape features. Different algorithms have been developed such
as Canny edge detector [12] used for shape feature detection, whereas edge his-
togram descriptor feature of MPEG-7 [13], in which different edges were used like
horizontal, vertical, diagonal, etc.

The third important feature which plays an imperative role is texture, which shows
the physical properties of the images. The physical properties of the image are calcu-
lated by such as roughness, contrast, directionality, degree of regularity, roughness.
There are a number of texture features which have been used commonly like the
Wavelet transform feature [14], Tamura Texture feature [15], Simultaneous Auto-
Regressive (SAR) models [16], and Gabor texture features [17].

These are the different features by which we can find out the information about
the images and videos. Nowadays many of the researches use hybrid methods for
the information retrieval. Some of them use color and shape features other are using
shape, textures, etc.

2 Literature Survey

Huang and Dai [18] asserted that accuracy and efficiency are two important factors
that need to be focused while designing the content-based image retrieval system.
To increase the efficiency and performance they use composite sub-band gradient
vector and the energy distribution pattern string. So, these are the some of the basic
parameters by which we can improve and make the most efficient system.

Lu and Chang [19] use the mean value, standard deviation, color distribution as
parameters to represent the feature of the image. Hence, retrieval of related images
from the digital database becomes more efficient. They also become successful in
reducing the memory space to store the features of the image database compared to
the other methods.

Lai and Chen [20] asserted that to precisely and effectively retrieve the similar
image from the database, we need to follow some of the best mechanisms, and one
of them is to use interactive genetic algorithm in which standard deviation, bitmap,
and mean value possibly will be used as a color feature of the images or we may say
that by using these attributes we can retrieve the features of the images. Similarly,
edge histogram and the entropy are used as the texture features.

Due to the huge volume of the graphics information, there was a need of some
efficient image retrieval algorithms, so that within a time frame efficient retrieval can
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be achieved. Block truncation code is one of the best methods used for efficiently
coding of images and also for indexing and retrieval purposes.

Guoping Qiu proposed block truncation code [21] for retrieval of the images from
the large image database. Block co-occurrence matrix and block pattern histogram
were the two features used to recover the images from the database. Here, block
truncation method is not only used for compression but also used for indexing as
well as retrieval. In this method, the mean value is calculated for each block.

3 Methods and Algorithms

3.1 Block Truncation Code Method

Block truncation code method [21] is one of the best compression methods. It is not
only used for compression but also used for indexing and retrieval purposes. In this
method, first of all, an image is to be divided into small blocks that may vary from
size to size. Then, each block will be coded one at a time. Each pixel within the block
is coded by a binary bitmap. The following steps will be followed:

Step 1 Split the image into different size blocks.
Step 2 Blocks may vary in size (M×N), where M�1 to n

And N�1 to n.
Step 3 Let X1, X2, X3,…,Xn are the values of each pixel in the block.
Step 4 Compute the mean pixel value of each block of frame

Mean� ratio of the sum of the values to the total number of elements in the
set.

Xmean = (X1 + X2 + X3 + Xn)/ n (1)

Step 5 Compare each pixel value with the mean value, mean value will be treated
as a threshold value(T).

Step 6 Encoding
If the value of a pixel is greater than or equal to the mean value or threshold
value(T), then the bitmap value of that pixel will be 1 else the bitmap value
of that pixel will be 0.

Step 7 Calculate the standard deviation value for each block.
Step 8 Decoding

For each block,replace the pixel bitmap value by the mean value.

As there are different color space models are available, RGB and CMY are one
of them, to create bitmap in RGB color space we use three components in RGB;
therefore, initially for each pixel position we have

Pij � 1

3

[
Rij + Gij + Bij

]
(2)
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where i�1 to m and j�1 to n.
After calculating the value Pij (value of each pixel) then threshold is computed

T. If the value of Pijis greater than T then replace the value of each pixel by binary
bitmap 1on the other hand if the value is less than T then replace it by 0. Where M×
N represents the block size.

After getting the binary bitmap value a binary matrix will be generated.
For example, if we have an image of 600×800 resolutions. Split the image into

small blocks, let the block size be of M×N � 4×4, as we have three color com-
ponents for each pixel position, now the matrix of each color component is given as
follows:

⎡

⎢⎢⎢
⎣

47 65 35 42
35 38 16 26
12 41 52 36
24 36 43 58

⎤

⎥⎥⎥
⎦

Ṙij

⎡

⎢⎢⎢
⎣

36 55 35 72
56 27 82 54
63 37 52 58
36 57 40 63

⎤

⎥⎥⎥
⎦

Ġij

⎡

⎢⎢⎢
⎣

35 65 35 52
52 38 26 22
19 43 35 73
34 31 47 98

⎤

⎥⎥⎥
⎦

Ḃij

.

After getting the matrix, we have Pij

⎡

⎢⎢⎢
⎣

39 61 35 53
47 34 41 34
31 40 46 55
31 41 43 73

⎤

⎥⎥⎥
⎦
.

Compute the threshold value (T) or mean value or Xmean �44.
Now, compare the mean value with the threshold value (T).
If (Pij) ≥ T replace it with 1.
Otherwise place 0.
By replacing, we will get following binary bitmap matrix

⎡

⎢⎢
⎣

0 1 0 1
1 0 0 0
0 0 1 1
0 0 0 1

⎤

⎥⎥
⎦.

By this, we get the bitmap value of each block and after computing all the blocks
we will get the bitmap representation of an image, this process is known as decoding.

Block truncationmethod is not only a compressionmethod but also used for image
indexing and image retrieval, several methods have been developed with the help of
BTC to retrieve images on the basis of different features, like color, shape, and texture.
Now, in this era technology is developing day by day, to improve the performance
researchers developed some advanced method to overcome the limitation of this
algorithm, one of the methods that Jing-Ming Guo and Ming-Feng Wu proposed in
their research [22] that is known as ordered dither block truncation coding (Fig. 1).
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Fig. 1 Conversion from color to grayscale using BTC algorithm [23]

3.2 Dither-Based Block Truncation Code

To improve the performance of the block truncation code method dither-based BTC
has been introduced. As we know that large database (specially images and video
collection) become common and retrieval of the data from the large database becom-
ing complex and time consuming day by day. In order to reduce the computational
complexity and to reduce the processing time, dither-based block truncation code
[24] plays an imperative role.

Dither-based block truncation code yields better image quality by adding dither
value effect.

Let the dither array be
Marray � [M0, M1, M2,…, Mn] where 0<n<255.
As we have the minimum and maximum values of the block, say Xmin and Xmax.

By using the dither array table inwhich different scaled dither array stored ranging
from 0 to 255. These different scaled dither arrays are obtained by the given formula
[22, 24]

MPij � K × M
(
Pij

) − Mmin

Mmax − Mmin
(3)

where Pij represents the pixel position and Mmax and Mmin show the maximum and
minimumvalues in the dither array [25], where k represents the scaling factor ranging
from 0 to 255.

Therefore, by using dither-based block truncation code method a better quality
image can be reconstructed.

If we want to retrieve the images, then we can use color as well as shape feature
by using dither approach. This is the best method for retrieval proposed in [24].

3.3 Similarity Algorithms

There are different kinds of similarity measurement algorithms available, which are
used to find the similarity between the elements, if the distance value between the two
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elements is zero then the images appear similar and similarity factor becomes one.
Several algorithms are available tomeasure the similarity, someof themareEuclidean
distance measurement algorithm, min-max ratio algorithm, Hamming distance, etc.

The distance between the two vectors is calculated by the sum of squared differ-
ences

D(x, y) �
N∑

n�1

(xn − yn)
2 (4)

S(x, y) � 1 − D(x, y) (5)

x the feature vector of query image.
y the feature vector of one of the image present in the database.
n the nth coefficient of the feature vector.
S Similarity value of the image

The distance between the two vectors is calculated on the basis of min-max ratio.
The similarity between the two images X and Y is given by

S(X ,Y ) �
∑N

n�1 min(xn, yn)
∑N

n�1 max(xn, yn)
(6)

4 Hybrid Method

In this method, we can take the video and by using the color and shape together as a
feature we can create the database. As we know that video is a collection of images,
we get the sequence of images similar to each other. As an individual image define
its property by color, shape, and texture. Hence, here color and shape provide the
basic information about an image. By combining the color (C) and shape (H), we
get CH feature by using it we create the database.

By using the sequence of images, we have database of several videos. Here, we
have two videos one of the video is given in Fig. 2 [26] inwhich the video is converted
into sequence of frames and in the other video we have a man playing golf.

Now, by using the color (C) and shape (H), i.e. CH we will create the database.
Now, by using CH as a feature of query image or sequence of images by using
similarity measurement algorithm we will compare the database. This method will
be more efficient than other methods.

By the above results, we can see that the video retrieval is more accurate by using
color and shape feature together. In Fig. 3 [27], a person with a red t-shirt is our query
video, we are getting only four similar videos by color feature on the other hand by
using bit-pattern feature or shape we will get only two similar video frames, and on
the other hand if we combine both the feature we will get four similar video frames,
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Fig. 2 Sequence of images (Video)

Fig. 3 Retrieved video frames on the basis of color and shape, respectively

this shows that the CH hybrid method is more efficient than other methods (Fig. 4)
[27].
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Fig. 4 Retrieved video frames on the basis of CH

5 Performance Evaluation

Different evaluation parameters are used to evaluate the performance as well as
efficiency of the system. Some of the parameters are as follows:

(1) Precision: The numbers of similar images retrieved to the total number of images
are retrieved.

P � Ps/Ts (7)

(2) Recall: The number of similar images retrieved to the total number of similar
images in the whole database.

R � Rs/Tr (8)

By these two parameters, we evaluate the performance.

6 Conclusion

Hybrid features using the dither algorithm on videos is a more efficient and best
retrieval method, it reduces the complexity and computational time, it provides the
best solution for reconstructing the quality based images. By using hybrid feature
selection, we can achieve better results.We can use color and shape together to create
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database of the video images, we can vary the range of colors and different shape
patterns so better results can be achieved.
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Significance of Haralick Features in Bone
Tumor Classification Using Support
Vector Machine

M. V. Suhas and B. P. Swathi

Abstract Accurate classification of bone lesions into benign and malignant tumors
plays a key role in determining the treatment course (surgical intervention or radia-
tion), an essential part of radiologists work. In this work, we investigate the signif-
icance of Haralick textural feature components in an application to computer-aided
classification of the bone tumor into benign and malignant. The Haralick features
from Computed Tomography (CT) images are extracted to form the dataset. Support
Vector Machine (SVM) with medium Gaussian kernel function is trained and tested
with the dataset consisting of various malignant and benign tumors. The dataset pre-
pared by extracting the Haralick features are subjected to Correlation-Based Feature
Subset (CFS) Selection. The accuracy of the classifier is measured in each case. The
study reveals an increased accuracy post-feature selection.

Keywords Haralick features · Support vector machine · Computed tomography
Bone cancer · Correlation based feature subset selection

1 Introduction

Cancer being a genetic disease is mainly caused due to several factors including envi-
ronmental. Approximately, 60–70% of patients with cancer develop spinal metas-
tases [1] that ultimately leads to neurological problems such as numbness of limbs,
paralysis, and metastatic epidural spinal cord compression [2]. Bone lesions are the
anomalies in the growth or structure of bones that have been categorized into three
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classes: benign (noncancerous), malignant (cancerous), and general bone cysts by
the British Institute of Radiology. Imaging spine caters different needs such as iden-
tifying the early tumor involvement of bone, determining the extent of the disease
in bone, assessment of accompanying complications such as cord compression and
fractures and monitoring response to therapy [3–8]. Various anatomical and func-
tional imaging modalities assist in the assessment of benign and malignant bone
involvement. CT is one such anatomical modality which exhibits the distinctness
between malignant and benign vertebral collapse. CT is more sensitive in detect-
ing bone lesions prior to extensive destruction or involvement of marrow and can
recognize a metastatic bone lesion up to 6months in advance compared with X-ray
[9]. Classification of benign and malignant bone tumors by radiologists is one of the
important tasks which is tedious, time-consuming, and also leads to misclassifica-
tion [10] when performed manually. The malignancy is often suggested through the
detection of soft tissue accompaniment or posterior vertebral body elements involve-
ment [11]. The ill-defined and the irregular sclerotic tumor boundary image features
on CT defines the tumors are malignant. Meanwhile, benign tumors on CT image
pose a well-defined profile with the edges being regularly sclerotic. These impor-
tant and useful features which radiologists use in interpreting and classifying the
tumors visually are embedded as textures on CT images. These textural features are
extracted in a preparation to build a dataset for the work. The built dataset is utilized
in training and testing a classification algorithm to classify benign and malignant
bone tumors. The dataset is also subjected to a feature selection process to cross-
validate the variation in classification accuracy. The usefulness of 36 textural features
for bone tumor classification is investigated using Support Vector Machine (SVM)
with medium Gaussian kernel function. The following section explains briefly the
background theory of techniques used in this work.

2 Background Theory

This section deals with the necessary theory required for the implementation of the
methodology. It explains, in brief, the techniques such as textural features, SVM,
and feature selection methods.

2.1 Textural Features

Images can be interpreted using three features such as Spectral, Textural, and Con-
textual [12]. The consideration of textures and tones are important in the context of
independent processing of small image areas in monochrome photographs. Textural
features from CT images are extracted for the presented work because they possess
spatial distribution information of variations in tone within a band. The variation
in the shades of gray of resolution cells in an image defines the tone and is judged
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as fine, coarse, smooth, lineated, irregular, and so forth. While texture symbolizes
statistical or spatial distribution of gray tones in an image and describes the darkness
or lightness of a particular area in an image. Texture and tone have a highly com-
plex and intricate relationship among each other [12]. Gray-tone spatial-dependence
matrix describes the frequency of appearance of gray tone to another gray tone
in a specified spatial relationship on the image. Textural features can be discrete
histograms, scalar numbers, or empirical distributions. The domination of texture
increases with an increase in the number of discrete gray-tone distinguishable fea-
tures of within the small area patch, which is true in the case of tumor appearance
on the CT images.

2.2 Support Vector Machine and Gaussian Kernel Function

The linear classifier SVM show a good performance during classification or regres-
sion when compared to other machine learning techniques [13]. It can be extended to
a nonlinear classier by mapping input data S = {X} into a high-dimensional (possi-
bly in nite-dimensional) feature space F = f (X) by selecting an adequate mapping
function f, a kernel. SVM aims at minimizing generalization error upper bound by
maximizing the hyperplane and the data margin [14]. A radial basis function (RBF)
is a real-valued function whose value depends only on the distance from the origin,
so that f (x) = f (||X ||). The Gaussian RBF kernel makes a good default kernel in
absence of expert knowledge about data and domain because it subsumes polyno-
mial and linear kernel. Linear Kernels and Polynomial Kernels are a special case of
Gaussian RBF kernel. The value of sigma in Gaussian kernels plays a key role by
defining how the kernel will handle the neighbor and points that are far away. A high
value of sigma takes into account all points but does not emphasize neighborhood
[15]. Medium Gaussian kernel takes advantage of both low and high values of sigma

2.3 Feature Selection

Machine learning algorithms, inclusive of decision trees are known to deteriorate
in performance when exposed to too many features in the training and test dataset
that are not necessary for prediction. In the extracted features, some of the features
are strongly correlated with each other. Hence, feature selection technique is applied
on the prepared dataset to determine, if a subset of textural features can yield better
accuracy in Support Vector Machine. An approach to feature subset selection called
the filter is used proven for its speed compared to wrappers and hence can be applied
to large datasets containing many features [16].
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3 Methodology

The methodology of the work is briefly illustrated in the block diagram shown in
the Fig. 1. The proposed work was conducted in a workstation with Intel® CoreTM

i5-6200U CPU 4 GB RAM and 2.30GHz clock frequency with 64-bit operating
system. The algorithm is implemented on MATLAB® version R2017a.

Fig. 1 Flowchart of
Methodology
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Fig. 2 CT images of osteoblastoma, osteochondroma, hemangioma from left to right

Fig. 3 CT images of Chondrosarcoma, Ewings Sarcoma, Chordoma from left to right

3.1 Dataset

The CT images were obtained from Manipal Hospital Bangalore with the consent
of patients and ethical clearance. The existence of bone tumors was confirmed by
the radiologists in the obtained CT scans by visual examination. In assistance with
the radiologists, the CT images containing tumors were grouped into benign and
malignant classes. The final image dataset consisted of 29 malignant bone tumors
and 36 various benign tumors. The Figs. 2, and 3 shows the appearance of benign
and malignant tumors on spine.

3.2 Preprocessing

The predominant presence of noise in biomedical images that deviate the result
makes filtering a necessary and obvious process. In the method, the classified images
are initially preprocessed to remove noise that might reduce the quality of features
to be extracted. CT images are affected by noise due to thin sections and high-
resolution image reconstruction algorithm. The preprocessing step comprises filter-
ing CT images in order to remove the inherent noise and enhance the edge. While
filtering the CT images consisting of tumor, the challenge is to retain the tumors
of smaller dimension if any. Applying Gaussian filter dilates the smaller tumors,
thereby leading to false negative results. Based on these challenges, the decision is
made to apply nonlinear anisotropic filter. The applied anisotropic filter smoothens
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the homogeneous or uniform regions thereby removing noise and preserving its
appearance and enhances the discontinuous regions such as edges. Anisotropic filter
[17] is defined mathematically as

It = div(c(x, y, t)∇ I ) = c(x, y, t)ΔI + ∇c · ∇ I (1)

where div is the divergence operator,∇ is the gradient operator, and� is theLaplacian
operator. The diffusion function of c(x, y, t) depends on the image intensity gradient
magnitude unlike linear filter where the diffusion coefficient is considered constant
independent of space location. The diffusion function used in our method is defined
as

c(∇ I ) = e(−(|∇ I |/K )2) (2)

The selection of the diffusion function is based on its ability to enhance edges of high
contrast over low contrast ones. The control parameter K is set manually depending
on the amount of noise to be filtered.

3.3 Extraction of Region of Interest (ROI)

The ROI is extracted from the preprocessed images with the help of an active contour
model (or snake). Active contours are curves that minimize the energy functional by
moving through the spatial domain of an image. This energy minimizing technique
pulls the snake near the edges, lines, and subjective corner contours being affected
by three types of forces: external constraint forces, internal or image forces, and
external forces. The expression of energy functional is

E =
∫ 1

0

1

2
(α | x ′(s) |2 +β | x ′′(s) |2) + Eext (x(s))d (3)

where the α controls the tension and β controls the rigidity of the contour x ′(s)
denotes the first derivative and x ′′(s) denotes the second derivative of x ′(s). The
internal force controlled by α and β discourage the stretching and bending of the
contour and external potential force pulls the contour towards the desired contour
of tumors. Due to prominent appearance of bone tumor boundary on CT, a simple
snake algorithm provides better segmentation result.

3.4 Feature Extraction and Selection

The segmented ROI is then passed on to feature extraction. A statistical technique
called Gray-Level Co-occurrence Matrix (GLCM) is used for feature extraction that
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tabulates the frequency of different combinations of pixel gray levels in an image.
An unknown sample image is assigned to one of a set of known texture classes. A set
of 36 textural features are extracted from the gray-tone spatial-dependence matrix
[12] and are defined by the following equations.

Energy:

f1 =
∑
i

∑
j

p(i, j)2 (4)

Contrast:

f2 =
Ng−1∑
n=0

n2{
Ng∑
i=0

Ng∑
j=1

p(i, j)|i − j | = n} (5)

Correlation:

f3 =
∑

i
∑

j (i, j)p(i, j) − μxμy

σxσy
(6)

Varience:

f4 =
∑
i

∑
j

(i − μ)2 p(i, j) (7)

Homogeneity:

f5 = 1

1 + (i − j)2
p(i, j) (8)

Sum Average:

f6 =
2Ng∑
i=2

i px+y(i) (9)

Sum Variance:

f7 =
2Ng∑
i=2

(i − f8)
2 px+y(i) (10)

Sum Entropy:

f8 =
2Ng∑
i=2

px+y(i){px+y(i)} (11)

Entropy:

f9 =
∑
i

∑
j

p(i, j)log(p(i, j)) (12)

Difference Variance:

f10 = varianceof Px−y (13)

Sum Entropy:

f11 =
Ng−1∑
i=0

px−y(i){px+y(i)} (14)

Autocorrelation:

f12 =
∑
i

∑
j

(i, j)p(i, j) (15)

Dissimilarity:

f13 =
∑
i

∑
j

|i, j |p(i, j) (16)

Cluster Shade:

f14 =
∑
i

∑
j

(i + j − μx − μy)
3 p(i, j) (17)

Cluster Prominence:

f15 =
∑
i

∑
j

(i + j − μx − μy)
4 p(i, j) (18)

Maximum Probability:

f16 = max
i, j

p(i, j) (19)



356 M. V. Suhas and B. P. Swathi

Information Measure of Correlation:

f17 = HXY − HXY1

max{HX, HY } (20)

f18 = (1 − exp[−2(HXY2 − HXY )]) 1
2 (21)

Where HX andHY are entropies of Px and
Py

HXY1 = −
∑
i

∑
j

p(i, j) log{px (i)py( j)}

(22)

HXY2 = −
∑
i

∑
j

px (i)py( j) log{px (i)py( j)}

(23)

Four angular gray-tone spatial-dependency matrices are calculated for a given dis-
tance d which obtains a set of 4 values for every 18 measures. The classifier inputs
consist of a set of 36 features that are obtained from the mean and range of 18
measures, averaged over the 4 values. The extracted 36 features were inspected to
observe that there are no outliers, missing values, and noise, hence a clean dataset is
obtained.

The applied feature selection technique is Correlation-Based Feature Subset
Selection (CFS) which works in two stages are as follows and is shown in Fig. 4.
Searching the Feature Subset Space: for every n initial possible features, there are
2n possible subsets. One of the heuristic search strategies called Best First [18] is
often applied and is also faster than other heuristic strategies [16]. Correlation-Based
Feature Selection: CFS is feature selection method which uses a search algorithm
along with a function MS that evaluates the merit of a feature subset S that contains
k features as follows:

Ms = krcf√
k + k(k − 1)r f f

(24)

where rc f is the mean correlation between feature and class f ∈ S and rc f is the
average correlation between features. The numerator of equation provides an indica-
tion of a features class predictiveness; the denominator provides with the redundancy

Fig. 4 Flowchart of feature selection
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among features. To find the correlation between the two continuous valued attributes,
Pearsons correlation is used [19]. The equation is stated as

rxy =
∑

xy

nσxσ ′
y

(25)

where X and Y are expressed in terms of standard deviation and are continuous
valued variables. When one of the attribute is continuous and the other is discrete a
weighted Pearsons correlation is calculated, as represented in Eq.26

rxy =
k∑

i=1

p(X = xi )rXbi Y (26)

where Xbi is a binary attribute which assumes a value 1 with X taking a value xi and
0 otherwise.

The features hence extracted and selected are separately used to train SVM with
Gaussian the radial basis function which on two samples x and x is defined as

K (x, x ′) = exp

(
−‖x − x ′‖2

2σ 2

)
(27)

‖x − x ′‖2 is the squared Euclidean distance between the two feature vectors and is
a free parameter. Medium Gaussian kernel is defined as

kMixed(x, y) = λH , kσH
G (x, y) + λL , k

σ L
G (x, y) (28)

The following section analyzes the obtained result comparing the performance of
SVM under the two different dataset.

4 Result Analysis

The resulting analysis is performed in two categories, a general analysis of ROC and
confusion matrix and the variation in accuracy due to variation in kernel function.

4.1 ROC and Confusion Matrix

Since the available dataset is small, the accuracy of prediction is examined using a
fivefold cross-validation method. The dataset is partitioned into fivefold disjoint sets.
The model is trained using out-of-fold observations and testing is performed using
in-fold dataset and average test error is calculated over all folds. Figure5 shows the
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Fig. 5 ROC: left: Complete dataset, right: CFS dataset

Table 1 Confusion Matrix for complete dataset

Predicted class Total

Benign Malignant

True class Benign 29 7 36

Malignant 7 22 29

Total 36 29 65

Table 2 Confusion Matrix for CFS data

Predicted class Total

Benign Malignant

True class Benign 32 4 36

Malignant 3 26 29

Total 35 30 65

obtained ROC curve for complete and CFS dataset. We observed an increased area
under the curve of 0.90 in case of CFS dataset classification compared to 0.84 of the
complete dataset

The confusion matrices obtained for maximum accuracy in case of complete and
CFS dataset are shown in Tables1 and 2 denoting an increased detection rate for the
latter case.
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Fig. 6 Graph of Accuracy Variation with kernel scale

4.2 Accuracy Variation Due to Kernel Scale

The accuracy was also calculated at different values of kernel scale γ which is tabu-
lated as shown in the graph. The graph compares the variation in accuracy between
CFS dataset and complete dataset for a γ that varies from 1 to 4. These variations are
graphically shown in Fig. 6 According to the observations, classification accuracy
with CFS dataset was consistently higher than that with complete dataset. A maxi-
mum accuracy of 89.2%was observed in case of CFS dataset at a γ corresponding to
2whereas, the complete dataset showed amaximum classification accuracy of 78.5%
at a γ corresponding to 3.6. The observed prediction speed for complete dataset had
700 obs/s which increased to 2500 obs/s with CFS dataset showing an improvement
in the prediction speed with reduced dataset

4.3 Precision and Recall

The precision of classification is measured and compared using the formula
Precision = T P

T P+FP . We observed a precision of 75.86% in the case of complete
dataset and an increased precision of 86.66% for CFS dataset. Similarly, the sen-
sitivity or recall was also measured using the formula sensi tivi t y = T P

T P+FN . A
sensitivity of 75.86% was observed for complete dataset and observed sensitivity
increased to of 89.65% for CFS dataset.
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5 Conclusion

The work though mainly does not compare any existing works in the interest of
SVM for classification of benign and malignant bone tumors, it tries to compare
the efficiency of SVM with and without feature selection over various SVM kernel
scale. The variations in the accuracy of SVMs is a clear indicator of variations in
classifier accuracy due to feature selection. Also, the observations of prediction speed
improvement suggest the essence of the feature selection process. The work through
its results concludes the necessity of the feature selection process for the increased
classification accuracy of SVM.

The futureworkmainly concentrates on increasing the dataset and thereby validate
the results obtained in the current work and also improve the accuracy. We also
intend to verify various other classification algorithms in bone tumor classifications
and thereby chooses the best classification algorithm. The classification efficiency
of SVM can also be tested for different preprocessing techniques.

Acknowledgements The ethical clearance for the dataset used in this work is provided from the
EthicsCommittee ofManipalHospitals.We acknowledge the timely help provided by the committee
in making this project to be completed on time.
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Time-Series Outlier Detection Using
Enhanced K-Means in Combination
with PSO Algorithm

Neha Kant and Manish Mahajan

Abstract Outlier detection has been used in various fields due to multi-dimensional
data sets, No. of fraud cases, etc. Outlier detection is used to detect and predict air
pollution, fraud detection, anomaly detection in several areas of applications.Outliers
in air quality time-series data is used in finding asthma exacerbation rate, pollution
percentage, effects of smoking, etc. In this paper, we proposed a new method for
detecting outliers using Enhanced K-means Clustering algorithm in combination
with PSO (Particle Swarm Optimization) Plotbowl on the air quality time-series
dataset. Data points were grouped into similar groups by using K-means, weight-
based centre approach, and standard deviation approach was applied to improve
the efficiency of K-means algorithm, so that outliers can be treated efficiently. To
optimize this work, PSO plotbowl was used in combination with EnhancedK-means,
so that we can get more refined set of data points.

Keywords PSO · K-means · WBC · Plotbowl · GRUBBS

1 Introduction

Outlier detection has been used in many areas such as Fraud detection, Intrusion
detection, Healthcare, Fault detection, etc., where detection of outliers is based on
the different characteristics of data or datasets. Detection of outliers is also called as
detection of anomaly, which has been retained as a research problem in many areas
like datamining, statistical fields [1]. Outlier detection finds abnormal patterns in any
dataset that do not fit in with expected behaviour. These non-adjusting patterns are
frequently referred to as anomalies, novelties, outliers or exceptions.Outlier detection
is a major issue emerging in data mining since a couple of studies have been directed
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on anomaly discovery for huge dataset in this field. Outlier detection can be applied
in many practical applications such as transportation, ecology, public safety, public
health, location-based services, etc., since outlier identification provides meaningful
and useful information. Recently, researchers have developed an interest in detection
of outliers in the time-series databases [2]. Time-series database is simply a database
that shows the state of different data objects in terms of time [3]. In this paper, a
time-series or temporal data was analysed to detect outliers present in the datasets
[4]. Air quality data set was used as a time-series data and it tried to find the anomalies
present in the dataset.

We have proposed a new method for detecting outliers using PSO in combination
with Enhanced K-means on the air quality time-series datasets. Enhanced K-means
was used to improve the efficiency and PSO, so that an optimal solution can be
obtained.

Rest of the paper is organized as follows: Sect. 2 describes the methodology used,
Sect. 3 describes the proposed algorithm, Sect. 4 explores implementation and result
analysis and finally, the work is concluded in Sect. 5 and also Sect. 6 describes some
future scopes.

2 Methodology

In the proposed method, outliers are detected using PSO-aided enhanced K-means
algorithm. First, we applied K-means algorithm to get desired set of groups or clus-
ters and then to improve the efficiency of K-means, we used WBC (Weight-based
approach) and GRUBBS test which was used to calculate the critical value, so that
outliers can be detected. Finally, we applied PSO plotbowl algorithm to get more
refined set of data points.

2.1 System Architecture

See Fig. 1.

2.1.1 Input Dataset

Air quality data set was used in this paper and it is collected from UCI machine
learning repository.
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Fig. 1 System architecture

2.1.2 K-Means Algorithm

K-means clustering algorithm is the most widely used clustering algorithm. The k
in the K-means refers to the fact that the algorithm is going to look for k different
clusters, which means when applied on a data set, the algorithm is going to break
the data set into k different clusters [5]. The value of k has to be specified to the
algorithm before it starts, so that clusters are known before starting the clustering
process.

Working of algorithm [6]:

1. To identify the seeds, i.e. value of centroids and can be chosen randomly.
2. To assign all the other observations to one of the chosen seeds based on their

proximity to the seeds.
3. Repeat until convergence.

2.1.3 Enhanced K-Means Algorithm

Enhanced K-means algorithm works in three steps. In the first phase, traditional
K-means algorithm was applied to find the number of clusters than Weight-based
centre approachwith standard deviationwas used to find outliers. EnhancedK-means
algorithm was used to eliminate some drawbacks of Traditional K-Means [7]. We
appliedWBC approach and calculated the critical value using GRUBBS test because
traditional K-means does not work well with clusters with elongated shaped.

2.1.4 PSO Algorithm

PSO algorithm was used to optimize the result, so that we can get more refined set of
data points. PSO is simple yet powerful optimization algorithm, and it is successfully
applied to enormous applications in various fields of science and engineering like
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machine learning, image processing, data mining, operational research and many
other fields [8].

2.1.5 Outlier Detection Using PSO-Aided Enhanced K-Means
Algorithm

The main objective of outlier detection is to detect a data object or data point in any
data set, which is different from the other data objects in the dataset.

First, we apply K-means algorithm to get the desired number of clusters and
outliers found in this step must be removed.

Then, calculate the weight of each cluster using the following equation:

Wei ghtk �
n∑

x�1

wx (1)

where k is the No. of clusters and wx is No. of data points (d1, d2, d3, …, dn) in a
particular cluster k.

Next, find themean value andmaximum value for each cluster using the following
equations:

Meank �
n∑

x�1

wx
/
n (2)

Xmax � Max(d1, d2, d3, . . . , dn) (3)

where k is the No. of clusters, wx is No. of data points in a particular cluster k, n is
total No. of data points in any dataset.

Calculate the standard deviation using the following equation:

S �
√∑

(Xi − Meank)
2

(n − 1)
(4)

where Xi is a data item, Mk is a mean of particular cluster and n is total No. of data
points in any dataset. Apply GRUBBS test on data points in each cluster [9].

We use the following two equations to find outliers:

Gtest � (Xmax − Meank)

S
(5)

Gcri t i cal >
(n − 1)√

n

√√√√ t2α/(2n),n−2

(n − 2) + t2α/(2n),n−2

(6)
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where n is the total No. of data points, t2α/(2n),n–2 is the upper critical vale of a t-
distribution with n – 2 degrees of freedom.

Compare Gstatic with Gcritical for each data point.
If Gstatic >Gcritical, then data point is treated as an outlier. If Gstatic <Gcritical, then

data point lies in the cluster. All the outliers were removed from the data set and
new data set contains the normal points which may be called inliers. Finally, PSO
algorithms were applied to optimize the result and to get more outliers.

3 Proposed Algorithm

See Fig. 2.

Algorithm: Time-series Outlier detection using Enhanced K-Means Algorithm
in combination with PSO plotbowl Algorithm:

Step 1: Select input data and No. of clusters.
Step 2: Calculate distance with each data points and assign each data points to the

nearest cluster.
Step 3: Recalculate the cluster centres.
Step 4: Repeat the process in Steps 2 and 3 until the convergence criteria is

achieved.
Step 5: Showing the clustering results.
Step 6: Calculate the weight-based centre for each cluster.
Step 7: Calculate the mean value, max value and standard deviation for each clus-

ter.
Step 8: Calculate the Critical value using GRUBBS test.
Step 9: Compare each data item in a cluster with the critical value.
Step 10: If the data value is found greater than critical value, then the given data

item in a particular cluster is the outlier.
Step 11: Remove the outliers from the cluster.
Step 12: Repeat Steps 7–11 s for each resultant cluster.
Step 13: Randomly initialize particle position xi0 m D in IRn for i�1, …, p present

in the resultant cluster.
Step 14: Randomly initialize particle velocities 0≤vi0 ≤vmax

0 for i�1,…, p present
in the resultant cluster.

Step 15: Set constants kmax, C1, C2 and k�1.
Step 16: Evaluation function value fik using design space coordinates xik.
Step 17: If fik ≤ fibest then fibest = fik, pik = x

i
k and If fik ≤ fgbest then fgbest = fik, pgk = x

i
k.

Step 18: If stopping condition is satisfied, then goto Step 22.
Step 19: Update all particle velocities vik for i�1, …, p.
Step 20: Update all particle positions xik for i�1, …, p.
Step 21: Increment k and finally go to Step 16.
Step 22: Terminate.
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Fig. 2 Flowchart of the proposed algorithm
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4 Experimental Result

In this section, air quality data is collected from UCI machine learning repository
which has various parameters such as CO, SO2, O3, NO2, etc., and instances.

Results show that the proposed method is better than traditional K-means algo-
rithm for detecting outliers.We got more outliers using a newmethod than traditional
algorithm.

We first applied K-means algorithm and we got eight No. of clusters which is
shown in Fig. 3.

We also got 60No. of outliers using traditional K-means algorithmwhich is shown
in Fig. 4.

Fig. 3 Clusters found after
applying K-means

Fig. 4 Outliers found after
applying K-means
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Fig. 5 Outliers found after applying enhanced K-means

Table 1 Comparative study of the proposed and existing algorithms

Algorithm Data set used No. of outliers

K-means algorithm Air quality data set 60

Enhanced K-means algorithm Air quality data set 68

PSO algorithm Air quality data set 40

PSO-aided enhance K-means algorithm Air quality data set 78

Number of clusters we found using K-Means with elongated shaped, and we
already know K-means does not properly work with cluster with elongated shaped,
so we applied Enhanced K-Means algorithm which properly works on elongated-
shaped clusters and empty clusters [10]. Figure 5 shows 68No. of outliers found using
enhanced k-means algorithm which is greater than traditional k-means algorithm.

After finding sufficient no of outliers we applied PSO algorithm on those points
which remain in the cluster after applying enhanced k-means. We used PSO to get
more refined set of data and found 78 outliers which are more than what we got using
enhanced K-Means alone.

Figure 6 shows the final result of PSO-aided enhanced K-means. It shows the
global best for data points with state variance and objective variance. State variance
and objective variance were used to obtain the critical value for data point.

We also implemented these three algorithms separately and found that PSO-
aided enhanced K-means works better than traditional K-means and Enhanced K-
means alone. Result in Table 1 shows the number of outliers obtained after applying
traditional K-means, Enhanced K-means, PSO and PSO-aided enhanced K-means
(Fig. 7).
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Fig. 6 Result of PSO-aided enhanced K-means

Fig. 7 Comparison between the proposed and existing algorithms
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5 Conclusion

Outlier detection has been used in various fields due to new challenges like data set
having multi dimensions, No. of fraud cases, etc. Outliers in air quality time-series
data havemany applications such as finding asthma exacerbation rate in air, pollution
percentage in air, effects of smoking, etc. In this dissertation, a time-series or temporal
data was analysed to detect outliers present in the datasets. Air quality data set was
used as a time-series data and it tried to find the anomalies present in the dataset. We
have proposed a new method for detecting outliers using PSO in combination with
Enhanced K-means on the air quality time-series datasets. Enhanced K-means was
used to improve the efficiency and PSO was used, so that an optimal solution can be
obtained. This new technique was applied on air quality dataset and found that this
algorithm is efficiently working on it. We proved that the method used in this paper
is very useful in identifying outliers in the air quality dataset and also showed some
comparative analysis of our work with Traditional K-means. The dissertation also
proved that this method identifies a sufficient number of outliers presented in the
dataset. This new method can be applied in different domains like healthcare, fraud
detections, levels of organic compound found in the air, network-wide traffic. This
paper also proved that this method identifies sufficient number of outliers present in
the dataset.

6 Future Work

This newmethod applies only to numerical data. Furthermodifications in thismethod
can be done by making it applicable to text mining as well. The future work has a
scope for varying datasets.
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Asymmetric Image Encryption Using
Gyrator Transform with Singular Value
Decomposition

Jaideep Kumar, Phool Singh, A. K. Yadav and Anoop Kumar

Abstract Motivated by the endurance of phase truncated asymmetric optical cryp-
tosystems against basic attacks, single-channel encryption technique for a color
image is proposed, that uses singular value decomposition, and affine transform
in gyrator domain. Color 8 images have been used to validate the scheme. The input
color image is split into its indexed components-RGB (red, green and blue). The red
component of the input image is used as plaintext, and the other two components are
used as phase in the encryption scheme. Experimental results presented in the paper
are based on computation on MATLAB. The results show that the scheme endures
occlusion and noise attacks. The simulation also confirmed the scheme’s sensitivity
to the encryption parameters of affine transform and gyrator transform. The overall
results show that the proposed encryption scheme exhibits high levels of security.

Keywords Affine transform · Gyrator domain · Singular value decomposition

1 Introduction

Over the past few years, there has been an exponential increase in the Internet usage.
Although, with enhanced usage, better security methods have been developed and
improvised, miscreants are always looking for ways to break these cryptographic
methods or protocols. In order to minimize damages, the computer scientists and
cryptographers are pushing their limits to develop highly secure solutions to over-
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come these threats andproblems.Although the digital security systemshave their own
limitations,which are constantly addressed by adding physical parameters to increase
the security. Optical cryptosystems have multiple degrees of freedom and offer fast
processing and reliable security. Double-random-phase-encoding (DRPE) is report-
edly the first optical image encryption scheme proposed by Refregier and Javidi [1].
After that, several optical encryption systems have been proposedwhich are primarily
based on DRPE and use different optical setups [2–4]. Ongoing efforts of improv-
ing security and examining the vulnerability of schemes for basic attacks such as
known-plaintext attack (KPA) [5], chosen-plaintext attack (CPA) [6], ciphertext-only
attack (COA) [7], etc., reveal that DRPE is not safe as it is a symmetric cryptosys-
tem. In a symmetric cryptosystem, both encryption as well as decryption keys are
the same whereas in asymmetric cryptosystem, encryption keys are different from
the decryption keys. Qin and Peng [8] proposed a phase-truncated Fourier trans-
form (PTFT)-based asymmetric cryptosystem. They generated real-valued cipher-
text, which looks like a stationary white noise. Nonlinear operation in phase trunca-
tion makes a cryptosystem resistant against KPA and CPA. Abuturab [9] proposed
an asymmetric cryptosystem for color images in gyrator transform (GT), which is
based on phase-truncation and an optical-coherent superposition method. The pro-
posed optical design is free from axial movement.

To increase security further, researchers used chaotic maps to permute the input
images. Sui et al. [10] proposed multiple image asymmetric encryption in fractional
Fourier transform domain that is based on coupled logistic maps. This paper pro-
poses a secure color image asymmetric encryption algorithm that uses singular value
decomposition and affine transform in gyrator domain. The affine transform is used
in shuffling the positions of the image pixels in the spatial domain.

2 Related Background

2.1 Affine Transform

Affine transform (AT) is one of the pixel-permuting operations, which randomly
shuffles the pixel position in any given image. Mathematically, it can be explained
as [11]

(
u′, v′) � AT {(u, v),N } � (p + ru, q + sv)mod M (1)

where (u, v) represents a pixel position of an image of size M × M pixels,
(
u′, v′)

is the pixel position obtained after affine transform, mod is the modulo operation,
p and q are two random numbers having values between 1 and M, and r and s are
relative prime toM. After the affine transform, pixel value remains the same and the
total energy of the plaintext remains unchanged.
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(a) (b) (c)

Fig. 1 Gyrator transform of grayscale image of a Man with angle, b 3.14 and c 1.25

2.2 Singular Value Decomposition

Singular value decomposition (SVD) [12] is one of the most robust and reliable
methods formatrix decomposition. For amatrix A of size r×s, there exist orthogonal
matrices U and V , of sizes r× r and s× s, respectively, such that A � USV T , where
V T is the transpose of V and S � diag(a1, a2, . . . ai . . . , at), ai being eigenvalues
(ai ≥ ai+1 , where i � 1, 2, . . . , r − 1, and t � min(m, n)) of A. The SVDmethod
is successfully used in watermarking and digital image encryption.

2.3 Gyrator Transform

Gyrator transform, a linear canonical transform is used for image encryption [9, 13].
The gyrator transform for an image I(u, v) is defined as [14]

G(s, t) � gβ[I(u, v)](s, t)

� 1

|sin β|
¨

I(x, y)exp

[
i2π

(st + uv) cos β − (ut + vs)

sin β

]
dudv (2)

where β is a gyrator angle parameter. The function G(s, t) is the output of the trans-
form. Figure 1b, c show the effect of gyrator transform of an input image of Man
(Fig. 1a) of size 256 × 256 pixels.

3 Proposed Scheme

The proposed scheme is presented through a schematic diagram in Fig. 2. In the
encryption process (Fig. 2a), an input color image is first decomposed into its indexed
channels namely red, green, and blue, and then subjected to affine transform with w
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(a) 

(b) 

Fig. 2 Flowchart of the proposed scheme, a encryption process; b decryption process

iterations. The transformed red channel image is considered as an amplitude image
whereas green and blue channels are regarded as phase masks. The red channel
image is bonded with green channel phase mask and transformed using a p-order
gyrator transform (GT ). The phase-reserved part of the resulting image will serve
as decryption key 1, whereas the phase-truncated part G1 is bonded with the blue
channel phase mask and followed by another gyrator transform of order q. The
new phase truncated part G2 is decomposed into three components (U , S, V ) using
singular value decomposition, whereas the new phase-reserved part will serve as
decryption key 2. These three components of the encrypted image are then decrypted
using the decryption process displayed in Fig. 2b.

4 Results and Discussion

The proposed scheme for color images has been validated through computer simula-
tions. Results are obtained through the computations performed on MATLAB 7.14
(Intel-i7 processor, 16GBRAM, 3.4 0GHzCPU speed,Windows 8, 64-bit operating
system), for an input color image of Man shown in Fig. 3a of size 256 × 256 × 3
pixels. The original image is decomposed in three channels namely red, green, and
blue (Fig. 3b shows red channel of the original image). Figure 3c shows the affine
transformed image of red channel and following the scheme given in Fig. 2a, we get
the encrypted image components (Fig. 3d–f). The decrypted image obtained using
the proposed scheme is the same as the input image. We observe that the encrypted
image components U and V are completely random and appear as stationary white
noise, except for S component which is diagonal dominant. The values of parameters
of the AT andGT taken in this study are w � 30, and p � 0.6, q � 0.4, respectively.
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(b) (c)(a)

(d) (f)(e)

Fig. 3 Results of validation of the scheme for a input color image (Man) 256 × 256 × 3 pixels; b
is red channel of (a); c is affine-transformed image of (b); d–f are encrypted images

4.1 Statistical Analysis

The effectiveness of an image encryption scheme can be analyzed from 3D plots
of the encrypted images generated by the scheme. Our scheme provides encrypted
images (ciphertext) in component form, whose 3D plots appear to be fairly random.
Figure 4c gives 3D plot of theU component of encrypted image and when compared
with 3D plot of the corresponding component of input image (Fig. 4a), it appears
entirely different and random. Figure 4b shows the affined transformed 3D plot of
the input image, which also establishes the efficacy of affine transform.

Another metric used for measurement of the encryption efficacy is the correlation
distribution of adjacent pixels of the encrypted image in three directions, namely hor-
izontal, vertical, and diagonal. For this, 5,000 pairs of adjacent pixels are arbitrarily
selected from the red channel of the input color image of Man and U component of
its encrypted image in the horizontal direction. Figure 5a displays correlation dis-
tribution for the plaintext in the horizontal direction whereas Fig. 5b displays the
corresponding plot of U component of the encrypted image. It is evident from the
figures that there is a total loss of correlation in the encrypted image, which resembles
a random distribution. Hence, the present scheme provide effective encryption, as
ascertained by the above statistical analysis.
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Fig. 4 3D plots of a red channel of the input image; b 3D plots after affine transform of (a); c
encrypted image (U components of singular value decomposition)
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Fig. 5 Correlation distribution in horizontal direction of the plaintext (a) and its encrypted image’s
U component (b)

4.2 Key Sensitivity Analysis

If a scheme is highly sensitive to its encryption parameters then it is considered to
be secure. In our scheme, the encryption parameters involve the gyrator angles p and
q of the gyrator transform and parameter of the affine transform (w). The sensitivity
analysis has been performed on these above mentioned parameters and the results
are presented in plots of mean squared error (MSE), which is defined as follows:

MSE � 1

M × M

M∑

u�1

M∑

v�1

|Io(u, v) − Ir(u, v)|2 (3)

where Ir(u, v) and Io(u, v) represent the pixel values of the recovered image and the
original image, respectively. M × M is the size of the input image. Plots of MSE
versus affine parameter, and orders of gyrator transform for the indexed channel red
of Man reveal that scheme is sensitive to very minute changes in the values of these
parameters (Fig. 6). These results establish the scheme’s sensitivity to the encryption
parameters, namely, the orders of AT and GT .
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Fig. 6 Plots of sensitivity (MSE) relative to a parameterw of affine transform (AT); b, c parameters
p and q of gyrator transform (GT) respectively

(a) (b) (c)

Fig. 7 Recovered images when the encrypted image has salt and pepper noise of strength (a–c)
k � 0.3, 0.6, and 0.9, respectively

4.3 Robustness to the Added Noise Data

Robustness of an encryption scheme can be verified by testing the scheme against
various attacks such as noise attack, occlusion attack, known-plaintext attack, chosen-
plaintext attack, etc. We have tested the robustness of the proposed scheme against
salt and pepper noise attack by varying degrees of noise strength [12, 15].

Figure 7a–c provide recovered images for the red channel when the encrypted
image components subjected to inverse singular value decomposition, are affected
by the noise present in the channel with growing strength respectively k �
0.3, 0.6, and 0.9. It is observed that the quality of the decrypted image is rea-
sonably good, even in presence of substantial noise in the encrypted image. Similar
results were also obtained for the other two channels (green and blue). Thus, we have
demonstrated that the scheme is fairly resistant to by the noise attack.
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(a) (c) (b) (d) 

Fig. 8 Occlusion results for the encrypted images (after applying inverse singular value decompo-
sition) for (a, c), respectively, with 40% and 60% blockage; figure (b, d) show the corresponding
decrypted images of Man

4.4 Robustness Against Missing Data of the Encrypted Image

The present study is further investigated for its robustness to lost data of the encrypted
imageofManwhen the encrypted image components are subjected to inverse singular
value decomposition. Figure 8a, c show the encrypted images of Man with data loss
of 40% and 60%, and the corresponding recovered images are, respectively, provided
in Fig. 8b and 8d. When 40% and 60% of the data of encrypted images are blocked,
the original images can be recovered with correlation coefficient 0.8695 and 0.7783,
respectively. Although the quality of decrypted image drops with the increase in
missing encrypted data, it is still identifiable even when missing encrypted data is as
high as 60%. The proposed scheme spread the signature of the original image over
the entire encrypted image, thereby providing robustness against the loss of data.

5 Conclusions

We have proposed a new asymmetric encryption technique for single-channel color
images based on phase and amplitude truncation operations. It uses an affine trans-
form for pixel scrambling of each channel of the original color image, and singular
value decomposition after applying two gyrator transforms in spatial and frequency
domain for encryption. The scheme has been validated for color images through
simulations onMATLAB (2017b). Its effectiveness is investigated through statistical
analysis based on 3D plots, and correlation distribution. The scheme also demon-
strates its endurance to the widely reported attacks of occlusion and noise. Inves-
tigation of sensitivity analysis shows that the new scheme is highly sensitive to its
encryption parameters such as the transform orders and the decryption keys obtained
from amplitude truncation.
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Identification of Empirical Model
and Tuning of PID Controller for a Level
Control System

Moby S. Philip, Bipin Krishna and S. Meenatchisundaram

Abstract Control of level in a process tank ismost common in process and chemical
industry. Development of model based control algorithms provides a better control
under nonlinearities and disturbances. Identification is the process of estimating the
model under given boundary conditions. Data driven empirical models are relatively
easy to estimate and best suited within the process limitations. This paper deal with
the design of an empirical model for a level control process and to tune the PID
controller using different tuning method. The tuning method are compared between
each other and the best control parameters are selected by analyzing the response.

Keywords Empirical model · Identification · Model estimation · PID tuning

1 Introduction

There are various parameters that an industry depends on like, flow, level, pressure
and temperature. All the parameters provide a great impact on the productivity. For
a better optimizing and better running, these parameters should be taken care with
utmost precision and accuracy. In this paper, the model of a level process is obtained
using experimental data (empirical model) and the model is used to tune the PID
controller parameters.

PID controllers had a great application in the modern industries in the field of
process control [1]. The execution of the feedback control system can be enhanced by
legitimately tuning the controller parameters. If the tuning is uncalled for, at that point
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the closed-loop system deals with instability. So basically, tuning is fundamental for
continuously monitoring the level. This paper dealt with the five different tuning
methods that are Ziegler–Nichols for closed-loop method, Cohen–Coon method,
Chein–Hrones–Reswick method, Wang–Juang–Chan method and AMIGO method
[2]. The empirical identification strategy gives us the dynamic connection between
the given input variables and obtained output variables.

The process of empirical identification is done by six-step procedures. This
technique guarantees that legitimate information is produced through cautious
exploratory outline and execution. This empirical technique includes planned exper-
iments, amid which the procedure is given perturbations to create dynamic informa-
tion. The achievement of these techniques requires close adherence to standards of
trial outline and model fitting. Generally, there are two identifications techniques,
the first technique is the, graphical procedure which is termed as process reaction
curve which is a graphical procedure, and second is a Two-point method which is the
common method to determine the parameters. In this paper we have went through
only process reaction curve. The first method is to determine the empirical model
which can be determined by either by PRC method or using the Two-point method.
In this paper, we went through two different procedures which had been enlisted
below:

• Determination of the empirical model.
• Tuning with the help of different PID tuning procedure.

2 Methodology

2.1 Determination of the Empirical Model

Determining the model is a method to obtain the numerical relation of the system
dynamics with the help of the system input–output information [2]. For the given
SISO process identification of the process follows a straight path, therefore, several
different techniques have been mentioned in many literatures [3]. For determining
the model having the system which is linear, and does not depend on the time that is
the systemwhich is linear time-invariant system (LTI) wewent through the technique
that ismentioned in [4, 5]. For determining themodel that are nonlinearHammerstein
and Weiner [6, 7] are well acknowledgeable because of its widely use in day-to-day
life. Here, we are going through two different procedures that had been enlisted above
that is:

• PRC method.
• Two-point method.
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Fig. 1 Two-point method

2.1.1 Process Reaction Curve (PRC).

The process reaction curve is likely the most generally utilized technique for dis-
tinguishing dynamic models. This method is easy to perform, and it provides an
accurate model [8].

Theprocess reaction curve in this paperwas done in a four-step commonprocedure
that had been enlisted below

• Allow the system to stabilize at the specified set point.
• After the system stabilizes, provide a small perturbation in the input.
• Allow the system to stabilize at the given assigned perturbation.
• Gather all the input and output data after the system gets stabilized and perform
the graphical process reaction curve calculations.

The model that we had obtained is in the form of X(s) as an input variable and
Y(s) as an output variable.

Y (s)

X (s)
� Kpe−θs

τ s + 1

2.1.2 Two-point Method

This method is completely a graphical approach where all the parameters for cal-
culating the parameter of the FOPDT model will be obtained using the graphical
approach. Here, we must plot two points one is at 63.2% of the total time and other
is 28.3% of the total time [8]. Figure 1 shows the actual plot.

In this method, the intermediate parameters that we obtained from Fig. 2 is
δ�Magnitude of the input change.
��Magnitude of steady state change in the output.
And, we have to monitor the time at which our output reaches the 28.3 and 63.2%

of its final value. Now, to obtain the time at which the output reaches 28.3 and 63.2%
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Fig. 2 Schematic of level
control

of the given final value. Let the time at 28.3% denote as t1 and the time at 63.2%
denote as t2, so the respective time we can obtain is:

τ � 1.5(t2 − t1), θ � t2 − τ.Kp � �

δ

So, now with the help of t1 and t2, we can obtain the value of τ, θ and Kp.

2.2 Tuning of PID Controller

In the process control field, there are so many tuning procedures exit to tune the
given controller, but all comes with a great height of disadvantages and with some
drawbacks [9]. As of now, we have to find the optimal gain value of PID and this is
termed as tuning of the PID parameter. It means that using this tuned parameter, we
can easily get our desired output in a perfect manner.

Here, in this paper, we had discussed about six controller tuning methods and at
last, we have compared all the tuning methods and we will see which tuning method
suits our level control trainer the best. The different types of tuning methods are
listed below.

(1) Ziegler–Nichols tuning.
(2) Cohen–Coon tuning.
(3) Wang–Juang–Chan tuning.
(4) Chien–Horns–Reswick tuning.
(5) AMIGO (Approximated M-Constrained Integral Gain Optimization).
(6) Real-time tuning.
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2.2.1 Ziegler–Nichols Tuning

This tuning method can only be done in closed-loop response only. This method is
proposed by Ziegler and Nichols in 1942 [10]. The above method will not work for
unstable process. It is done by keeping the integral and derivative gain to zero. After
keeping both the parameter to zero, the value of proportional gain is increased from
zero to until the system reaches the ultimate gain value and output keep o oscillating
without having undershoot or overshoot. After performing this step, we can calculate
the value of ultimate proportional gain that is Ku , oscillation time period that is Tu .
Using this two parameters, we can easily obtain the value of proportional gain Kp,
integral gain Ki and derivative gain Kd . The value of this parameter is listed below:

Kp � 0.588Ku, Ki � 0.5Tu, Kd � 0.125Tu

2.2.2 Cohen–Coon Tuning

As the working of Ziegler–Nichols is not perfect for the process like flow, pressure
because this method requires a very fast settlement. The Cohen–Coon method works
well for all self-regulating process and the system which provides fast response. The
parameter of PID obtained using Cohen–Coon method is listed below

Kp �
(
1

k

)(
τ

td

)(
4

3
+

td
4τ

)
Ti � td

(
32 + 6 td

τ

13 + 8 td
τ

)
Td � td

(
4

11 + 2 td
τ

)

2.2.3 Wang–Juang–Chan Tuning

According to optimum ITAE criterion, the tuning procedure which is obtained by
Wang, Juang and Chan provides efficient parameter of the PID. If we have the value
of k, L and T parameters of the given plant, then

Kp �
(
0.7303 + 0.5307T

L

)
T + 0.5L

k(T + L)
Ti � T + 0.5L Td �

(
0.5LT

T + 0.5L

)

2.2.4 The Chien–Horns–Reswick

This method gives priority to the set point responses and to the development of the
disturbances process. To use this tuning method, we should know the values of τ, k
and L and using this parameter, we can easily obtain the PID parameter

Kp �
(
0.6τ

kL

)
Ti � τ Td � 0.5L
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Fig. 3 Real-time level
trainer kit

2.2.5 AMIGO (Approximated M-Constrained Integral Gain
Optimization)

This method will be proceeded when and only when the given system can be imple-
mented as a first-order plus time-delay (FOPDT). Now, to use the AMIGO method
first, we should know the values of τ, L and with the help of this, we can get the
parameter of the PID.

Kp � 0.2 + 0.45
( τ

L

)
Ti � L

(
0.4L + 0.8τ

L + 0.1τ

)
Td �

(
0.5Lτ

0.3L + τ

)

2.2.6 Real-Time Tuning

As we went more briefly to calculate precisely the value of PID parameter, we can
calculate effectively using a real-time MATLAB command, and we took the help of
the “PID TUNER”.

PID Tuner provides a fast and widely applicable single-loop PID tuning method
for theSimulinkPIDController blocks.With thismethod, you can tunePIDcontroller
parameters to achieve a robust design with the desired response time.

3 Real Model Implementation

Figure 2 provides a small glimpse of the process that will be happening in the level
control trainer and Fig. 3 represent the actual system.

Thegiven setup consists of supplywater tankfittedwith pump for the circulation of
the water. The level transmitter that we are using is fitted on transparent process tank.
A capacitance type, two wire range, 0–300 mm, head-mounted transmitter transmits
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Fig. 4 Process reaction curve

signal in the form of 4–20 mA to interfacing unit. The process parameter that is
level controlled usingmicroprocessor-based indicating controller,whichmanipulates
pneumatic control valve through I/P converter. The pneumatic control valve adjusts
the flow of water to the tank. The controller is connected to the computer through
USB port.

3.1 Real Plant Identification

The implementation of the level control has been done in open-loop process and we
obtain the corresponding curve, which is termed as process reaction curve which has
been shown in Fig. 4 (Fig. 5).

The parameters that we should obtain with the help of the given graph are enlisted
below:

• At 70% output, the value of PV%�47.3
• At 50% outpu,t the value of PV%�73.5
• Slope�0.34882
• Time Delay�4.90573 s
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Fig. 5 Step response of the
FOPDT model

Thus, the FOPDT model using the process reaction curve is show below

e−4.905732 s

(
1.81429

104.023s + 1

)

When we try to implement it through MATLAB by providing a step input, we
gather some information like time-domain specification and the step response of the
delay process.
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• Rise Time: 228.5408 s, Settling Time: 411.8490 s
• Settling Minimum: 1.6408, Settling Maximum: 1.8135
• Overshoot: 0%, Undershoot: 0%
• Peak: 1.8135, Peak Time: 809.5837 s

The step response of the given FOPDTmodel in MATLAB is shown in Fig. 6. As
we had to find the value of slope and time delay, now it is time to find the optimized
value of all the controller parameter using the different tuning procedures.

3.2 Implementing the Tuning to the Given PID Controller
Parameters

The tuning of PID controller means that we must find the corresponding optimized
values Kp, Ki, and Kd that will suit best for our level control system and provide the
better result of our desired set point. Kp, Ki, and Kd values are found using different
tuning methods and are tabulated in Table 1. Figures 6, 7, 8, 9, 10 and 11 shows the
step response for each tuning methods.

Thewhole processwas implemented in both inMATLABand SIMULINKandwe
observed the different time specifications of different tuning procedures by providing
a small step input change to the system.

The given Table 2 compares all the tuning methods with the help of time speci-
fication. From the given Table 1, we can predict which tuning method will be best
suited for our given level control trainer. For the best optimizing process, the value
of rise time and settling time should be less and for the % overshoot, its value should
lie below 12%.

Fig. 6 Ziegler–Nichols tuning response
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Table 1 PID controller parameters

Tuning method Kp Ti Td

Ziegler–Nichols 14.0249 9.81164 2.452866

Cohen–Coon 15.721 11.83884 4.4829

Wang–uang–Chan 2.88387 95 4.7368

Chien–Horns–Reswick 2.976 90 5

AMIGO 4.25 40 4.8387

PID tuner 0.5417 0.0081343 0

Fig. 7 Cohen–Coon tuning response

Fig. 8 Wang–Juan–Chan tuning response
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Fig. 9 Chien–Horns–Reswick tuning

Fig. 10 AMIGO tuning response

4 Conclusion

Themaintaining of the level process is the one of the important parameters that should
be taken care of for better running of the plant. In this paper, we had to differentiate
the different tuning method and studying their step response in the given real-time
level control trainer. So, after going through all the MATLAB responses and scope
result and at last, we can conclude that the tuning which will be best suited for the
real-time level control trainer is the Ziegler–Nichols tuning method. As this tuning
method is providing satisfactory rise time that is 3.2902 s but a better settling time
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Fig. 11 Real-time tuning
(PID tuner)

Table 2 Time-domain specification of given FOPDT model in MATLAB

Tuning method Rise time (s) Settling time (s) % overshoot Peak time (s)

Ziegler–Nichols 3.2902 89.4497 63.9093 13.5319

Cohen–Coon 2.9451 123.926 73.2336 1.7323

Wang–Juang–Chan 69.2385 545.4891 3.5836 0.9978

Chien–Horns–Reswick 62.9658 518.8147 0 0.9999

AMIGO 23.5937 178.0595 0 0.9979

PID tuner 137.2688 411.4076 3.6767 297.6244

that is 89.447 s and satisfactory % overshoot that is 63.093% as compared to any
other tuningmethods. The real-time tuning that we had used is PID tuner is providing
the satisfactory % overshoot which is very less as compared to any other PID tunings
that had been done but have not good rise time and settling time. So, if we tune
our level control trainer using Ziegler–Nichols method, we can obtain satisfactory
desired output. The whole paper is about to design an empirical model for our level
control trainer using either using the process reaction curve (PRC) or using Two-
point method which is completely a statically procedure. Most of the engineers try to
find the empirical model using the Two-point method this because finding the slope
in the process reaction curve is little bit tricky. So therefore, for this reason, most of
the engineer recommends Two-point method where we must find two values of the
time that is in 63.2 and 28.3% of the total time.
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Comparative Analysis of Energy
Consumption in Sensor Node Scheduling
Heuristics in Wireless Sensor Network

Sunita Gupta and Sakar Gupta

Abstract Wireless Sensor Networks (WSNs) are commonly used in many wireless
applications like battlefield, environmental monitoring, etc. WSN is consisting of an
excess of sensors that operates for many months to years to complete their assigned
tasks. Due to the small size of a sensor node, the power supply attached to the sensor
node is very limited in size. Thus, energy conservation becomes a challenging issue
in WSN design and researchers face problem to get long operating hours without
affecting the system performance. In this paper, a hardware and battery models are
surveyed that can affect battery life and cause the difference between the simula-
tion and application results. Varieties of mathematical models have been studied to
serve as analytical tools in quantifying battery utilization and discharge character-
istics. However, batteries are the primary power supply source. They fail earlier in
some applications than their projected working time. So Energy Harvesting WSN
(EHWSN) can be used if possible. This paper compares and shows a pattern of battery
utilization in lifetime maximizing heuristics for WSN. In (Gupta and Roy Global J
Comput Sci Technol E NetwWeb Secur 15(6), 2015 [1]), proposed a heuristic called
Q-Coverage Maximum Connected Set Cover (QC-MCSC) and it is used for energy
minimization. It schedules the activities of nodes having Q-Coverage and Connectiv-
ity constraints. QC-MCSC is compared with existing heuristics, High Energy Small
Lifetime (HESL), Triple Phase Iterative Connected Set Cover (TPICSC) and Max-
imum Set Cover (MSC). In this paper, a comparison of performance of QC-MCSC
heuristic is done with existing heuristics over battery utilization pattern in WSN.

Keywords Wireless sensor network · Energy consumption and battery model
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1 Introduction

There are various key design issues to make WSN to perform as desired like WSN
dynamics and node deployment method, the order of Coverage and Connectivity,
mobility, clustering, transmission media and communication, power consumption,
data aggregation, fault tolerance, scalability and network topology [2]. A major
challenge for WSNs, however, lies in the node energy constraint. The energy source
for sensor nodes is typically two AA batteries. On the other hand, expected lifetimes
of batteries should range frommonths to years. It is undesirable to recharge or replace
the batteries of thousands of sensor nodes frequently, when a node is depleted of
energy. It cannot fulfil its role further, unless the source of energy is replaced. So the
usefulness of a Wireless Sensor Node finishes when its battery runs out. The energy
exhaustion of any node indicates that the network needs to be reorganized.

In simpleWSN, a sensor is a key element of aWSN node. A node is also equipped
with some other main components like Microcontroller, Transceiver, Memory and
Power unit. Sensed information by a sensor is stored in a buffer and forwarded to
remaining nodes or fusion centre. The power supply is used to supply energy to
storage, Sensing and Transceiver unit. A simple model of WSN is given in Fig. 1.

In Energy Harvesting WSN (EHWSN), ambient energy is provided from energy
harvestingdevice as shown inFig. 2. In energyharvestingprocess, energy is generated
from some outside sources like Sun, wind, etc. Thus, there is no problem of battery
capacity limitation. Hence, lifetime using EHWSN is increased.

Next section includes related work about battery models and mathematical mod-
els. A battery model is introduced in Sect. 3. In Sect. 4, a hardware model for battery
utilization and discharge behaviour of a wireless sensor’s battery is discussed. In
Sect. 5, a comparison of the performance of QC-MCSC Heuristic with existing
heuristics is done over the pattern of battery utilization in Wireless Sensor Network.
Finally, Sect. 6 concludes this paper.

Fig. 1 Model of wireless
sensor node Memory

MicrocontrollerTransceiver

Power Unit

Sensor
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Fig. 2 Model of energy
harvesting wireless sensor
node

Micro-
controller

Transceiver

Power Unit

Sensor

Memory

Energy harvesting device

Ambient 
Energy

2 Related Work

The majority of work on Wireless Sensor research relies on generic battery models,
which place little emphasis on actual hardware platforms and batteries. The bat-
tery discharge characteristic of a sensor node was first examined experimentally by
authors in [3]. The experiment was conducted with a commercial lithium-ion bat-
tery. The sensitivity of it was examined to the load profile of a sensor node with
limited WSN parameters. The capacity extracted from the battery is gradually down
by voltage converter which is used for power supply to a base node.

Many models of low-power wireless communication transceivers have been pro-
posed in recent years to lower sensor energy usage. For example energy-efficient
modulation scaling [4, 5], delay controlled transmission schemes [6, 7], energy-
efficient routing [8, 9], power management-based task scheduling for digital com-
munication processors [10], etc. A survey of these different energy minimization
techniques is given in [11]. A comparison of some energy-efficient sensor node
scheduling algorithms are also given in [12].

Measuring the battery life through real experiments is time consuming. Thus,
numerous simulation tools like NS-2 [13] have been proposed in recent years to
estimate it. A variety of simulation strategies have been suggested to exploit battery
characteristics for designing more “battery friendly” systems and communication
protocols [14]. Many mathematical models have been proposed that provides upper
bounds on lifetime [15–18].
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3 Battery Model

In WSNs, batteries are the only source of energy supply to sensor nodes. Because of
very small size and capacity of batteries, WSN lifetime is very limited. In order to
increase overall lifetime of aWSN, energy efficiency of every node is to be improved
or energy of each and every node is to be utilized properly. Each Wireless Sensor
Network node radio can be in one of the three states. It is in an active state when
the transmitter is transmitting or receiver is receiving. In sleep state, its radio is off.
It does not consume energy in a sleep state. The transceiver is neither transmitting
nor receiving. In idle state, it consumes less energy as compared to the active state.
Thus the largest amount of energy is consumed in the active state. A large quantity
of energy is lost during communication because of many reasons like Collision,
Overhearing, Control Packet Overhead, Idle Listening, Over emitting, Interference
etc.

A simplest model for power consumption of a sensor node (Pnode) is given below
in Eq. 1 [19].

Pi �
(
Tiactive ∗ Piactive + Tisleep ∗ Pisleep

)
/T (1)

Pnode �
∑

i

Pi (2)

The node can be divided into i different units (like processing unit, transceiver
unit, sensors, etc.). Each unit can be in two states: active and sleep state. Sleep state
consumes very low power and Psleep << Pactive. In time T, A unit i can change between
two states. Tiactive is the total time a component passes in active state. Tisleep is the
total time that a sensor node spends in sleep mode. For all i units, total time T�
Tiactive + Tisleep . Pnode is the sum of power consumption of all components. Power
consumption in active time (Piactive) and the time that a component spends in active
state (Tactive) are to be reduced, to minimize Pnode in total.

4 Hardware Model

For computing and calculating the power consumption of the MAC protocols for
different transceivers, a set of variables are used and are given in Table 1. For con-
verting the power consumed by a node into the lifetime of a node, a battery model
given in [20] is used. Lifetime of Ni–Mg batteries is long and has a continuous output
voltage. But ,alkaline batteries are used as their price is lower. The power leakage is
10% of the total energy E in 1 year. pleak � (0.1 * E)/((24) * (365)), where E is inWh.
For P power consumption, the battery will runs off after time T as given follows:

T � E/(P + Pleak) � E/(24 ∗ 365) ∗ p + 0.1 ∗ E (In Years) (3)
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Table 1 Parameters used in the hardware model for energy consumption

Variables Parameter

Csleep Sleep current in mA

Cbatt Capacity of battery in mAh

V Voltage

Pleak Power leakage of battery

Lpreamble Preamble length in bytes

Lpacket Packet length in bytes

ti Radio sampling interval in seconds

R Sample rate in packets per second

Ptx Power consumption when transmitting

Prx Power consumption when receiving

TSeRx Settling time for receiving mode

TSeTx Settling time for transmitting mode

L Expected lifetime (s)

B Raw bit rate

θ Clock drift rate

The energy consumed by a node decides the overall lifetime of the nodes as in
[21]. If lifetime of the node is improved, then the total energy consumption decreases.
Energy used by a sensor is the addition of energy used in transmitting (Etx), receiving
(Erx), listening on the radio channel (Elisten), sleeping (Esleep) and sampling data (Ed).
The notations listed in Table 1 are used in this paper. The average energy consumption
Econsp by a node is given by

Econsp = Erx + Etx + Elisten + Ed + Esleep (4)

The total energy E in measured in Wh. The energy E is resultant of product of
capacity in Ah and voltage. Starting voltage is 1.5 V and ending voltage is 0.9 V.
The mean of the voltages taken which is 1.2 V. In LR6 battery of capacity Cbatt = 2.6
Ah, the energy for the lifetime T is

E � V ∗ I ∗ T � ((1.2) ∗ (2.6) ∗ (T))/T � 3.12Wh (5)

Using this simplest model, for zero-power depletion, the battery lifetime is 10
years. Here, the complexity of the battery is not mixed with the complexity of the
protocols.
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5 Comparison of QC-MCSC Heuristic with HESL,
TPICSC and MSC

Comparative Performance of QC-MCSC with Existing Heuristics HESL [22],
TPICSC [23] and MSC [24] over the pattern of battery utilization for a given bat-
tery Model is given below. QC-MCSC is compared with existing heuristics tech-
niques HESL, TPICSC and MSC over the network lifetime. As seen from the table,
QC-MCSC achieves the lifetime higher than existing heuristics Techniques HESL,
TPICSC and MSC.

From the graph, it is proved that the energy consumed by nodes in heuristics
QC-MCSC is fewer as compared to heuristics HESL, TPICSC and MSC (Fig. 3 and
Table 2).
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Fig. 3 Comparison of the performance of QC-MCSC heuristic with HESL, TPICSC and MSC
over pattern of battery utilization for a given battery model

Table 2 Comparison of performance of QC-MCSC heuristic with HESL, TPICSC and MSC over
pattern of battery utilization for a given battery model
No. of
Sensors

Performance of
QC-MCSC [1]

Performance of
HESL [22]

Performance of
TPICSC [23]

Performance of
MSC [24]

Lifetime of
sensor

Energy
consumed

Lifetime of
sensor

Energy
consumed

Lifetime of
sensor

Energy
consumed

Lifetime of
sensor

Energy
consumed

20 9.087 0.3433476 8.763 0.3560424 8.384 0.3721374 8.143 0.3831511

40 18.267 0.1707998 17.463 0.1786634 17.565 0.1776259 17.376 0.1795580

60 26.738 0.1166878 26.374 0.1182983 26.038 0.1198248 25.894 0.1204912

80 34.373 0.0803357 38.537 0.0809611 33.572 0.0818103 33.423 0.09334889

100 42.829 0.0728478 42.459 0.0734826 42.127 0.0740617 41.727 0.0747717

120 52.283 0.0596752 51.637 0.0604217 51.582 0.0604862 51.125 0.0610268

140 61.016 0.0511341 59.765 0.0522044 60.303 0.0517387 59.782 0.0521896
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The implementation of QC-MCSC heuristic for real-time applications will help
in realizing highly efficient and low-cost Wireless Sensor Networks.

6 Conclusion

In this paper, battery of a sensor node, its characteristics, different batterymodels and
hardwaremodels are discussed. Differentmathematicalmodels for battery utilization
are also discussed. A Comparison of performance of QC-MCSC Heuristic is done
with HESL, TPICSC andMSC over a pattern of battery utilization for a given battery
model. There are many other methods that can also be used for maximizing the
lifetime of a WSN like clustering, routing, etc. The mathematical model can also be
used for these approaches to analyse the pattern of battery utilization. The order of
coverage and connectivity can also be increased to get the more reliable WSN, but
battery utilization increases in that case.
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Medical Diagnosis of Parkinson Disease
Driven by Multiple Preprocessing
Technique with Scarce Lee Silverman
Voice Treatment Data

Alok Kumar Shukla, Pradeep Singh and Manu Vardhan

Abstract Parkinson’s disease is a chronic neurodegenerative disorder characterized
by the progressive deterioration of motor function that affects vocal performance and
can result in noticeable disruption of vocal performance degradation. Early diagno-
sis of Parkinson’s disease is very crucial in preventing the disease’s progression.
However, it is a complicated task for specialists or clinicians due to a wide scale of
symptoms and progressive changes in disease’s symptoms over time. No standard
framework exists to determinewhat percentage of diseases arises. This researchwork
aims at early identification of patientswith Parkinson’s disease usingmultiple prepro-
cessing techniques known as Multi-Preprocessing System (MPS). The main aim of
the proposed diagnostic framework is to investigate the potential of sustained vowel
phonations of Lee Silverman Voice Treatment dataset which improve the classifica-
tion performance. The proposed framework depends on three stages of preprocessing:
(a) novel ensemble method for feature selection, (b) Discretization, and (c) Principal
Component Analysis (PCA). The experimental results emphasize that the proposed
MPS method provides additional support to significant reduction of cardinality and
outperforms the state-of-the-art feature selection methods in terms of Accuracy, Sen-
sitivity, Precision, and F-measure, using seven learning algorithms. The evaluation
results show that proposed method using Random Forest (RF) achieves the highest
performance in terms of accuracy as 94.98%, sensitivity as 93.18%, precision as
94.96%, and F-measure as 94.7%.
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1 Introduction

Data mining in the restorative area gathers information from the past experiences and
examines them to recognize patterns and solutions for the current circumstances. It is
an effective diagnostic procedure for recognizing obscure and significant data from
the expansive volume of therapeutic data taken from medical science, medication
procedures, and clinical tests [1]. Data mining-based techniques can be used for
the change of prescient models that empowers classification and prediction. In the
fields of data mining, the core problem is to select the meaningful features and ignore
extraneous features from themedical dataset. Therefore, most of the researchers have
used efficient preprocessing techniques such as feature selection, discretization, and
principal component analysis on the medical dataset to reduce the computational
cost of any learning algorithm.

Over the past few years, numerous machine learning (ML) methods have used an
ensemble model for better performance. It is the way toward building a logical model
in the wake of finding information from the data which conveys us to the idea of
machine learning (ML). It is formally characterized as the perplexing computation
procedure of automatic data recognition and intelligent decision-making in view of
sample data [2, 3]. Ensemble learning method has been successfully employed in
classification complications, but is also a means for improving other ML functions,
i.e., feature selection (FS). The ensemble can be formed in many ways, here, we use
a heterogeneous ensemble method (based on ranking of feature selector), namely
Correlation-based Feature Selection (CFS), ReliefF, Information Gain (IG), and Chi-
Square (CS), respectively.

At an abstract level, Parkinson’s disease (PD) is a prolonged mental disorder as
depression or neurosis categorized by the progressive worsening of motor use and
the rising of significant non-motor problems [4]. According to worldwide statistical
analysis report, diseases estimated at least 0.001% of the population [5, 6]. The
specified study on vocal deficiency, approximate 29% of people suffer in the huge
majority of Parkinson’s disease and crucial problematic disease [7]. The most usual
symptoms of vocal impairment symptoms are quietness, monotone, harshness, noise,
vague articulation, and vocal quiver [8]. The vocal damage range can be evaluated
using persistent vowel phonations or run the gauntlet. The cause of Parkinson’s
disease, the vocal deficiencies in running speech may not arise in sustained vowels,
and quantity of speech is more intricate due to articulatory and other linguistics [9,
10]. Moreover, the measurement of voice deficiency can be considered by sustained
vowel structure or gauntlet. The fact is voice quality and running voice affects due to
the PD (e.g., sequences of vowels and consonants). Due to voice and other linguistic
rattle, the measure the performance of running voice is very difficult [11].

The goal of this exploration work is to demonstrate that the choice of the huge
features from the accessible crude medicinal dataset helps the physician to arrive at
an accurate diagnosis. The features are subjected to a three-stage filtration process,
which forms the subset with the lowest cardinality, i.e., according to the correspond-
ing rank of the feature, the minimum number of features is selected that expands
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the accuracy. The technique utilizes an efficient strategy of combining preprocessing
with ranking method. The observational outcomes demonstrate that the proposed
Multi Preprocessing System (MPS) framework achieves remarkable dimensionality
reduction in the medical dataset.

The key contribution of this paper developed a novel ensemble method with the
help of the heterogeneous filter-based feature selector (based on ranking of features),
namely CFS, ReliefF, IG, and CS. Then, applied discretization and principal com-
ponent analysis for better classification of medical data. The method is established
to perform satisfactorily in terms of classification performance for a huge num-
ber of features-based medical dataset. The rest of the paper is planned as follows.
Sections 2 and 3 provides the related work on ensemble of feature selection method,
discretization, and dimension reduction technique. In Sect. 4, introduced the pro-
posed framework to take the salient features from the dataset and distinguish the
two cohorts (accept versus reject). Sections 5 and 6 discuss the different classifica-
tion techniques and shows the experimental result on the LSVT dataset. Section 7
discusses the conclusion.

2 Related Work

In the current literature, there are still a few weaknesses in analytic strategies for
Parkinson’s disease. For example, (i) interrelationships among determination factors
have not been considered, (ii) dynamic alters in disease direction after sometime
have been disregarded while dynamic finding strategy could cause better control of
the circumstance and make better choices over the long time. In machine learning
[12], all the computational methods prescribe a couple of critical features for malady
determination. At that point, these prescribed critical features may enable specialists
or clinicians the biomedical mechanism to better with a more pre-learning about the
reason for illness and give the quickest conclusion to recovery the tainted patients as
right on time as could be expected under the circumstances. Following our related
work focus on the feature selectionmethods and highlights the limitations of previous
studied by features selection methods with the aim of picking a features subset that
maximize the performance (for example, accuracy) of a assumed classifier. In most
of the cases, the random forest is a base classifier to discriminate vigorous subjects
from people with Parkinson’s (PWP) and measurement of the diagnostic system is
measured with ROC [13]. To the best our knowledge, detection of Parkinson’s dis-
ease and classification based on evolutionary approaches have been introduced by
only a few researchers to overcome diagnosis problem. The discrimination of normal
or abnormal cases, numerous research papers have been tried to solve this problem
by acoustic measurements of dysphonia [14]. According to Little et al. [15] tried to
finding the novel dataset and focus on the effectiveness of nonstandard measurement
and serene sustained vowel phonation’s 23 were PD patients out of 31 subjects, max-
imum accuracy reached 91.4%. In fact, as a recent work indicated by Sakar et al.
[16] offered a patient dataset with 20 PD out of 40 subjects in order to the inven-
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tion, the disorder terms unremitting vowels, words, numbers, and petite sentences to
each 26 distinct individuals set by summarized leave-one-out validation technique
with accuracy 77.5%. Gillespie and Gartner-Schmidt [17] determined what factors
of speech-language pathologists (SLPs) deem most important when discharging a
patient from voice therapy. Sakar andKursun [3] attempted to choose the relevant and
correlated features by the most popular technique maximum relevance -minimum
redundancy and support vector machine classification using leave-one-subject-out
(LOSO) technique to avoid bias. Das [18] has shown a relative study of Decision
Tree (DT), Neural Network (NN), and Regression to efficiently distinguish healthy
individuals from PD dataset. Zuo et al. [19] have proposed a novel hybrid particle
swarm optimization (HPSO) and fuzzy k-nearest neighbor method with achieved
accuracy at 97.47%.

3 Material and Existing Method

3.1 Dataset Description

In this study, we use LSVT dataset taken from UCI ML-repository [20]. The aim of
dataset is to classify dysphonia features of Parkinson’s dataset. The LSVT dataset
consists of 126 supported vowel phonations and 310 dysphonia features.

3.2 Feature Selection

Feature Selection (FS) is an approach bywhich reduction is done on available dataset
which has increased explosively in both numbers of samples and dimensionality.
It is generally used in the fields of bioinformatics, text mining, and data mining
problems. It is divided into four categories: Filter [21], Wrapper [22], Hybrid [23],
and Ensemble [24]. In this paper, our focus is on the filter-based FSmethod, to choose
the informative features from the dataset for better diagnosis of diseases. Here, we
use most common feature selection techniques, i.e., ReliefF [25], Correlation-based
Feature Selection (CFS) [26], Information Gain (IG) [27], and Chi-Square(CS) [28].

3.3 Discretization

Discretization is a vital preprocessing method that is basically used in data mining
problems which reduces the noise and accelerates the learning process [29]. The
essential goal of discretization is to mapping a continuous feature into m intervals
U�{(d0, d1) … (dm−1, dm)}, where d0 and dm are the minimal and the maximal
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values of features. In the past literature, lots of method of discretization has been
proposed for un-supervised and supervised methods [30].

3.4 Dimensionally Reduction

In machine learning problems, dimension reduction is an effective tool to improve
the performance and reduced the number of random variables under consideration
via obtaining a set of principal components so decreases the training time and may
increase the classification accuracy. In the past literature, lots of methods have been
proposed for dimensionality reduction in the context of data mining fields. In this
correspondence, we used the most potent and prominent data reduction technique,
namely Principal Component Analysis (PCA) [31].

4 Proposed Methodology

Each feature selection technique (FS) has its own qualities and shortcomings, and
the execution is based on the type of dataset, but also on the constraints related to
the scenario (accuracy, time and cost). In any case, in spite of the accessibility of
developing quantities of strategies, analysts by and large concur that no perfect FS
method exists. Some information of existing FS algorithms is required in order to be
able to have the capacity to pick a strategy that is fitting to the issue. One possible
solution to this issue is to use an ensemble of heterogeneous FS methods as shown
in Fig. 1.

Fig. 

Experimental 
medical Data set

Multiple Preprocessing 
Methods Reduced Data 

set

10 fold CVTraining setClassifiersAverage classifica-
tion performance

10 times Evaluate classifiers Testing set

Fig. 1 Overall process of multi-preprocessing system (MPS)
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4.1 First Stage of Preprocessing—Ensemble Method

In this paper, we generated four strategies using different feature selection methods
on medical dataset (see pseudo-code 1). This approach assesses the qualities and
shortcomings of the individual techniques. The several FS methods (i.e., CFS, IG,
ReliefF, and CS) are measure rank on themedical dataset, and the output is combined
using an amalgamation method.

Pseudo-Code 1 : Heterogeneous Ensemble Method

Data: M – number of ranker methods
Value : – threshold of the number of features to be selected
Outcome : P – Best ranking feature set
For each n from 1 to M do
Obtaining ranking AM using feature selection method M
End for
A = combining ranking Am with a ranking combination method
At = Select top attributes from A
Obtain top ranked features
Return P

4.1.1 Ranking Combination

EnsembleMethod is a rich strategy to create enhancedmachine learning (ML) results.
We present the ensemblemethod that obtains a final positioning of highlights by com-
bining outputs (rankings) from singular rankers utilizing a combination technique
also known as aggregator to create a surprising final output. Several different com-
bination methods are available in the literature, here, we used ranking vote method.

4.1.2 Ranking Vote

Ranking Voting is a group decision-making scheme and has been found to be just
as effective as other more complex schemes [32]. For an input sample, individual
feature selection (FS) method produces an exclusive decision regarding the identity
of the sample. Then, the identity is assigned according to what the frequency of
voters agree (output prediction is the one that receives more than half of the votes).
In the context of feature selection, the input samples are the features ranking and
the identity each features ranking is ensemble or not in combination. If none of the
output ranking get more than one of the votes, we may say that the ensemble method
could not make a stable ranking for this instance, then we pickup smallest vote value
(in terms of score or weight). Although this is a widely used technique, you may try
the most voted ranking as the final ranking according to Eq. 1.
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M∑

n�1

dn, j � argmax j∈{1,2,...,L}
M∑

n�1

dn, j (1)

Here, M represents the number of feature selection method and L is selected
number of attributes. For attribute j, the sum

∑M
n�1 dn, j tabulates the number of

votes for j. Plurality chooses the attribute j which maximizes the sum.

4.2 Second and Third Stage of Preprocessing: Discretization
and Dimensionally Reduction

In the second stage, we present the efficient preprocessing technique, namely
discretization on medical dataset. We transform the data features using a stan-
dard discretization algorithm with a finite number of intervals. The data attributes
have discretization values with a finite number of intervals (set d�3) as d �
{d1, d2, d3, . . . , dn} for better average accuracy with low computation cost. In order
to select the relevant features from the medical dataset and then discretized the
selected features by the method. While the subsequent stage knowing as Dimension-
ally Reduction, which consists of the feature space of reduced dataset with subset of
features F′ containing n features. Principal component analysis technique is applied
to each class to produce the covariance matrix which is specifically suitable to target
class.

Pseudo-Code 2 : Multi-Preprocessing System (MPS)
Input: Dataset D has with n features, Ɛ: number of classifiers, : threshold of the number of 
features to be selected, D’: reduced medical data set with X training set and Y testing set, M: number of ranker meth-
ods.
Output: Accuracy, Precision, Sensitivity, F-measure. 
Initialization: and :
begin

For each
Evaluate for according to Pseudo-Code 1.

  End For
ensemble ( 

 ( 
select the feature F' based on  ensemble feature ranking from  

Return D’ with feature subset 
Perform discretization process on reduced dataset with the discretize level of each features  
Perform Dimensionally Reduction Process on discretize dataset
For i=1: Ɛ do
randomly split using tenfold Cross Validation

training set X with 
test an Ɛ classifier from testing set Y

evaluate performance
End For 
End
Return Accuracy, Precision, Sensitivity, and F-measure
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Abovementioned pseudo-code 2 describes the structure of proposed (MPS)
methodology. The reduced medical dataset randomly splits in training datasets and
testing datasets using renowned method for evaluation called as tenfold Cross-
Validation (CV). The building a classifier, much of the work is concentrated on
selected relevant features byMPSmethodology, which gives maximum performance
in terms of Accuracy, Precision, Sensitivity, and F-measure, respectively.

5 Classification Technique

To measure the acceptability of feature subset for classification, different error esti-
mation strategies have been suggested. In the past literature, most of the researchers
have been applied the popular validation method, i.e., CV or bootstrap techniques
[33], respectively. In this paper, we use ten-fold CV method on the LSVT dataset,
which randomly splits the dataset into training and testing data subgroups: In training
dataset that consists of 0.90 of the data samples and other testing subset consisting
of 0.10 of the data samples to estimate the performance based on confusion matrix.

5.1 Classification

In the pattern recognition and data mining fields, classification is the process of given
previously unknown sample, decide to which group it belongs that is, a function that
assigns a class label to the instances described by a set of attributes. In this paper, we
use seven different classifiers, i.e., Naïve Bayes (NB) [34], Support Vector Machine
(SVM) [35], RandomForest (RF) [36], K-Nearest Neighbor (KNN) [37],Multi-layer
Perceptron (MLP) [38], Decision Tree (J48) [39], and NBTREE [40], respectively.

6 Result and Discussion

6.1 Performance Measures

We measure the classification performance with the help of seven classifiers, i.e.,
Support Vector Machine (SVM), Naïve Bayes (NB), Random Forest (RF), J48 (DT),
K-Nearest Neighbor (KNN), NBTREE, and Multi-Layer Perceptron (MLP) with
four performance parameters, i.e., accuracy, sensitivity, precision, and F-measure,
respectively, using WEKA toolbox [41]. These performance measures are defined
as:

(a) Accuracy: To predict the percentage of correctly classified samples, it is for-
mulated as: Accuracy (%)� T N+T P

T P+T N+FN+FP ∗ 100
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(b) Sensitivity: Percentage of positive instances that are predicted as positive. It is
also called TPR or Recall. It is formulated as: Sensitivity�Recall (Re) (%)�

T P
T P+FN ∗ 100

(c) Precision: It is the percentage of positive predictions that are correct. This is
also called PPV (positive predicted value). It is formulated as: Precision (Pr)
(%)� T P

T P+FP ∗ 100
(d) F-measure: F-measure has a parameter that sets the tradeoff between recall and

precision. The standard F-measure is F1, which gives equal importance to recall
and precision which define as: F-measure� 2∗ Pr ∗Re

Pr +Re

Here, TP, TN, FP, and FN are true positive, true negative, false positive, and false
negative in the independent datasets, respectively. All the experiments of classifica-
tion and performance evaluation are performed using MATLAB and WEKA data
mining tool.

6.2 Experimental Results

This section illustrates the performances of proposed method against individual pre-
processing method with respect to seven classifiers. Here, the maximum threshold
is set to be 0.30 and as a preprocessing step select the top-ranked features by vote
scheme forLSVTdatasets. The classification performance of the proposedmethod on
the LSVT datasets is evaluated using the tenfold cross-validation (10-CV) approach
as shown in Table 1. The proposed method average accuracy is computed as the
average of the ten runs.

In our experiment, Fig. 2 shows the assessment of the performance of the algo-
rithms. Figure 2 shows that the proposed method achieves the highest accuracy
(94.98%) with RF classification with respect to other existing methods. The maxi-
mum classification accuracy for preprocessing method is reported in Table 1 at bold
value. The classification accuracies of the existing classifiers using different pre-
processing techniques are between 56.34 and 94.98%. Accuracies achieved by J48,
KNN, MLP, NB, NBTREE, and SVM classifier using the proposed MPS method is
92.18%, 91.28%, 94.17%, 93.89%, 92.68%, and 93.08%, respectively.

The ultimate goal of the researcher is to measure the predictive classification
accuracy and also other performance measures like precision, sensitivity, and F-
measure to distinguish the effect of feature selection. As shown in Figs. 3 and 4,
the proposed method with RF classifier shows the highest performance in terms
of precision 94.96% and sensitivity 93.18%, respectively. As reported in Table 2,
the proposed MPS method demonstrates the effectiveness of comparatively other
classification method and existing feature selection method. The proposed MPS
methods performance is effectively better than the remaining preprocessing methods
shown as bold inTable 2. Furthermore, for LSVTdataset, the sensitivity and precision
versus the number of the present classifier for the proposed method and the best 14
comparison preprocessingmethods are shown in Figs. 3 and 4. The range of precision
value is spread 91.40%, 90.71%, 92.93%, 92.93%, 93.08%, 94.96%, and 91.90% for
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Table 1 Classification accuracies (%) with J48, KNN, MLP, NB, NBTREE, RF, and SVM

Method % of accuracy

J48 KNN MLP NB NBTREE RF SVM

ALL FEATURES 75.42 75.43 86.50 56.34 75.47 83.30 66.64

DI 86.51 88.88 89.68 91.26 88.09 81.74 90.48

PCA 72.22 68.25 77.78 74.60 74.60 80.95 79.36

CFS 77.87 83.31 85.75 66.77 82.45 85.76 67.08

RELIEFF 73.15 75.47 86.56 56.39 80.08 84.14 68.07

IG 82.54 69.84 79.37 51.97 73.02 84.92 65.60

Chi-Square 76.19 69.84 80.19 53.98 80.18 82.57 66.68

CFS+DI 85.74 85.77 91.30 91.71 92.15 90.53 92.04

RELIEFF+DI 84.91 84.13 90.52 84.91 86.58 78.69 89.01

IG+DI 85.71 81.29 83.74 91.29 89.68 93.66 91.27

Chi-Square+DI 85.72 86.29 89.69 91.27 89.69 90.47 91.30

CFS+DI+PCA 89.64 88.12 92.45 92.15 92.06 91.27 92.83

RELIEFF+DI+
PCA

80.18 86.57 84.94 88.12 85.77 88.86 88.89

IG+DI+PCA 72.22 68.26 76.19 74.60 73.81 78.57 79.37

Chi-Square+DI+
PCA

90.49 88.09 85.71 86.51 85.72 90.47 92.06

Proposed MPS 92.18 91.28 94.17 93.89 92.68 94.98 93.08

Fig. 2 The performance of respective machine learning methods

the J48, KNN, MLP, NB, NBTREE, RF, and SVM, respectively. The sensitivity is
getting the following performance 91.90% for the J48, 91.66% for the KNN, and
93.03% for the MLP, 92.10%, 93.12%, 93.18%, 92.19% for the NB, NBTREE, RF,
and SVM, respectively. As shown in Fig. 5, F-measure [42] is estimated by the
proposed methods using RF as 94.7%. The RF classification method on LSVT data
with an accuracy 94.98%. The sensitivity and precision value of RF classifier are
93.18% and 94.96%, respectively. We investigate the highest F-measure as 94.7% of
RF amongst the other classifiers by the proposed method.
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Fig. 3 The performance of precision respective machine learning methods

Fig. 4 The performance of sensitivity respective machine learning methods

Table 2 Performances of different classifiers in percentage
Method Performances of different classifiers in percentage (%)

J48 KNN MLP NB NBTREE RF SVM

PCA Precision 72.81 75.80 79.23 77.74 73.62 81.55 80.77

Sensitivity 72.23 68.31 77.87 74.64 74.65 81.07 79.48

DI Precision 86.48 89.35 89.64 91.33 88.27 81.93 90.61

Sensitivity 86.50 88.91 89.72 91.31 88.14 81.79 90.53

CFS Precision 78.15 83.46 85.74 44.43 82.31 85.60 44.44

Sensitivity 77.85 83.35 85.77 66.74 82.51 85.79 66.72

RELIEFF Precision 73.01 75.43 86.52 56.34 79.49 84.16 66.74

Sensitivity 72.82 76.01 86.53 55.77 78.75 83.52 53.33

Chi-Square Precision 75.74 72.06 80.91 84.06 79.95 81.04 55.43

Sensitivity 76.21 69.82 80.25 74.07 80.22 82.08 66.76

IG Precision 82.34 72.03 80.32 71.05 73.03 85.27 44.44

Sensitivity 82.50 69.81 79.43 54.04 73.09 84.91 66.76

(continued)
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Table 2 (continued)
Method Performances of different classifiers in percentage (%)

J48 KNN MLP NB NBTREE RF SVM

CFS+DI Precision 85.73 85.72 91.37 91.70 92.14 90.51 91.32

Sensitivity 85.74 85.72 91.21 91.73 92.02 90.31 91.19

RELIEFF+
DI

Precision 84.93 84.14 90.53 84.92 86.50 78.67 88.95

Sensitivity 84.52 84.23 90.44 85.21 86.73 78.50 88.67

IG+DI Precision 85.56 88.41 84.70 91.35 89.86 92.90 91.54

Sensitivity 85.73 88.72 87.10 91.35 89.73 92.70 91.31

CHI-
SQUARE+
DI

Precision 85.65 81.78 89.67 91.33 89.84 90.40 91.51

Sensitivity 85.70 82.91 89.7 91.3 89.7 90.5 91.3

CFS+DI+
PCA

Precision 89.70 88.72 92.63 92.10 92.10 91.31 91.50

Sensitivity 89.7 89.1 92.41 92.31 92.10 91.31 91.37

RELIEFF+
DI+PCA

Precision 80.31 86.45 84.80 88.08 85.91 89.98 89.46

Sensitivity 80.22 86.57 84.91 88.16 85.72 88.94 88.95

IG+DI+
PCA

Precision 72.84 75.85 77.70 77.72 72.76 78.52 80.70

Sensitivity 72.21 68.33 76.21 74.61 73.83 78.65 79.43

CHI-
SQUARE+
DI+PCA

Precision 90.43 88.72 85.91 86.60 85.70 90.89 90.21

Sensitivity 90.51 88.13 85.73 86.55 85.71 90.57 92.10

Proposed
MPS

Precision 91.40 90.71 92.93 92.93 93.08 94.96 91.90

Sensitivity 91.90 91.66 93.03 92.10 93.12 93.18 92.19

Fig. 5 The performance of F-measure respective machine learning methods
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7 Conclusions

Although the individual preprocessing method in the medical dataset is a thoughtful
approach but they have few drawbacks. To overcome the drawback of individual
preprocessing method, we have developed a multistage preprocessing model, which
effectively selects the meaningful features of diseases, to provide efficient predic-
tion. The proposed framework depends on three stages of preprocessing: (a) novel
ensemble method for feature selection, (b) discretization, and (c) principal compo-
nent analysis known asMulti-Preprocessing System (MPS). The experimental results
emphasize that proposed (MPS) method provides additional support to significant
reduction of features in LSVT dataset and outperforms the state-of-the-art feature
selection method in terms of Accuracy, Sensitivity, Precision, and F-measure using
seven classification algorithms. The experimental results show that the proposed
method using RF achieves the highest performance in terms of accuracy as 94.98%,
sensitivity as 93.18%, precision as 94.96%, and F-measure as 94.7%.
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Minimum Shared-Link-Count
Forwarding for Alleviating Congestion
in Wireless Sensor Networks

Sanu Thomas and Thomaskutty Mathew

Abstract In a wireless sensor network, when two or more forwarding paths share
a common link that link is overloaded compared to an unshared link. The overload
may cause congestion at the terminal nodes of that link. Therefore, link-disjoint
paths are preferred to reduce the eventual congestion. When the topology does not
support full link-disjoint paths, the primary objective is to maximize the link-disjoint
paths or to minimize the shared-link paths to alleviate congestion. When several
minimum shared-link paths are available, we select the least-cost route. Since the data
forwarding task is basically, “many to one” communication, the least-cost minimum
shared-link paths form a tree. Thus, the goal is to determine the optimal tree which
hasminimum shared-link pathswith least cost. A new iterative algorithm is presented
to determine such an optimal tree. The number of iterations is equal to the number
of sources. In the first iteration, we construct the shortest path for one of the sources
and assign virtual weights to the edges (links) of that path. Then, calculate the next
minimum edge weight path from the next source and so on. The virtual weights
are manipulated from iteration to iteration in such a way that the least cost and the
minimum shared-link criteria are satisfied. The proposed algorithm adjusts the virtual
weights and determines the shortest path. This is a centralized algorithm which can
be easily converted into a distributed one.
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Convergecast · Virtual weights · Shortest path tree
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1 Introduction

In a typical Wireless Sensor Network (WSN), the data sensed by the sensor nodes
are sent to the sink (or the Base Station) by convergecast [1–3] which is same as
many-to-one communication. In general, the converge-cast uses Shortest Path Tree
(SPT) for data forwarding [4, 5] from sensors to the sink. SPT provides the shortest
path from the sensors to the root node (sink). In a simple scenario, the path length is
taken as the sum of the hop counts along the path. In general, the path length is the
sum of edge weights along the path. Therefore, essentially, SPT is the minimum edge
weight path tree. Let the nodes in theWSN be identified by 1, 2,…,N . In a multi-hop
WSN, node i can communicate with node j in a single hop, if they are within the
communication range of each other. Then, node j and i are one-hop neighbors. The
edge weight w(i, j) is 1 (in terms of hop count) when no additional attributes are
specified. With additional edge attributes like bandwidth, reliability, delay, cost, etc.,
the weight can be different from 1. In this paper, we assume that the initial edge
weights are known. In this scheme, the sink is the root of the tree. Thus, this is a
rooted tree.

1.1 Conventional Convergecast and the SPT

The SPT provides the shortest path (path length measured in terms of edge weights)
from the specified source nodes to the root (sink) of the tree. In the conventional
convergecast (CCC), the source nodes forward their data to the sink (root) through the
paths formed by the SPT. TheCCCuses the SPT to reduce the overall communication
cost and delay. Consider a simple example of a tree of two source nodes as shown
in Fig. 1a.

The source nodes are a and c. The sink is t. The weight of each edge is taken as
1. In Fig. 1a, the length (or weight) of the path abt as well as cbt is 2 (or 2 hops).
The edges ab, cb, and bt form an SPT. The total length (or weight) of the SPT is 3.
Source a sends its data along abt and source c sends its data along cbt.

Figure 1a is an example of CCC-SPT. The disadvantages of CCC-SPT are conges-
tion at the junctions, unbalanced traffic load along the links, and unequal utilization
of neighborhood nodes. In Fig. 1a, congestion at junction node b is higher because it

c  d ec           d                                c d                                

a b            t                  a           b              ta b             t 

(a) CCC-SPT (b) MSLC-SPT (c)  MSLC-not-SPT 

Fig. 1 CCC-SPT, MSLC-SPT, and MSLC-not-SPT
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is receiving inputs from the two links ab and cb. The traffic load on link bt is twice
that on either ab or cb. From the utilization point of view, node b is overused com-
pared to node d which is unused. We mitigate these disadvantages by constructing
a special type of spanning tree called Minimum Shared-Link-Count Shortest Path
Tree (MSLC-SPT).

1.2 Minimum Shared-Link-Count Shortest Path Tree

In a tree, one or more paths may pass through an edge. In Fig. 1a, edge bt accom-
modates two paths, abt and cbt, while edge ab and cb each accommodate only one
path. Thus, the share of edge bt is higher than that of ab. To quantify the share value
of an edge, we introduce the term Shared-Link-count (SLC) of an edge. The SLC of
an edge is the number of distinct paths accommodated by minus 1. This definition
is logically similar (but not arithmetically) to the definition of edge sharability as
given in [6].

The significance of minus 1. We take the normal quota of an edge as one path.
Additional paths accommodated are its SLC.When an edge accommodates only one
path, that edge is not sharing any other path. Therefore, its SLC (share value) is 0. If
an edge belongs to two paths, then its SLC�1, because it is sharing one extra above
its normal quota. In general, SLC of an edge is the number of paths passing through
minus 1. The algebraic expression for SLC is given in Eq. (4), Sect. 3.1. In Fig. 1a,
the SLCs of edge ab and cb are 0’s while that of edge bt is 1. In Fig. 1b, the SLCs
of all the edges are 0’s.

Minimum Shared-Link-Count Shortest Path Tree (MSLC-SPT) is that tree having
minimum total edge weight among those trees having minimum Total Shared-Link-
Count (TSLC). In Fig. 1b, the two paths abt and cdt are edge disjoint. Each edge
accommodates only one path. Therefore, the SLC of all edges in Fig. 1b is 0. There-
fore, the TSLC is also zero. On the other hand, in Fig. 1a, the TSLC is 1. Therefore,
the degree of congestion in Fig. 1a is higher than that in Fig. 1b. Now, let us compare
Fig. 1b with Fig. 1c. In Fig. 1c also, the TSLC�0 as in Fig. 1b. But the path length
of the tree in Fig. 1c is 5, whereas the path length of the tree in Fig. 1b is 4. Therefore,
the tree of Fig. 1b is the MSLC-SPT while that of Fig. 1c is not an SPT even though
it has MSLC. Hence, the tree of Fig. 1b is better than that in Fig. 1c. The significance
of SLC is, lower the SLC of an edge, lower is the congestion in that edge. Minimum
SLC tree is also a minimum in-degree tree.

Let L be the number of specific leaf nodes to be connected by a tree in a given
graph with a given root. There will be L number of paths in that tree. Let T1 be the set
of all possible such trees connecting the L nodes to the root. From T1, we consider
only those trees which have minimum TSLC. Let us denote this set as T2. Then,
from T2, we choose only those trees which have minimum total edge weight and
designate them by the set T3. Thus, we have T3 ⊆T2 ⊆T1. Set T3 may contain more
than one member. Trees belonging to T3 which have minimum TSLC as well as the
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lowest total edge cost are defined as the MSLC-SPTs. Our objective is to construct
the MSLC-SPT for a given set of source nodes in a given WSN.

1.3 Widespread Convergecast

InWidespread Convergecast, we useMSLC-SPT, whereas CCC uses a Conventional
SPTwhich is hereafter called CSPT. AnMSLC-SPT occupies more nodes and hence
geographically spread over a wider region compared to a CSPT. A CSPT and an
MSLC-SPT are shown in Fig. 2.

In Fig. 2, the source nodes are {3, 4, 5, 7, 8} and the root node is 66. In Fig. 2a,
the CSPT is narrowspread and in Fig. 2b, the MSLC-SPT is widespread. The convex
hull of the MSLC is bigger than that of CSPT. It is an edge-disjoint tree and the total
SLC value is 0. In Fig. 2a, SLC values of certain edges are nonzeros. The SLC values
of edges of CSPT of Fig. 2a are shown in Table 1.

(a) CSPT                    (b) MSLC-SPT                  

Fig. 2 Narrowspread and widespread trees

Table 1 SLC values at different edges in Fig. 2a

Edges (26–36) (36–46) (46–56) (56–66) Others

SLC 1 2 3 4 0
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2 Related Works

Considering the network congestion, shortest paths alone are not sufficient. To reduce
the congestion, sharing of links should be reduced. In [6], the minimum sharability
constraint is discussed in detail. Trees with Minimum Shared Edges are described
in [7] and it is shown that the construction of such a tree is an NP-hard problem.
Minimum in-degree trees naturally decrease the congestion. Construction of such
trees is discussed in [8, 9]. NRBP (Near Receiver Branching Point) is presented in
[10] where the branch points are forced to be nearer to the root. Degree constrained
minimum spanning trees are studied in [11, 12] using the genetic algorithm and an
improved multi-colony ant algorithm is used in [13]. When several objectives are to
be optimized simultaneously, it is a multi-criteria optimization. Such multi-criteria
shortest path tree problems are solved in [14, 15].When the number of shared edges is
zeros that becomes an edge-disjoint tree. In [16], the authors have given the “binary
blocking flow” algorithm for constructing the edge-disjoint paths. Vertex disjoint
shortest paths and their complexities are described in [17, 18].

3 Characteristics of an MSLC-SPT

Let the given WSN be represented by a graph G(V , E) where V is the set of vertices
(nodes) and E is the set of edges (links) of the WSN. In that graph, MSLC-SPT is
a tree that connects a given set of sources (sensor nodes) to the root (sink) through
intermediate nodes. The tree is rooted at the sink and the data flow is from the source
nodes towards the sink. The MSLC-SPT is a rooted tree rooted at the sink. Data
flows from the leaf nodes to the sink. (The tree does not contain any cycles). The
out-degree of all the nodes except the sink node is 1. The out-degree of the sink node
is 0 (see Fig. 2).

3.1 SLC and TSLC

In our scheme, SLC is an important parameter of an edge inMSLC-SPT. Let S be the
given set of K distinct source nodes as, S �{s1, s2, …, sK} and t be the destination
node (sink). Then, we have K distinct paths as

Pi � path(si , t) (1)

for i �1 to K . Here, Pi contains a sequence of edges spanning the nodes from si to
t. We define the edge-path membership [6] index m(e, Pi) for e ∈ E as
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m(e, Pi ) �
{
1 if e ∈ Pi

0 otherwise
(2)

Let P be the collection of all Pi’s as P �{P1, P2,…, Pk}. The sum of edge indices
over all paths represented by m(e, P) is given by

m(e, P) �
K∑
i�1

m(e, Pi ) (3)

m(e, P) gives the total number of paths passing through edge e. If m(e, P)�0,
then e does not belong to the tree formed by P. In defining SLC, we consider only
those edges (e ∈ P) belonging to the tree or those edges satisfying the conditionm(e,
P)>0. Then, the Shared-Link-Count [6] of edge e is defined as

SLC(e) � m(e,P) − 1 (4)

Here, e ∈ P. If only one path passes through edge e, then there is no sharing and
SLC(e)�0. The total SLC over all edges in the tree is given by

TSLC �
∑
e∈P

SLC(e) (5)

For low link congestion TSLC has to be kept low.

3.2 Average Shared-Link-Count (ASLC)

When overall link congestion of a tree is to be assessed, we use ASLC which is
defined as

ASLC � TSLC

Number of Shared Links
(6)

A Shared Link is one whose SLC is greater than 0.
Example 1. Consider the trees as shown in Fig. 3. In Fig. 3a, SLC(bg)�2 and

SLC(gt)�2. The shared links are bg and gt. The Number of Shared Links (NSL)�
2. The TSLC�4 and the value of ASLC�4/2�2.

In Fig. 3b, SLC(bg)�1 and SLC(gt)�2. The shared links are bg and gS. The
NSL�2. The TSLC�3 and the value of ASLC�3/2�1.5.

In Fig. 3c, SLC(bg)�0 and SLC(gt)�2. The shared link is gS. The NSL�1.
The TSLC�2 and the value of ASLC�2/1�1.

From Fig. 3, we see that the overall congestion is lower in Fig. 3b compared to
Fig. 3a, c and the ASLC value is also lower for Fig. 3b. From this example, we can
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see that lower the ALSC, lower is the overall congestion. Lowering ALSC is same
as minimizing the maximum in-degree of a tree [7–9].

3.3 Nearness of Branch Nodes to the Root

The branch nodes of theMSLC-SPT should be as nearer to the root (sink) as possible
[10]. Consider the trees in Fig. 3a, c. In Fig. 3a, the branch node (junction node) b is
two hops away from t, while in Fig. 3c, the branch node g is one hop away from t.
Therefore, the TSLC is less in Fig. 3c than in Fig. 3a. Therefore, the Distance of the
Branch Node from the Root (DBNR) should be as low as possible so as to reduce
the link congestion. Thus, while constructing the MSLC-SPT, the values of DBNRs
should be as low as possible.

Fig. 3 Trees with different
TSLCs and ASLCs

c                                

1              2

2              2

   a            b            g             t (sink)

c            d                                

   a            b            g             t (sink)

(a) SLC(bg) = 2 and  SLC(gt) = 2.   TSLC = 4.  ASLC =2

c            d                                

(b) SLC(bg) = 1 and  SLC(gt) = 2.  TSLC = 3. ASLC = 1.5

0              2

   a            b              g          t (sink)

d                                
(c) SLC(bg) = 0 and  SLC(gt) = 2.   TSLC = 2. ASLC = 2
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3.4 Comprehensive Objective

The objective is to construct anMSLC-SPT for the purpose ofWidespreadConverge-
cast, which minimizes the link and node congestion with the following requirements.

1. Keep out-degree at 1 for all active nodes to prevent cycles.
2. Minimize Shared-Link-Count (MSLC) by

a. Minimizing Total Shared-Link-Count.
b. Minimizing Average Shared-Link-Count.

3. Minimize the distance between branch nodes and the Root.
4. Minimize total Edge Weight (or SPT) while satisfying the above requirements.

A rooted tree that fulfills these requirements is called the optimal MSLC-SPT. To
get clear visual graphs and for demonstrating the various characteristics of MSLC-
SPT easily, we use unit grid graphs.

4 Unit Grid Graph

We use a grid-based WSN. The WSN is represented by a square mesh grid which
covers the entire sensing region as shown in Fig. 4. The sensor nodes are placed at
grid points. The planar graph G(V , E) is formed from the grid. The grid points are
the vertices (nodes) of the graph that are represented by V . The edges of the graph
are represented by E.

Fig. 4 Grid graph numbering scheme (width = 8 and height = 6 in terms of grid points)
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4.1 Node Connectivity

For convenience and good visualization, we use 4-connectivity for all the nodes
(vertices). In 4-connectivity, each non-border node is connected to its four immediate
neighbors, north, south, east, andwest (see Fig. 4). The connections are bidirectional.
Thus, G is an undirected graph. The nodes which are more than one hop are not
directly connected. The Euclidean distances for the connecting edges are normalized
and taken as 1. The distances for the edges between unconnected nodes are set at
Infinity. Thus, an edge weight of ∞ means no direct connection. Therefore, the
elements of the Adjacency Matrix are either 1 or ∞.

4.2 Edge Weights

In the proposed method, the edge weights play a very important role. We represent
the weight of the edge which joins node i to node j by w(i, j). Here the indices i and
j belong to the range {1: N} where N is the total number of nodes.

Basic Edge weights: The basic (initial) edge weight is designated by w1(i, j). In
the square grid graph,

w1(i, j) � w1( j, i) �
{
1 if i and j are connected

∞ otherwise
(7)

for i, j ∈ {1: N}. Thus, the graph is an undirected (bidirectional) graph. To prevent
self-loops, w1(i, i) is set to ∞.

Rectilinear Paths: The graph is a square grid graph and all the edges are either
parallel to x-axis or y-axis. Since a path is a chain of edges, the edges making up the
path are parallel to the Cartesian coordinates. Therefore, the paths in the graph are
rectilinear.

5 Realization of MSLC-SPT

As mentioned earlier, there are K distinct source nodes and K distinct paths from the
sources to the root. The MSLC-SPT is built by constructing one path at a time. It is
an iterative process.

5.1 Shortest Path First

Initially, determine the shortest paths and the path lengths using the Dikjstra or any
other suitable algorithmwith only the basic edge weights without imposing any other
constraints of Sect. 3.4. Then, sort the paths in the ascending order of their lengths
and reorder the source node set S accordingly as S�{s1, s2,…, sK}.We start with the
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construction of the shortest path P1 �P(s1, t) first, then the next shortest path P2 and
so on. The shorter path occupies a lesser number of nodes and edges. Hence, more
number of nodes and links are available for choosing the next path which is longer
and needs more nodes and edges to satisfy the constraints as given in Sect. 3.4. The
first path (the shortest one) is constructed without any consideration of constraints
of Sect. 3.4 except the edge weights. This single shortest path automatically satisfies
all the constraints.

5.2 Construction of the Second Path

Let the first path P1 be along s1 a1 a2 a3 a4 a5t as shown in Fig. 5. The length of P1

is 6. Let the starting point of the second path be s2. With basic edge weights being 1,
there are seven equal shortest paths of length 7, from s2 to t as shown in Table 2.

The shared links of each possible second path and its TSLC and other parameters
are given in Table 2. The branch nodes are highlighted in bold in column 2. In terms
TSLC, the best choice is s2 b1 b2 b3 b4 b5 b6t which has zero TSLC. But when we
use a standard Shortest Path Function (SPF) (using popular algorithms like Dijkstra,
Bellman—Ford, etc.) to determine the shortest path, it may pick up any one of the
seven paths. To inhibit the SPF from selecting the undesirable paths, we assign virtual
edge weights to the edges of the first path, so that these undesirable (to P2) edges
attain higher weights than the edges of the desired path. Then, the SPF automatically
picks the desired path which now has the shortest total weight (length). For example,
after establishing P1, let us assign new virtual weights of say 10 each to the edges

Fig. 5 Layout of P1 and
available shortest paths for
P2

s2 b1 b2 b3 b4 b5 b6

s1 a1 a2 a3 a4 a5 t (sink)

Table 2 Shortest second paths and their TSLC values

Sl. no. Available paths for
forming P2

Shared links having
SLC�1

TS
LC

DBNR Total weight (TW)

1 s2s1a1 a2 a3 a4 a5t s1-a1-a2-a3-a4-a5-t 6 6 6×10+1

2 s2b1a1 a2 a3 a4 a5t a1-a2-a3-a4-a5-t 5 5 5×10+2

3 s2b1b2 a2 a3 a4 a5t a2-a3-a4-a5-t 4 4 4×10+3

4 s2b1b2 b3 a3 a4 a5t a3-a4-a5-t 3 3 3×10+4

5 s2b1b2 b3 b4 a4 a5t a4-a5-t 2 2 2×10+5

6 s2b1b2 b3 b4 b5 a5t a5-t 1 1 1×10+6

7 s2b1b2 b3 b4 b5 b6t none 0 0 0×10+7
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of P1 which is (s1-a1-a2-a3-a4-a5-t). Then the Total Weights (TWs) of the different
available paths for P2 are shown in the last column of Table 2. From this, we see
that the SPF picks the path at serial number, Sl. No. 7, whose TSLC�0 and TW�
7. Thus, the best path gets selected for P2 because of virtual weights.

5.3 Shortest Path Function (SPF)

Let the SPF for a graph G with edge weights matrix (adjacency matrix) W , source
node s, and destination node t as parameters, be expressed as

P � SPF(W , s, t) (8)

where s � source and t �destination (root). P is the output vector of the nodes of
the selected path. We use Dijkstra algorithm to get SPF. In the proposed scheme, we
successively assign different values to W to get the desired paths.

5.4 Construction of Successive Paths

First path P1 is calculated as

P1 = SPF(W 1, s1, t) (9)

Here,W1 is the initial weight matrix for the entire graph. Then, the weight matrix
ismodified to getW2 which depends onP1,W1 and the constraints given by Sect. 3.4.
The relationship between W2 and W1 is written as

W 2 � φ (P1,W 1) (10)

Here, φ (..) simply represents the mapping to be used to get W2 from P1 andW1.
In general, at the jth iteration

W j � φ
(
P j−1,W j−1

)
(11)

for j �2 to K . The successively modified weights represented by the matrices, W2,
W3, …,WK are called the virtual weights.

5.5 Minimization of the Number of Shared Links

Path Weight Vector: At the end of jth iteration, Wj represents the modified edge
weights of the entire graph. But when a particular path Pj is of interest, we represent
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Fig. 6 Layout that
demonstrates the
significance of q

3          6         9        12

2     5            8              t

1 4       7

2     5           8              t

3        6        9        12

1 4         7

(a) TSLC=1                          (b) TSLC = 0

the edge weights of that path by the vector Wj(Pj). Let Wj(Pj) be represented in
terms of its individual edge weights as

W j
(
P j

)�[
wj (1),wj (2), . . . ,wj (u), . . . ,wj (L)

]
(12)

Here, L is the total number of edges in path Pj and wj(u) is the weight of the
uth edge, for u �1 to L. The edge weight vector W j(Pj) is a subset of Wj. Now, to
prevent Pj+1 from sharing any links of Pj, we can add ∞ to every element of Wj
(Pj) to update it and to get W j+1(Pj) as,

wj+1(u) � wj (u) + ∞ (13)

for u �1 to L. Here, wj+1(u) is the uth element of W j+1(Pj) and W j+1(Pj) is the
updated weight vector of path Pj. Now, the weight matrix of the entire graph W j is
updated toW j+1.

Then, if any edge of Pj is included in determining Pj+1 by the function SPF
(W j+1, sj+1, t), the total weight would be ∞. Therefore, every edge of Pj would be
excluded by the function SPF (W j+1, sj+1, t) while generating the path Pj+1. But, in
some cases the connectivity to the sink may exist only through one or more links of
Pj. Then, we have to allow those links of Pj in Pj+1 also. Therefore, instead of adding
∞ as in (13), we add a large number q, called the edge weight increment parameter,
to the edges of W j(Pj) to get the edge weights of W j+1(Pj) as

wj+1(u) � wj (u) + q (14)

for u �1 to L.
Choice of q: There are L edges inW j(Pj) and each one of them is incremented by

q. Therefore, the cumulative increment is L × q. This value L × q should be greater
than the largest estimated roundabout path from sj+1 to t through the previously
unused (virgin) links. The largest round about path can be taken as the perimeter of
the graph (see Fig. 4) in terms of the hop count. In In general q should be greater
than the perimeter of the grid graph in terms of the edge weights.

Example 1 Consider the layout as shown in Fig. 6.
In Fig. 6, s1 �7 and s2 �2. Path P1 is constructed along 7-8-t. The weight vector

for P1 is W1(P1)� [w1(7, 8), w1(8, t)]� [1, 1]. Let q chosen be, q �2. Then, from
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2     5              8        t

3         6        9        12

3          6         9        12

2           5            8              t

1         4        7

2      5             8           t

3         6        9        12

1         4        7

(a)  Out-degree at 8 is 2.                 (b) Edges of ∞ weight 
1          4         7

(c)  Path chosen by SPF(…) after setting the weights of unused 
out-degree edges of nodes to ∞

Fig. 7 Layout that demonstrates SWUODEI

(14), W2(P1)� [3, 3]. Therefore, w2(8, t)�3. Now, path P2 that has to start from
node 2 has two shortest paths [2, 5, 8, t] and [2, 5, 6, 9, 12, t] both have an equal
total weight of 5. Therefore the shortest path function SPF(…) may pick the path
[1, 2, 5, 8] which results in link (8-t) getting shared by P1 and P2. The SLC of link
(8-t) is one and the TSLC�1 as labeled in Fig. 6a. Instead of q �2, take q �3.
Then w2(8, t)�4. Then the path weight of [2, 5, 8, t] would be 6 and that of [2, 5,
6, 9, 12, t] would be 5. Therefore, the SPF(…) now picks the path [2, 5, 6, 9, 12, t]
which results in TSLC�0 as labeled in Fig. 6b. This method of reducing TSLC by
incrementing edge weights as given by (14) is named as the Edge Weight Increment
(EWI) technique.

5.6 To Limit the Out-Degree of an Active Node to One

Consider the trees shown in Fig. 7.
Here, s1 �5 and s2 �7. Path P1 is [5-8-t]. After applying the EWI method, let

the weights of links (5-8) and (8-t) be increased by 10 each. But the weights of link
(7-8) and (8-9) remain at the basic value one. Therefore, P2 selected by the SPF(…)
will be along link (7-8) as shown in Fig. 7a. Now, the out-degree of node 8 is 2. To
exclude node 8 from P2, we set the edge weights of the unused (virgin) out-degree
edges of node 8 are set to ∞. Thus, the weights of edges {(8-9), (8-5), (8-7)} are set
to ∞. In general, the unused out-degree edges of all the nodes along P1, including
the source and destination, are set to ∞ as marked in red in Fig. 7b. Now, out-degree
edges (5-2), (5-4), (5-6) of node 5 and (t-12), (t-8) of node t are set to ∞ and are
marked in red. Now, P2 starting from node 7 cannot use edges (5-2), (5-6), (8-9)
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because the weights of these edges are ∞, and cannot use (5-8) and (8-t) because
of the increased edge weights due to the addition of q which has been set to 10.
Therefore, the SPF(…) picks the path [7-4-1-2-3-6-9-12-t] as shown in Fig. 7c. This
process of setting the Weights of the unused out-degree edges to Infinity is called
SWUODEI operation which is carried out in successive iterations.

SWUODEI operation: At the end of iteration j, path Pj is ready and available.
Let Pj � [v1, v2, …, vL, t]. Here, L is the path length, v1 � sj is the source node and
v2, …, vL are the intermediate nodes. Let ODE(Pj) represent the out-degree edges
of the nodes of Pj. Then, SWUODEI operation is carried out as

(a) Get ODE(Pj), the set of out-degree edges of all the nodes of Pj. 
(b) From ODE(Pj) delete the edges of the path Pj to get F as,  

F = ODE(Pj) − edges(Pj).  // edges(Pj) = Edges of path Pj. 
// F gives the unused out-degree edges of nodes along Pj

(c) Set the weights of the edges in F to ∞.
//Other weights of the graph remain same. 

SWUODEI operation eliminates the edges of F from the subsequent paths.

5.7 Algorithm MSLC-SPT

INPUTS:  Directed graph G(V, E) with connectivity matrix W1 of normalized 
basic weights. Suitably chosen EWI parameter q. Source list S = {s1, s2, …, sK}
and the sink node t, where K is the total number of sources. 
OUTPUT: MSLC-SPT

1. Pre-process S to get all the shortest paths from S to t using    
SPF(W1, S, t). Arrange them in the ascending order of the path 
lengths to get the modified source list S. Rename the modified 
source list as, 
S = //Refer section 5. 1. 

2. Get P1 using the SPF( ) and the path length L of P1. 
3. Set . 

4. Do EWI operation by calculating the virtual weight matrix Wj+1
using (14) as, for = 1 to L.

5.    Do SWUODEI operation to update Wj.   //Refer section 5.6. 
6.    Increment j as .  // Now j points to the virtual weight matrix 

// calculated in step 4.   
7.    Get Pj with this modified weight Wj as, . 
8.    If  //  Iterations not over

Go to step 4.   //Go to the next iteration
Else  

Go to step 9.  // Iterations over. MSLC-SPT is ready. 
Endif

9.   Exit 
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(a) MSLC-SPT (b) CSPT

Fig. 8 MSLC-SPT (widespread tree) and CSPT (conventional SPT)

Table 3 Comparison between MSLC-SPT and CSPT

Type TSLC No. of shared
links

ASLC Tree length No. of tree
nodes

MSLC-SPT 22 10 2.20 129 130

CSPT 105 19 5.53 28 29

Time complexity of “MSLC-SPT algorithm”: In the preprocessing step, the
SPF(…) is used once and later in algorithm, it used K times. The SPF algorithm by
Dijkstra has the time complexity of O(|E|log(|V |). Therefore,MSLC-SPT algorithm
has the time complexity of O(K.|E|log(|V |). The EWI and SWUODEI operations
are less time complexity than Dijkstra algorithm and hence do not contribute to the
overall complexity.

Example 2 The grid size is 12×14. Number of nodes N �168. The source node
set S=[1, 11, 12, 13, 14, 30, 31, 32, 33, 34, 35] with K � |S|�11. The sink node
(root)�134. The result of MSLC-SPT from our algorithm is shown in Fig. 8a.

The Conventional SPT [6] (CSPT) is shown in Fig. 8b. Comparison between the
two trees is shown in Table 3. Shared-Link parameters are higher in CSPT compared
to MSLC-SPT. In Fig. 8b, most of the active nodes and links are highly congested
and the traffic is severely unbalanced. The energy of the non-rechargeable batteries
of these nodes gets depleted quickly and this causes the early death of these sensors.
This, in turn, seriously affects connectivity of the entireWSN. Thewhole undesirable
process is cumulative and the expected life of the WSN will be reduced. In MSLC-
SPT the energy consumption is spread out widely and hence prevents the early death
of active sensors.

Example 3 MSLC-SPT with 8-connectivity (4-connectivity plus four additional
diagonal connectivity, that is, Northeast, Southeast, Southwest, and Northwest).
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Fig. 9 MSLC-SPT with 8-connectivity

Fig. 10 Tree construction time versus number of nodes

Here, t �153. Source node set S� [1, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35] withK �
|S|�11. Our algorithm works well for an 8-connected graph also. The MSLC-SPT
obtained for such a graph is shown in Fig. 9. The tree generated is very nearly edge
disjoint compared to the tree of Fig. 8a.

In Fig. 9, we can see that the in-degree nodes are as near to the root as possible.
Thus, a low DBNR is achieved.

Example 4 Here, the time taken to construct CSPT and MSLC-SPT are experimen-
tally determined for N � 210–364 in steps of 14 and K is kept constant at 8. The
time versus N bar graph is shown in Fig. 10.
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From Fig. 10, we see that the construction times of CSPT and MSLC-SPT
are nearly equal. This shows that the EWI and SWUODEI operations of MSLC-
SPT consume negligibly small time compared to that of SPF(…). This is a very
important advantage ofMSLC-SPT algorithm. Therefore,MSLC-SPT provides low-
congestion paths with less time over head.

6 Comparison with Other Methods

In [6] and [7], theminimum shared link SPT is realized using theMinimumCost Net-
work Flow (MCNF) method which is also an iterative method. In MCNF, a series of
graph transformation takes place with edges being added, deleted, and swapped. The
time complexity of MCNF is O(K.(|E|logK+ |V|log|V|)), whereas our MSLC_SPT
has a lesser complexity of O(K. |E|log(|V|). In [8], MD-RPL a distributive algorithm
is given which also builds a series of trees each one better than the next by succes-
sively reducing the degree of the tree. In [9] the process is similar to that in [8]. On
the other hand, inMSLC-SPT, the in-degree of the tree is automatically limited while
the paths are generated. Here, once an edge is selected, it is not changed at all in
successive iterations. Therefore, MSLC-SPT is faster and more efficient than MD-
RPL.Another algorithmNRBP (Near Receiver Branching Point) is presented in [10].
This is a distributed algorithm which requires several types of message exchange. In
NRBP, the tree construction time required is large compared to that of MSLC-SPT.
Genetic Algorithm is used in [11] which has auxiliary complex operations and may
give approximate results for large N. MSLC-MST scales up easily and gives correct
results for large N and K.

7 Conclusions

A new algorithm to construct minimum shared-link-count shortest path rooted tree
is presented. In this tree, the convergecast is spread wide and that reduces the node
and link congestion. This is an iterative algorithm which uses Dijkstra shortest path
method in each iteration. In between iterations, the effective edge weights are modi-
fied such that the resulting shortest path tree providesminimum shared links andmin-
imum in-degree nodes. The method provides a low shared-link-count. The spreading
of the data flow over a wider area offers better load balancing. When a new node
joins as a source, the iterative path selection process makes the construction of the
new path very easy. Compared to other algorithms, the proposed algorithm has a
moderate time complexity and is easy to implement. It can be extended to generate
multiple minimum shared-link trees when multiple sinks are present. The method
can be extended to generate multipath routes which reduce the overall congestion.
This algorithm is a centralized one. But it can be modified into a distributed one.
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Spatio-temporal Characterization
of Axoplasmic Fluid Pressure
with Respect to Ionic Diffusivities

Suman Bhatia, Phool Singh and Prabha Sharma

Abstract In this paper, spatio-temporal characterization of axoplasmic fluid pres-
sure has been performed with respect to ionic diffusivities. It has been observed that
the propagation speed of axoplasmic fluid pressure is 19.5 m/s when longitudinal
ionic diffusivities are considered along with ionic conductances at a temperature of
18.5 ◦C. However, this propagation speed of axoplasmic fluid pressure increases to
19.7m/swhen longitudinal ionic diffusivities are considered alongwith temperature-
dependent diffusivities across themembrane at the same temperature of 18.5 ◦C. This
is an important result where it has been possible to obtain axoplasmic pressure prop-
agation velocities with respect to temperature-dependent ionic diffusivities. Also,
based on the fact that increased intracellular pressure may lead to a number of neu-
ronal disorders, temperature-dependent ionic diffusivities can be further fine-tuned
to reduce the intracellular pressure and hence avoiding neuronal disorders.

1 Introduction

Importance of ionic diffusivities for information transmission along the axonal length
has been well defined in Hodgkin–Huxley model [11]. Considering their important
role, number of experiments have been performed to obtain the diffusion rate of
different ions resulting in neuronal excitation and hence information transmission
for both myelinated and unmyelinated nerves [2, 12, 14, 16]. As far as, conductance-
based neuronal models are concerned, impact of ionic diffusivities has been analyzed
for generation and propagation of action potentials [13, 17]. However, there are
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other neuronal models based on thermodynamic properties [1] and is also based on
axoplasmicfluid properties [6] for describing action potential phenomenon.Neuronal
model based on thermodynamics does not take into account the role of ion channel
dynamics, whereas the neuronal model based on axoplasmic fluid properties also
considers ion channel dynamics defined by H-H model. This model provides a good
platform for understanding the behavior of axoplasmic fluid properties with respect
to the ion channel dynamics. However, considering the importance of pressure as
one of the thermodynamic variables responsible for neuronal excitation [5, 8, 15]
and its associated role with anesthesia [4, 7, 9, 10] and number of other neuronal
disorders [3, 5], it is quite important to characterize the pressure waves with respect
to ionic diffusivities responsible for neuronal excitation.With this view, in this paper,
spatio-temporal characterization of pressure waves has been performed with respect
to ionic diffusivities. This has been done by including pressure equation in the model
given in [6]. The speed at which the pressure wave propagates along the axoplasmic
fluid has also been computed with respect to ionic diffusivities at temperature of
18.5 ◦C.

Apart from abstract and introduction given above, the remaining paper has been
organized as follows: Sect. 2 presents the description of variables used in the model
followed by the description of our model. Section3 gives implementation details for
solving the model followed by the results given in the Sect. 4. Section5 concludes
the paper and also provides a description of directions for future work followed by
references given at the end.

2 Model Description

Table 1 is the description corresponding to different variables/parameters used in the
model.

Subscript i in the Table 1 is representative of sodium, potassium, and chlorine
ions.

Equation for mass added per unit volume per unit time

∂ρ

∂t
= Sc (1)

Pressure equation

∂P

∂x
= −

(
F × ValencyNa × ρYNa

MNa
+ F × ValencyK × ρYK

MK
+ F × ValencyL × ρYL

ML

)
∂V

∂x
(2)

Equations for ionic species transport: Sodium Ions, Potassium Ions, and Chlo-
rine Ions Sodium Ions (Na+) Transport Equation
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Table 1 Nomenclature and parametric description for the model

Variables/Parameters Description Units

cm Capacitance per unit
membrane area

F/m2

Di Longitudinal ionic diffusivities m2/s

Di,T Trans-membrane ionic
diffusivities

m2/s

F Faraday constant C/mol

ḡi Ionic conductances per unit
membrane area

S/m2

iapp Current applied per unit
membrane area

A/m2

kB Boltzman constant J/K

μ Dynamic viscosity Pa s

Mi Molar mass of ions i kg/mol

P Pressure per unit volume Pa

r Axonal radius m

radi Ionic radii i m

Ra Resistance per unit axial length �/m

Ru Universal gas constant J/K/mol

ρ Mass density kg/m3

Sc Source term kg/m3/s

T Temperature in Kelvin K

V Membrane voltage V

Vi Equilibrium potential of ions i V

Yi Ionic mass fraction i Dimensionless

vF Axoplasmic fluid viscosity Pa s

vW Water viscosity Pa s

ẇi
′′′

Ionic rate of addition per unit
volume per unit time

kg/m3/s

∂(ρYNa)

∂t
= ∂

∂x

(
ρDNa

∂YNa

∂x

)
+ ˙wNa

′′′ + ∂

∂x

(
ρDNaValencyNa FYNa

RuT

∂V

∂x

)

(3)
Potassium Ions (K+) Transport equation

∂(ρYK )

∂t
= ∂

∂x

(
ρDK

∂YK

∂x

)
+ ẇK

′′′ + ∂

∂x

(
ρDKValencyK FYK

RuT

∂V

∂x

)
(4)

Chlorine Ions (Cl−) Transport equation
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∂(ρYL)

∂t
= ∂

∂x

(
ρDL

∂YL

∂x

)
+ ẇL

′′′ + ∂

∂x

(
ρDLValencyL FYL

RuT

∂V

∂x

)
(5)

Equations for ionic species addition: Na+, K+ and Cl− ions

Rate at which Na+ ions are added per unit volume per unit time

˙wNa
′′′ = − MNa

ValencyNa F

2

r
¯gNam

3h(V − VNa) (6)

Rate at which K+ ions are added per unit volume per unit time

ẇK
′′′ = − MK

ValencyK F

2

r
ḡK n

4(V − VK ) (7)

Rate at which Cl− ions are added per unit volume per unit time

ẇL
′′′ = − ML

ValencyL F

2

r
ḡL(V − VL) (8)

Equations for gating variables representing their variation with respect to time

∂n

∂t
= αn(1 − n) − βnn (9)

∂m

∂t
= αm(1 − m) − βmm (10)

∂h

∂t
= αh(1 − h) − βhh (11)

Equations for opening and closing of ionic channels representing their depen-
dency on instant membrane voltage V

αn = 0.01(V + 10)

(exp V+10
10 − 1)

(12)

βn = 0.125 exp

(
V

80

)
(13)

αm = 0.1(V + 25)

(exp V+25
10 − 1)

(14)

βm = 4 exp

(
V

18

)
(15)
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αh = 0.07 exp

(
V

20

)
(16)

βh = 1

(exp V+30
10 + 1)

(17)

Equation for membrane voltage

∂(ρYNa)

MNa∂t
V alencyNa + ∂(ρYK )

MK ∂t
V alencyK + ∂(ρYL)

ML∂t
V alencyL =

(
2

r F

)
cm

dV

dt
(18)

Equation representing the sum of mass added by each ionic species per unit
volume per unit time

Sc = ˙wNa
′′′ + ẇK

′′′ + ẇL
′′′

(19)

Equation for axoplasmic fluid viscosity

visW = 2.414 ∗ 10−5 ∗ 10
247.8
T−140 (20)

visF = K ∗ visW (21)

Here, K is the constant multiplication factor used to obtain axoplasmic fluid
viscosity from water viscosity.

Equations for longitudinal diffusivities of ionic species: Na+, K+ and Cl− ions
Equation for longitudinal diffusivity of Na+ ions

DNa = kBT

6ΠvisFrNa
(22)

Equation for longitudinal diffusivity of K+ ions

DK = kBT

6ΠvisFrK
(23)

Equation for longitudinal diffusivity of Cl− ions

DL = kBT

6ΠvisFrCl
(24)

All the above equations starting from (1) to (24) define the model given in Bhatia
et al. [6] incorporating pressure equation which has not been earlier considered in
the abovesaid model. The model comprises of parameters namely, density, pressure,
ionic mass fraction, ionic addition rate, membrane voltage, axoplasmic viscosity,
and temperature-dependent ionic diffusivities defining axoplasmic fluid properties
for neuronal excitation.
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3 Implementation

The proposed model for characterizing axoplasmic fluid pressure with respect to
ionic diffusivities has been implemented using C++. Given below are the important
implementation concerns:

• Axonal considerations: For performing the simulations of the model described in
Sect. 2, axonal length of 1 m and radius of 0.000238 has been considered. Length
of 1 m has been further divided into 10,000 nodes and finite differencing has been
utilized for performing discretization.

• External stimulus applied: An external stimulus of 0.3325A/sqm has been applied
at the starting node of an axonal length for action potential generation.

The resting values of different variables have been computed at time t = 0 and
the forward differencing method has been used for computing boundary values at
the upstream end, whereas at the downstream end, all the parameters have been set
to resting state values.

4 Results

In the present work, spatio-temporal characterization of pressure along the axonal
length has been done with respect to ionic diffusivities when both longitudinal
and trans-membrane diffusivities have been made temperature dependent and in
case, when only longitudinal diffusivities have been made temperature dependent.
Although the results for pressure waves have been plotted at different timings, here
we have shown the plots only at two times: time t1 = 20 ms and time t2 = 25 ms
while characterizing the pressure with respect to temperature-dependent longitudinal
and while characterizing the axoplasmic pressure with respect to ionic diffusivities
when both longitudinal and trans-membrane diffusivities are temperature dependent.
However, while comparing the pressure behavior with respect to ionic diffusivities,
pressure behavior along the axonal length has beenplotted only at a single time t = 20
ms. Also, axoplasmic fluid pressure waves are to be interpreted while moving from
right to left in the graph and considering the wave to be stationary.

Given below are the important observations from the graphical results:

• Spatio-temporal characterization of axoplasmic fluid pressure along the axonal
length with respect to temperature dependent longitudinal diffusivities [Fig. 1]:
As depicted in the figure, the speed at which pressure propagates along the axonal
length at a temperature of 18.5 ◦C is 19.5m/s. This is the case, when the impact
of temperature- dependent longitudinal diffusivities have been analyzed on axo-
plasmic pressure wave. This confirms the pressure wave propagation along with
the action potential in the axoplasmic fluid [5].

• Spatio-temporal characterization of axoplasmic fluid pressure along the axonal
length with respect to ionic diffusivities when both longitudinal and across the
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Fig. 1 Here, x-axis represents the axonal length, x(mm) along which the pressure behavior has
been plotted at two different times t1 = 20 ms and t2 = 25 ms. The graph depicts the pressure
behavior for longitudinal diffusivities DNa = 1.849 × 10−9 m2/s, DK = 1.366 × 10−9 m2/s and
DL = 1.042 × 10−9 m2/s obtained at temperature of 18.5 ◦C

membrane diffusivities are temperature dependent [Fig. 2]: The behavior of axo-
plasmic fluid pressure has also been analyzed in regard to temperature-dependent
longitudinal and trans-membrane ionic diffusivities at two different times t1 = 20
ms and t2 = 25 ms. It has been observed that when both the ionic diffusivities are
temperature dependent, the speed at which the axoplasmic fluid pressure propa-
gates increases to 19.7m/s at the same temperature of 18.5 ◦C.

• Comparitive analysis of axoplasmic fluid pressure wave with respect to ionic dif-
fusivities (in case, when both the ionic diffusivities have been made temperature
dependent and in case, when only longitudinal diffusivities are temperature depen-
dent [Fig. 3]: As shown in the figure, it can be easily understood that increased
propagation of axoplasmic pressure results when both the ionic diffusivities have
been made temperature dependent. Inward movement of ions due to temperature-
dependent trans-membranediffusion increases the positive chargeddensity leading
to increased interionic repulsive forces and hence an earlier decrease in pressure,
whereas reduced negative peak followed by an earlier rise in pressure wave is
associated with earlier removal of potassium ions from the membrane.

• Utilizing ionic diffusivities for controlling axoplasmic fluid pressure [Fig. 3]: As
it has been observed that when both the ionic diffusivities are temperature depen-
dent, axoplasmic pressure decreases earlier as compared to when we have only
longitudinal diffusivities that have been made temperature dependent. Hence to
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Fig. 2 Here, x-axis represents the axonal length, x(mm) along which the pressure behavior has
been plotted at two different times time t1 = 20 ms and time t2 = 25 ms. The graph depicts the
pressure behavior for trans-membrane diffusivities DNa,T = 1.68 × 10−14 m2/s, DK ,T = 1.24 ×
10−14 m2/s and DL ,T = 3.76 × 10−18 m2/s obtained at temperature of 18.5 ◦C

ensure that axoplasmic fluid pressure is in controlled state as per the requirement
for normal neuronal functionality and not resulting in disorders like Alzheimer,
threads, tangles, plaques, etc., as mentioned in [3], we can further fine-tune ionic
diffusivities to control axoplasmic fluid pressure.

5 Conclusion and Future Work

In the present work, the behavior of axoplasmic fluid pressure has been analyzed
in regard to temperature-dependent ionic diffusivities. Although the impact of ionic
diffusivities has been analyzed at different temperatures, here the results have been
presented only for the temperature of 18.5 ◦C. Pressure being one of the thermo-
dynamical parameters of the model under consideration, can also be analyzed with
respect to temperature for providing insights into the thermodynamical perspective
of the model. Also based on the fact given in [3], that reduced intracellular pressure
waves may lead to a number of diseases like Alzheimer, threads, tangles, plaques,
etc., the work can be further extended in a direction to balance the axoplasmic fluid
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Fig. 3 In this graph, the solid line represents the pressure behavior with respect to ionic diffu-
sivities (both longitudinal and trans-membrane diffusivities): DNa = 1.849 × 10−9 m2/s, DK =
1.366 × 10−9 m2/s and DL = 1.042 × 10−9 m2/s and DNa,T = 1.68 × 10−14 m2/s, DK ,T =
1.24 × 10−14 m2/s and DL ,T = 3.76 × 10−18 m2/s, whereas dashed line depicts pressure behav-
ior with respect to only longitudinal diffusivities: DNa = 1.849 × 10−9 m2/s, DK = 1.366 ×
10−9 m2/s and DL = 1.042 × 10−9 m2/s. Both these ionic diffusivities have been computed at
18.5 ◦C

pressure by varying ionic diffusivities. Hence, it also provides a direction for clinical
research where ensuring appropriate axoplasmic fluid pressure can help in avoiding
abovesaid disorders.
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A Simple Reconfigurable Printed
Antenna for C-Band Applications

Aakanksha and Bidisha Dasgupta

Abstract A simple reconfigurable printed antenna is reported in this paper. The
structure comprises of two semicircular slots separated symmetrically by one thin
metallic strip and two PIN diodes, and is excited by a U-shaped microstrip feed line.
The PIN diodes are placed at both ends of the strip. The frequency tuning can be
achieved in two different operating frequency bands within the C-band correspond-
ing to the two different states of PIN diodes. This frequency-hopping property of
the proposed radiator provides 21.88% and 26.3% (S11 <−10 dB and VSWR<2)
impedance bandwidths (IBW) during the ON and the OFF states of the PIN diodes,
respectively. Moreover, the proposed design offers peak gain of about 4.2 and 2.5
dBi during the OFF and ON states of the diodes with low cross-polarization (XP)
level in the two principal planes. The antenna provides broadside and monopole-like
radiation patterns in the ON and OFF states of the PIN diodes, respectively. Ansys
High-Frequency Structural Simulator (HFSS) version 16.2 (Ansys High-Frequency
Structural Simulator (HFSS) Ver.16.2, [1]) has been used to carry out the simula-
tions for the presented antenna. The proposed antenna has the potential to be used
for wireless and space applications.

Keywords Frequency reconfigurable antenna · Pattern diversity
PIN diode switch · Semicircular microstrip slot antenna
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Fig. 1 Some past studies on reconfigurable semicircular/circular slot antennas a pattern reconfig-
urable [5], b frequency reconfigurable [6], c frequency reconfigurable (dual/single band-notched
UWB antenna) [7], and d frequency reconfigurable (tuneable dual band-notched antenna) [8]

1 Introduction

Due to greater consumer demand for high-speed wireless communications, and the
resulting increase in spectrum use, the use of reconfigurable antennas is being con-
sidered as one of methods for optimizing spectrum allocation. Reconfigurability in
an antenna can be achieved by changing its operating frequency, radiation pattern,
or polarization using different techniques like (i) electrical (by integrating electronic
switching components), (ii) optical (by incorporating photoconductive switches),
(iii) physical (by altering radiating structure of an antenna), and (iv) using smart
materials (like ferrite, liquid crystal, etc.) [2]. Electrical switching techniques like
the integration of some radio frequency micromechanical system (RF-MEMS) [3],
varicap devices [4], and PIN diodes [5–8] in the antenna structure can easily be
used to achieve reconfigurability. Such electrical switching components redistribute
the surface current or alter the radiating structure/edges of the antennas to achieve
reconfigurability [2]. With the advancement of planar microwave technology, com-
pact printed antennas can be fabricated at low costs. Also, the integration of such
electrical switching components is easier with the planar antenna [9]. So, consid-
ering the merits of printed and reconfigurable antennas, a frequency reconfigurable
radiator is designed and reported in this paper. The parametric optimizations and
the study of performance parameters have been done using HFSS, and some of the
results are presented in the subsequent sections. Some past studies on reconfigurable
semicircular/circular slot antennas are presented in Fig. 1.

2 Configuration

Figure 2 reveals the geometry of the radiator. There are two semicircular slots, sep-
arated symmetrically by a thin metallic rectangular strip. Two PIN diodes are incor-
porated into the structure and are placed at each end of the strip just between the
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Fig. 2 a Perspective view of the proposed antenna, b top view (radiator), c bottom view (feed), d
lumped circuit model of PIN diode during forward bias or ON state and reverse bias or OFF state

edge of the rectangular strip and the edge of the circular slot. The antenna is excited
by a U-shaped microstrip feed line supported by FR4 substrate (relative permittiv-
ity ε�4.4) of dimensions 50 mm×43 mm along “x” and “y” axes, respectively,
and a thickness of t�1.6 mm. The ground plane is located at the top of the FR4
substrate. First, a circular slot of radius 13.3 mm with center at the exact center of
the substrate is etched out of the ground plane leaving a copper strip of dimensions
1 mm×26.6 mm along the diameter. Two additional small squares of 1 mm×1 mm
are etched out at the ends of this thin metallic strip and PIN diodes are connected
across them as shown in Fig. 2b. The structure in Fig. 2c shows the U-shaped feed.
The PIN diodes perform switching function in the design. During the forward biased
condition of PIN diodes, the switches are acting in ON state while in the reverse bias,
the switches are in OFF state. The equivalent lumped circuit model of the diode in
the two states (ON and OFF) is shown in Fig. 2d (inset top right) and the same has
been used in simulation [9]. The inductor value is almost negligible in both states
(0.09 nH) and does not affect the radiations significantly. The resistor values are 4.7
� for ON state and 2 k� for OFF state, respectively, with capacitance of 0.017 pF in
OFF state [10]. The detailed parameters of the proposed structure are given below:
GroundPlane (GP): Length (L)�50mm,Width (W )�43mm;Radiator: Slot radius
(R)�13.3 mm, a�1mm, b�1mm; Feed: l1�6.7 mm,w1�3.2 mm, r1=1.8 mm,
r2 �5 mm, l2=12.9 mm, w2 �1.66 mm.

3 Simulated Results

First, one circular slot antenna with radiusR is designed and excited by a simple 50�

microstrip line as shown in Fig. 3 (inset left bottom corner). The return loss and radi-
ation characteristics reveal the fact that with increment in R the return loss improves
but the peak gain deteriorates. So, the radius R is chosen as 13 mm considering
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Fig. 3 Simulated S11 versus frequency characteristics of the structure shown in inset (left) for
different slot radii, along with the far-field 3D plot for R�13 mm at 3.4 GHz

the trade-off. After that, the feed is modified to be U-shaped. The modification of
the feed leads to an improvement in the impedance bandwidth and we get IBW of
106.5% (S11 < −10 dB). Next, a horizontal metallic strip is incorporated across the
diameter (referred to as antenna I , Fig. 4.) and then two small rectangular boxes
of dimension 1 mm × 1 mm × 0.035 mm were etched out at the ends of diameter
(referred to as antenna II , Fig. 5.). The return loss characteristics shown in Figs. 4
and 5 reveals the fact that the semicircular slots operate over the frequency band
6–7.4 GHz, whereas the circular slot antenna with thin metal strip operates over
the band 3.4–4.5 GHz. The three-dimensional (3D) radiation characteristics are also
shown in Figs. 4 and 5 and indicates that at 6.6 GHz, it provides broadside radiation
pattern with peak gain 4 dBi, whereas at 4 GHz, it offers monopole-like radiation
characteristics with peak gain 2.7 dBi, respectively.

Now, one PIN diode each is connected at both ends of the strip keeping the benefit
in mind that when the diodes are ON, the effective geometry is similar to antenna I
shown in Fig. 4, but when the diodes are OFF, it is like antenna II in Fig. 5. The return
loss characteristics of the proposed antenna shown in Fig. 6a also verify the fact that
at ON and OFF states of PIN diodes, the antenna operates over 5.8–6.2 GHz and
3.4–4.4 GHz, respectively. The proposed antenna geometry is again fed by a simple
microstrip line and it reveals the fact that the performance of the U-shaped feed is
superior compared to the simple conventional feedline. Sometimes, the microstrip
feed causes spurious radiation, but for a good design, the feedline should not radiate.
To clarify this issue in present design, the return loss characteristic of only the feedline
has been studied and the minimum S11 value is about −2.7 dB, which reveals the
fact that the feed is not taking part in radiation. So, there is no spurious radiation
from the feed. The 3D radiation pattern of the proposed antenna has been shown in
Fig. 6b which indicates the pattern diversity of the antenna. The radiation pattern of
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Fig. 4 Simulated S11 versus frequency characteristics and far-field 3D plot at 6.6 GHz of the
antenna I shown as inset (left)

Fig. 5 Simulated S11 versus frequency characteristics of the structure and 3D far-field pattern at
4 GHz of the antenna II shown as inset (left)

the antenna in two principal planes at two different operating frequencies are shown
in Fig. 7 and they indicate low cross-polarization levels.

The surface current densities of the proposed antenna during ON and OFF states
are similar to the surface current densities of antenna I and antenna II , respectively,
as shown in Fig. 8a, b. When the PIN diodes are ON, i.e., two similar semicircu-
lar slots are radiating. At resonant frequency 6.4 GHz, the current distribution of
the lower semicircular slot is prominent and three half-wavelength variations along
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(a)

(b)

Fig. 6 a Simulated S11 versus frequency characteristics of the proposed antenna for PIN ON and
OFF states. b Far-field radiation patterns at their resonant frequencies

(a) (b)

Fig. 7 Field patterns in two principal planes at a 6.4 GHz (PIN diodes ON) and b 3.8 GHz (PIN
diodes OFF)
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Fig. 8 a Surface current density pattern of the active (PIN diodes ON) and equivalent passive
antennas at frequencies corresponds to S11 minima. b Surface current density pattern of the active
(PIN diodes OFF) and equivalent passive antennas at frequencies corresponds to S11 minima

the perimeter of the semicircular slot are prominent. If λ is the wavelength corre-
sponding to the frequency of S11 minimum, then n(=3) times of (λ/2)�perimeter of
the semicircular slot� (π +2) R. Similarly, when the diodes are OFF, i.e., circular
slot with strip-line is radiating, at resonant frequency of 3.8 GHz, current distribu-
tion is mostly along the perimeter of the circular slot and it has two times of the
half-wavelength variation. At resonant frequency 3.8 GHz, n(=2) times of (λ/2)�
perimeter of the circular slot�2πR. So, in the present design, the frequency recon-
figurability is obtained by changing the current distribution as well as the antenna
geometry by introducing PIN diode switching elements.

4 Conclusion

A simple low-profile, low-cost, and frequency reconfigurable antenna with diversi-
fied patterns in far-field is reported in this paper. The frequency tuning is achieved by
integrating PIN diodes in the structure. To verify the results of the proposed active
antenna in the two states, an equivalent passive antenna design analysis was car-
ried out and was found to be in accordance. The biasing circuitry of pin diodes in
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the prototype plays a significant role in the performance of the antenna. So, in the
future, before fabrication, further analysis on biasing circuitry will be carried out
using some electromagnetic circuit designer tool. Also, many different methods for
antenna miniaturization can be employed to make the antenna more compact like
using a thicker substrate, introducingmatching circuitry, and using artificialmagnetic
conductor (AMC) surface among others. One potential application of the proposed
structure can be in RF front ends for wireless and space communication. Moreover,
frequency hopping in the useful bands for WLAN and Wi-Fi applications is also
achievable by changing the dimensions of the proposed radiator.
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Design and Simulation
of Nature-Inspired Patch Antenna
with CPW Feed for Dedicated
Short-Range Communication Technology
Using HFSS EM Simulation Software

Kanika Joshi, Vivekanand Tiwari and Dheeraj Bhardwaj

Abstract Microstrip patch antennas are one of the most widely used antenna struc-
tures in communication because of their small size but they also have a disadvantage
of having a narrow bandwidth. Here, we have used the superformula given byGielies,
which is used to represent any natural shapemathematically. In this paper, the perfor-
mance of a triple modified superformula-inspired patch antenna is investigated and
all the results are systematically presented. The antenna is designed using Rogers
RO4003 substrate (εr�3.55) and is excited using a CPW feed. The first bandwidth is
of 53% at central frequency 1.23 GHz and the second bandwidth is of 52% at central
frequency 5.93 GHz. The 5.9 GHz frequency is used by the dedicated short-range
communication technology (DSRC). It is used to enhance the safety of transporta-
tion. The bandwidth, directivity, and gain have improved drastically than a circular
patch antenna.

Keywords Superformula · CPW · Broadband · Dual band, etc.

1 Introduction

Microstrip patch antennas are the most widely studied antenna structures perhaps
due to their inherent properties like compact size, lightweight, and their capability
to get integrated with other circuit components. However, their narrow bandwidth
and low gain performance restricts their possible applications in modern commu-
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nication systems. Broadband antennas are generally preferred in modern wireless
communication systems while circularly polarized antennas are preferred in space
communication systems. The coplanar waveguide (CPW) feeds are used to increase
the compatibility with uniform microwave integrated circuits. In active and passive
elements the CPW feed can be easily integrated. By the help of changing the slot and
strip widths, one can easily improve the impedance matching and bandwidth [1, 2].

Form in plants and other organisms have interested scientists for a long time.Many
geometric shapes and forms like spherical, circular, cylindrical, etc., are commonly
observed in nature. Various mathematical tools and equations like Fourier analysis,
superellipse equation, etc., were used to mathematically represent the natural shapes.
But these equations had the disadvantage of having a limited symmetry. In the year
2003, Gielis presented a paper in which he explained a geometrical approach to
define many abstract, naturally occurring, and man-made geometrical shapes and
forms using one common formula called the superformula. It considered the number
of edges and their depths in the design. This highly increased the symmetry and
the correctness of the design. We can produce many types of natural shapes by the
variation of different parameters of the formula used [3].

In this paper, we have proposed and simulated a design of nature-inspired shaped
antenna using the superformula with CPW feed. All the simulations are performed
using the HFSS simulator. The High-Frequency Structure Simulator (HFSS) can
solve electromagnetic structures. It is a based on finite element method. The com-
plex RF electronic circuit elements design and simulate by the help of HFSS. Profes-
sor Zoltan Cendes developed HFSS at Carnegie Mellon University in 1989 [4]. Its
features includes computation of s-parameters and full-wave fields for any 3D pas-
sive structures, powerful drawing tools for design entry, powerful post-processor for
understanding electrical performance, andmodel advancedmaterial library including
spiral inductors, calculation of far-field patterns, wideband fast frequency sweep, etc.

2 Design of the Antenna

2.1 Circular Patch Antenna

In this research work, we have simulated the radiation performance of a single lay-
ered, CPW feed superformula-inspired antenna designed using Rogers RO4003 sub-
strate (εr�3.55, tanδ�0.0027, substrate thickness “h”�1.6 mm) [5]. As first step,
the dimensions of a circular patch antenna is calculated on the basis of operating
frequency band (C band) using the following equations [1]

a � F

{1 + 2h
πεr F [1n

(
πF
2h

)
+ 1.7726]}1/2 (1)

where F � 8.791×109

f r
√∈r .
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This antenna is then excited using a CPW feed. The dimensions of the feed are
calculated using the following formula

fL � c

λ
� 7.2

(L + r + p)
GHz (2)

where the height of the planar antenna and radius of the equivalent cylindrical antenna
are L and r, respectively, in cm, and p is the length of the 50 � feed line in cm. For
a circular patch antenna, the value of L = 2a0 and r�a0/4. Here, a0 = a, i.e., radius
of the circular patch antenna [2].

After calculations, the final dimensions of the circular patch are radius “Rp”�
18 mm, with ground dimensions “Lg”�33 mm and “Wg”�14 mm are designed
as shown in Fig. 1 and its radiation performance are simulated by applying HFSS
simulator.

The thought process involved in designing the antenna is depicted in the flowchart.

2.2 Results of the Nature-Inspired Circular Patch Antenna

It is detected that the circular patch antenna acts as a narrow band antenna with a
central resonating frequency at 4.23 GHz. The impedance bandwidth of this antenna
is 0.4394 GHz or 43.97%.

The variation of return loss parameter is shown in Fig. 2 and the VSWR plot of
the antenna is shown Fig. 3.

3 The Nature-Inspired Patch Antenna Using Superformula

The superformula given by Gielis [3] is shown in below Eq. (3).

r

⎛

⎝

∣∣∣∣∣
cos

(
mθ
4

)

a

∣∣∣∣∣

n2

+

∣∣∣∣∣
sin

(
mθ
4

)

b

∣∣∣∣∣

n3
⎞

⎠

−1
n1

(3)

The parameters n1, n2, and n3 and m are positive real numbers in superformula.
The number of corners, sectors, or hollows fixed on the shape and the distance
between them are determined by value of parameter m. The shape is inscribed or
circumscribed on the unit circle which used to determine by the values of n2 and n3.
The symmetry of the design is decided by the parameters a and b. Several figures can
be created using the superformula, but only some of them can be used for antenna
design due to symmetry requirement and limited edge diffraction, etc. Therefore,
we chose a design which was symmetric in nature. So, the value of a�b = 1. The
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Fig. 1 a Simulated design of the circular patch antenna with parameters. b Theoretical design of
the circular patch antenna. c Flowchart of circular patch antenna design

modification will be circumscribed on the edges of a circular antenna. So, value
of n1�n2�n3�5. Finally, total number of edges on the on the patch are taken
as m�30.

3.1 First Modification for Nature-Inspired Antenna

Keeping the above considerations in mind, the circular patch antenna is modified by
adding a polygon modification along the circumference. After optimization, the size
of each side of polygon P1�2mm. The antenna now resonates at 5.3 GHz frequency
but a very narrow band is obtained. The CPW feed design formula is based on the
ratio of W/d, i.e., width of the antenna ground and thickness of the feed. Hence, we
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Fig. 2 Variation of return loss parameter as a function of frequency

Fig. 3 The VSWR plot of the antenna

are free tomodify the length of the ground plane to improvematching and bandwidth.
The length of the ground plane and dielectric is then changed to improve bandwidth
and the final value of dielectric length is 59.69 mm.

It is observed that the superformula-inspired patch antenna nowacts as a dual-band
broadband antenna with two central resonating frequencies at 5.035 and 1.034 GHz.
The measured impedance bandwidth of this antenna is 0.3074 GHz or 30.74% and
0.3088 GHz or 30.88% (Fig. 4).

The variation of return loss parameter is shown in Fig. 5 and the VSWR plot of
the antenna is shown Fig. 6.
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Fig. 4 a Simulated design of the nature-inspired patch antenna with parameters. b Theoretical
design of the superformula-inspired patch antenna

Fig. 5 Variation of return loss parameter as a function of frequency

3.2 Triple Modification for Nature-Inspired Antenna Using
Superformula

To further increase the antenna parameters, different geometries with single, double,
and triple modifications are studied and shown in Fig. 7. It is observed that after
adding the second outer modification, the bandwidth of the antenna increases but
the resonant frequency shifts in the forward direction (8 GHz) and the matching also
improves.
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Fig. 6 The VSWR plot of the antenna

Fig. 7 Different geometries for superformula-inspired patch antenna

Fig. 8 Different geometries with variable polygon size for superformula-inspired patch antenna

So, a third inner modification is added to the design which shifts the resonant
frequency back in the desired range. The size of these three polygons is also varied
and studied and shown in Fig. 8.

In the end, the size of each side of polygon P1 on the circumference is 2 mm. The
size of each side of polygon P2 on the outer modification is 3 mm and on the inner
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Fig. 9 a Simulated design of the rectangular patch antenna. bDesign of the superformula-inspired
patch antenna with dimensions in mm. c Flowchart of superformula-inspired patch antenna design

modification is 0.5 mm. The length of the ground plane and dielectric is reduced by
9.01 mm. Therefore, the new length of ground “lg”�28.44 mm and the new length
of dielectric “ld”�59.69 mm and the width “wd”�60.4 mm. The design of the
antenna is shown in Fig. 9.

The thought process involved in designing the antenna is depicted in the flowchart.
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Fig. 10 Variation of return loss parameter as a function of frequency

Fig. 11 The VSWR plot of the antenna

3.3 Result of the Nature-Inspired Patch Antenna Based
on Superformula

It is observed that the superformula-inspired patch antenna acts as a dual-band broad-
band antenna with two central resonating frequencies at 5.93 and 1.23 GHz. The
impedance bandwidth of this antenna is 0.5255 GHz or 52.56% and 0.4166 GHz or
41.66%. The variation of return loss parameter is shown in Fig. 10 and the VSWR
plot of the antenna is shown Fig. 11.
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Table 1 Table of parameters for different antennas

S.no. Name of antenna Resonant
freq.
(GHz)

Bandwidth
(GHz)

Ground
dimension
(Mm)

Peak gain
(dBm)

Peak
directivity
(dBm)

1 Circular patch
antenna

4.23 0.43 33×11.42 27 26.9

2 Single
modification for
nature-inspired
antenna

5.03, 1.03 0.30, 0.30 28.45×
11.4
2

22.23,
32.28

22.26,
28.31

3 Triple modification
for nature-inspired
antenna

5.93, 1.23 0.52, 0.41 28.45×
11.4
2

35, 33 29, 11

4 Conclusion

In this research work, we presented the design and a comparative analysis of a
Nature-Inspired microstrip patch antenna based on superformula. We observed that
after inserting the three superformula modifications along the circumference and
centre gives us a broadband antenna. The antenna now resonated in the C band. A
comparison of the various antenna results and parameters is given in Table 1.
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Cardiac Arrhythmia Classification Using
Machine Learning Techniques

Namrata Singh and Pradeep Singh

Abstract Cardiac arrhythmia refers to the medical condition during which the heart
beats irregularly. Effective monitoring of cardiac patients can save enormous amount
of lives. During the past few years, much importance has been gained by cardiac
disease classification and prediction. This paper presents a model for diagnosis of
cardiac arrhythmias. It works by selecting best features with the help of three filter-
based feature selection methods on three different machine learning methods applied
over cardiac arrhythmia dataset. Feature selection is a crucial preprocessing step in
determining factors responsible for patients suffering from arrhythmia. In particular,
we want to examine the underlying health factors of patients that could potentially
be a powerful predictor for deaths that are related to heart. Three types of machine
learning methods, namely, linear SVM, random forest, and JRip, were employed for
analyzing the performance of the feature selection methods. Experimental analysis
shows that highest accuracy of 85.58% was obtained with random forest classifier
using gain ratio feature selection method with a subset of 30 features.

Keywords Cardiac · Arrhythmia · Disease prediction · Heartbeat classification
Feature selection

1 Introduction

Clinical biomedical datasets are getting accumulated over the years owing to the
advancements in data collection and storage technology methods. The past clinical
studies have shown the identification of disease and its likely consequence performed
through analysis of electronic health records. These records contain valuable infor-
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mation about the features which are the potential risk factors and other information
related to the causation of the disease [1, 2]. The advancement in hardware and
software technology has helped in improving biomedical research investigations and
numerous clinical studies. The applications of various computational intelligence
and machine learning algorithms on the cardiac arrhythmia dataset would help in
accurate diagnosis, prognosis, and making clinical decisions.

Cardiac arrhythmia or irregular heartbeat refers to the conditions where the heart-
beat becomes irregular, either too fast or too slow. If the heart rate is too fast, i.e.,
above 100 beats per minute, then the situation is known as tachycardia, and if the
heart rate is too slow, i.e., below 60 beats per minute, then it is known as bradycardia.
These conditions occur due to problems with the electrical conduction system of the
heart. Statistics reveal that a significant number of persons are suffering from heart
attack, stroke, or other cardiac-related diseases. These cardiovascular diseases are
one of the major causes of death worldwide and are considered as one of the most
widespread and costly health problems faced by the nations [3, 4].

The electrical activity of the heart is represented by the electrocardiogram (ECG)
and is the main component in disease diagnosis. It is considered as one of the basic
signals for detecting the abnormalities of heart and diagnosing the patient’s condition.
The important features of ECG are extracted and are applied for making decisions
[5]. Hence, for diagnosing the cardiac problem, proper feature description and its
extraction or selection become very crucial before classification. ECG consists of
basic three waves, i.e., P, QRS, and T. A normal cardiac cycle is composed of a P
wave, theQRS complex, and finally the Twave. It ismainly shown by three segments,
viz., the TP segment, the ST segment, and the PR segment, and the corresponding
time periods (intervals) are given as R-R interval, RT interval, and the PR interval
[6, 7].

Machine learning plays a vital role in disease classification and prediction in
the medical domain. It provides immense help to the physicians to manage the large
amount of capturedmedical data.Variousmachine learning and datamining available
provide deeper and complete understanding of biomedical data and also solutions to
the complex nonlinear problems [8]. With the help of these methods, early and better
diagnosis of diseases can be done that can save the costs and expensive medical tests
[9]. The different data mining techniques employed by the various researchers can
help in treatment of diseases such as diabetes [10], heart failure [11] and cardiovas-
cular disease such as myocardial infarction risk prediction.

The main objective of the research paper is to prove that a minimum subset of
features can provide diagnostic models which are economical, accurate, and reason-
able. The work performed in this paper consists of performance evaluation of three
filter-based feature selection methods, viz., χ2-statistic, symmetric uncertainty, and
gain ratio on the prediction of patients suffering from cardiac arrhythmia. Moreover,
for evaluation of the performance of the feature selectionmethods three classification
methods, namely, linear SVM, random forest, and JRip, are used.

The remaining sections of the paper are arranged as follows. Section 2 exhibits
the review of the recent work done over arrhythmia dataset and applying various
techniques of feature selection and machine learning with conventional and many
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recent classifiers. Section 3 gives an introduction about the class distribution of the
arrhythmia disease dataset, and the detailed illustration of the three feature selection
techniques and three classification methods. Section 4 illustrates the experimental
results and corresponding discussions. Finally, the conclusion of the paper is provided
in Sect. 5.

2 Related Work

Medical data mining discovers unknown patterns from biomedical datasets effi-
ciently. These patterns can then be utilized for disease diagnosis and treatment. Past
researches prove that artificial intelligence techniques such as an artificial neural net-
work (ANN), support vector machine (SVM), naïve Bayes (NB), decision support,
and regression have shown good performance in classifying and predicting biolog-
ical and medical data. Following research papers focus on using different feature
selection and machine learning techniques on arrhythmia dataset for medical data
analysis and prediction.

In this paper [12], the authors have used various data mining schemes such as
naïve Bayes, J48, and OneR for classification of arrhythmia from ECG medical
datasets. The aim of the work done was to classify cardiac arrhythmia and to analyze
the performance of different machine learning algorithms. OneR and naïve Bayes
showed the most stable accuracy while J48 algorithm was unable to perform well.

The research paper [13] showed an implementation of SVM, random forests, naïve
Bayes, neural network, and feature selection techniques as utilized by the existing
papers on the cardiac arrhythmia dataset. Also, an implementation of a learner using
a blend of RF and linear kernel SVM was performed which gave a classification
error of 77.4%. Thus, the work done provided some slight improvement over the
generalization errors reported before.

In this paper [14], after application of data preprocessing and feature selection
techniques, the classification is doneusingfivedifferentmachine learning algorithms,
namely, logistic regression, SVM, random forest, decision trees, and KNN. The
best accuracy obtained with SVM was 73%. During data preprocessing, z-score
normalization and some of the attribute selection methods were used to identify the
most important attributes for determining the class of arrhythmia.

The paper [15] has proposed a classification technique using combination of
machine learning methods and ECG diagnostic criteria which improved the accu-
racy of detecting arrhythmia disease using electrocardiogram (ECG) data. After
performing data preprocessing and feature selection procedures, different machine
learning techniques such as neural networks, decision trees, random forest, gradient
boosting, and support vector machines were applied. An accuracy of 84.82% was
achieved with the combination of SVM and Gradient Boosting. The classification
performance was evaluated using measures such as confusion matrix, kappa score,
confidence interval, area under ROC curve (AUC), and overall accuracy.
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This study [16] focuses on finding the attributes that describe the arrhythmia
dataset more better in 278 attributes using genetic algorithms. A classification accu-
racy of 90% is achieved by using the attributes from the outcomes of Genetic Algo-
rithm (GA). The fitness function was to minimize the classification error. It was
found that the classification accuracy that was achieved from 278 features can also
be acquired from the seven features. These features were heart rate, linear existence
of ragged R wave, and other five measurements that were taken from ECG.

The paper [17] describes a new approach to ECG cardiac arrhythmia analysis
using Hidden Markov Models (HMM). Most of the ventricular arrhythmias can be
predicted by the detection of QRS complexes and R-R intervals. This approach of
HMM is a combination of both structural and statistical knowledge of the ECG
signal.

The paper [18] denotes the survey of ECG-based heartbeat classification for
arrhythmia detection. It presents a review of various techniques of ECG-based auto-
mated abnormalities of heartbeat classification by presenting theECGsignal process-
ing, the heartbeat segmentation methods, feature description techniques, and the data
mining algorithms used. Additionally, the description of some of the repositories,
limitations, and future challenges are also proposed in the literature.

Modular neural network (MNN) model has been used [19] to classify arrhythmia
into normal and abnormal groups. The neural network model has been constructed
by varying the number of hidden layers from one to three and evaluating the classifi-
cation performance using six different measures. The results have shown the testing
classification accuracy up to 82.22%.

3 Materials and Methods

The techniques of feature selection and classification are being used widely for
disease diagnosis and prognosis. The results for managing and interpreting the high
dimension biomedical datasets are very encouraging and have provided significant
achievement for the classification accuracy and other performance parameters. The
details of filter-based feature selection approaches and various types of learners such
as individual, ensemble, and rule-based learners are described below.

3.1 Feature Selection Methods

The techniques of feature selection applied in this paper consist of three filter-based
chi-square, symmetrical uncertainty, and gain ratio feature selection algorithms. The
filter-based feature selectionmethods are independent of the classifier, and evaluation
of the characteristics of a feature subset uses the inherent properties of the training
data; therefore, these prove to be flexible when combined with various other learners
and also utilize less computational complexity as well as time.
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Chi-square Statistic. The value of χ2-statistic is calculated for each feature indi-
vidually with respect to the classes. Each numeric attribute is discretized before the
computation of χ2-statistic. For each feature, this statistic is computed as

χ2 �
∑

x∈Xi

∑

c∈C

(n(x∈Xi&c∈C) − e(x∈Xi&c∈C))2

e(x∈Xi&c∈C)
(1)

where n(x∈Xi&c∈C) is the number of instances in Xi for class c whose value is x. The
expected frequency e(x∈Xi&c∈C) is given as

e(x∈Xi&c∈C) � nx∈Xi × nc∈C
n

(2)

where nx∈Xi is the number of instances in Xi with value x, and nc∈C denotes the
number of instances having class c. Here, n is the total number of samples in the
dataset. After calculation of the values of χ2-statistic for each feature, sorting of the
values is done in descending order for selection of the most important feature.

Symmetric Uncertainty (SU). The Symmetric Uncertainty (SU) is a filter feature
selectionmethod based on the concept of normalizedmutual information. Itmeasures
the relevance among two variables f and C using the following formula [20]:

SU (f ,C) � 2 ∗ MI (f , c)

H (C) + H (f )
� 2 ∗ (H (C) + H (C/f ))

H (C) + H (f )
(3)

whereMI (f , c) represents the mutual information between f and C,H (f ) represents
the entropy of f , H (c/f ) computes the conditional entropy estimating the remaining
uncertainty of C given the value of f . This feature selection method normalizes the
value of MI (f , c) to the range [0, 1].

Gain Ratio (GR). Gain ratio makes use of the split information of attributes into
Information Gain (IG) statistic [21]. It was given to improve the bias of IG toward
attributes which possess large diversity value. The inherent information of a given
attribute can be computed by the entropy distribution of the instance value. The gain
ratio of a given feature f with the feature value v can be computed using Eqs. 4 and
5.

GainRatio(v, f ) � Information_Gain(v, f )

Intrinsic_Value(f )
(4)

where:

Intrinsic_Value(f ) � −
∑ |Si|

|S| ∗ log2
|Si|
|S| (5)

where |S| is the total number of possible values feature f can take, while |Si| is the
number of actual values of the feature f .
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3.2 Classification Methods

The classifiers utilized in this paper are divided into three parts, namely, the individual
learners: linear SVM, ensemble learners: random forest, and rule-based learners:
JRip. A total of three different types of learners are used for classification. A detailed
description about the learners is given below.

Linear SVM. Linear Support Vector Machine (SVM) [22] are supervised clas-
sification algorithms that analyze the classification and regression problems of the
data. Suppose the training data has n points xi ∈ Rd with corresponding labels as
yi ∈ {−1,+1} for i � 1 . . . n. In case if the data is linearly separable, the primal
SVM learning problem creates a hyperplane w∗ by maximizing the geometric mar-
gin between the two classes, on the one hand, and separating the data, on the other
hand. Thus, the “soft” 1-normmargin is maximized for non-separable data. The dual
Lagrangian formulation of the soft 1-norm SVM reduces to the quadratic program
as shown below in Eq. 6:

max
αi

n∑

i�1

αi − 1

2

n∑

i,j�1

αiαjyiyjx
T
i xj (6)

Subject to:

n∑

i�1

yiαi � 0; 0 ≤ α ≤ C i � 1 . . . n

Random Forest. Random Forest (RF) [23] is one of the ensemble-based classifica-
tion algorithms built upon the bagging concept of L. Breiman. It performs random
selection of features for construction of decision trees with controlled variance. The
random forest algorithm is constructed based upon the combination of tree predictors
such that every tree depends upon the values of a random vector independently. RF is
used in various applications such as accident analysis,mechanical engineering, finan-
cial engineering, and biology. In random forest, each individual tree is constructed
in a particular way:

(a) Given a set of training data N here n random samples with repetitions, i.e.,
bootstrapping are used as training set.

(b) M input variables are determined for every node of the tree such that m � M
variables are selected for every node. The variable with the greatest importance
chosen randomly is selected as the node. The value of m remains constant.

(c) The development of each tree is done up to its maximum expansion.

JRip. JRip (RIPPER) [24] is one of the most popular and basic rule-based algo-
rithms. As an optimized version of IREP, Repeated Incremental Pruning to Produce
Error Reduction (RIPPER), a propositional rule learner was proposed by William
W. Cohen. This RIPPER algorithm extracts the rules directly from data. It works in
four stages, viz., growth, pruning, optimization, and selection. Initially, using some
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of the heuristic methods, a rule set is formed upon the growing set. This rule set is
then simplified repeatedly with the application of a set of pruning operators. The
selection of pruning operators is done such that it provides the highest minimization
of error over the pruning set.

4 Experimental Results and Discussions

For performing our experiments, we have used arrhythmia dataset from the UCI
machine learning repository [25]. All the simulations were performed on Intel(R)
Core(TM) i7-4770CPU3.40GHz system. The experimentationwas performed using
Weka [26] data mining tool. The biomedical data used is arrhythmia dataset which
is composed of 279 features, of which 206 are linear valued and the others are
categorical. The total numbers of instances in the dataset are 452. The purpose is
to distinguish between the existence and nonexistence of cardiac arrhythmia and to
classify between one of the 16 groups. The class 1 is referred to “normal” or “healthy”
ECG, classes 2–15 belong to distinct classes of arrhythmia, and class 16 belongs to
the remaining of the unclassified samples. The total numbers of samples in healthy
classes are 245. The rest 15 classes represent the different types of arrhythmia. Since
the numbers of samples in these classes are highly imbalance,wehave combined them
into one class as “abnormal”. Thus, the “abnormal” class contains 185 samples. The
22 “unclassified” samples are removed from the dataset. Furthermore, since the data
contains missing values, therefore, numeric attributes are replaced their means, and
nominal attributes are replaced by their modes. After performing all the data cleaning
steps, three filter-based feature selection techniques, namely, χ2-statistic, symmetric
uncertainty, and gain ratio with threshold values as 10, 20, 30, 40, and 50 are utilized.
For performance analysis of feature selection methods, three classification methods
are also employed. These classification methods are divided into three categories,
i.e., among individual learner: linear SVM, ensemble learner: random forest and
rule-based learner: JRip. Figure 1 displays the flowchart of the proposed system.

In arrhythmia dataset, overall, there are 279 features and 452 instances among
which some are redundant andmany of them are irrelevant. An important preprocess-
ing step before classification is feature selection. It is important to identify important
risk factors which are the responsible for causing the disease. The performance met-
ric used in overall experimental study was accuracy. Experimental study shows that
the highest classification accuracy of 85.58% was obtained with 30 features (gain
ratio) using random forest classifier as shown in Fig. 2 and Table 1 in bold. Linear
SVM achieved 79.3% accuracy with 50 features by utilizing χ2-statistic as shown in
Fig. 3 and Table 2 in bold. Again with χ2-statistic based feature selection, rule-based
learner JRip achieved 81.86% accuracy by selection of 30 features as shown in Fig. 4
and Table 3 in bold. Moreover, this learner also generated a comprehensive set of
eight rules for classification between normal and abnormal classes.

The classifier involved in the experiment through which the rules are extracted
is JRip. The rule set is generated with a total of 10 features. The attributes utilized
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Fig. 1 The proposed system
model for arrhythmia
classification
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Fig. 2 Classification
accuracies obtained with
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during rule-based classification are chDI_TwaveAmp, chDII_QRSTA,QRSduration,
chV1_Swave, chDII_TwaveAmp, chAVR_QRSTA, heart rate, chV1_RPwaveAmp,
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Table 1 Classification accuracy by random forest classifier

Method 10 20 30 40 50

Chi-square 79.77 84.19 83.72 84.42 83.72

Symmetrical
uncertainty

83.26 83.26 83.49 84.88 84.65

Gain ratio 73.26 84.42 85.58 85.12 85.35

Fig. 3 Classification
accuracies obtained with
chi-square, symmetric
uncertainty, and gain ratio
feature selection methods
using linear SVM classifier
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Table 2 Classification accuracy by linear SVM classifier

Method 10 20 30 40 50

Chi-square 71.16 80.47 77.91 80 79.30

Symmetrical
uncertainty

76.98 80.23 78.61 76.74 75.35

Gain ratio 71.63 77.44 76.51 78.61 77.67

Table 3 Classification accuracy by JRip classifier

Method 10 20 30 40 50

Chi-square 78.61 80.93 81.86 78.84 78.14

Symmetrical
uncertainty

77.67 78.37 79.30 79.54 74.42

Gain ratio 70.93 79.54 77.67 76.51 77.44

chV5_JJwaveAmp, and chV3_JJwaveAmp. These are some of the crucial risk fac-
tors which if diagnosed early can lead to early identification of arrhythmia and other
cardiac-related diseases. The generated rules can help in effective and timely diag-
nosis of the disease.



478 N. Singh and P. Singh

Fig. 4 Classification
accuracies obtained with
chi-square, symmetric
uncertainty, and gain ratio
feature selection methods
using JRip rule-based
classifier
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A total set of eight rules were obtained with JRip classifier using statistic with 30
features and are specified as under:

1. (chDI_TwaveAmp<=0.7) and (chDII_QRSTA<=9.8) → class�abnormal
2. (QRSduration>�88) and (chV1_Swave<=40) → class�abnormal
3. (chDII_TwaveAmp<=1.5) and (chAVR_QRSTA>�−9.7) → class�

abnormal
4. (heart rate<=58) → class�abnormal
5. (chV1_RPwaveAmp>�0.7) → class�abnormal
6. (QRSduration>�92) and (chV5_JJwaveAmp<=0.6) → class�abnormal
7. (heart rate>�87) and (chV3_JJwaveAmp<=−0.2) → class�abnormal
8. else class → normal

5 Conclusion

The paper demonstrated the performance of three filter-based feature selection tech-
niques in the diagnostic process of arrhythmia biomedical dataset. In the results,
it was found that among ensemble classifiers, random forest outperformed with an
accuracy of 85.58% in comparison to the other types of learners. Also, there is an
improvement in the classification accuracy with reduced number of features, i.e.,
30 features using gain ratio as the feature selection technique. This proves that all
features are not required for disease diagnosis and prediction.We can also predict the
disease very accurately with the small feature subset. Furthermore, as future work,
we can apply other feature selection techniques and obtain much better accuracy
with reduced number of features. Application of other filter, wrapper, and hybrid
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feature selection methods can also be applied in classification of cardiac arrhythmia
and other heart diseases.
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Design of an Energy Harvesting System
for Wireless Power Transmission Using
Microstrip Antenna

Tejaswee Triyambak Das, Shubhendu Vinayak and Smitha N. Pai

Abstract Power supply drives technological devices. As the wired world looks long
antiquated, it is imperative transition towards wireless power transmission (WPT).
WPT has been lately enticing in a varying range of applications in numerous fields
and has also become a very alluring area of research activity because of the potential
it has in providing solutions to our daily requirement, so the need arises to delve
into it to explore new, innovative and efficient means of energy transmission. WPT
will be indispensable in the imminent future, as this technology assists in the trans-
mission of electrical energy to any device from the power source using air as the
transmission medium without the use of any conductors. In this paper, an energy
harvesting device is proposed to convert ambient electromagnetic waves, predomi-
nantly from the 2.4 GHz ISM radio frequency (RF) channel into direct current (DC)
electricity. A microstrip antenna is designed along with a booster circuit to help
charge devices wirelessly. This novel technology could be used for charging phone
batteries on-the-go, thereby eliminating the hassles of wired connections.
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1 Introduction

The twentieth century has seen a rapid development in wireless technologies. The
wired world now looks obsolete, and so the transition towards a wireless world is
imminent. Nikola Tesla was the first to propose and demonstrate a wireless transmis-
sion system [1] based on Heinrich Hertz’s electromagnetic wave propagation theory
[2, 3]. In [2], the author proposes the idea of wireless transmission of electrical
energy as a solution for the world’s energy crisis. Although wireless communication
has been a great success, WPT has much to achieve and is a fast evolving, promising
field for extensive research. WPT is the process of transmitting electrical energy
to a load from a power source using air as the media without any interconnecting
wires. A wireless transmitter conveys the field energy across an intervening space to
a receiver, where it is converted back to electrical energy and used.

With the advent of new wireless devices, wireless power density is growing since
there is an increase in the number of various electromagnetic (EM) power sources like
mobile stations, wireless fidelity (Wi-Fi) routers and other similar radio transmitters.
RF energy is broadcasted from billions of radio transmitters all around, including
mobile phones, radios, base stations and TV broadcast stations. An evolving concept
of energy harvesting aims to harvest this ambient surplus RF energy, convert it into
useable form and use it to power low-energy devices. With the development of
Internet of things (IoT), the importance of WPT and energy harvesting has increased
manifold.

Energy harvesting is achieved using a special type of rectifier antenna, namely,
rectenna, which converts electromagnetic energy into DC electricity. These antennas
are used in WPT systems to transmit power by using radio waves.

In this paper, an energy harvesting device is proposedwhich operates at 2.45GHz,
with the aim to charge low-power devices wirelessly.

Section 2 elaborates on the related work carried out in the field out so far. The
methodology shows the design and fabrication of the device in Sect. 3. Section 4
discusses the simulation and results. Finally, the proposed design is concluded in
Sect. 5.

2 Related Work

WPT involves the conversion from DC-to-AC power, followed by transmission of
electromagnetic (EM) radiation of RF, laser, light or microwave. At the receiving
end, the AC energy is rectified, and DC energy obtained is used as the power supply.

Technology used in WPT is used in many applications like microwave power
transmission in space, solar-powered satellite systems (SPSS) and radio frequency
identification (RFID) [4–9]. Energyharvesting inRFwas applied tominiature devices
like sensors and biomedical implants to increase their battery life and avoid replace-
ments [9, 10].Brown [11] designed rectennawhich is a combination of an antenna and
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a rectifying circuit to convert microwave power to DC power. The antenna combined
with the rectifying circuit forms the rectenna. Reference [12] proposed a formula to
calculate the resonant frequency values within the given ratio of inset width. This
is used to obtain the best possible match of a microstrip line with a feeding of 50
�. The maximum deviation that is obtained from the proposed formula is 0.2%. An
investigation of microstrip patch antenna characteristics using different substrates
concludes RT Duroid 5880 as the best substrate to be used, giving a gain of 8 dBm
[13]. A microstrip patch antenna on RT Duroid 5880, designed and simulated using
computer simulation technology (CST) achieved a bandwidth of 100 MHz. Simu-
lated result parameters were as follows: return loss of −15.76 dB, voltage standing
wave ratio (VSWR) of 1.38, directivity of 8.591 dBi and a gain of 7.752 dBi [14].
The antenna performance is improved using parameters like gain, radiation pattern
and return loss. This design provides a gain of 8.99 dB with a return loss of −43 dB,
used for WiMAX communication [15]. The energy received using the 2.5 GHz res-
onant frequency in a wireless energy transmission system using microstrip antenna
was higher than the resonant frequency of 1.94 GHz. The highest power received
was 1.062 mW for a resonant frequency of 2.5 GHz and with a received power of
0.95 mW for a resonant frequency of 1.94 GHz [16]. Of the various slots shapes
in microstrip patch antenna, E-shaped antenna shows the highest bandwidth fol-
lowed by U-shaped and H-shaped. E-shaped antenna shows remarkable bandwidth
improvement of about 57.36% and VSWR is less than 2 [17].

Reference [18] discusses in depth about electromagnetic radiation energy har-
vesting using rectenna-based approach. Rectenna stands out to be one of the most
promisingmethods for harvesting wireless energy. For higher power density incident
on receiving antenna, a higher rectenna conversion efficiency is measured [19]. The
planar rectennas were designed using three different substrates: FR4, RT 6010 and
RT 5870 with dielectric constants (εr) 4.5, 10.2 and 2.35, respectively. The output
voltage at 1 m transfer distance (VDC) was measured as 0.2 V, 0.3 V and 0.35 V,
respectively, for three different substrates [20]. At a single ISM band with a fre-
quency of 2.4 GHz, the performance of rectenna which collects low incident power
density level is designed along with its performance. The rectifier gives a conversion
efficiency of 34%, at low input power level of −10 dBm [21]. An adaptive rectenna
with amonopole designed in the 900MHz ISMband achieved a 40% conversion effi-
ciency over RF input varying from−17 to 27 dBmwith a maximum peak conversion
efficiency of 82% at 12 dBm [22].

A dual-band rectenna designed for an operation inGSM900 and 1800MHz,when
tested under ambient conditions and well-matched impedance gives a maximum of
415 mV [23]. The most acclaimed work in this field has been by [24]. The authors
could prototype the first camera and temperature sensor which were battery-free and
powered from Wi-Fi without compromising the communication performance of the
network.

In this paper, it is proposed to design an energy harvesting device operating in
the ISM band at 2.4 GHz frequency, using rectenna and booster circuits to gener-
ate a voltage of 5 V which can be used to charge low-power devices like mobile
phones wirelessly. The work in this paper is focused on devising a mechanism to
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Fig. 1 Block diagram representation of proposed device

use the normal 2.4 GHz Wi-Fi band to power devices with appreciable voltage out-
puts and efficiency which was achieved using state-of-the-art components and better
techniques as compared to others.

3 Methodology

The proposed device in this paper consists mainly of four parts as shown in Fig. 1,
namely, antenna, matching circuit, rectifying circuit and booster.

A block diagram representation of the design proposed is shown in Fig. 1. The
functionality of various components of the block diagram is explained as follows.

3.1 Antenna

Antenna is an essential component of air transmission. Radio waves are obtained
from the electric power and vice versa [25] using this device. Although many types
of radio antennas are available, the one used in this paper is amicrostrip patch antenna.
Microstrip patch antenna is low cost, low profile, low volume and lightweight, con-
formable to both planar and non-planar surfaces. These are printed antennas and so
there is simplicity in their manufacture and fabrication. Most importantly, they are
robust mechanically and versatile in terms of resonant frequencies and supports both
linear and circular polarization. There is a distinct and immediate need for a compact,
low-cost, reliable microstrip antenna which can operate over multiple bands [26] as
used in mobile phones.

Microstrip antenna consists basically of three main parts as shown in Fig. 2:
conducting patch, dielectric substrate and ground plane.

Conducting patch is responsible for generation of surface current. The dielectric
substrate radiates the incident RF waves and a ground plane prevents the antenna
from radiating both ways, hence helps in better directivity.

Microstrip antenna is normally formed by etching a radiating patch which is made
up of a conducting material on a dielectric substrate and with a ground plate at the
bottom of the substrate which acts as a reflector. The microstrip antenna designed in
this paper is made of copper, and RT Duroid 5880, with a low dielectric constant,
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Fig. 2 Microstrip patch
antenna

εr �2.2, loss tangent, tan δ�0.0004 and height h�1.57 mm, is used as substrate.
RT Duroid 5880 gives maximum radiation due to its least dielectric constant.

The various antenna parameters of the microstrip antenna used in this paper were
calculated using the following equations:
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where

W patch width;
c speed of electromagnetic wave in free space;
fo frequency of incident wave;
εr dielectric constant of substrate;
Le effective patch length;
εe effective dielectric constant of substrate;
�L length extension;
Le effective patch length;
L patch length;
h height of substrate.

Figure 3a shows the antenna dimensions of designing and Fig. 3b shows the CST
Student Suite. Table 1 shows the dimensions of the antenna.
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Fig. 3 Microstrip patch a antenna dimensions and b design in CST studio

Table 1 Antenna dimensions Parameters Measurements (mm)

Fi 14.7602

Gpf 1

L 41.3661

W 49.4106

Wf 11

H 1.57

ht (copper cladding) 0.035

Friis equation for calculation of power at receiving antenna.

Pr � Pt · GtGrλ
2

(4πR)2
(6)

where

Pr power at receiver;
Pt power at transmitter;
Gt gain of transmitting antenna;
λ wavelength;
Gr gain of receiving antenna;
R distance between transmitter and receiver.
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3.2 Matching Circuit

The matching circuit is an integral part of any RF circuit. It helps in matching the
impedance. In accordancewithmaximumpower theorem, to obtainmaximumpower,
the input impedance of load and the output impedance of its corresponding signal
source need to be equal. Impedance matching also helps in avoiding signal reflection
and hence prevents its weakening. The inset feed used in this microstrip antenna acts
like an impedance matching circuit which is an added advantage; hence, no other
special arrangements are needed for matching impedance.

3.3 Rectifying Circuit

The next block is the rectifier, which is an electrical device to convert the alternating
current (AC) to DC allowing current flow through only one direction. The rectifier
consists of a Schottky diode, two taperedmicrostrip lines, a matchingmicrostrip line,
a λ/4 microstrip line, and an output low pass filter. The Schottky HSMS-2820 diode
has a low built-in voltage with fast-switching resistance, good RF characteristics and
low series resistance [27].

However, in this paper, a separate rectifying circuit has not been used. The
microstrip antenna and booster circuit have been designed, constructed and tested
separately, and finally, results have been combined assuming substantial rectifying
loss.

3.4 Booster Circuit

The output from the rectifier is then fed to a DC–DC booster converter. A booster
is a DC-to-DC voltage converter that steps up the voltage. It is a class of switched
mode power supply (SMPS); it steps up the input power to a level which can be used
to provide sufficient power source to the load, which can be any electrical device of
appropriation to the apparatus.

An ultralow voltage step-up converter LTC 3108 along with a complete power
management system is used in the booster circuitry. ADC/DC converter, LTC®3108,
is ideal for harvesting and managing surplus energy obtained from low input voltage
source. The input can step up from as low as 20 mV. VOUT of 2.35 V, 3.3 V, 4.1 V
or 5 V can be obtained. 2.2 V at 3 mA is the low dropout linear regulator (LDO)
for this booster. Power management solution is obtained by using a small step-up
transformer for the LTC3108 for data acquisition and wireless sensing [28].

The transformer used is a 1:100 WE-EHPI Energy Harvesting Coupled Inductor
74,488,540,250. For 1:20 transformer, the input voltage must be 60 mV, and for a
1:100 WE-EHPI, the input voltage can be as low as 20 mV.
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4 CST Design and Simulation

CST Studio Student Edition was used to design the microstrip antenna before the
fabrication process. Figure 3b shows the design obtained from studio and Fig. 6
shows the fabricated view.

Figure 4a shows the S-parameter plot variation of return loss (in dB) over a range
of frequencies. The antenna is having the best impedance match at resonance with
minimum return loss. The antenna resonates at 2.45 GHz.

The efficiency of RF power transmission from the power source is determined
by the VSWR. Figure 4b shows the VSWR plot attaining a minimum at a resonant
frequency of 2.45 GHz. Figure 5a shows the power radiated plot with a peak at
2.45GHz. Figure 5b shows the surface current flow of the antenna. A good directivity
is seen in the antenna at both the lower and upper resonant frequency.

Fig. 4 a S-parameter and b voltage standing wave ratio (VSWR)
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Fig. 5 a Power radiated and b surface current

5 Fabrication

The substrate laminate was cut precisely according to the above measurements to
obtain the patch. Figure 6 shows the fabricated antenna.

Figure 7 shows the booster circuit design. Figure 8 shows the LTC 3108, soldered
into an SSOP16 adapter board with WE-EHPI coupled Inductor 1:100 and Ceramic
capacitor 1 μF, 330 pF. This prototype has been designed for 3.3 V, i.e. VS1 is
connected to Vaux and VS2 connected to GND. The pins can be configured to get
outputs of 2.35 V, 4.1 V or 5 V as per requirements [29].
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Fig. 6 Front view of the patch antenna made from RT Duroid 5880

Fig. 7 Booster circuit design

Fig. 8 a Front and b rear view of designed circuit
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Fig. 9 a Setup to test the designed patch antenna and b setup to test GSM-022 stub antenna

Fig. 10 Output of a designed patch antenna and b stub antenna

6 Results

The designed microstrip antenna is tested usingMicrostrip Antenna Trainer Kit. The
kit consists of voltage controlled oscilloscope (VCO) and VSWR Meter. The VCO
is adjusted to a frequency of about 2.448–2.453 GHz to test the response of the
designed antenna around the designed resonant frequency of 2.45 GHz. Microstrip
antenna is placed orthogonally to the transmitter and connected to the detector as
shown in Fig. 9. The detector is connected to an oscilloscope to record waves and
voltage.

A GSM-022 Stub antenna is connected to the detector. The detector is connected
to oscilloscope. Figure 10 shows the output obtained from the designed patch antenna
and stub antenna.

A peak–peak voltage of 96.0–114.2 mV was obtained for the designed patch
antenna. The voltage plot showed uneven spikes because of excessive noise due to
unprofessional physical hand fabrication of the antenna. The GSM-022 Stub antenna
showed a peak–peak voltage of 80.0 mV for the same frequency. The voltage plot
was however precise in this case and proper square wave was observed due to proper
noise cancellation. A Voltage Source is used to provide input to the booster circuit.
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Fig. 11 Output of booster circuit

It has an input rating of 240 V at 50 Hz and can provide an output voltage in the
range of 0–270 V. The input voltage is varied between 0 and 1 V and readings noted.
Figure 11 shows the output obtained from the booster circuit. The input was kept
stable at 30 mV. A peak output voltage of 1.8078 V was recorded at the output.

7 Conclusion

In this paper, an energy harvesting device has been proposed which could be used to
charge low-power devices. The microstrip patch antenna developed is small in size
and easy to fabricate. It is operational in the Wi-Fi band of 2.45 GHz. This proposed
device can be used to power low-powered devices using Wi-Fi. The antenna was
tested alongside a GSM-022 Stub antenna. The designed antenna gave an output of
96.0 mV whereas GSM-022 antenna gave an output of 80.0 mV when tested at a
frequency of 2.45 GHz.

The booster circuit produced promising results for a design of 3.3 V. At an input
as low as 30.18 mV, it was able to give an output of 1.8078 V with an efficiency of
59.9%. Assuming a considerable loss for a design of 5 V, antenna and rectification
loss, we can expect an efficiency of almost 70%.

The novel technique in the design of this device is its simple design, ease of fabri-
cation and the use of state-of-the-art components. Themicrostrip antenna is compact,
reliable and can be printed and fabricated easily. The antenna in this paper is designed
using high-frequency laminates of RT Duroid 5880 which gives maximum radiation
as compared to other substrates available. Although the antenna and boosting circuit
modules have been tested separately in this paper, the inset feed of the microstrip
antenna matches the impedance doing away with the need of a matching circuit. The
inset can be calculated accurately and precisely cut for better impedance matching.
The booster circuit is designed using LTC 3108. The advantages of using this IC is
that it needs no other external power supply. It also eliminates the need for a separate
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rectification circuit to convert to DC. The most notable feature of LTC 3108 is its
manual pin configuration to obtain different outputs. Power management solution is
achieved by using a small step-up transformer. The transformer used—1:100 WE-
EHPI Energy Harvesting Coupled Inductor—is very small in size and can operate at
a very low voltage. The input to the circuit can be boosted up from voltage levels as
low as 20 mV.

The future work in this project relates to better rectification circuit designs and
hence better conversion efficiency. Final product fabrication aims to assemble this
whole prototype and make it compact so that it can be used easily.
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Design and Implementation
of a Wearable Real-Time ECG
Monitoring System Based on Smartphone

R. P. Tripathi, Ankita Tiwari, G. R. Mishra and Dinesh Bhatia

Abstract This research paper presents a smart approach for design and implemen-
tation of a wearable system that is able tomonitor the electrical activity of the heart of
a person using a smartphone. The real-time ECG monitoring system is implemented
using a FPGA IC, a smartphone, and a front-end amplifier circuit for amplifying the
ECG signal, and other component includes a capacitor, comparator, and a register. A
USB link of PHY/LINK 1.1 and delta modulator is implemented in the digital circuit
block of the FPGA IC. The digital block for the delta modulator consist of a sinc
filter, a sampler basically a D flip-flop, and a FIR filter. Clock frequency at which
sampler works is 6 MHz, delta modulator takes the input voltage in the 0.25–1.25 V
@ up to 1.75 kHz frequencies, and it generates a corresponding 8-bit code @ 23.5
kS/s. The FPGA IC and all other circuits are powered by a smartphone through a
micro USB link and provide a power supply of DC 5 V. In our system, we have used
the screen of the smartphone as a display device and the captured ECG is displayed
on the smartphone. For the calculation of the heart rate of the captured ECG signal,
we used the smartphone and the result with waveform is stored in the memory of
smartphone.
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Fig. 1 Architecture of the proposed system

1 Introduction

Nowadays, cardiovascular diseases (CVD) [1] are one of the major critical diseases
among all and having a large number of patients in each and every country of the
world. As the statistics provided by the various health magazines, CVDs having a
significant portion in the overall deaths is encountered due to health-related problems.
To avoid these deaths, a simplemethod that can be very effective is the early diagnosis
of the CVDs. In order to perform the early diagnosis of the cardiovascular disease,
we need to monitor the functioning of the heart round the clock. The functioning of
the heart can be measured by the Electrocardiography (ECG) [2].

For this reason, we require a portable device that is able to monitor the ECG of
the person. For better and pleasant monitoring, it is desired that the device should
not interfere with the daily activities of the person. So, keeping these things in our
mind, we are working towards the development of a system that is wearable and also
able to fulfill the commercial needs and accuracy level for the monitoring of cardiac
activity.

Therefore, in this paper, we have presented the first phase of work, and in this
work, we have collected the raw ECG data using three electrodes and displayed
this collected signal on the screen of a smartphone. Further, we have compared the
performance of our system by the presenting same signal on the Matlab software
using the data stored in the memory of the smartphone. The whole idea depends
upon an observation, as we observed from our analysis that the use of the smartphone
among the people is very popular, so if we become able to display the ECG signal in
real time like many other things for example, Live cricket score, live weather reports,
live train status, etc. Then, it will become very easy to monitor the cardiovascular
system [3]. And, this monitoring will definitely help us in the early detection of the
CVDs. That is why in the first phase, we have designed a monitoring system for ECG
using smartphone, in order to interface the electrodes with smartphone, we have used
a FPGA IC, the architecture of the system is presented in the Fig. 1. Section 2 of
the paper presents a detailed explanation of the architecture, Sect. 3 explains the
experimental setup, and in the Sect. 4, we have presented the result, and in Sect. 5,
we have discussed the future scope and conclusion of the system.
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Fig. 2 Architecture of the ECG amplifier

2 Architecture of the System

We have implemented the ECG monitoring system without giving any extra power
supply to the circuit, and in this proposed system, we have given the power using the
USB interface that draws the power from a smartphone delivers to the FPGA board
[4] and ECG amplifier [5].The detailed architecture of the system is shown in Fig. 1.
Three electrode leads are attached to the human body to acquire the ECG signal
waveform; the +ve (red) electrode lead is attached from the right wrist and the –ve
(yellow) electrode lead is attached to the left wrist, of the person. The ground (black)
electrode lead is attached from the right elbow of the human body. The architecture
of the proposed system includes an ECG amplifier for amplifying the low amplitude
signals and low-pass filter is used for removing the high-frequency noise from the
collected ECG waves [6]. Sallen–key BPF [7] is used to remove very low-frequency
noise (~0.1 Hz).

2.1 ECG Amplifier

Since the amplitude of acquired ECG signals through the attached ECG electrodes is
around the 0.5 mV that is a very low value. Therefore, in order to acquire and analyze
the ECG signals, we need to amplify these signals the. Figures 2 and 3 present the
block diagram of the system and the schematic diagram of the ECG amplifier. To
amplify the ECG signal, we have used an instrumentation amplifier, a second-order
LPF is used for removing the high-frequency noise, to remove the extremely low-
frequency noise [8] a Sallen–key BPF is used further to provide the gainwe have used
a gain amplifier at the last stage. At the last stage of the system, the gain amplifier is
implemented to amplify the coming ECG signal and it also removes the noise.
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Fig. 3 Detailed schematic diagram of the used ECG amplifier

2.2 Delta Modulator

In the transfer on information where the quality of information is not an important
parameter, we use the technique known as delta modulation [9]. The device that
performs the delta modulation is termed as the delta modulator and it converts the
analog information into digital and then performs the transmission. In our system,
we have implemented a delta modulator FPGA IC [10], a comparator, and a capacitor
[11] with resistor. Figure 4 shows a block diagram representation of the implemented
delta modulator circuit. The output generated through the delta modulator has the
form of DPCM (differential pulse code modulation). The DPCM [9] is coded into
n-bit digital data stream samples. The comparator circuit compares the present value
of the input signal with the latest sampled value and accordingly generates one output
data bit. The clock frequency at which the sampler works is 6 MHz and an analog
input voltage in the range of 0.25–1.25 V @ 1.75 kHz can be supplied to the delta
modulator. The delta modulator circuit generates the output at the data rate of 23.4
kS/s and the output is of 8-bit.

3 Experimental Setup

In the implementation of the proposed system, we have placed the electrodes on the
skin of a person as shown in Fig. 5. The red lead of the electrode (+ve) is attached to
the right hand’s wrist, whereas the blue (−ve) lead electrode is attached through left
hand’s wrist. And, the black lead that is ground electrode is attached to the right hand
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Fig. 4 Block diagram of delta modulator

Fig. 5 Electrode position in
ECG acquisition

above the red electrode and near to the right elbow of the person. The acquisition of
the data is performed in the no body movement situation.

After collecting the ECG signals, we have given the ECG signals to the ECG
amplifier who amplify these low amplitude signals. A DC 5 V is supplied from the
smartphone to all other circuits through a micro USB port. After the ECG signal is
received, to calculate a heart rate, we have used linear regression theory. Using the
linear regression, we obtain an approximate relation for the linear functions. The
equation used in the calculation of slope for the linear functions has been shown in
the following equation. x and y values are two variables used and the notation and
are the average of the variables x and y. Here, variable n is the value which indicates
the number of data in the signal. After this, we have removed the noise associated
with the raw signal using the filter techniques [11]. The calculation of slope value
for the whole data set is obtained by comparing present slope from the previous
slope value. Using the slope calculation, we have determined the Q, R, and S points
associated with the ECG signal. We have used these Q, R, and S values in calculating
the heart rate. Flowchart of the followed algorithm is shown in Fig. 6.

SLOPE �
∑n

i�1 (xiyi − nxȳ)
∑n

i�1 (x
2
i − nx2)
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Fig. 6 Flowchart of the
proposed algorithm

In order to transmit the recorded signal, we have implemented the delta modulator
using FPGA IC. The implemented circuit of the delta modulator takes the analog
input voltage from the instrumentation ECG amplifier in the range of 0.25–1.25 V@
1.75 kHz frequency, and changes an analog input signal into an 8-bit digital output
signal the data rate in the conversion is obtained as 23.4 kS/s. This 8-bit of the data
is transmitted to the smartphone using the USB link [12], and the USB link takes the
8-bit digital output and serializes the data, then it transfers into the smartphone. The
smartphone performs the processing of the data received by the USB link, and after
the processing, it plots the received ECGwaveform using the display of smartphone,
smartphone calculates the heart rate using the received signal, after the plotting the
waveform and determining the heart rate the results are stored into the flash memory
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Fig. 7 Waveform obtained
in the smartphone

Table 1 Comparative results
between the smartphone and
Matlab

Method Heart rate

Smartphone 79

Matlab 81

Error 2

organized in the smartphone. Further, we accessed this stored data into the Matlab
software and here, we have plotted the waveform. After this, we have performed the
comparative analysis that explain us the difference between the heart rate calculated
by smartphone and Matlab [13]. We also compared the power requirements of the
proposed system and other existing systems.

4 Result and Comparison

Figure 7 shows the waveform that we have obtained through our implemented sys-
tem. We have displayed the real-time ECG signal on the screen of the smartphone.
Whereas, Fig. 8 presents the waveform that we plotted using the data stored in the
flash memory of the smartphone. This waveform has been plotted after removing the
noise in the Matlab software.

After obtaining the waveform through both the ways, we have performed the com-
parison between the results that we have obtained through smartphone and Matlab.
We have compared the heart rate values obtained using the smartphone with the heart
rate values those we have obtained throughMatlab software. Table 1 summarizes the
comparative results of the overall experiment, in terms of the heart rate. The results
presented in Table 1 are the average values of the heart rates calculated by the eight
sets of ECG signal.

We have also presented the comparison between the power requirements of the
monitoring system. Table 2 present the record of the power consumed by the individ-
ual sections of the implemented monitoring system for ECG monitoring. The values
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Fig. 8 ECG waveform in the Matlab

Table 2 Power consumption
analysis

Current (mA) Power (mW)

ECG AMP 4 20

FPGA board 66 330

Total 70 350

presented in Table 2 are the average values calculated for the eight sets of the ECG
data.

5 Conclusion and Future Scope

We have successfully implemented the monitoring system for the electrical activity
generated by the heart.We have displayed the real-time ECGwaveform on the screen
of a smartphone and further, we have stored the collected ECG values in the flash
memory of the smartphone. After that, we have compared the waveform generated
by the same ECG values in theMatlab software. These waveforms are almost similar
to the smartphone’s waveform. Hence, we have concluded that using smartphone, we
can monitor the ECG. Hence, the design of a portable ECG monitoring system has
been implemented. The future work related to this system will include a cloud-based
access of the data. In that, we will store the ECG data on the cloud database using
nano wireless electrodes and then, we will try to access that data in real time like
cricket score, running train status, etc. That will give a new direction for the ECG
tele-monitoring systems. This will enable the cardiologist to monitor their patients
anywhere and at any point of time without any extra circuitry; just a smartphone will
work as the ECG machine for all of their patients. And the patient will also be able
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to view there ECG report without any extra requirement. That will result in a very
effective monitoring and will reduce the effects of CVDs.
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Abstract In this paper, a comparative study has been carried out to study the effect
of a single toxicant on a biological species. The comparison study is based on two
cases, in the first case, the toxicant is being constantly emitted in the environment
from some external sources and in the second case, the toxicant is assumed to be
discharged in the environment by the biological species itself. In both cases, we have
considered a situation that aftereffect of this toxicant, some members of biological
species show deformity as incapable in reproduction. This comparative study shows
that toxicant is lethal in both cases. But toxicant affects more severe and fast when
emitted by biological species itself.
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1 Introduction

To better understand real world, we create miniatures of real-world phenomenon in a
set of mathematical equations, which is known as mathematical model. Using these
mathematical models, we easily get a proper picture of real-world phenomenon such
as environmental health, diseases, biological species growth, economic process, etc.,
[2, 7, 8, 12].

There aremany studies existing in which toxicants’ cause ofmorphological defor-
mities, genetic defects, impotence, decrease libido, and reproductive failure in bio-
logical species [1–4, 6–8, 11, 13–16]. Via mathematical models, some studies show
that a subclass of biological species is critically affected by environmental toxicants
and shows deformity as incapable in reproduction [2, 7, 8]. In 2016, Kumar et al. [7,
8] studied the effect of a single toxicant on reproduction of a biological species in
different cases such as toxicant emitted by biological species itself (e.g., industrial
and domestic activities, vehicular exhaust, radioactive wastes, use of pesticides, etc.,)
and from some external sources (e.g., volcanic eruptions, forest fires, etc.,), respec-
tively. But some reproductive failures due to uptake of toxicants have been observed,
such as carbon disulfide cause low sperm count and decreased libido in men and
menstrual disturbance in women [1]; Lead effects the male reproductive system by
disrupting hormonal regulations, less sperm production in seminiferous tubules of
the testes [16]; Inorganic Arsenic causes developmental and reproductive toxicity as
affects fetal development, reductions of testosterone and gonadotrophins [6]. These
toxicants are emitted in the environment from both ways biological species itself and
external sources [1, 10, 17]. So, we give a comparative study between two cases of
same kind toxicant’s effect on biological species. In case 1, toxicant is constantly
emitted in the environment from some external sources. In case 2, toxicant is emitted
in the environment by biological species itself. In both cases, aftereffect of same
kind toxicant some members of biological species show deformity as incapable in
reproduction.

In this comparative study, themodels and their results are based on some particular
facts such that a logistically growing biological species of population density N (t) at
time t, is surviving in a polluted environment having a toxicant with environmental
concentration T (t) at time t. This toxicant emitted in the environment from some
external sources at a constant rate Q or discharged in the environment by biological
species itself at the rate λ. U (t) is the concentration of toxicant T (t), taken up by
the biological species N (t) at time t, this toxicant harmfully affected the biological
species N (t) and generate a subclass of species ND(t) having those members which
are incapable in reproduction, the subclass of remaining members of species are
assumed as NA(t).
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2 Toxicant Constantly Emitted from Some External
Sources

The proposed models are

dNA

dt
� (b − d)NA − r1NAU − rNAN

K(T )

dND

dt
� r1UNA − rNDN

K(T )
− (α + d)ND

dT

dt
� Q − δT − γTN + πνNU

dU

dt
� γTN − βU − νNU (2.1)

N (t) � NA(t) + ND(t),NA(0),ND(0),T (0) ≥ 0,U (0) ≥ cT (0), 0 ≤ π ≤ 1

Since N (t) � NA(t) + ND(t), the reduced form of model (2.1) is as follows:

dN

dt
� rN − rN 2

K(T )
− (α + b)ND

dND

dt
� r1U (N − ND) − rNDN

K(T )
− (α + d )ND

dT

dt
� Q − δT − γTN + πνNU

dU

dt
� γTN − βU − νNU (2.2)

2.1 Equilibrium Points and Dynamical Behavior

The model (2.2) has two non negative equilibrium points E1

(
0, 0, Q

δ
, 0

)
and

E2(N ∗,N ∗
D,T ∗,U ∗), where E1 is a saddle point. E2 is locally asymptotically stable

under Routh–Hurwitz conditions of model (2.2) and becomes unstable and model
corresponding to the parameter Q, under the Liu’s criterion [5, 9]. The model (2.2)
shows a supercritical Hopf bifurcation and the stable bifurcating periodic solutions
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exist for Q > Q∗, where Q∗ is the critical value of bifurcation parameter at which
model system (2.2) undergoes a Hopf bifurcation.

3 Toxicant Discharged in the Environment by Biological
Species Itself

The proposed models are

dNA

dt
� (b − d)NA − r1NAU − rNAN

K(T )

dND

dt
� r1UNA − rNDN

K(T )
− (α + d)ND

dT

dt
� λN − δT − γTN + πνNU

dU

dt
� γTN − βU − νNU (3.1)

N (t) � NA(t) + ND(t),NA(0),ND(0),T (0) ≥ 0,U (0) ≥ cT (0), 0 ≤ π ≤ 1

Again, the reduced form of model (3.1) using the fact that N (t) � NA(t) + ND(t).

dN

dt
� rN − rN 2

K(T )
− (α + b)ND

dND

dt
� r1U (N − ND) − rNDN

K(T )
− (α + d )ND

dT

dt
� λN − δT − γTN + πνNU

dU

dt
� γTN − βU − νNU (3.2)
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3.1 Equilibrium Points and Dynamical Behavior

The model (3.2) have two non negative equilibrium points E3(0, 0, 0, 0) and
E4(N ∗,N ∗

D,T ∗,U ∗), where E3 is a saddle point. E4 is locally asymptotically sta-
ble under Routh–Hurwitz conditions of model system (3.2) and becomes unstable
corresponding to the parameter λ under the Liu’s criterion [5, 9]. The model (3.2)
shows a supercritical Hopf bifurcation and the stable bifurcating periodic solutions
exist for λ > λ∗, where λ∗ is the critical value of bifurcation parameter at which
model system (3.2) undergoes a Hopf bifurcation.

4 Comparative Study

We executed this comparative study with the help of carrying capacity function

K(T ) � K0 − b1T

1 + b2T

and a set of parameters is as follows:

b � 0.044,K0 � 10.0, d � 0.0001, b1 � 0.01, b2 � 1.0,

α � 0.0001, r1 � 0.8, δ � 0.025, γ � 0.0001, π � 0.5,

ν � 0.0001, β � 0.01,Q � 0.0001,λ � 0.0001

Also, the initial values for both cases is

N (0) � 0.50,ND(0) � 0.00,T (0) � 0.00,U (0) � 0.00.

Here, we set the initial emission of single toxicant at equal rates Q � λ �
0.0001 for both cases. The model (2.2) and the model (3.2) become locally sta-
ble at equilibrium point E2(9.9365, 0.0628, 0.0039, 0.0004) and E4(9.4282, 0.5364,
0.0364, 0.0031), respectively. It shows that environmental/uptake concentration of
toxicant emitted by species itself (with value 0.0364/0.0031) is higher than that of
some external sources (with value 0.0039/0.0004). The density of total population
(with value 9.9365) when toxicant emitted by species itself is lower than density
of total population (with value 9.9482) when toxicant emitted from some external
sources. The density of deformed subclass (with value 0.5364) when toxicant emit-
ted by species itself is higher than density of deformed subclass (with value 0.0628)
when toxicant emitted from some external sources.
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Fig. 1 Dynamic behavior of densities of total and deformed populations (N and ND) for emission
rate Q

As we increase the emission of single toxicant rates Q and λ in each case, the
model (2.2) and the model (3.2) becomes unstable and shows Hopf bifurcation at
Q�0.13674 and λ�0.01766, respectively. It shows that the model (3.2) becomes
unstable faster than the model (2.2) corresponding to the emission rate of toxicant
(see Figs. 1 and 2).
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Fig. 2 Dynamic behavior of densities of total population N and deformed population ND with
respect to the parameter λ
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5 Conclusion

This paper describes a comparative study between the two cases of effect of a single
toxicant on a biological species. The two cases are defined as the toxicant is being
constantly emitted in the environment from some external sources and discharged
in the environment by the biological species itself. Aftermath of this comparative
study, we found that either the toxicant emitted by biological species itself or tox-
icant emitted by some external sources both are lethal for species. Consequently,
when toxicant emitted by species itself, the environmental concentration of toxicant
increases faster and affected the biological species sooner than other case.
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Nanoswimmer Energy Transduction
System: Influence of Branching

Shivani Nain, Jitendra Singh Rathore and Niti Nipun Sharma

Abstract Nanoswimmers are of interest among researchers for their utility in pro-
pelling nanorobots to specific target for drug delivery, nanosurgery, in vivo biomed-
ical applications such as in treatment of brain tumor and Alzheimer’s disease and
similar applications. On-board powering is the major concern for locomotion of
nanoswimmer and is being considered to be addressed by energy transduction mech-
anism to harness energy from surrounding using energy of stochastic vibrations by
electrostatic, electromagnetic, and piezoelectric means. Among all, piezoelectric is
emerging as a promising conversion transduction mechanism of energy harnessing
for artificial nanoswimmer. In this context, in present work, an elastic flagellum of
a nanoswimmer is modeled as a cantilever beam and a simulation study is done in
COMSOL. The novel design of branched flagellum is conceived, modeled, and sim-
ulated. COMSOL simulation studies have been performed to compare the effect of
primary and secondary branching in flagellum design in terms of stress and electric
potential. Enhancement in stress and electric potential is observed approximately 20
and 15% on increasing secondary branching uniformly on the main structure of can-
tilever beam towards free end and keeping primary branches constant. An enhanced
stress allows for larger efficiency of conversion mechanism and, therefore, it is con-
cluded that branching of flagellum can be pivotal in increasing on-board harnessing
of energy for propulsion of nanorobots.
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1 Introduction

Advancement in the area of nanotechnology has drawn the attention of researchers
to design locomotion of nanorobots over the past six decades. Locomotion design is
combined efforts of chemist, biologist, physicists, pharmacists, engineers, and math-
ematicians. Scientists are imitating natural bacteria such as E.coli and Paramecium
at the nanoscale and investigated their modes of propulsion such as planar and helical
theoretically [1–5]. Various types of actuation mechanisms have been explored till
now such as chemical actuation [6], bacterial actuation [7], magnetic actuation [8],
and thermal actuation mechanism [9] for artificial nanoswimmer and it possesses
some limitations [10]. To overcome those limitations of different actuation mecha-
nisms, piezoelectric-based on-board energy harnessing scheme is an alternative to
artificial nanoswimmer.

Energy transduction mechanism implies conversion of mechanical or vibrational
energy from the surrounding environment into electrical form by electrostatic [11],
electromagnetic [12] and piezoelectric approach [13]. Piezoelectric conversion tech-
nique is most suitable for energy harnessing purpose at micron scale because it does
not require any external means in comparison with electrostatic and electromagnetic
mechanism. Selection of material becomes an essential parameter for fabricating
and navigating artificial nanoswimmer inside the human body environment. Piezo-
electricmaterial such as lead–zirconate–titanate (PZT), lead–titanate (PbTiO2), lead-
–zirconate (PbZrO3), and barium–titanate (BaTiO3) are being employed in energy
harnessing process in the past fewdecades.Due to someconstraints of piezo-ceramics
[14], piezoelectric polymers, polyvinylidenefluoride (PVDF) has been synthesized
and can be used for energy-harvesting application [15]. PVDF seems most appro-
priate piezoelectric material because of flexibility, biocompatible, lightweight, and
inexpensive [16] to design on-board powering scheme for nanoswimmer.

In nature, cilia and flagella exhibit rotation and beating as amode of propulsion for
eukaryotic and prokaryotic bacteria. In the present design, cantilever beam sculpted
as cilia of PVDF piezoelectric material fixed at one end. The aim of the present study
is to amplify energy harnessing to actuate nanoswimmer. The design is instigated
by amplification of stressing on the trunk of tree due to branching (static load) and
fluidic pressure (dynamics load). The dynamic model of tree considered mass (mass
of beam and branches), spring (Young’s modulus of PVDF), and damping (viscosity
of fluid, placement of branches). The conception of dynamic model is presented in
Fig. 1, which comprises of primary branch as mass m1 attached to the beam (M) and
secondary branch of mass (m2) to primary branch. Different designs of secondary
branching is simulated in COMSOL and optimized for enhanced stress and electric
potential generation for on-board powering of nanoswimmer. The resulting data is
examined to determine the effect of fluid pressure load and the response of the tree
branch structure of energy transduction system for artificial nanoswimmer.
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Fig. 1 Dynamic model of tree branch concept [17]

2 Design and Simulation

Investigation is being performed on different designs of energy transduction system.
In the previous analysis [18], four designswere explored to study the effect of number
of primary branches and their placement. The spaces between branches are kept
constant. The design shown in Fig. 2 branches toward the distal end are showing
maximum amplification of stress by 68% and leads to the generation of electric
potential approximately 60% through simulation [18]. It needs to investigate further
to study the effect of secondary branches (static load) and fluidic pressure (dynamic
load) for stress development on the main structure of beam cilia and is attempted in
the subsequent section.

In Fig. 3, design 1 secondary branches are increased from 4 to 8 towards the
fixed end of beam while primary branches are kept same in number as 4. In design 1
(a), design 1(b) and design 1 (c) (Fig. 3) 4 and 8 secondary branches are positioned
uniformly on 4 primary branches. In design 2, the number of secondary branches is

Fig. 2 Model of unbranched and branched cilia toward free end
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4 Primary Branches towards 
fixed end

4 Primary Branches-
4 Secondary Branches towards 
fixed end

4 Primary Branches-
8 Secondary Branches towards 
fixed end

Design 1 (a) Design 1 (b) Design 1 (c)

4 Primary Branches towards 
distal end from fixed end

4 Primary Branches-
4 Secondary Branches towards 
distal end from fixed end

4 Primary Branches-
8 Secondary Branches towards 
distal end from fixed end

Design 2 (a) Design 2 (b) Design 2 (c)

Fig. 3 Designs of secondary branches (Primary branches constant in number as 4 toward the fixed
end and free end of beam as cilia)

increased toward the free end of beam. The gaps between branches are consistent.
Modeling and designs of energy transduction mechanism have been carried out in
COMSOL multiphysics finite element software.

Three physics namely, Fluid–Structure Interaction (FSI), piezoelectric and elec-
trostatic are combined to envisage the effect of fluid velocity in the form of stress
and electric potential on the branched beam structure representing cilia toward the
fixed end of the beam. In FSI module, a parabolic velocity profile is introduced as
an inlet boundary condition represented by Eq. (1) mentioned below [19]:

Inlet Velocity:

[U × 16(H − Y )× (H − X)× Y × X ]÷ H 4 (1)

Where U is the mean velocity of water defined in the range from 5 to 8 µm/s
to maintain Reynolds number less than 1 and to sustain laminar flow regime. H is
the height of the outer domain in which fluid is flowing, i.e., 300 µm to avoid wall
effects. X and Y are planes in which fluid is entering.

Fluid velocity leads to the generation of stress on the piezoelectric beam, which is
considered as a boundary load condition in the piezoelectric module. In electrostatic
physics, upper surface of beam is taken as floating potential, where the developed
electric potential is measured toward the fixed end and the lower surface is grounded.
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Table 1 Geometric and material properties of the piezoelectric energy transduction system

Geometric parameters Length (µm) Width (µm) Thickness (µm)

Beam 50 0.25 0.25

Branches 5 0.025 0.025

Material properties Young’s modulus
(GPa)

Density (kg m−3) Poisson’s ratio

PVDF 2 1789 0.3

The geometric parameters and material properties are shown in Table 1. PVDF is
chosen for piezoelectric beam because of biocompatibility and suitability for in vivo
application.

3 Result and Discussion

A design of the piezoelectric energy transduction system is simulated in COMSOL.
The aim of the design is to amplify the stressing on the main structure of beam by
doing branching of beam as tree branch structure. The pruning concept (cutting of
branches) is required to reduce the stress on the trunk of tree, but amplification of
stress necessitates enhancing the electric potential for movement of nanoswimmer.
Both static and dynamic loads are considered for evaluation of stresses developed on
the trunk (beam) of the tree. Energy transduction scheme for artificial nanoswimmer
consists of four primary branches and the number of secondary branches varies from
4 to 8. The results have been taken toward the fixed end of beam. The stress is
developed on the surface of beam due to fluidic velocity applied to the inlet of the
outer domain to maintain low Reynolds number. This developed stress is converted
into electric potential through the electrostatic module coupled to the piezoelectric
module. The simulation results toward the fixed end are plotted in Fig. 4 for design
1 and design 2 (refer Fig. 3) by varying the number of secondary branches toward
the fixed end and free end of the beam, shows von Mises stress on y-axis and fluid
velocity on x-axis. It is observed from the plotted results that as the number of
secondary branches increases stress also increases, which is being transformed into
electric potential by electrostatic physics. The primary branches are kept constant
but their placement varies toward the fixed end and distal end of the beam. The von
Mises stress is found to be increased up to approximately 2515 N/m2 and percentage
increase in stress is 20% on increasing number of secondary branches from 4 to 8
with respect to 4 primary branches toward distal end of the beam. The von Mises
stress is transformed into electric potential by electrostatic physics and is increased
0.55 µV approximately 15%, which seems to be favorable for energy harnessing
scheme for nanoswimmer.
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Design 1: Von Mises Stress v/s Velocity Design 2: Von Mises Stress v/s Velocity

% increase in stress- 15.84% (from 4 pri-
mary branches to 4 primary branches and 8 

secondary branches).

% increase in stress- 20.09% (from 4 
primary branches to 4 primary branches and 

8 secondary branches).

Design 1: Electric Potential v/s Velocity Design 2: Electric Potential v/s Velocity

% increase in electric potential- 11.95 %
(from 4 primary branches to 4 primary 
branches and 8 secondary branches).

% increase in electric potential- 15.23% 
(from 4 primary branches to 4 primary 
branches and 8 secondary branches).

Fig. 4 Variation in stress and electric potential on increasing secondary branches

4 Conclusion

The energy transduction design for artificial nanoswimmer simulated in COMSOL is
based on the concept of tree branching structure. Here, static load and dynamic load
such as effect of secondary branches and fluid velocity has been investigated and
compared by incorporating fluid structure interaction and piezoelectric module. The
objective is to design the energy transduction scheme using piezoelectric material
to propel artificial nanoswimmer for in vivo biomedical application. In this paper,
analysis of secondary branches keeping primary branches same in number as 4, leads
to an increase in stress and electric potential. Two designs of the energy transduction
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system have been compared on the basis of their placement of primary branches and
by increasing secondary branches on it. The stress is within the allowable limit of
PVDFmaterial. An increase in stress and electric potential is observed approximately
20 and 15% for design 2 in which branches are toward free end of the beam with
respect to the fixed end. Tertiary branches need to be explored further for optimization
of energy transduction system for locomotion of nanoswimmer.
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Design of an Adaptive Soft Sensor
for Measurement of Liquid Level
Independent of Liquid

K. V. Santhosh and Sneha Nayak

Abstract The proposed paper discusses about a sensing technique for measurement
of the liquid level. The objective of the proposed technique is it should be able to
measure the liquid level even with impurities added to it. Usually, a measurement
technique is designed and calibrated to particular conditions. In case of the liquid
level measurement, the constraints would be type of liquid, temperature of liquid,
and so on. This paper concentrates on designing a system which when used along
with the traditional signal conversion circuit should be able to produce output, which
would be accurate even when some impurities are added to the liquid. The designed
system consists of an observer in the form of Kalman filter which would estimate
the disturbance parameter, and suppress its effect from the measured signal. The
designed technique is implemented and tested using the practical system. Results
show successful implementation of the proposed technique.

Keywords Adaptation · Observer · Kalman filter · Liquid level

1 Introduction

Level is an important parameter which is measured and controlled in most of the pro-
cess control industries. Level measurement may be that of water, petroleum, sugar,
or any other form of solid or liquid. In applications such as wastewater treatment
plant, fuel monitoring, food and dairy, dye making, pharmaceutical industries, etc.,
level measurement is of primary concern. Accuracy plays a vital role in level mea-
surement. Inappropriate measurements can cause the levels to be excessively higher
or lower than their measured value and thus leading to defective process/product.
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Liquid level measurement is basically classified into two subdivisions, namely con-
tact and noncontact type. In the proposed work, basic study is made on the available
measurement techniques to understand its behavior, a few of them are reported.

Paper [1] reports a novel technique for measuring the level and volume of liquids
in a cylindrical container. The important feature of the proposed technique is that it
is nonintrusive which avoids unwanted contamination of liquid samples, and it has
larger dynamic range of measurement and good sensitivity. Paper [2] discusses a
novel level measurement technique using three parallel plate capacitive structures.
This technique can be directly applied for measuring the level of any kind of non-
conductive liquid without calibration and further it is unaffected by factors such as
temperature, humidity, dust, etc. Paper [3] describes a microwave multilevel gaging
system for measurement and control of liquid levels in storage tanks which is usu-
ally employed in industrial applications. Paper [4] discusses a theoretical study to
determine the flow rate and level of poorly conducting liquid using electromagnetic
method. In [5], a discussion is made on the properties of humidity sensor that can
be used for measuring level in cryogenic liquids such as nitrogen, oxygen, argon
under various temperature conditions. In [6], a low-cost level sensing technique has
been proposed in which the optical fiber has been employed as a level probe. Further
experimental results have proved that different fiber cladding thickness can be used
for sensing in different operating ranges. Paper [7] describes an experimental study
in which liquid level and specific gravity have been measured simultaneously using
a dual optic fiber sensing system. In [8], a liquid level measurement technique has
been discussed which uses pulsed laser has several advantages over antenna array
technique. Paper [9] discusses a method proposed for continuous level measure-
ment using a fiber optic sensor and it is experimentally validated to be robust against
changing environmental conditions, also it is stable and easily reconfigurable. In [10],
a liquid level sensor has been demonstrated which is used for discriminating high
refractive index. This sensor finds application in biochemical industries because of
its features such as low cost, simple in structure, and can be integrated in biochemical
probes easily.

Paper [11] reports a technique for measuring the level of liquid using image pro-
cessing technology. This is a noncontact measurement technique which comprises of
a camera, laser light sources, and a PC. In [12], a novel method of liquid level sens-
ing with the knowledge of reflection time of a pulse train is discussed. In addition to
this, the acoustic properties such as temperature, liquid viscidity, and density can be
estimated. Paper [13] reports a liquid level sensing device with capacitive sensing.
In this device, comb electrode is used which does not need additional calibration
and is mainly used in biomedical applications. In [14], liquid level measurement is
demonstrated based on multimode interference effect. An optical fiber laser sensor is
used for level measurement of three different liquids with different refractive index.
Paper [15] proposes a technique in which the sensor can continuously measure the
dynamic change in the water level and also obtain the speed of the water flow. Paper
[16] proposes a noncontact measurement technique in which inductive sensor is used
to measure level and conductivity simultaneously with good amount of accuracy. In
[17], ultrasonic technology is used to detect and analyze the level of raw oil in an oil
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storage tank. Paper [18] discusses time-domain reflectometry technique for monitor-
ing the level of liquids. Also this technique can be used for real-time estimation and
to determine the nature of various objects. In [19], a design of calibration circuit for
Capacitance Level Sensor (CLS) using artificial neural networks is reported. From
the survey carried on, it is evident that level measurement is one of the critical pro-
cesses in industries. Survey discusses several techniques used for level measurement.
Of the above reported techniques, CLS is found to be most widely used sensor. In
the proposed paper, we have reported the study on input–output characteristics of the
CLS, and discussion is extended to understand its behavioral changes when impuri-
ties are present in liquid whose level is to be measured. In the paper, an observer is
designed to compute the amount/quantity of such impurities added. The output from
the capacitive level sensor is extracted to analyze and a suitable observer is designed
to make the measurement robust and also quantify the impurities.

Section 1 gives a brief introduction about the importance of liquid level measure-
ment and surveys are carried out to identify various techniques which is used for
level measurement. Section 2 briefs about the basic working principle of capacitive
level sensor. Problem statement is discussed in Sect. 3. In Sect. 4, methodology is
reported. Section 5 reports the conclusion of the work reported.

2 Capacitive Level Sensor

Capacitive level sensor consists of two parallel plate/electrodes submerged in the
liquid whose liquid level needs to be measured as shown in Fig. 1. Across these two
plates, capacitance is formed when subjected to a potential and whose capacitance
is given by

C � εK

a
(1)

where C is the capacitance
1is permittivity of medium

K is surface area of plates
a is distance between the plates.
Now, as the liquid level varies two regions are formed, onewith liquid as amedium

and the other with air as medium. These two regions will exhibit variations in its
capacitance when the liquid level varies because of change in the dielectric medium
[20]. So, the total capacitance will be the summation of these two capacitances which
is given by

C � C1 + C2 (2)

where C1 is the capacitance across plates dipped in liquid
C2 is the capacitance having air as medium.
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Fig. 1 Schematic diagram
of container showing
capacitance sensor
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Now, “C” can be rewritten as

C � ∈0∈r eN

a
+

∈0∈r e(K − N )

a
(3)

where e is cross-sectional breadth of the plate
K is length of the electrodes/parallel plates
N is length of the electrodes/parallel plate submerged in liquid
∈0 is the permittivity of free space
∈r is the relative permittivity of liquid.
In Eq. (3), if the parallel plates are replaced by the electrode whose diameter is

“e”, then the Eq. (3) will be represented as

C � 2π ∈0∈r

ln

[
a
e −

√[
a
e

]2 − 1

]N +
2πε0

ln

[
a
e −

√[
a
e

]2 − 1

] (K − N ) (4)

From Eq. (4), it is clear that the capacitive output “C” is a function of “N” which
is level of liquid and also ∈r permittivity of liquid (which in turn is a function of
liquid composition).
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3 Problem Statement

A study is carried out to understand the input–output behavior of capacitance level
sensor using the process set up as seen in Fig. 2. The output capacitance from CLS
is converted to frequency first with the help of timer circuit, and then followed
by frequency to voltage converter, so as to acquire the signal to computer using a
data acquisition card. The acquired voltage corresponding to change in liquid level
is plotted in Fig. 3. It is found that input–output characteristic of CLS is almost
nonlinear.

Fig. 2 Experimental set up
used
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Fig. 3 Output obtained from
CLS signal conversion
circuit for variation in liquid
level

Now to understand the behavior of measurement for variations in parameter, it
is decided to change the liquid or manipulate the liquid behavior by adding some
additives/impurities. To test, the water solution is mixed with impurities in the form
of chalk powder as can be seen in Fig. 4.

For analysis, the experiment is conducted by varying the amount of chalk powder
mixed like 5 g/L (specimen 2) of water, 10 g/L (specimen 3). The output obtained for
variation of liquid level is plotted in Fig. 5. Figure 5 indicates the nonlinear relations
between liquid level and CLS output. Also, it can be seen that output voltage also
varies with addition of impurities.

From the discussion, it is clear that the objective of the proposed work is to design
a system which would be able to measure the level of liquid linearity and also with
variations in added impurities.

4 Problem Solution

In order to achieve the objectives discussed in the earlier section, a design is proposed
consistingof anobserver.Anobserver is designedusing aKalmanfilter. For designing
the filter, the first stage would be able to obtain the function’s corresponding to liquid
level and CLS output. For this, we use the curve-fitting technique as seen in Fig. 6,
Fig. 7, and Fig. 8, respectively.

The equation obtained from the curve fitting of specimen 1 can be given by Eq. (5)

Y1 � 2.8 ∗ 10−7x4 − 4.9 ∗ 10−5x3 + 2.6 ∗ 10−3x2 + 0.01x + 0.28 (5)

The equation obtained from the curve fitting of specimen 2 can be given by Eq. (6)
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Fig. 4 Experimental set up
when the liquid is added with
chalk powder

Y2 � 2.5 ∗ 10−7x4 − 4.4 ∗ 10−5x3 + 2.3 ∗ 10−3x2 + 0.006x + 0.68 (6)

The equation obtained from the curve fitting of specimen 1 can be given by Eq. (7)

Y3 � 1.2 ∗ 10−6x4 − 0.16 ∗ 10−3x3 + 6.2 ∗ 10−3x2 − 0.01x + 1.02 (7)

From the above equations and response, it is clear that the output of CLS depends
on the liquid level along with the liquid, or in other case, we can consider that the
impurities act like the noise for the liquid level measurement. To make the measure-
ment independent of liquid impurities, a filter is designed. In the proposed example,
a Kalman filter is considered, the reason for considering Kalman is that it is recursive
algorithm which takes into account the history of measurement, and evaluates the
linear model, in steps from the current state to the next state by a linear transfor-
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Fig. 5 Output of CLS for variation of liquid level and additives

Fig. 6 Curve-fitting function for specimen 1

Fig. 7 Curve-fitting function for specimen 2
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Fig. 8 Curve-fitting function for specimen 3

mation. Or in other words, it functions as a state estimator to estimate unobserved
variable based on noisy measurement, in this case chalk powder.

In general, the model used for Kalman is derived from state model given by

x(t + 1) � A · x(t) + B · u(t) + e(t) (8)

where x(t+1) is considered as current state which is a combination of previous states
x(t) and control input u(t) and noise e(t). Assuming A to an identity, and ignoring
the input u, Eq. (8) can be rewritten as

x(t + 1) � x(t) + e(t) (9)

Observer model for the same can be given by measurement vector, y(t) which is
given by Eq. (10)

y(t) � x(t) + r (t) (10)

where r(t) is the measurement noise or noise induced by noisy measurement. The
prediction equation can be given by Eq. (11) with P as certainty of prediction, and
Q being certainty of measurement.

P
′
(t + 1) � P(t) + R(t) (11)

R is noise caused by system, using this prediction equation Kalman gain K(t) can
be computed by Eq. (12)

K (t + 1) � P
′
(t + 1)

(
P

′
(t + 1) · Q(t + 1)

)−1
(12)

Using the above equation, theKalman filter is designed and is used in the proposed
technique to make the measurement linear and independent of impurities added.
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5 Results and Analysis

Kalman filter is designed to produce an output which is linear and also independent
of impurities added. For the case of testing the proposed technique to evaluate the
performance, the output is analyzed for variation in liquid level with addition of
impurities. For testing, we have considered the liquid as water and impurities as
chalk powder. The concentration of chalk powder is varied to test the adaptation
of designed algorithm. Table 1 shows the output obtained from designed filter for
variation in liquid level and chalk powder concentration.

From the above Table 1, input–output characteristics plot as in Fig. 9, and the
error analysis plot as in Fig. 10 clearly indicates that the designed Kalman filter-
based observer is able to condition the CLS signal to produce a linear output and
also output independent of impurities.

Table 1 Results obtained for measurement

Actual liquid level in
cm

Concentration of
chalk in g/L

Measured liquid level
in cm

Percentage error

5 5 4.86 2.80

8 5 8.01 −0.12

12 10 12.03 −0.25

15 5 14.87 0.87

15 15 14.84 1.07

18 10 17.92 0.44

20 0 19.98 0.10

23 5 22.89 0.48

27 15 27.04 −0.15

30 10 30.11 −0.37

30 15 30.06 −0.20

32 0 31.91 0.28

35 10 35.08 −0.23

40 15 40.91 −2.27

40 20 39.92 0.04

46 20 45.87 0.28

51 10 51.12 −0.24

54 5 54.14 −0.26

58 10 58.11 −0.19

58 0 57.92 0.14

58 15 58.27 −0.47
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6 Conclusion

Design of an adaptive liquid level measurement system, level process being one of
critical measurement process in many industries was considered here in the proposed
system. The objective of the reported work was to design a system which can pro-
duce a linearmeasurement, evenwith changes in liquid. Formeasurement, a CLSwas
considered, because of the fact that its output varies with liquid level and also liquid.
Output of CLSwas acquired on the system to design the Kalman filter, so as to nullify
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the noise (or effect of impurities) on measurement. The designed system was tested
with different liquid levels and varying concentration of impurities, for which the sys-
tem produced accurate and adaptive results as can be seen in Table 1, Figs. 9, and 10.
The root mean square of percentage error produced by the reported technique is
0.88%, making it practically usable process.
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A Facile Synthesis of Graphene Oxide
(GO) and Reduced Graphene Oxide
(RGO) by Electrochemical Exfoliation
of Battery Electrode

Rajdeep Vartak, Adarsh Rag, Shounak De and Somashekara Bhat

Abstract Graphene is a two-dimensional allotrope of carbon, inwhich carbon atoms
are arranged in a hexagonal structure.All carbon atoms in graphene are sp2 hybridized
due to which three atoms are bonded to neighboring atoms and one electron is
unbounded. Here, we have demonstrated a facile and low-cost technique to synthe-
size the graphene oxide and reduced graphene oxide from readily available battery
graphite bymeans of an electrochemicalmethodusing liquid electrolyte. Thegraphite
in the battery electrode has been expanded using acid for effective exfoliation. This is
used to increase the interlayer spacing of graphite causes the van der Waals forces to
cease. Graphene oxide and reduced graphene oxide (reduction using ascorbic acid)
have been synthesized using this technique. The optical microscope image has shown
few layer flakes and X-ray powder diffraction (XRD) demonstrated the reduction of
oxygen content. The proposed setup is cheap and environmentally benign in nature.

Keywords Graphene oxide · Reduced graphene oxide · Electrochemical
technique · XRD · Optical microscope

1 Introduction

GRAPHENE is a two-dimensional hexagonal network extracted from sp2-hybridized
Carbon. In short, it is a stack of graphene layers, which form graphite. The oxide
version of graphene is graphene oxide. The graphene, graphene oxide and reduced
graphene oxide has attracted the significant attention of people all over the world.
Andre Geim and Konstantin S. Novoselov of University of Manchester in 2004
have done the pioneering work to yield the individual sheets of graphene [1]. These
films have some interesting properties of high current density (106 �−1 cm−1) [2],
thermal conductivity (3000 W mK−1) [3], visible transmittance (97.7%) [2], sur-
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face area (2630 m2 g−1) [4] and mechanical strength (Young’s modulus>1 TPa) [5].
These promising properties have found applications in electronics, photonics, the
field of transistors, solar cells, flexible displays as sensors or as a superconductive
membrane in battery and several other fields [6–9]. Graphene oxide (GO) sheets
are hydrophilic oxygenated graphene sheets containing oxygen functional groups
on their basal planes and edges [10–12]. Graphene oxide (GO) has found promi-
nence after discovery of graphene. GO is reduced to reduced graphene oxide (RGO).
This resembles the graphene that contains some oxygen atom clung to the structure.
Recently, GO has attractedmuch attention as a potential originator for the large-scale
production of graphene-based materials leading to low cost of synthesis; and the tun-
ability of the electronic properties as a semimetal, a semiconductor, or an insulator.
These materials have also found the applications in a number of electronic devices
[13, 14] and as a component in nanocomposite [15], energy storage [16], biomedical
applications [17], catalyst [18], and as surfactant [19].

Typically, GO is prepared by top-down and bottom-up approaches. The top-down
approach is mechanical exfoliations and chemical exfoliations [20]. Reliability of
large area and homogeneity is larger issues in this technique. In the bottom-up tech-
nique, epitaxial growth [21] and chemical vapor deposition [22] is used. Defect
generations and high-quality graphene synthesis over large area is a big concern.

Here, we propose to study the facile technique of electrochemical exfoliation
of battery electrodes (graphite electrodes) for the synthesis of GO [23]. Generally,
hydrazine Hydrate is used for reduction of GO; but hydrazine Hydrate is toxic and
functionalizes the GOwith nitrogen heteroatoms [24]. Electrochemical exfoliation is
a greener process, comparatively cheaper, capable of mass production of few-layer
graphene (FLG) by mere control of potential operations at ambient conditions of
temperature and pressure.

2 Experimental Details

2.1 Chemicals Used

All chemicals used in this study were analytical reagent grade and used without fur-
ther purification. Potassium hydroxide (KOH) pellets, Sodium hydroxide (NaOH)
pellets, Acetone, and Isopropyl alcohol (IPA) have been brought fromMerck. Deion-
ized water (DI) (Millipore) of resistivity 18.2 M�-cm has been used. A pH meter
(ELCO) was calibrated using pH 4 and pH 7 calibration buffer solutions. Battery
electrodes have been extracted from the local battery.
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(a) (b)

Fig. 1 a Schematic of Electrochemical experiment set up, b photograph of actual setup

2.2 Setup for Electrochemical Exfoliation

There are 3 main components in the setup as shown in Fig. 1, which are listed below
along with their description.

Electrolyte: The electrolyte is an ionic species which will facilitate the flow of
current through the setup and allow graphene sheets to be exfoliated from the elec-
trode. The concentration of the electrolyte is varied to obtain different conditions
for each iteration of the reaction. The electrolytes used in this study were Sodium
hydroxide, Potassium hydroxide, Ammonium sulfate, and Hydrogen peroxide as
shown in Table 1. The concentration is varied to investigate the effect on the product.
Hydrogen peroxide is used to enable efficient exfoliation.

Electrodes: The electrodes are graphite rods from which graphene sheets are
exfoliated. Anode and cathode are interchangeable, being identical in nature. It can
be a battery electrode or pencil electrode. The electrode is obtained from dry cells.

Power Supply: This is the source which drives the reaction by the flow of current
through the electrodes and electrolyte. It enables variation in voltage and polarity
so that different conditions can be applied to the reaction. A regulated DC power
supply is used. Power is supplied to the electrodes via crocodile clips. The electrode
polarity is reversed from time to time. Voltage can be varied from 0 to 35 V.

Table 1 Specification of electrolyte used in this experiment

Sl. No. Reagent Chemical formula Concentration (mol/L or M)

1 Potassium hydroxide KOH 0.6 M

2 Sodium hydroxide NaOH 0.6 M

3 Hydrogen peroxide H2O2 65–60 mM

4 Ammonium sulfate (NH4)2SO4 0.1 M
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Table 2 List of reaction conditions

Sample name Electrolyte Electrode Voltage (V) Time (min)

S1 KOH, 0.6M Battery electrode 5 30

S2 KOH, 0.6M Battery electrode 5 60

S3 KOH, 0.6M Battery electrode 5, 8 30, 30

S4 NaOH, 3M Battery electrode 1, 3 10, 10

S5 KOH, 0.6M Graphite foil 5 30

S6 (NH4)2SO4,
0.1M

Expanded battery
electrode

10 10

2.3 Synthesis of Graphene Oxide (GO) Flakes Using
Electrochemical Exfoliation

In a typical synthesis, the graphite electrodes (battery) were connected to the anode
and cathodes. The electrolysis cell filled with 0.6 M potassium hydroxide (KOH)
aqueous solution at room temperature. A constant potential of 3 V was applied to
the anode with respect to the cathode for 1 min to start the process. Thereafter,
1.5 A current density through the graphite anode was maintained at about 10 min.

The polarity was reversed every two minutes to etch every electrode by the same
amount throughout the experiment. GO layers were gradually exfoliated from the
expanded graphite electrodes and dispersed in the aqueous solution. The process
was carried out for 10 min. The solution with dispersed GO layers was subsequently
taken from the electrolysis cell. This solution was centrifuged at 6000 rpm for 10min
to remove large agglomerates. The black thin layer could be seen on the top of the
solution. This layer was transferred onto the glass substrate by immersing and pulling
out slowly for further characterization. After this, top of the solution was then poured
out. It was observed that the GO suspension is stable in nature. The experimental
condition is enumerated in Table 2. The basic setup is shown in Fig. 2.

2.4 Filtration of GO Using Vacuum Filtration Pump

Vacuum filtration is the process of separating solid particles from the liquid. Figure 3
shows the vacuum filtration setup in which, this process is carried out with the help of
filter flask, sample collector, cellulose acetate filter paper, vacuum pump, tubing and
distilled water. The cellulose acetate filter paper was of 0.2 μm was brought from
commercially available Sartorius brand. Initially sample collector with a vacuum
suction hole was kept on the filter flask. After this, the tube was connected between
the vacuum pump and the vacuum suction hole of the sample collector. Then, the
filter paper was kept in the sample holder with the help of tweezer. It was rinsed
with a distilled water to start the filtration process. The water was vacuumed down
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Fig. 2 Electrochemical exfoliation reaction at different stages. a Electrolyte solution; b electrodes
are attached to power supply, c time evolution of the reaction; d final product

Fig. 3 Vacuum filtration
unit at Department of ECE,
MIT, Manipal. The filter
flask and sample collector
are in right side while the
vacuum pump is in left.
Cellulose acetate filter after
filtration (inset)

through the membrane of the sample holder and filter paper was properly stuck in
the sample holder. The electrolyte solution with sample particles then poured in the
sample holder. Slowly, the liquid electrolyte was vacuumed into the filter flask. After
5 min, only the black particles were seen on the filter paper.

To remove the remaining electrolyte contents in the sample, it was rinsed with
distilled water and vacuum suction was done again. In this way, washing of the
sample was done for two–three times with distilled water and let the electrolyte to be
separated from the sample. Some black particles were observed on the filter paper.
The filter paper was then removed with the help of a tweezer.
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Fig. 4 Removal of graphene oxide sheet from cellulose acetate membrane. a Cellulose Acetate
membrane with black precipitate floating on the water surface; b, c the separated thin film floating
on water while the filter paper is submerged; d film floating after removal of the membrane

GO thin film on the filter paper has been kept on top of the water surface in a petri
dish filled with DI water and the membrane was carefully placed on top of the water
surface, making sure that no part of it submerges. The membrane was allowed to rest
for 10min, and then gently pushed down by applying force evenly from all directions.
As a result, a layer of flakes was separated from the membrane and remained floating
on the surface, while the cellulose acetate membrane sank to the bottom (Fig. 4). The
floating layer was transferred to a glass substrate by immersing the substrate below
the layer, and gently dragging it up [25]. The substrate was allowed to dry for 24 h
under ambient conditions. The same result has been achieved by Thema et al. [26].

2.5 Synthesis of Reduced Graphene Oxide (RGO) Using
Ascorbic Acid

After exfoliating GO from the electrochemical process, we reduced the obtained
graphene oxide with Ascorbic Acid (AA) as reducing agent to lessen the oxygen
contents from it. The dispersed GO was first heated in the oven to get it into a
powder form for 3 h. The GO powder and 0.1 M AA was mixed with a volume ratio
of 1:1. The mixture was then sonicated for 30 min. The reduction products were
centrifuged at 14,000 rpm to separate big flacks. After this, excess 30% of H2O2

were added to the mixture to remove remaining AA by sonicating it for 30 min. The
product was then again centrifuged at 14,000 rpm and washed three–four times with
ethanol. It was then dried in the oven at 120° for half an hour. After cooling the final



A Facile Synthesis of Graphene Oxide (GO) and Reduced … 543

Fig. 5 Flow diagram for synthesizing RGO from GO

product, we went for X-ray diffraction which is the most promising characterization
technique. The schematic of the process is shown in Fig. 5.

2.6 Material Characterization

The primary investigation of themorphology has been done using opticalmicroscopy
NIKON eclipse LV100 microscope. The images have been captured using Clemex
Captiva software. The absorbance of sample solutions was detected by UV-Vis spec-
troscopy using a Shimadzu UV-1800 UV-visible Spectrophotometer. The aqueous
suspensions of graphene oxide or reduced graphene oxide were used as the UV-Vis
samples, and the pure water was used as a reference. The X-ray powder/thin film
diffraction patterns have been recorded on a RIGAKU- Miniplex 600 diffractometer
using Cu Kα radiation source (λ�0.154 nm). The SEMmeasurement has been done
on CARL ZEISS EVOMA18 series SEM. Electrical characterization has been done
using a two-probe system with metal contact fabricated using thermal evaporation
systems.

3 Results and Discussion

The dispersion obtained on the filter paper by electrochemical exfoliation can be
visually observed to find information regarding the presence of GO. It has been
observed that GO dispersions have a color ranging from yellow to dark black as
shown in Fig. 6.

The samples obtained on the glass substrate were analyzed by optical microscopy.
This enabled us to observe the size of flakes which were deposited. Transmission
mode and reflectance mode were used. The analysis shows a lot of variation in size.
The average size of flakes obtained in similar studies is in the range of a few microns
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Fig. 6 a Reaction products of the electrochemical exfoliation technique in a test tube. b Optical
microscopy of flakes showing various sizes for sample 15 showing a different area of exposure

Table 3 Obtained peaks from UV-Vis spectroscopy analysis

Sample name Electrolyte Electrode Voltage (V) Time (min) Peak (nm)

S1 KOH, 0.6M Battery
electrode

5 30 224

S2 KOH, 0.6M Battery
electrode

5 60 227

S3 KOH, 0.6M Battery
electrode

5, 8 30, 30 227

S4 NaOH, 3M Battery
electrode

1, 3 10, 10 226

S5 KOH, 0.6M Graphite foil 5 30 224

S6 (NH4)2SO4,
0.1M

Expanded
battery
electrode

10 10 224

[8]. Here, we got flakes ranging from a few microns to tens of microns. It is shown
in Fig. 6b. The obtained peaks for each sample are summarized in Table 3.

The peak positions as shown in Fig. 7 varies from 224 to 227 nm showing few-
layer graphene oxide. Peak position for Sample S2 and S3 are near to 230 nm, which
corresponds to π–π* Plasmon peak. The peaks are sharp in nature. The peak near to
226 nm indicates the presence of double-bond conjugations (C = C and C = O) exist
in samples.

The GO solutions are reduced using ascorbic acid. Common practice is the use of
hydrazine hydrate which is toxic and not environment friendly [24]. It seems ascorbic
acid is one of the facile technique to reduce the GO suspensions. These samples
have been characterized using X-ray diffraction (compositional characterization) as
shown in Fig. 8. The broad peak around 24° shows the presence of the RGO which
is near to 26.6° peak found in (002) graphite (d-spacing 3.35 Å at 2θ�26.61) [27].
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Fig. 7 UV spectra of GO
thin films of sample S1–S6.
Experimental conditions are
listed in Table 3
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RGO after reducing GO with
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These results verify the reduction of GO to RGOwhich reveals that functional group
containing the oxygen has been reduced.

Basic current–voltage measurement has been done in the coplanar configuration
of the sample to check the electrical conductivity. This has been done using aKeithley
Instruments 4200 SCS (Semiconductor Characterization System). RGO films have
been deposited on glass and silicon substrates. Silver electrodes were deposited on
them to enable connection of the probe. The metallization has been done using a
Thermal evaporation. Base pressure is maintained at a range of 10−5 mbar. As it is
evident from Fig. 9, contact is ohmic in nature and no rectification is found. One
sample is found to have hysteresis because of some defects trap in the film. The
maximum current is 1 mA which is well within order.
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Fig. 9 I–V characteristics of
RGO film

4 Conclusion

The graphene oxide and reduced graphene oxide has been synthesized using facile
and low-cost technique. The use of environmentally benign reducing agent has led
to the reduction of the oxygen content in the GO samples. The optical microscope
shows the flake size of various samples. The best films have been found correspond-
ing to optimal parameters of the electrochemical exfoliation of battery electrode.
UV–visible spectroscopy elucidates the graphene oxide film with a peak at 227 nm
showing π–π* transition. The GO film has been reduced by ascorbic acid which is
not toxic. XRD study reveals that peak formation at 24o near to graphite peak. The
film shows good conductivity value showing no contact cut dropping.
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Smart Calibration Technique
for Auto-ranging of LVDT Using Support
Vector Machine

K. V. Santhosh and Preeti Mohanty

Abstract Design of a calibration circuit for linear variable differential transformer
(LVDT) used in the measurement of thickness. The objective of the proposed work
is to design a calibration technique, which is adaptive to variation in the range of
measurement. Sensitivity in measurement is one of the important parameters, which
is always expected to be higher for an ideal instrument. Sensitivity of an instrument
is fixed during the process of calibration for an instrument and it depends on the
minimum and maximum values of measurement. Whenever there exists a condi-
tion, involving only a part of measurement range the sensitivity remains constant, in
general the sensitivity should have been increased. For varying the sensitivity, there
will be a need to recalibrate the instrument which is time consuming and tedious. In
the proposed work, a Support Vector Machine (SVM)-based learning algorithm is
used in place of a conventional calibration circuit, which will calibrate automatically
based on the specified range.

Keywords Adaptation · Calibration · LVDT · Smart · SVM

1 Introduction

Thickness analysis is one of the widely used parameters, followed to access the qual-
ity of a given material. Thickness measurement is also associated with quantitative
measurement, like in case of Automated Teller Machine (ATM) the desired number
of notes for the denomination specified is measured with the help of thickness mea-
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surement. In either case, it becomes very essential for themeasurement to be accurate.
Measurement of thickness can be classified into techniques like online and offline.
In online mode, the measurement is carried out without disturbance to the process
functionality, and on the other hand offline measurement involves halting the process
functionality for measurement. Most of the measurements are online in nature.

Different kinds of displacement sensors are available, a study is carried out to
know the available measurement techniques like in [1], a self-sensing method is
introduced to measure displacement based on charge amplifier. Paper [2] discusses
a high-sensitivity Fiber Bragg Grating (FBG) displacement sensor for structural
health monitoring. In [3], a non-contact measurement system is designed based on
the principle of neural network function approximation, which can be used for high-
precision measurement of linear travel in extreme environment. Paper [4], discusses
interferometer-based optical fiber displacement sensor. A capacitive sensor that is
suitable for measuring both linear and angular displacement of a shaft is discussed in
[5]. In [6], a database of speckle patterns used for producing a low cost, non-contact,
high-resolution displacement measurement is discussed. Paper [7] discusses the per-
formance of a dual-wavelength technique devised to compensate power fluctuations
in intensity-modulated plastic optical fiber sensors, which were specifically consid-
ered for the measurement of displacement in industrial and civil applications. Paper
[8] discusses how an experimental device measures the displacement of an outer ring
of a roller bearing subjected to two loads: a stationary load and a rotational load.
Paper [9] discusses an experimental approach to measure linear displacement using
RGB color coding algorithm. A fiber optic displacement measurement model based
on the finite reflective plate is discussed in paper [10]. Paper [11] discusses a design of
a heterogeneous integrated wireless sensor for displacement measurement. In [12], a
high-resolution and wide range three-axis grating encoder was demonstrated. Paper
[13] discusses its aim to link the measured displacement data to the quantification of
the structural health condition, by validating the feasibility of simultaneous identifi-
cation of structural stiffness and unknown excitation forces in the time domain using
output-only vision-based displacement measurement. In [14], a lateral displacement
measurement method based on fringing field capacitors is discussed. Ultrasonic sen-
sor based on multimode interference in single-mode–multimode–single-mode optic
fiber structure for non-contact displacement measurement is discussed in [15]. Paper
[16] discusses the design and validation of an online intelligent displacement mea-
surement technique with a linear variable differential transformer (LVDT) using
Artificial Neural Network (ANN). Paper [17] discusses the circular grating Tal-
bot interferometer to sense and measure the in-plane displacement. An apparatus
capable of angular rotation measurements needed to calculate torque applied to a
horizontal directional drilling drill-bit is discussed in [18]. In [19] a method for opti-
mizing the performance of a real-time, long-term, and accurate acceleration-based
displacement measurement technique, with no physical reference point is discussed.
A combinatorial-code grating eddy-current sensor for the shortage of the low coarse
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localization accuracy of phase-difference grating eddy-current sensor (PDGECS) is
discussed in [20]. In [21] based on the time grating approach, the sensing mechanism
of a capacitive nanometer sensor is discussed. Paper [22] discusses the character-
ization and implementation of a methodology for the measurement of large dis-
placements using artificial vision techniques, for structural applications. In [23], the
inherent error as well as the robustness of the phase unwrappingmethod is discussed.

From the study of reported work, it is clear that LVDT is one of the most widely
used displacement sensors. LVDT is considered for displacement measurement
because of its property to measure smaller dimension value, and linear character-
istics. For accurate measurement of displacement, it is necessary to calibrate the
output of LVDT. The process of calibration needs to be repeated every time mea-
surement is carried on. In the proposed paper, the drawback of repeated calibration
is avoided with the help of an adaptive calibration technique.

2 Linear Variable Differential Transformer

Linear variable differential transformer, commonly abbreviated as LVDT, consists
of a transformer with a single primary winding and two secondary windings. As
shown in Fig. 1, the windings are connected in series opposition. The translational
displacement of the object to be measured is physically attached to the central iron
core of the transformer. This is done so as to transfer all the motions of the body to
the core [24, 25].

Fig. 1 Schematic of LVDT
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The excitation voltage ES is given by

ES � EP sinωt (1)

For an excitation voltage ES , the voltage induced in the secondary windings EX

and Ey are given by

EX � KX sin(ωt − ϕ) (2)

EY � KY sin(ωt − ϕ) (3)

The parameters KX and KY depend on the amount of coupling between the respec-
tive secondary and primary windings and therefore on the position of the iron core.
When the core is in the center, KX becomes equal to KY . Hence,

EX � EY � K sin(ωt − ϕ) (4)

As the secondary windings are connected in the series opposition mode,

Eout � EX − EY (5)

Hence with the core in the central position, Eout = 0. If the core is displaced toward
winding X by a distance ‘x’, and if KX � K1 and KY � K2 then,

Eout � (K1 − K2) sin(ωt − ϕ) (6)

Alternatively Eout changes with the movement of the core towards the
winding Y.

The output voltage of an LVDT is a linear function. The variation of output voltage
with displacement at different positions of the core is shown in Fig. 2.

For a small displacement starting from the null point the characteristic curve is
linear. Beyond a particular range of displacement, the curve starts changing and
deviates from being a straight line.

Fig. 2 Characteristics of
LVDT
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3 Problem Statement

In the proposed example, LVDT is used as a displacement sensor to measure the
thickness of a particular object. The raw output acquired from LVDT is converted to
DC voltage with the help of signal conditioning circuit as shown in Fig. 3. The signal
conditioning circuit for LVDT consists of two parts, the first stage is the differential
amplifier, followed by rectifier circuit. The differential amplifier stage consists of
single stage opamp circuit with input from both the secondary windings. A DC
voltage (+V) is also provided to nullify any offset in the signal. The single-sided
signal obtained from the amplifier is rectified with the help of an active full wave
rectifier. The output from the signal conditioner is given by

Vout � − R2

R1

{
+V

[(
1 +

RB

RA

)
+ I(+)

(
1 +

RB

RA

)]
− I(−)

(
RB

RA

)}
(7)

In the proposed work, a setup as shown in Fig. 4 is used. It consists of a LVDT
with a range of 0–20 mm. Signal from the above circuit is acquired to the system
with the help of ELVIS. When the setup is subjected to measurement of thickness
between 0 and 18 mm, it produced the characteristics as shown in Fig. 5. The output
signal from the signal conditioner is calibrated to the range of 1–5 V (with the help
of +V offset voltage) and gain resistance (R2).

From the characteristics, it is seen that the output of the LVDT is almost linear. But
now if the same device is used to measure thickness from 0 to 12 mm or 0 to 14 mm,
etc., the output obtained would be between varying from 0.5 V to 3.6 V and 0.5 to
4.4 V, respectively. In both the cases, the sensitivity of measurement will reduce.
On recalibration the results obtained are for 0 to 12 mm thickness measurement is
shown in Fig. 6. Similarly, 0–14 mm in Fig. 7 and 0–10 mm in Fig. 8.

Fig. 3 Signal conditioning
circuit for LVDT
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Fig. 4 Experimental setup
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Fig. 5 Input output characteristics for measurement range of 0–18 mm
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Fig. 6 Input output characteristics for measurement range of 0–12 mm
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Fig. 7 Input output characteristics for measurement range of 0–14 mm

4 Problem Solution

From the discussion of available displacement measurement technique, it is seen that
measurement system has a drawback of repeated calibration so as to achieve ideal
sensitivity. If the range of measurement is varied the sensitivity of the measurement
system varies as the output signal is always kept to be standard, either 1–5 V or
4–20 mA. In this section, a system is designed to make the measurement indepen-
dent of range so as to obtain the highest sensitivity in measurement. Support vector
machine is used to design the calibration circuit.
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Fig. 8 Input output characteristics for measurement range of 0–10 mm

Support Vector Machine (SVM) is a supervised learning algorithm, which is used
most commonly for classification and regression problems [26]. In the current work,
we are solving the regression problem, the objective function is to train the output of
the LVDT signal conversion circuit to project the target output, which is the desired
output having maximum linearity and sensitivity. SVM regression analysis can be
represented by

g(y) � f (x) + E (8)

where

g(y) Target vector
f Predictor
E error/noise.

The objective of the training function would be to predict a new case for ‘f’ such
the SVM was not presented earlier. Training is achieved by carrying out sequential
optimization of the error function which is given by

1

2
vT v + K

N∑
j�1

β j + K
N∑
j�1

β∗
j (9)

Epsilon-SVM regression analysis is considered here, ‘v’ being the update vector,
‘β’ represents the data handling parameter, ‘j’ in the index varying from1 toN training
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classes, ‘y’ is the target class with ‘x’ being independent variable. For optimization
of Eq. (9), a minimization function is considered which is given by

(
vT ∂

(
x j

)
+ b

) − y j ≤ μ + β j (10)

y j − (
vT ∂

(
x j

)
+ b j

) ≤ μ + β∗
j (11)

With ‘∂’ being kernel function, ‘µ’ is threshold and is always assumed to be greater
than or equal to 0. Linear kernel function is considered in the current problem.

To compute the target basic relation is considered, where the minimum and max-
imum range is provided by the user. Minimum range is substituted for 1 V and
maximum range for 5 V and a linear relation between them is considered as a target.
Training is carried over to map the output of LVDT acquired through data acquisition
card of Elvis.

5 Results and Discussion

Once the signal captured from LVDT for various ranges are trained using the SVM-
based adaptive calibration technique, it is subjected to test. For testing various ranges
are considered, the user enters the minimum thickness and maximum thickness mea-
sured. The instrument auto adapts and calibrates by itself to produce a linear and
highly sensitive output. Three different ranges are considered like test-1 having mea-
surement range of 0–15 mm, test-2 having measurement range of 5–18 mm, test-3
having measurement range of 3–13 mm, and test-4 having measurement range of
10–18 mm, the test cases are considered different from those used for training the
SVM.

Analysis of Table 1 and Fig. 9, gives the clear information about the displace-
ment system performance. It is seen that the proposed displacement system was
able to measure displacement accurately, producing linear characteristics and higher
sensitivity without recalibration.

6 Conclusion

Displacement measurement being a widely used measurement phenomenon in many
processes, accuracy and linearity are an essentially expected characteristics. Sensitiv-
ity is also equally looked parameter as an instrument. The sensitivity of an instrument
is invariably a variable related to the range of measurement. In the reported work,
a technique is designed which will be adaptive to the range of measurement and
produce the output with the highest sensitivity and characteristics. An experiment
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Table 1 Results obtained by the proposed technique

Actual thickness in mm Output voltage in V Sensitivity (V/mm)

Test-1

0 0.989 0.268

2 1.51

3 1.83

4 2.11

5 2.36

7 2.94

10 3.74

12 4.31

13 4.62

15 5.02

Test-2

5 1.01 0.305

7 1.65

9 2.28

12 3.09

13 3.38

14 3.70

15 4.10

17 4.65

18 4.98

Test-3

3 0.97 0.412

4 1.42

6 2.19

7 2.64

8 3.12

9 3.44

10 3.83

11 4.28

13 5.09

Test-4

10 1.07 0.490

11 1.55

13 2.46

15 3.55

16 4.10

17 4.55

18 4.99



Smart Calibration Technique for Auto-ranging of LVDT … 559

Fig. 9 Input output characteristics for the proposed system

was carried out on thickness measurement using LVDT, where the output of LVDT
was processed using the reported technique and the results produced by the system
shows that it was of higher linearity and sensitivity.
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Analysis of a Flow Process for Variation
of Orifice Dimensions with Design
of Adaptive Instrumentation

V. Sravani and K. V. Santhosh

Abstract Design of an instrumentation system for a flow measurement process
using orifice as sensor is proposed in the present work. The objective of the proposed
work is to analyze the behavior of orificewhen its dimensions are varied, and propose
a mechanism which will be able to produce accurate measurement even with those
changes. Orifice being an element which is induced in the flow path whose flow rate
is to be measured, undergoes a high level of shear stress, because of which there is
always a possibility that the dimension would exhibit a change. Also, the wear and
tear would be of high level, causing the replacement of orifice plate, and practically
it is not possible to achieve a similar plate with 100% match in dimensions. These
changes in dimensions will reflect in measurement errors. The proposed work tries
to incorporate a calibration systemwhich can adapt to the dynamics and will produce
output independent of these changes in dynamics. For the design of calibration tech-
niques, neural network algorithms are considered. The designed system is subjected
to test and results show achievement in the proposed objective.

Keywords Flow process · Instrumentation · Neural network · Orifice

1 Introduction

Process industries hold a major portion of the existing industrial sector and con-
tribute to a large extent to the economic growth. There are different measurements
taking place in process industries to know the current status of the process as well
as to maintain it at a certain desired set point. The different measurements which
are taking place are pressure, temperature, flow, density, viscosity, pH, level, etc.
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Flow is one of the complex process variables measured in industries, there are many
processes which can be maintained by controlling the flow rate like maintaining of
temperature in a stirred tank heater by regulating a flow of a steam, removal of heat
in an exothermic reaction of continuous stirred tank reactor by regulating the flow
of the coolant, etc. The flow is also measured in industries like petroleum, pharma-
ceutical, power generation, food processing, etc. Hence, there is a need of accurate
and precise measurement of flow, otherwise, it may lead to generation of defective
products, revenue loss or sometimes physical damage to the system aswell. There are
various flow measuring devices available in market, selection of a particular device
depends upon many factors like size, principle of operation, working environmental
conditions, cost effectiveness, etc. One of the most popular flow measuring devices
is orifice flow meter due to its ruggedness, simple construction, easy installation and
replacement, no moving parts, high rangeability, applicability to all kinds of fluids,
adaptable to extreme weather conditions, and cost-effective [1]. Orifice flow meter
makes use of differential pressures, and it measured upstream and downstream of
orifice plate to estimate the actual flow rate.

Many researchers have previously worked on orifice flowmeter either experimen-
tally or through simulation. Due to hardware constraints, simulating the character-
istics of the flow has become primary choice for the investigators. Computational
fluid dynamics (CFD) is widely used by researchers to develop a simulation model
to analyze the characteristics of flow across the orifice. In paper [2], the character-
istics of pressure drop and flow variables downstream of orifice plate using CFD
with beta ratio of 0.7 at Reynolds number�75,000 have been studied. Numerical
simulations to analyze the behavior of Newtonian and non-Newtonian fluids flowing
through orifice with respect to Trouton ratio (extensional viscosity to shear viscosity)
at low Reynolds numbers were carried out in paper [3]. The paper [4] has reported
the effect of different beta ratios on discharge coefficient. They have experimentally
found that sensitivity of discharge coefficient to swirl, decreases with increasing
beta ratio. In paper [5], the authors have compared the pressure loss in standard
orifice and perforated orifice in a square duct for measurement of gas flow rate. The
pressure loss coefficient depends on free area ratio (total cross-sectional area within
the orifices/cross-sectional area of the duct), thickness/diameter ratio, and Reynolds
number. The effect of Reynolds number on the pressure loss coefficient is negligible
at high Reynolds number. By increasing the plate thickness to 1.5 times, the orifice
diameter, the pressure loss through an orifice plate can be reduced. The Computa-
tional Fluid Dynamics (CFD) simulations were done to obtain above stated results.
The performance of slotted orifices with varying length and width of rectangular
perforations and one slotted orifice with a circular perforation and a β ratio of 0.40
were simulated by the authors in paper [6]. The shape of the perforation has no effect
on differential pressure but rectangular perforations showed better pressure recovery
where length/width of perforations is 3. They also found that slotted orifice generates
smaller permanent pressure loss when compared to the standard orifice with the same
beta ratio. In paper [7], the authors have investigated the effect of orifice geometry
on single- and two-phase pressure losses. Orifice is considered to be thick when its
thickness-to-diameter ratio is greater than 0.5. The authors have reported that for
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Fig. 1 Cross-sectional view
of a short square-edged
orifice [15]

single-phase flow, vena contracta is outside the restriction in thin orifice, whereas in
thick orifices, it is within the restriction. For a given thickness-to-diameter ratio, pres-
sure drop increases with increasing Reynolds number and decreases with increasing
thickness-to-diameter ratio under same Reynolds number in single-phase flow. In
paper [8], the authors have reported that flow through clean and contaminated plate
has difference in size of vena contracta and discharge coefficient. Orifice plates are
contaminated by pipeline sludge, oil, grease, etc. Discharge coefficient increase in
case of contaminated plates. Simulation results are obtained by sticking metal disks
of known physical dimensions to show the effect of contamination. The authors have
performed simulations with different beta ratio, contaminations, and tappings.

From the previous work, it is summarized in Table 1 that output of the orifice flow
meter is effected by the various factors like beta ratio, thickness, Reynolds number,
and working fluid.

2 Orifice Flow Meter

The orifice flow meter consists of a plate, with a circular or semicircular hole drilled
in it, which is kept in a path of fluid flowing in a pipe as seen in Fig. 1. This restriction
provided by the plate develops a differential pressure upstream and downstream of
an orifice plate. Hence, the orifice flowmeter consists of an orifice plate as primary
element and the transduction is performed by suitable pressure transmitters. The
equation for flow rate for obstruction-type flowmeters can be derived using law of
mass conservation, law of energy conservation, law of continuity, and Bernoulli’s
law.

Qv � Cd√
1 − β4

π

4
d2

√
2(P1 − P2)

ρ
(1)

where

Qv volumetric flow rate
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Table 1 Summary of previous work

Paper no. Remarks

[9] • Planar particle image velocimetry for determining effect of beta ratio on different
regions of flow field

Working conditions:
Working fluid: water; Reynolds number: 25,000
Beta ratio: 0.41, 0.5, 0.62; Pipe diameter: 46 mm

[10] • Thickness effect the location of vena contracta and pressure drop which also
depends on Reynolds number

Working conditions:
Working fluid: water; Reynolds number: 25,000, 6000
Beta ratio: 0.06, 0.03, 0.015; Pipe diameter: 10 mm
Thickness/diameter: 1.87, 6.93

[11] • Single hole orifice has low discharge coefficient compared to multi-hole orifice
• Manufacturing of multi-hole orifice is a tedious task
Working conditions:
Working fluid: water; Reynolds number: 500–20,000
Beta ratio: 0.5; Pipe diameter: 21.2 mm
Thickness: 3.3 mm

[12] • Reduction in pressure loss with increase in beta ratio
• Location of vena contracta depends on Reynolds number and beta ratio.
Working conditions:
Working fluid: water; velocity: 0.376–28.087 m/s
Beta ratio: 0.4065, 0.162, 0.081, 0.5; Pipe diameter: 12.3 mm
Thickness: 2 mm

[13] • Experimentally showed that discharge coefficient is dependent on Reynolds
number and temperature

Working conditions:
Working fluid: water; Reynolds number: 440,000–3,600,000
Beta ratio: 0.742; Pipe diameter: 203.3 mm

[14] • As temperature increases, viscosity decreases as well as the flow rate
• The velocity profile depends on the temperature of the medium due to density,
viscosity and installation effects

Working conditions:
Working fluid: water; Reynolds number: up to 1,000,000
Beta ratio: 0.5; Pipe diameter: 102.26 mm

Cd discharge coefficient
β beta ratio (d/D)
P1 upstream pressure of the orifice plate
P2 downstream pressure of the orifice plate
ρ density of the flowing fluid.

The above equation is valid for incompressible fluids and also, it assumed the
elevation of orifice is constant throughout. The flow rate for compressible fluids can
be calculated by simply multiplying the above equation by “ξ” which is expansion
factor of compressible fluid. The mass flow rate is calculated by multiplying the
above equation by density of the particular fluid under measurement. It can be noted
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from the equation that the relation between pressure drop and flow rate is nonlinear,
hence, there is a need of square root device after differential pressure transmitter.
The flow rate through an orifice is effected by variations in various parameters like
thickness of orifice plate, Reynold’s number, viscosity, temperature, contaminations
of plate, beta ratio, and multi-hole orifice plates [16].

3 Problem Statement

From the summary of the previous work, it is seen that output of the orifice flow
meter is effected due to unknown changes in Reynolds number, thickness of the
orifice plate, the beta ratio, and working fluid. In the present paper, analysis of orifice
flow meter is carried by varying thickness of the plate and beta ratio at different
Reynolds numbers using ANSYS 17.0. Further attempt is made to overcome these
variations by designing a suitable observer. The work carried out is divided into two
parts:

(1) Simulation of orifice flowmeter with required parameters using Computational
Fluid Dynamics.

(2) Design a neural network based observer to estimate the output independent of
beta ratio and plate thickness.

4 CFD Modeling

The steady-state flow through an orificemeter can be simulated by solving continuity
and momentum equation at appropriate values. In the present work, standard k-e
turbulence model is used due to its simplicity, better performance, and requires less
computational power. In all the simulations, velocity is set at the inlet of the orifice
meter, to vary the Reynolds number between 2000 and 15,000, and pressure is set
at outlet and no-slip condition is set at wall. All the simulations are carried out in
ANSYS 17.0. All the discretized equations were solved with SIMPLE algorithm.
The solutions were converged at 10–5 residuals. The temperature was kept constant
throughout the simulation.

4.1 Geometry

The orifice plate of different beta ratios 0.4, 0.5, and 0.6 are kept in a circular pipe of
diameter 12.3 mm in accordance with paper [12] to validate the simulation model.
The required upstream and downstream pipe length is provided for maintaining fully
developed flow. The thickness-to-diameter ratio is varied in order to analyze its
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Fig. 2 Orifice flow meter
with beta ratio�0.4 at
different thickness values

(a) Thickness=6mm

(b) Thickness=4mm

(c) Thickness=2mm

effect on pressure drop. The pressure tappings are taken at 1D and 1D, upstream and
downstream of orifice, respectively. The different geometries with beta ratio�0.4 is
shown in Fig. 2 for different thickness values.

4.2 Computational Mesh

Mesh generation plays a vital role in CFD analysis for accurate results. Grid indepen-
dence study was carried out by varying the element size of full body. There are six
edges defined in total geometry with number of divisions equal to 50. Good quality
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Fig. 3 Hexahedral mesh for beta ratio�0.4, thickness�2 mm, number of elements�372,376
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Fig. 4 Effect of grid size with pressure profiles at 372,376 and 1,068,905 elements

mesh has been ensured with orthogonal quality and aspect ratio at optimum value.
Hexahedral mesh of small section of 12.3 mm pipe diameter is shown in Fig. 3.

In order to find the suitable grid size after which there is no considerable change
in output, grid independence study was carried out for beta�0.4 and thickness�
2 mm at 372,376 hexahedral elements and 1,068,905 elements. Figure 4 shows the
pressure profile for two grids, and it is quite evident that there is no much difference
in the output with respect to axial position. Hence, the further analysis was carried
out using 372,376 hexahedral elements. These results were validated with the work
of [12] for the same geometry. The same procedure was repeated to find the exact
mesh size for different geometries.
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Table 2 Details of geometry and mesh

Sl. no. Beta ratio (β) Thickness (mm) Number of hexahedral
elements

1 0.4 2 372,376

2 4 374,367

3 6 377,362

4 0.5 2 341,088

5 4 348,954

6 6 344,569

7 0.6 2 304,860

8 4 306,111

9 6 302,740

Table 2 gives the details about the number of hexahedral elements used for differ-
ent geometries after performing grid independence study for a pipe upstream length
of 246 mm and pipe diameter of 12.3 mm.

4.3 Analysis from CFD

Pressure profile of orifice flowmeter at various beta ratios and thicknesswas analyzed
using CFD simulation. One of the pressure profiles is shown in Fig. 5. From the CFD
simulation, it is found that as beta ratio increases pressure drop decreases irrespective
of thickness of orifice plate, which is shown in Figs. 6, 7, and 8. It is also seen that
as thickness of the plate increases, pressure drop decreases irrespective of beta ratio.
The pressure drop is also a function of Reynolds number. It is also found that at
higher values of Reynolds number, there is significant decline in pressure drop as the
thickness of the plate increases.

From the characteristics plot of orifice, it is evident that the pressure drop across the
orifice plates depends on the dimension of the orifice plate-like hole to pipe diameter
and thickness of plates. Though the effect of plate thickness is not predominant at
lower Reynolds number, it has a considerable effect at higher Reynolds number, also
as the thickness varies the characteristics tends to move towards nonlinearity. The
effect of hole-to-pipe diameter ratio is very large. The objective of the proposed work
will be to produce output which is independent of hole to pipe diameter and plate
thickness.
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Fig. 5 Pressure contour at 13,800 Reynolds number for beta ratio�0.4, thickness�2 mm

Fig. 6 Differential pressure
versus Reynolds number at
beta ratio of 0.4 and varying
thickness
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Fig. 7 Differential pressure
versus Reynolds number at
beta ratio of 0.5 and varying
thickness
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Fig. 8 Differential pressure
versus Reynolds number at
beta ratio of 0.6 and varying
thickness
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Fig. 9 Generalized block
diagram of neural network
model

5 Problem Solution

To achieve the objectives mentioned in the earlier stage, a neural network algorithm
is used. Neural network is a type of nonparametric model, using the concept of black
box design. Neural network has three main components in it, first being the input
matrix, second being the output or target matrix, and the final is the neural network
block. Learning is the key functionality of neural network block, the block consists
of perceptron’s, which receive input, these inputs are operated on weighted functions
and transfer function of neurons. Each of these neurons are interconnected across
different layers. Figure 9 shows the generalized block diagram of neural network
block.



Analysis of a Flow Process for Variation of Orifice Dimensions … 571

Different structure, algorithms, and transfer functions of neural network are avail-
able in literature, in the proposed we use a back propagation based neural network
structure with artificial bee colony algorithm.

Basic computation of neural network can be represented as

Y � X · W (2)

whereY is the target function, X being the input function, andW isweighted function
of neural network block. Objective of the neural network training is to find out “W”
such that when operated on “X” will yield “Y”. For backpropagation scheme, the
function is given by two paths. One is the forward path and other is the feedback
path whose equations are shown in Eq. (3) and Eq. (4), respectively.

Y � S

(
n+1∑

i�1

Wi · X ′
)

(3)

E � X ′′(1 − X ′)(Y − T ) (4)

Update function of artificial bee colony is given by

at+1 � at + δ ∗ (
at · E − a · λ

)
(5)

where
a is the weights of neuron
δ is the weight update vector
E is the error vector
λ is the damping factor.
Neural network is trained to achieve the Regression “R” to be 1, in the current

work we were able to achieve of R equal to 0.989 and Mean Square Error (MSE)
of 0.324E−6, using two hidden layers each having seven neurons. For training, 120
sets of data are considered of which 70% is considered for training, and 15% each
for validation and testing.

6 Results and Discussion

The trained neural network is tested for checking its performance. For testing, flow
rate are measured for varying hole-to-pipe ratio and plate thickness, and the results
obtained are shown in Table 3. In the proposed work, flow is with varying Reynolds
number in the range 0–15,000, with the hole-to-pipe ratio in the range 0.3–0.7, and
plate thickness ranging from 2 to 8 mm.
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Table 3 Details of geometry and corresponding differential pressure

Reynolds number Beta ratio (β) Thickness (mm) Differential pressure
(Pa)

3000 0.7 2 6890

3500 0.6 3 8071

3500 0.3 8 8044

4000 0.5 4 9170

4500 0.4 8 10,480

5000 0.6 3 11,860

5300 0.5 7 12,260

6200 0.7 2 14,310

7300 0.4 4 16,700

7700 0.3 6 17,580

8200 0.6 3 18,810

8700 0.7 2 20,181

9100 0.3 7 21,010

9900 0.6 2 22,798

11,000 0.5 6 25,470

12,600 0.3 8 29,110

13,200 0.4 3 30,200

13,800 0.5 5 31,600

14,400 0.3 7 33,180

15,000 0.4 3 34,700

Fig. 10 Input and output
characteristics of the
measured system
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The input–output characteristics of the measured system are plotted in Fig. 10.
From the understanding of the results shown in Table 1 and Fig. 10, it is clear that
the proposed neural network algorithm is able to linearize the system, along with
making the adaptive to plate thickness and hole-to-pipe ratio.
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Secure and Verifiable Outsourcing
Algorithm for Large-Scale Matrix
Multiplication on Public Cloud Server

Malay Kumar and Manu Vardhan

Abstract Cloud computing is poised to equip every computing node over the inter-
net with the sheer computing power of data centers. It provides unlimited computing
resources economically, conveniently, and ubiquitously in pay-per-use manner. It
enables computationally weak client to execute large computations by outsourc-
ing their computation load to the cloud servers. However, outsourcing of data and
computation to the third-party cloud servers brings multifarious security and pri-
vacy challenges that needed to be understood and address before the development of
outsourcing algorithm. The goal of this article is to show that the monomial matrix-
based constructions are unable to protect the input and output privacy. Therefore, it
becomes imperative to propose an improved algorithm to remove the shortcomings
of the existing algorithm while retaining all the merits of previous algorithm.

Keywords Secure · Outsourcing · Matrix multiplication · Cloud computing

1 Introduction

The outsourcing paradigm involves two entities, the client and the cloud server. The
client wants to execute some complex polynomial time computation, but lacks the
necessary resources required to complete the execution. Therefore, it outsources the
large computations to the cloud servers, who have the necessary capability to com-
plete the job [5]. The main security concern of this arrangement arises due to the lack
of trust between the client and cloud server. The cloud server might record all the
computation and data that came into its custody during the execution of the problem,
and later behaves maliciously [8]. Due to the sensitivity of data, it became extremely
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important to protect and preserve the privacy of data before outsourcing to the cloud.
Moreover, the client also has no reliance on the computed result performed by the
cloud. Additionally, the cloud also has financial advantages of executing a computa-
tion extremely fast, behave lazily (lazy computation), terminate a problem arbitrary,
and produce incorrect results. Consequently, releasing up the valuable computing
resources for other computations to increase the financial output [6]. That is why
it has become extremely important to implement an efficient verifiable outsource
computation, where the client can verify the integrity of result with minimum effort
and interaction (noninteractive verifiable computation) [4].

The main contributions of the article are mentioned in the below points:

1. Many recent algorithms in the literature uses disguising transformations to hide
the data from the cloud server but allows them to perform operation without
seeing the secret data. These approaches are very appealing from the point of
view of simplicity, efficiency, and flexibility, but we will demonstrate that these
existing transformations have critical security flaw.

2. The paper discussed a novel way to perform the privacy-preserving matrix mul-
tiplication outsourcing to the cloud server. The privacy-preserving algorithm is
very efficient and protects the confidentiality of the data set.

3. Later, the proposal will be analyzed and experimental evaluation proves the
proposal.

The remainder section of this paper is organized into following sections: Sect. 2
discusses the security analysis of existing methods and mention the critical flaws.
Section 3 presents an outline, framework, and design goals of secure outsourc-
ing algorithm. Section 4, formulates the problem. Also, it proposed the privacy-
preservingmethod formatrixmultiplication problem. Section 5 covers the evaluation
and result analysis. Finally, Sect. 6 have conclusion and future direction.

2 Privacy Analysis of Matrix-Based Transformation
Operation

In this section, we have performed a security analysis for various likewise algorithms
such as matrix multiplication [5], matrix inversion [9], and system of linear equation
[1]. These algorithms are able to protect the information only if the data matrix is
dense else, they are exposed to security vulnerabilities. The matrix-based transfor-
mation techniques transform a data matrix M ∈ R

n×n into some disguised domain
by multiplying randomized invertible matrices. Let the invertible matrices be P1 and
P2 ∈ R

n×n, where P1 and P2 satisfies ∃!P(i, j) �� 0 ∀ i ∈ [1, . . . , n] or ∀j ∈
[1, . . . , n]. The transformation technique disguised the elements of data matrix,
since the matrices P1 and P2 is sparse. Therefore, multiplication of such matrices,
i.e., M ′ � P1 × M × P2 causes only O(n2) to the client. Efficiency is the main
reason that this method of transformation is appealing in the various state-of-the-art
algorithms. The privacy analysis of matrix-based transformation operation, which
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illustrates that this method of transformation is not indistinguishable for secure and
verifiable outsourcing algorithms under the ciphertext-only attack (COA).

The matrix-based transformation technique transforms a data matrix M ∈ R
n×n

into some disguised domain by multiplying randomized invertible matrix. Let the
invertible matrices be P1 and P2 ∈ R

n×n, where P1 and P2 satisfies ∃!M (i, j) ��
0 ∀ i ∈ [1, . . . , n] or ∀ j ∈ [1, . . . , n]. The transformation technique disguised the
elements of data matrix, since the matrices P1 and P2 are sparse where the nonzero
elements in {NZP1 ,NZP2 � n}. Therefore, multiplication of such matrices, i.e.,M

∧

�
P1 × M × P2 only cost O(n2) to the client. Efficiency is the main reason that this
method of transformation is appealing in the various state-of-the-art algorithm.

In this section, we perform the privacy analysis of matrix-based transformation
operation, which illustrate that this method of transformation is not indistinguishable
for secure and verifiable outsourcing algorithms under the ciphertext-only attack
(COA). Let the data matrix M ∈ R

n×n and the key matrix P ∈ R
n×n, where P

satisfies ∃!M (i, j) �� 0 ∀ i ∈ [1, . . . , n] or ∀ j ∈ [1, . . . , n].

Theorem The transformation operation, i.e., ML � P×M andMR � M ×P. Then,
the number of zero entries in M � ML � MR.

Proof Here, ML � P × M , where P∃!M (i, j) �� 0 ∀ i ∈ [1, . . . , n] or ∀ j ∈
[1, . . . , n]. The matrix P � α × δπ(i),j α is a nonzero random number, δ is Kronecker
delta functionwritten as δi,j � 0 if i �� j, 1 if i � j, andπ is permutation function.
Therefore, the matrix P is an identity matrix pre-multiplied by a series of elementary
matrices for row transformation Rπ

i and multiplication Rαi such as

Row Transformation

P � α × δπ(i),j

Here, δi,j �
{
1 if i � j

0 if i �� j

}

� I

So,

P � Rπ
1 × Rπ

2 . . . × Rπ
n × Rα1 × Rα2 . . . × Rαn × I (1)

Then ML � P × M ,

ML � (Rπ
1 × Rπ

2 . . . × Rπ
n ) × (Rα1 × Rα2 . . . × Rαn ) × M (2)

Further, the product of matrix set {Rα1 ,Rα2 . . . ,Rαn} can be denoted as diagonal
matrix

Rdiag
α � (Rα1 × Rα2 . . . × Rαn ) (3)

where the matrix Rdiag
α � {r1, r2, . . . , rn}, {0 � ri}, ∀i ∈ {1, 2, . . . n}. Further, putting

the value of Eq. 3,ML � (Rπ
1 ×Rπ

2 . . .×Rπ
n )×Rdiag

α ×M , The matrix generated from
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the multiplication of matrices Rdiag
α × M has same number of nonzero element as

in matrixM . Further, the multiplication of elementary matrices (Rπ
1 × Rπ

2 . . . × Rπ
n )

only changes the row positions of the data matrixM . However, the nonzero elements
in the matrix ML will remains same as M . Hence, number of zeros entries elements
inML � M .

Further, the proof is similar for the multiplication from the right-hand side for the
transformation operation, i.e.,

Column Transformation

MR � M × P (4)

Similar to the previous proof forML, the elementarymatricesRdiag
α � (Rα1 ×Rα2 . . .×

Rαn ) only scale the nonzero values of data matrix M . However, the multiplication
by the elementary matrices (Cπ

1 × Cπ
2 . . . × Cπ

n ) performs column-wise traversal.
Therefore, nonzero entries in matrix M � MR. Hence, proved M � MR � ML.
This proof shows that the transformation operations perform on the data matrix able
to hide the nonzero entries but revels information about the zero entries. Therefore,
these transformation techniques fail the equality for privacy. Gennaro et al., [4] states
that,

The secure and verifiable algorithm (VC) is said to be secure, if for any adversary
mathematical {A} running in probabilistic time, there exists a negligible function
negli(.) such that

AdvPrivA (VC, f , λ) ≤ negli(.) (5)

We have shown in the proof that the transformation schemes reveal information about
the data-set. Therefore, such transformation schemes are fails to meet the privacy
commitment stated in the Eq. (5). The secure algorithms matrix multiplication [5],
matrix inversion [9], system of linear equation [3], regression analysis [3], and linear
programming [7] are able to protect the information only if the data matrix is dense
else, they disclose meaningful information. Therefore, an immediate attention is
required for these state-of-the-art algorithms, which address their security concerns.

3 Problem Formulation

This section presents the proposed system model, security challenges, design goal,
and the framework of the proposed algorithm.
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3.1 Secure and Verifiable Outsourcing Algorithm Framework

Gennaro et al. [4] has given general definition of the secure and verifiable delegation
of computation to the cloud server.

• (pk, sk) ← Setup(λ, f ): The clientC computes the key pairs (pk, sk) for the target
function f on the basis of some randomized key generation algorithm. Further,
these keys are utilized in the subsequent algorithms for the problem transformation
and verification.

• k ← KeyGen(1λ): On the input of security parameter λ, the randomized key
generation algorithms generates the security keys. If k � (

τ
pv
x , τ sv

x

)
, τ pv

x , and τ sv
x

are the public values and the secret value of key k.
• (σ x, τ x) ← ProbTransSK(x, k): The problem transformation algorithm uses the
secret key SK to perform the disguise of the input x as a public value σx. This
transformed value is outsourced to the cloud server and the secret value τx is kept
secret with the client.

• σ y ← SolvePK(f , σ x): The cloud server performs the desired computation of the
function on the transformed value σx and produces the output σy, which is the
disguised value of the real output of y, where y � f (x).

• y ∪ ⊥ ← Verify(σ y, τ
sv
x ): The client C executes the verification algorithm to

check the integrity of result whether the server has been producing correct result.
The verification algorithm outputs y � f (x) if the algorithm found the result is
correct, else ⊥.

3.2 Threat Model

The threat model considered in this section closely follows the previous work on
secure outsourcing in [3, 5, 9]. The cloud server might be “curious”, “lazy” and
dishonest simultaneously.

• Semi-TrustedModel: In “honest but curiousmodel”, the cloud servermight record
all the information such that input/output data and the computation primitives,
which later is used to access significant information.

• Untrusted Model: The untrusted model, also known as malicious model, where
the cloud server might be “curious”, “lazy” and dishonest simultaneously.

3.3 Design Goals of Secure Algorithm

Asecure and efficient outsourcing algorithm should satisfy the following four proper-
ties of correctness, privacy, efficiency, and verifiability simultaneously:Correctness:
The client and the cloud server should follow the outsourcing algorithm instructions
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correctly. Privacy: The MM outsourcing algorithm should able to maintain the pri-
vacy of input and the output. Efficiency: The computation cost for (transformation,
verification, and retransformation) should be substantially lesser than executing the
MM problem. Verification: The verification algorithm should detect cheating and
server misbehavior of the cloud server. Simultaneously, it should be efficient and not
involved in any expensive step.

4 Secure Outsourcing Algorithm for Matrix Multiplication

In this section, we present the proposed algorithm for secure outsourcing matrix
multiplication algorithm.

4.1 Mathematical Prelude

• Uniform Distribution

In probability theory and statistics, the uniformly distributed random variable set
X is a family of random variable, and each element of the set is equally probable in
a given interval. The uniform distribution is denoted as, X ∼ u(a, b) with a ≤ b,
where a and b are the limits of the interval over which the uniform distribution is
defined.

• Probability Density Function

Further, the probability density function of the uniform distribution is defined as

fX (x) �
{

1
b−a if a ≤ x ≤ b

0 otherwise

}

(6)

The equation indicates that the values in the random set X is uniformly distributed
with equal probability of 1

b−a .
Where � 2p (j > 0), p is a positive constant. The vector multiplication of two

vectors U and V are resultant generations of key matrix P, which performs the
transformation of data matrix.

Pi,j � ui × vTj (7)

The vector multiplication of uniformly distributed random variable U and positive
constant vector V generates uniformly distributed matrix. Therefore, the elements of
matrix Pi,j is also uniformly distribute with the probability density function defined
as
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f
(
Pi,j

) �
{

1
2K − K < Pi,j < K

0 otherwise

}

(8)

where Pi,j � ui × vTj . Therefore, K is ranging between 2p+q and 2p+q+r .

4.2 Proposed Privacy-Preserving Matrix Transformation

Recalling the outsourcing algorithm discussed by [5]. The authors have performed
privacy preserving by applying the monomial matrices. When analyzing this algo-
rithm, we have found that this algorithm is unable to preserve the privacy of
input/output pairs when the matrices are sparse.

After certain investigations, we have found that, if we perform the transformations
by adding the random values to the input matrices. It will hide the original values
of the input matrices and also the method is very efficient. The method is disused as
follows:

M ′
1 � M1 + P1 (9)

M ′
2 � M2 + P2

R′ � (M1 + P1) × (M2 + P2)

R′ � (M1 × M2 +M1 × P2 + P1 × M2 + P1 × P2)

T � M1 × P2 + P1 × M2 + P1 × P2

R′ � (M1 × M2 + T ) (10)

where M1 and M2 are input matrices such that M1,M2 ∈ R
n×n and the key matrices

P1, P2 ∈ R
n×n the values of key matrices are uniformly distributed. However, this

method transformed the input matrixM1 andM2 unconditionally and resulting trans-
formation becomes a dense structure. This is against the motivation of outsourcing
computation, since introduction of dense matrices required polynomial time com-
putation and memory requirement. Therefore, in the pursuit of better solution, we
have found that if we introduce some conditions, the process of transformation will
maintain the sparsity of the input matrix. In this way, the proposal not only success-
fully maintains the privacy but also retains the input structure of input matrix that is
dense matrix remains as dense and sparse will remain sparse matrix. Therefore, the
client performs division of matrices in smaller parts and masks only those subpart,
which has at least one nonzero element. In particular, the client divides the input
matrix M ∈ R

m×n into smaller matrices Mγ,δ ∈ R
( m

α
× n

β
) for γ ∈ [1, m/α] and

δ ∈ [1, n/β], where m/α and n/β are integers. As mentioned into the Eq. (9), the
client perform the transformation is as follows:M ′ � M + P.

Where M input matrix M ∈ R
m×n and P is secure key matrices as defined in the

Eq. (7) Pi,j � ui × vTj . Further, the matrix P can be written as the summation of
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sub-matrices which is divided into the order of γ ∈ [1,m/α] and δ ∈ [1, n/β]. That
is

P �
∑

γ∈[1, mα ],δ∈
[
1, n

β

]
pγ,δ (11)

pγ,δ � uγ × vTδ (12)

Further, the data matrix M is divided into the sub-matrices Mγ,δ such that
{(γ, δ|� Mi,j ∃Mγ,δ:Mi,j �� 0}. Similarly, the keymatrixP is also divided into the
sub-matrices pγ,δ . And, the uniformly distributed number uγ where γ ∈ [1,m/α] and
positive vector constant vδ δ ∈ [1, n/β] is generated as mentioned in Sect. 4.1. And,
the other element of the key matrix P is padded with zero. Therefore, the final trans-
formation of sub-matrix is M′

γ,δ � Mγ,δ + pγ,δ . The choice of α and β effects the
dimension of the sub-matrices and therefore, the number of zero’s are superimposed
due to the transformation. However, this method still reveals some zero elements and
their positions. Therefore, to hide this information, we randomly permute the rows
and the column of the transformed matrix M ′. To perform the permutation of rows
and column, the following two functions are introduced.

The Cauchy’s two-line notation is a notation which is used to describe a per-
mutation on a finite set. Let S be a finite set and π :S → S be a permutation. In the
two-line notations, the first row presents the list of elements of set S and the second
row presents the list of permutations under the permutation function π .

(
1 . . . n

π (1) . . . π (n)

)

(13)

whereπ (i) is the permutation function, i � 1, . . . n.π−1 is the inverse of permutation
function π . An example presenting the Cauchy’s two-line notation is illustrated as
follows:

Let S � {1, 2, 3, 4, 5} and the permutation function π is defined as π(1) � 2,
π(2) � 5, π(3) � 4, π(4) � 3, π(5) � 1. The two-line notations for π is,

S �
{
1, 2, 3, 4, 5

2, 5, 4, 3, 1

}

, also known as transposition notation. Further, theKronecker

delta function is presented as,
Next, these two primitive functions are used to generate the security keys in the

key generation algorithm.

δ(x,y) �
{
1, if x � y

0, if x �� y

}

(14)

Using the Eqs. (13) and (14), the client generates two matrices which also have
orthogonal property, i.e., O × OT � 1. Then, the client multiplies from L.H.S. for
row-wise permutation, then R.H.S for column-wise permutation.
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M
∧

� O1 × M ′ × O2 (15)

As we know, the multiplication of orthogonal matrix, i.e.,O1×OT
1 � 1 and similarly

O2 ×OT
2 � 1. Applying the security mechanism for matrix multiplication operation

as mentioned below
R′ � (O1(M1 + P1)O

T
2 ) × (O2(M2 + P2)O

T
3 )

(O1(M1 + P1) × (M2 + P2)O
T
3 (16)

Multiplying the Eq. (5) with OT
1 from the left-hand side and OT

3 from the right-hand
side will yield as

(O1(M1 + P1) × (M2 + P2)O
T
3

R′ � (M1 + P1) × (M2 + P2)

R′ � (M1 × M2 +M1 × P2 + P1 × M2 + P1 × P2)

T � M1 × P2 + P1 × M2 + P1 × P2

R′ � (M1 × M2 + T )

We are leaving the proof of correctness, security, verifiability, and efficiency for
the proposed algorithm due to space constrained, that will be incorporated in the
extended version.

5 Experiment Analysis

The client generates the uniform random number u and vector constant vT in order
to develop the random matrix P. The client generates the random sequence of u
using some pseudo-random number generator which takesOn for the generation of n
numbers. The client performs the vector multiplication of u×vT for the generation of
matrixPwhich takesO(n2). Further, the client performs the transformation operation
by summing the secret key matrix P with the input matrix M which takes another
O(n2). Further, the matrices are randomizes row-wise and column-wise and such
operation also takes O(n2). Therefore, effectively, the computation at the client side
has O(n2) time complexity.

To conduct the experimental analysis, random instances of problems have been
generated where the dimension of the problem (n× n) ranging from 1000 to 20,000,
(n) is size of problem. The proposed algorithm will workout for any dimension
of matrix, rectangular, or square until all multiplication conditions are met. The
algorithms are started with performing multiplication on the various instances of
problem. Although, this algorithm generates random outputs but the dimension of
the output remains same as input. Therefore, when the matrix multiplication is per-
formed on this transformed output, the time of execution would nearby be same as
the non-encrypted problem. Further, for a resource-constrained client, memory is
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Fig. 1 Comparison of
running time between
server-side computation and
client-side computation

another bottleneck, but due to the special arrangement of key matrices, the algorithm
required only sub-quadratic time complexity for I/O operations to the size of input.
Therefore, the proposed algorithm provides ample opportunity for the client with
limited computing resources to perform large complex computation. The same is
visible in the comparison of client-side computation and cloud-side computation of
the proposed matrix multiplication algorithm (Fig. 1).

Further, for the sake of completeness, we have compared the proposed algorithms
with the previous algorithm [5]. It is worth noting here that the cloud-side compu-
tation complexity in both the algorithms is similar but the complexity difference on
the client side makes the proposed algorithm more efficient in terms of execution
time and memory requirements. Therefore, it is also visible in the experimental eval-
uation. The execution time at cloud side is almost similar, while at the performance
degraded on the client system due to complex phases in the previous algorithm.
Therefore, in the comparison, we are considering the running time at the client-side
system. Figure 2 shows the comparison of running time of the algorithms, it is visi-
ble that the previous algorithm took more time than the proposed algorithm starting
with smaller difference in the computation size, as the problem size increases the
proposed algorithm perform better.

In the experiment, the largest size problem 20 K dimension matrix takes 21.11 s
when outsources to the cloud server while 139.88 s when computed itself. In this
way, the client archives an astonishing time saving 84.9% than the direct method and
23.91 times performance gain over the existing algorithm [5] . Finally, the perfor-
mance of the algorithm depends on the underlying algorithm but as long as there is
a computational gap between the client and cloud server of O(n). The client is able
to achieve the performance gain.
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Fig. 2 Comparison of
running time between
proposed versus the existing
algorithm

6 Conclusion

In this paper, we have proposed an improved algorithm for secure outsourcing of
matrixmultiplication problem. The previous algorithm is improved in two directions,
first, the security and second, the efficiency. In the analytical analysis, we have found
that the previous algorithm hasmarginalized security arrangement, if the inputmatrix
is a sparse matrix. Later, we have improved the algorithm by imposing a stringent
security arrangement in the proposal. Finally, the experimental analysis has been
conducted and the results analysis demonstrates that the proposed work is meeting
the algorithm design goals and proves the superiority over the previous algorithm.
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Performance Optimization of Self-exited
Piezoelectric Vibration Sensor

K. V. Santhosh and Noronha E‘silva Nathan

Abstract Performance evaluation of self-exited piezoelectric vibration sensor with
respect to dimensions, shape andmaterial are carried out in the present paper, with an
objective to find the design and dimension for which we get optimum performance in
terms of frequency response and sensitivity. A new design is proposed based on the
parameters discussed, for design COMSOL tool is used. Response for the designed
vibration sensor for variation in frequency, with varying dimensions is performed for
both differential and lateral loads. Results obtained give us information regarding the
operating load, bandwidth, power, voltage and current ranges for best performance.

Keywords Frequency response · Optimization · Piezoelectric · Vibration

1 Introduction

Structural health monitoring is one of the key areas, which is considered to be of
higher importance in the present day. Vibration analysis is widely used approach
in structural monitoring. Detailed evaluation of sensor to match the objective of
measurement is essential, along with it being a self-exited device which would not
consume power. Self-excitation is essential as these sensors are placed in a random
fashion and would be expected to be wireless device.

A study is carried out to understand the present works in the area mentioned.
Many researchers have reported work in the area of power harvesting and power
management, some of them have been discussed here. Energy harvesting from pulse
waves of human artery is proposed in [1] by placing the piezoelectric structure on
skin as patches. For harvesting energy, a design of coil is reported in [2] by placing
the coil near equipment with high power-like transformers, overhead lines. In [3], a
powermanaging system for a benthicmicrobial fuel cell withmulti anode is reported.
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Focus of this paper is to address the loss of energy due to single anode in underwater
sensors. In [4], four methods of electric circuits is used in wind energy harvesting
system and the optimal selection of electric circuit to increase the efficiency of energy
harvesting system is reported. Energy harvesting using piezoelectric system from
the ocean is reported in [5]. This harvesting system is basically for low-frequency
variations like ocean waves. Energy harvesting using a nano coil in measurement of
masses small in size is reported in [6]. Energy is harvested from vibrations based
on electromagnetism. In [7], most recent methods for harvesting kinetic energy are
reported using piezoelectric and electromagnetic transduction. A comparison of both
the methods is presented in this paper. Application of piezoelectric sensor as touch
sensor is reported in [8], this paper also emphasizes on the advantages of using piezo
sensors as touch sensors in terms of speed, self-excitation and durability. Room
temperature detection using a self-powered humidity sensor is reported in [9], in this
paper, excitation to the sensor is provided by zinc oxide nanosheets, and also it is
stated that the sensitivity of sensor is more.

Many researchers have worked in the area vibration measurement using different
techniques. Some of the vibration measurement sensors and techniques are reported
here. Vibrationmeasurement of gas turbine engine by non-contactmethod is reported
in [10] using laser and scanning vibrometer.Measurement of vibration using position
sensor is reported in [11]. Reported vibration sensing system measures 20–800 Hz
range of vibration. In [12], vibrationmeasurement of a rotating object through image-
based tracking system is reported. A laser scanning vibrometer is used for getting the
detailed vibration information for tracking the object. In [13], a scheme is proposed
for measuring low-frequency vibration using a double frequency distributed Bragg
reflector laser based on Doppler effect. Analysis and measurement of vibrational
displacement by non-contact method using imaging techniques is reported in [14].
In [15], a method for nano-vibration measurement is reported that works based on
semiconductor crystal photo electromotive force effect. Source used here is He–Ne
laser and photo detector used is the crystal. Measurement of civil structure ambient
Vibration using accelerometer is reported in [16]. Data collected was logged and
also compared with the simulation model for analysis. Finding of the stiffness of
sandy soil through measurement of soil surface vibration by analyzing the spectral
changes of surface waves is reported in [17]. Measurement of humidity and vibration
using a micro wire is reported in [18]. In this paper, relative humidity and vibration
is measured based on interaction with the evanescent field of microwave. From the
understanding of reported work, it is clear that vibration measurement using piezo
devices is most widely used approach, due to its self-excitation capabilities, second,
it is also seen that optimization in terms to structure and dimension is quite essential
to attain best performance. In view of these, the proposed work tries to identify a
novel model for vibration sensor, and there by analyzing its functionality to evaluate
the performance.
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2 Sensor Modelling

In this section, a detailed study of vibration sensor design is discussed. The main
objective of the design is to achieve maximum strain for a given load. The design
considered in the work has two cylindrical rings, adjacent to each other as shown in
the Fig. 1. Two rings are held together with a rigid base structure, which is considered
as a reference point grounded.

The smaller inner holes are rigidly fixed, and fixed to ground. Inside these two
circles, a thin layer of silver electrodes of 0.025 µm thickness are placed. The two
electrodes are shorted and they act as one plate of a capacitance. The dimension
of the structure considered here is breadth X�4.05 µm, height Y�8.05 µm and
thickness Z�1.0 µm.

3 Methodology

Functionality of the sensor is analyzed by subjecting it with load as shown in Fig. 2.
Structural deformation caused due to the load applied is shown in the Fig. 3. On
analysis, it seem that the change in width (m) due to force acting is given as

Change in width

∇ � 7.3 ∗ 10−7 ∗ F (1)

Similarly, analysis is carried out for differential force and the deformation pattern
for the load applied as shown in Fig. 4. This change in deformation can be related to

Fig. 1 Lateral image of
proposed vibration sensor
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Fig. 2 Vibration sensor subjected with vertical load

analysis of change in capacitance and the mathematically analysis is derived in the
next section.

Assuming that the structure is installed with silver electrodes one set being placed
in the inner circle and the other on the outer circle, the device would behave like a
capacitor. Deformation in sensor structure would induce the change in capacitance.
The detailed derivation for capacitance is shown (Fig. 5).

Circumferential distance

v � r2∫
r1
E · d A (1)

E(2πRl) � Q

ε
(2)

E � Q

2πRlε
� λl

2πRlε
� λ

2πRε
(3)

v � r2∫
r1

λ

2πRε
· dR � λ

2πε

r2∫
r1

1

R
· dR

� λ

2πε
[ln R]r2r1 dR

� λ

2πε
ln

(
r2
r1

)
(4)

Capacitance is calculated by considering the two inner circles as two coaxial cables,
and is given in terms of charge ‘Q’ and voltage ‘V’.
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Fig. 3 Deformation analysis for singular load

Fig. 4 Deformation analysis for differential load
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Fig. 5 Detailed schematic
of vibration sensor

C1 � Q

V

� Q
λ

2πε
ln

(
r2
r1

) � Q
(Q/ l)
2πε

ln
(
r2
r1

)

C1 � 2πεl

ln
(
r2
r1

) (5)

Total capacitance

C �
⎡
⎣ 2πεl

ln
(
r2
r1

)
⎤
⎦ × 2 +

εA

D

� 4πεl

ln
(
r2
r1

) +
εhl

D
(6)

� εl

⎡
⎣ 4π

ln
(
r2
r1

) +
h

D

⎤
⎦ (7)
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Fig. 6 Physical model
representation of sensing
system

From the above relations it is clear that changes in stain/load applied on the sensing
body would cause changes in capacitance formed. The next stage of would be to
analyze the frequency response of the sensor. For analysis a Williams and Yates
[19] model is considered as shown in Fig. 6. The model is derived such that it is
self-exited.

Applied force,

y(t) � Y sin(ωt) (8)

Reactive force,

z(t) � Z sin(ωt + ϕ) (9)

Fe � Beż (10)

where

B mechanical clamping due to friction
Fe Restoring Force.

Natural frequency of the system can be given by

ωn �
√

K

m
(11)

Sd � B

2mωn
(12)

Se � Be

2mωn
(13)
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From the above relation, the equation for generated power can be given by

P(w) �
m

(
ω
ωn

)3
ω3Y 2Se × 2

[
1 −

(
ω
ωn

)2
]2

+
[
2(Sd + Se)

ω
ωn

]2 (14)

For deriving the maximum condition, it is expected that, ω � ωn and Se � Sd

Pmax �
[
mω3

nY
2

16Sd

]
× 2 � mω3

nY
2

8Sd
(15)

For the desired function, a set of functionalities are considered:

• The mass should be as large as possible within the available volume of the device.
• Themaximum displacement of the mass should be as large as possible in the space
available.

• The spring should be designed, so that the resonant frequency of the devicematches
the vibration frequency of the application.

• The electrical load impedance should be chosen to give a low enough damping
factor to increase the movement of the mass.

4 Results and Discussion

Considering the above discussed methodology, a piezoelectric vibration sensor is
designed. To evaluate its performance a set of tests are conducted. Preliminarily, it
is essential to consider a set of values, inside of the casing is coated by PTFE, so
that the coefficient of friction is under 0.2. Zirconium dioxide is used as accelerating
mass as it is higher in density in comparison to silicon. Also, a mass of 5.68e−14 Kg
is added at one of the ends. Test is conducted for varying frequency of vibration for
different magnitude of load. The response achieved is shown in Figs. 7, 8, 9 and 10.

From the responses as seen in Figs. 7, 8, 9 and 10, it is clear that in the reported
work, a detailed analysis of vibration sensorswas carried out starting from the design.
The characteristics graph shows that the bandwidth attained is similar and is inde-
pendent of load magnitude.



Performance Optimization of Self-exited Piezoelectric Vibration … 595

Fig. 7 Response for the load of 1 N

Fig. 8 Response for the load of 0.1 N
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Fig. 9 Response for the load of 1 mN

Fig. 10 Response for the load of 1 µN
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Effects of Different Shapes
of Piezo-Acoustics-Based Adaptive
Glucose Sensing System (PABAGS)
on Generated Pressure and Its Analysis

Bhupendra Sindhal, Varshali Sharma and Ritu Sharma

Abstract Blood glucose can be monitored using the miniaturized Piezo-Acoustic
sensor. The piezoelectric material can be used to generate acoustic pressure in blood
by applying electric potential on the Piezoelectricmaterial, and that pressure depends
on blood density. This paper describes designing of Piezo-Acoustic transducer using
lead-free piezoelectric materials to calculate its performance with glucose level in
blood of human. The finite element method-based software is used for the design of
model. The size of the piezoelectric material optimized in this paper with respect to
its width and thickness (height) and shape acting as a channel to produce maximum
transmitting pressure. The transmitted pressure is agitated by “2 MHz” frequency
tremble at “1.5 V”. “Barium Titanate” lead-free piezoelectric material is used as
material. The pressure generated is found to be varying with the change in shape of
the Piezo-Acoustic transducer.

Keywords Finite element method software · Barium titanate lead-free
piezoelectric material · Blood glucose (sugar) · Piezo-acoustic transducer · MEMS
PABAGS system
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1 Introduction

Key facts: Data published by World Health Organization (WHO) claims that the
number of people with diabetes had increased by 314 million as compared to 108
million in 1980 to 422 million in 2014. Moreover, there is an alarming increase in
the number of diabetic patients over 18 years of age (adults). It had risen from 4.7%
in 1980 to 8.5% in 2014. In 2015, around 1.6 million deaths were caused due to
diabetes. WHO also projected that in 2030, diabetes will be the leading reason for
most of the deaths in the world [1]. One in three or 33% of Indians over 30 years of
age are suffering from diabetes [2].

Hyperglycemia is ametabolic disorder in which sugar level of a person is high for
the long term.Hyperglycemia leads to increased thirst, increased hunger, and frequent
urination. It can cause many complications. Such as cardiovascular disease, chronic
kidney disease, stroke, damage to the eyes and foot ulcers. Hypoglycemia is also a
metabolic disorder in which low blood sugar level for a short span of time. Hypo-
glycemia leads to sweating, dizziness, shaking, headache, weakness, rapid heartbeat,
irritability, fatigue, impaired vision, and anxiety. The diabetic patients are having
blood glucose level less than “70 mg/dl” is classified as hypoglycemia. The patients
having blood glucose level more the “180 mg/dl” classified as hyperglycemia. Thus,
it becomes essential to monitor regularly the glucose (Sugar) level in blood [3, 4].

The traditional method of monitoring blood glucose level, nowadays, is minimal
invasive blood glucosemonitoringmethodwhichworks on glucose oxidase principle.
This method can be carried out by penetrating a needle in the skin usually fingertip to
take blood and put that blood on a reagent test strip than that test strip is inserted into
the traditional glucometer. By this method, the glucose concentration is converted
into electric signals [5] which are used to determine the glucose level. However, this
method is expensive, painful and may cause infection and also not very accurate as
compared to blood taken directly from veins. Therefore, this method cannot be used
further for the blood glucose measurement purpose.

Lot of research is going on to develop noninvasive glucose measurement methods
which include NIR Spectroscopy, Raman Spectroscopy, Optical Coherence Tomog-
raphy, Photoacoustic Spectroscopy, and more. By all the above methods, glucose
concentration is measured without extracting blood from the body and without pen-
etrating any needle to take the blood from the human body. All the above methods
have their advantages and challenges [6].

In our proposed model, piezo-acoustic transducer (ultrasonic transceiver) for
blood glucose prediction is a noninvasive approach using ultrasonicMicroelectronics
Mechanical Systems (MEMS) miniaturized system. Ultrasonic MEMS technology
has many advantages such as flexible geometry, reduced voltage requirement, and
mixing of different resonant frequencies for integration with supporting microelec-
tronics circuits [7]. The piezoelectric technology can be used to measure the nature
and the properties of the passing ultrasonic wave from the blood medium of vari-
ous densities. Any increase in the glucose level in blood increases its density. The
advantage of using piezoelectric material is that it offers high pressure per density
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ratio for the actuator and highly chemically stable in the hostile environment. To
make this model, it is needed to have high electromechanical coupling coefficient,
relatively large dielectric constant, and sizeable piezoelectric coefficient [8]. Most
commonly used piezoelectric material is lead zirconate titanate (PZT), but it cannot
be used as it is not environment-friendly, it contains more than 60% of lead by weight
which is harmful to the human body [9]. Many lead-free piezoelectric materials are
present, nowadays, such as Barium Titanate (BaTiO3) (BT), Barium Titanate Poled,
Barium Sodium Niobate (Ba2NaNb5O15) (BNN), Lithium Tantalate (LiTaO3), and
Lithium Niobate (LiNbO3) (LN). In which, Barium titanate (BT) is most suitable
lead-free piezoelectric material because it generates high pressure as compared to
other lead-free piezoelectric materials and which is best suitable for the human body
[10, 11].

The goal of this paper is to compare different shapes and size of lead-free piezo-
electric material which is capable of generating high acoustic pressure. In this paper
we have mentioned only simulated results and no sample prototype have been devel-
oped, so we have not utilized any human blood sample for this purpose.

2 Proposed PABAGS System

To measure the blood glucose level by the proposed system, proper target location
needs to be chosen such as the earlobe, finger webbing, and lips of a human. The
earlobe is used as a target medium in this experiment because it does not contain
cartilage, blood supply is high, and the devicewill easily reach to the earlobe [11–13].
The block diagram of a suggested model of the systemwith ultrasonicMEMS sensor
is shown in Fig. 1.

2.1 Working Principle

Ultrasonic wave is transmitted through the medium at the frequency of 2MHz which
is above the human’s normal hearing range, so that it will not destroy eardrums. The
piezoelectric transducer generates these ultrasonic waves, and when these waves
are transmitted through the biological tissues, it generates vibration in the medium.
Standing waves have maximum values called nodal values (stand still) and minimum

Fig. 1 Block diagram of
PABAGS system
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values called antinodal values (undergo maximum displacement) are created. This
wave generates acoustic energy in the medium due to the presence of the ultrasonic
field [12].

2.2 Equations

If the volume of molecules (v) and its path length (L) from the pressure node, the
radiation force (F) applied on that molecule are represented from the gradient of
acoustic energy by Eq. (2) provided that the diameter of the molecule should be
smaller than the ultrasonic wavelength.

Compressibility factor (Z) is expressed by Eq. 1

f (Z , ρ) � [{(5ρc − 2ρw)/(2ρc + ρw)} − (Zc/Zw)] (1)

where Zw is a compressibility factor of suspending medium, Zc is compressibility of
molecule present in the medium, ρc is densities of molecules present in the medium,
and ρw is densities of suspending medium [12].

The radiation force is defined by Eq. (2)

F � −[πρo2v Zw/(2 λ)] · f (Z , ρ) · sin(4πL/λ) (2)

where ρo is the amplitude of the ultrasonic waves, Zw is a compressibility factor of
suspending medium, λ is the wavelength of ultrasonic standing waves, Z is com-
pressibility factor, and ρ is the density of the molecule [12].

Any increase in glucose concentration in the blood increases its density, and thus
the pressure generated by transducer also increases.

3 The Model Geometry of Piezo-Acoustic Transducer

For simulation, Finite Element Method software is used which provides 3D partial
differential equations and the 2D axis-symmetric configurations to solve acoustic
piezoelectric device and to imitate the device in the blood sample medium [7].

The bloodmedium considered as a cylindrical structure of height 7mm and radius
0.5 mm. Piezoelectric material is used have different shapes.
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3.1 The Square of Side is 0.3 mm as Shown in Fig. 2

See Fig. 2.

3.2 T Shape as Shown in Fig. 3

See Fig. 3.

Fig. 2 Geometry of 3 * 3 square piezo-acoustic transducer and blood

Fig. 3 Geometry of T shape piezo-acoustic transducer and blood



604 B. Sindhal et al.

3.3 L Shape as Shown in Fig. 4

See Fig. 4.

3.4 Staircase Shape as Shown in Fig. 5

From the abovemodels, the geometry of ultrasonic piezoelectricMEMSdevice using
Barium Titanate (BaTiO3) (BT) is designed and simulated.

Fig. 4 Geometry of L shape piezo-acoustic transducer and blood

Fig. 5 Geometry of staircase shape piezo-acoustic transducer and blood
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4 Results and Discussion

4.1 Effect of Various Frequencies

The frequency is varied in the range of 1–3 MHz as shown in Fig. 6; It can be seen
that piezoelectric material produces maximum sustainable pressure at 2 MHz and
after 2 MHz, the generated pressure is high which may harm humans.

4.2 Effect of Distinct Shapes of Piezoelectric Material
on Generated Acoustic Pressure

The applied pressure is thus taken as 2 MHz from the observations of Fig. 6. As
the size of the piezoelectric material is increased, the pressure generated in medium
also increases, because piezoelectric coefficient depends on size due to the strong
orientation of axis [13, 14].

When the shape of piezoelectric material is changed, the acoustic pressure gen-
erated in the blood medium also changes as depicted in Fig. 7.

Simulation results of different shapes of the Piezo-Acoustic transducer and also
justified by Eq. 2 are as shown in Figs. 8, 9, 10, and 11, respectively.

Thus, as seen from all the above figures that when ultrasonic waves pass throw the
biological tissues, a vibration is produced in the medium. This tissue undergoes max-
imum displacement near the piezoelectric electrode and thus generates a pressure;
the waveform is shown in Figs. 8, 9, 10, and 11 and obeys the Eq. 2.

Fig. 6 Pressure versus frequency graph to obtain optimized frequency
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Fig. 7 Effect of different shapes of piezo-acoustic transducer at 2 MHz frequency

Fig. 8 Simulation result of L shape piezo-acoustic transducer

5 Conclusion

The acoustic pressure generated in blood medium by distinct shapes of piezoelectric
material simulation by Finite Element based Software; it is found that as the cross
section area of the piezo-acoustic transducer (piezoelectric material) increases, the
acoustic pressure generated in bloodmediumalso gets increases.Hence, that different
shape can be used to obtain further accuracy. However, that square shapes is best
suitable for generating a pressure |Pa|�3065 (kg/m s2) which can be sustained by a
human and can further be used to measure blood glucose level.
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Fig. 9 Simulation result of T shape piezo-acoustic transducer

Fig. 10 Simulation result of Staircase shape piezo-acoustic transducer
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Fig. 11 Simulation result of 3 * 3 square shape piezo-acoustic transducer
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Proposed Modifications in the Excitation
Codebook Structure of ITU-T
CS-ACELP Speech Codec and Its
Overall Comparative Performance
Analysis with CELP-Based AMR-NB
Speech Codec

Nikunj Tahilramani and Ninad Bhatt

Abstract The paper addresses the tactic of using forwardmode excitation codebook
structure of extended G.729 (ITU-T. Recommendation, 2007 [1]) consuming two
non-zero pulses in each track in ITU-T 8 Kbps CS-ACELP speech codec (ITU-T.
Recommendation, 2007 [1]). The proposed modification in legacy speech codec for
determining optimized excitation codebook codevector using least significant search
engine avoids two different codebook structures tominimize the complexity of search
engine. Modification in the excitation codebook structure of the legacy speech codec
triggers the bit rate of 11.6 Kbps. Comparative performance analysis is performed
between the proposed speech codec and CELP-based speech codec using different
subjective and objective quality assessment parameters.

Keywords G.729E · Least significant pulse replacement · CS-ACELP speech
codec · Subjective and objective quality assessment

1 Introduction

Hybrid class of speech coders always acts as an appropriate intermediate solution in
terms of output decoded speech quality between source coders and waveform coders.
Analysis-by-synthesis (ABS)-based speech coders are classified under the roof of
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hybrid class of speech coders, which works with the medium bit rate and produces
quite fair quality of speech at the output. CS-ACELP (Conjugate Structure-Algebraic
Code Excited Linear Prediction) is one of the classic examples of speech coders
which are categorized under the classification of ABS speech coders where extracted
parameters of speech signal are tested in ABS feedback loop before transmission to
the decoder. The chief benefit of ABS speech codecs is that the decoder is embedded
in encoder itself which actually reduces the residual error of excitation every time
by comparing synthesized speech and original speech at the encoder itself.

Here, ITU-T 8 Kbps CS-ACELP speech codec is considered as base speech codec
for modification purposes. The input speech is partitioned into the slots of 10 ms for
the parameter extraction and analysis purposes in legacy speech codec. Segment
partition of 10 ms of input speech incorporates 80 samples in one frame of speech
signal with the sampling frequency of 8000 samples/s. Modification is proposed
in the excitation codebook structure of the legacy speech codec which actually is
responsible for the production of accurate excitation of the speech signal, which is
further utilized for parameter extraction and transmission to the decoder to generate
synthesized output speech signal. Excitation of the speech codec is represented in
terms of optimized excitation code vector which are selected per frame in a way that
the energy of the residual noise is minimized every time in ABS loop.

The proposed speech codec is compared with CELP-based Adaptive multi-rate-
narrow band (AMR-NB) speech codec which actually works with eight different
bit rates. Switching of the bit rate in AMR codec is dependent on voice traffic,
transmission errors, and background noise. The main goal of adaptation in AMR
speech codec is to provide good speech quality under fluctuating channel conditions.
The compared speech codec comes under the full-rate codec mode of AMR having
highest bit rate of 12.2 Kbps.

The flow of the paper is narrated as follows. Section 2 deals with the introduction
of 12.2 Kbps GSM AMR speech coder. In Sect. 3, the proposed modification in the
excitation code structure of ITU-T 8 Kbps speech codec is explained. Section 4
describes the steps for searching of optimum excitation code vector from modified
excitation codebook structure. In Sect. 5, simulation results and comparative per-
formance analysis are shown using different objective and subjective parameters.
Decision remarks are given in Sect. 6.

In the following subsequent sections, ITU-T 8 Kbps CS-ACELP speech codec,
12.2 Kbps CELP-based 12.2 Kbps speech codec, and 11.6 Kbps speech codec will
be notified as legacy speech codec, AMR-NB speech codec, and proposed speech
codec.

2 12.2 KBPS GSM AMR Full-Rate Speech Codec

InAMR-NB speech codec, excitation and short-term prediction parameters are scalar
quantized for obtaining simplicity in implementations. Here, excitation parameters
like pitch lag (P), codebook index (k), gain (G), and pitch filter coefficient (b) are
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Fig. 1 GSM AMR speech codec in different modes [2]

computed and transmitted per subframe, whereas LP coefficient (a) are computed
and transmitted per frame. Furthermore, having assumed that the lag of the filter (P)
is searched in the range 16–160 (equivalent to 50–500 Hz), there exist a requirement
of 8 bits to encode and represent it exactly on the basis of subframe [2]. Bits of
all other excitation parameters are tuned and set in order to map the total effective
bitrates of designed CELP coder in line with bitrates of different modes of AMR-
NB coder [2] as shown in Fig. 1. AMR also provides the facility of voice activity
detection (VAD) and discontinuous transmission (DTX) where the link is checked
and flag of VAD is considered as “0” in the silent passage of speech signal which
actually indicates discontinuous transmission to effectively utilize the bandwidth of
a channel. AMR-NB full-rate speech codec is mainly categorized into eight diverse
bit rates of 12.2, 10.2, 7.95, 7.4, 6.7, 5.9, 5.15, and 4.75 Kbps.

3 Proposed Modification in Excitation Codebook Structure
of Legacy Speech Codec

The legacy speech codec works with the excitation codebook structure having 40
pulse position is divided into a total of 4 different tracks. 40 pulse positions are
positioned in the excitation codebook on the principle of interleaved single-pulse
permutation (ISPP) with 16 pulse positions in last track and 8 pulse positions each
in first three tracks. Determination of optimized excitation code vector having four
non-zero pulse contribution is achieved by utilizing least significant pulse replace-
ment algorithm and the best pulse combination which reduces the residual error is
declared as final excitation code vector. Apart from the determination of an optimum
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Table 1 Modified excitation codebook structure

Track Pulses Signs Positions

1 m1, m0 s1, s0: ±1 0, 5, 10, 15, 20, 25, 30, 35

2 m3, m2 s3, s2: ±1 1, 6, 11, 16, 21, 26, 31, 36

3 m5, m4 s5, s4: ±1 2, 7, 12, 17, 22, 27, 32, 37

4 m7, m6 s7, s6: ±1 3, 8, 13, 18, 23, 28, 33, 38

5 m9, m8 s9, s8: ±1 4, 9, 14, 19, 24, 29, 34, 39

combination of pulse positions from four different tracks, degree of complexity of
search engine also plays a crucial role. The requirement is to determine the finest
code vector works with a reduced degree of complexity of search engine which deals
with a limited number of searches. The study of search engine starts with the full
search approach applied on the legacy speech codec which requires 8192 searches to
determine excitation code vector. Afterwards research in the area of determination
of best search engine which takes a less number of searches with reduced complexity
started enormously in the area of speech coding.Many search engines were invented,
but few of them which were having moderate complexity levels were focused search
approach (1440 searches) and depth first search approach (320 searches) [3].

Complexity in any of the search engine applied to the excitation codebook struc-
ture of the legacy speech codec always increases because of the 16 pulse position in
final track instead of 8. Due to double the number of pulses in last track compared
to first 3, recursive iteration is carried out for two times with first having non-zero
pulse from first eight pulse positions of the last track, and the second combination
comprises of last pulse position from next eight pulse positions of the last track.

The proposed approach avoids the complexity due to 16 pulse positions in the last
track by dividing it into 2 different tracks to make 5 track excitation code structures
as shown in Table 1.

On the same note, contribution of two non-zero pulse positions is considered to
represent final excitation code vector instead of 1 to increase the quality of excitation
which ultimately increase quality of synthesized or decoded output speech signal.
The proposed modification actuates the bit rate of 11.6 Kbps in which 35 bits are
required for the indices and sign of the of the final excitation code vector as shown
in Table 2.

4 Searching of Optimum Excitation Codevector
from Modified Excitation Codebook Structure

Initial codevector comprises of ten pulse position from five different tracks. First
ten non-zero pulses of initial code vector are selected by finding first two largest of
correlation vector d(n) from individual track. Searching of the next stage excitation
code vector with respect to previous initial code vector starts by replacing one pulse
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Table 2 Bit allocation structure for different parameters of speech signal in proposed 11.6 Kbps
speech codec

Parameter Subframe 1 Subframe 2 No. of
bits/frame

Long-term predictor codebook delay 8 5 13

Line spectrum pair – – 18

Indices of fixed excitation codebook 30 30 60

Long-term predictor-delay parity 1 – 1

Gain of codebook (stage 1) 3 3 6

Sign of fixed excitation codebook 5 5 10

Gain of codebook (stage 2) 4 4 8

Total 116

among two from each track with all other pulses from that respective track to find
out the least important pulse. The best ten pulse combination which maximizes the
ratio of Eq. 1 (Qk) will be acknowledged as final optimized excitation code vector
combination. Search engine is used to determine the least significant pulse in each
track which requires 60 number of searches as each track is having 8 pulse positions
with 1 non-zero pulse position is kept constant [1].
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Here,

M Total number of tracks in Excitation codebook structure
Ck Kth Excitation codebook vector
D Correlation vector.

d(n) �
K−1∑

i�n

x2(i)h(i − n), i � 0, . . . ,K (2)

Ø(i, j) �
K−1∑

n� j

h(n − i)h(n − j), j � i, . . . K (3)

Here, K is the entire pulse locations in excitation codebook structure, h(n) is an
impulse response of a linear predictive synthesizing filter, and x2(n) is a target signal
which is updated for every next stage of determination of excitation codevector [1].
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Only 1 sign bit is transmitted instead of two from each respective track using the
concept of pivot pulse position [7]. The smallest pulse position codeword among two
from each track is declared as pivot pulse if the sign of both non-zero pulses are the
same which are either −1 or +1 [9]. In that case, sign bit of the pivot pulse position
is only transmitted. At the decoder, if the first decoded 3-bit positional codeword is
smaller than the second one, then receiver will automatically determine the second
pulse position sign bit which is same as the sign of pivot pulse position which is
having smaller pulse position codeword. While in another case, the largest pulse
position is declared as pivot pulse position and the sign of it is transmitted to the
decoder. Decoder will determine the sign of other pulse position which is exactly
opposite to the received one because the decoded pivot pulse position is larger among
the two.

5 Comparitive Performance Analysis Between Proposed
Speech Codec and AMR-NB Speech Codec

Here, comparative analysis is performed between proposed 11.6 Kbps speech codec
and 12.2 Kbps CELP-based AMR-NB speech codec with different subjective and
objective analysis parameters. Here, the input is four different speechwave files taken
from NOIZEUS corpus database [4], where two are female voice and other two are
male voice speakers. The wave files are played at 128 Kbps bitrate having 8 kHz
sampling frequency and each sample of wave file is represented by 16 bits.

5.1 Subjective Analysis Results

Subjective analysis [5, 6] is performed with ten dissimilar subjects to give MOS
ratings with five men and five women. The final MOS ratings are calculated from the
judgement of all ten subjects as rating is averaged. The comparative MOS ratings
of the proposed speech codec and AMR-NB speech codec are shown in Fig. 2. The
MOS ratings of the proposed-based speech codec are quite better than the AMR-NB
speech codec. The naturalness in terms of intelligibility of the proposed speech codec
for all wave files is fairly satisfactory even though the bit rate of the proposed speech
codec is less compared to AMR-NB speech codec.

5.2 Objective Analysis Results

The results of the objective analysis parameters are shown in Tables 3, 4, and 5.
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Table 3 Waveform-based assessment

Wave file ABS MSE RMSE SNR SNRseg

GSM AMR-NB speech codec (12.2 kbps)

Sp18.wav 101.63 0.000112 0.0106 11.5163 7.6934

Sp04.wav 99.203 0.000113 0.0106 12.6828 8.4478

Sp26.wav 136.53 0.000146 0.0121 10.8590 8.2569

Sp24.wav 144.67 0.000083 0.0091 12.6091 10.2304

Proposed Speech codec (11.6 kbps)

Sp18.wav 1.5637 0.000102 0.0105 11.7989 7.8541

Sp04.wav 0.6131 0.000100 0.0104 12.6685 8.5519

Sp26.wav 0.3827 0.000138 0.0118 10.9513 8.2591

Sp24.wav 0.4278 0.000079 0.0087 0.0087 10.4882

Table 4 Perceptual-based assessment and composite measures

Speech
codecs

Wave file Gender No. of
samples

Covl Csig Cbak PESQ

AMR 12.2
kbps

Sp04.wav M 16,928 4.19 4.75 3.71 3.6500

Sp18.wav F 18,269 3.67 4.39 3.32 2.9971

Sp24.wav M 27,768 3.85 4.35 3.68 3.3640

Sp26.wav F 19,934 3.84 4.53 3.48 3.1568

Proposed
CS-ACELP
(11.6 kbps)

Sp04.wav M 16,928 4.22 4.76 3.74 3.8600

Sp18.wav F 18,269 3.70 4.44 3.42 3.0121

Sp24.wav M 27,768 3.88 4.38 3.54 3.5487

Sp26.wav F 19,934 3.86 4.56 3.50 3.2658

Table 5 Spectral-based objective evaluation

Algorithm Wave file Gender No. of
samples

LLR WSS fwSNRseg ISD CEP

AMR
12.2 kbps

Sp04.wav M 16,928 0.2783 27.506 27.506 0.3563 2.9008

Sp18.wav F 18,269 0.2032 32.681 11.7186 0.2968 2.4508

Sp24.wav M 27,768 0.4941 28.431 14.0519 0.5601 4.8662

Sp26.wav F 19,934 0.2258 25.203 13.9092 0.2954 2.7915

Proposed
CS-
ACELP
(11.6
kbps)

Sp04.wav M 16,928 0.3689 27.617 14.8489 0.4080 3.8094

Sp18.wav F 18,269 0.3108 36.276 10.7227 0.2975 3.4630

Sp24.wav M 27,768 0.6328 29.837 14.2603 0.9431 5.7174

Sp26.wav F 19,934 0.3239 26.235 13.9509 2.2962 3.6816
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Fig. 2 MOS scores for different wave files

5.3 Waveform-Based Assessment

The results of waveform-based analysis for proposed speech codec are shown in
Table 3 which is fairly analogous to AMR-NB speech codec. Even though there is
a shortfall of 6 bits in proposed speech codec, the results of the premium objec-
tive quality assessment parameter called as PESQ (Perceptual Evaluation of Speech
Quality) for the proposed speech codec are more comparable to AMR-NB speech
codec.

5.4 Spectral-Based Analysis

From the Table 5, it can be witnessed that the values of LLR, WSS, ISD, and ISD
increases with reduction in the bit rate [2], whereas the values of fwSNRseg in the
case of the proposed speech codec is quite comparable and it is more for some of the
speech wave files which actually decreases with the reduction in the bit rate.

6 Concluding Remarks

The motive of developing speech coder is to denote the speech with fewer bits as
possible while preserving quality, intelligibility, and pleasantness of the decoded
speech. Since the last few years, an assortment of speech coding techniques has been
developed and they all have been recognized by various reputed organizations like
ITU-T, ETSI, Research and Development Centre for Radio Systems of Japan (RCR),
Telecommunications Industry Association (TIA), and United States Department of
Defense (US DoD) [1]. Here, the proposed speech codec act as a trade-off between
legacy speech codec and AMR-NB 12.2 Kbps speech codec. The reason behind
comparative analysis of proposed speech codec with 12.2 Kbps AMR-NB speech
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codec only is because it is the nearest bit rate with respect to the proposed speech
codec. The performance of the proposed speech codec is analyzed with different
objective and subjective analysis parameters and from the derived result, it can be
concluded that the quality of the proposed speech codec is quite consistent and
comparable with the AMR-NB speech codec. The remaining 6 bits of proposed
speech codec can be utilized for the purpose of information hiding [8] or ownership
proof.
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A Review of Internet of Things
from Indian Perspective

Kartik Upadhyay, Ashwani Kumar Yadav and Palak Gandhi

Abstract Internet of things (IoT) refers to the technology of interconnected devices
communicating among themselves with the help of the internet. Internet of Things
has created a buzz all around the world. When we talk about India in particular,
the masses lack the basic knowledge of IoT and it may take a while for them to
get used to the idea of the emerging technology. Knowledge of IoT needs to be
spread among the masses in India, so that IoT can expand in India. India has created
its IoT policy aiming to occupy 5–6% of global market. In this paper, we have
discussed about the government policies regarding IoT, opportunities, challenges,
and applications developed in this sector. The paper intends to provide a detailed
review of the development of IoT in India and the challenges involved.

Keywords IoT ·M2M · Smart city · Smart agriculture

1 Introduction

1.1 A Subsection Sample

Internet of Things (IoT) can be described in some basic terms as an interconnection
of things which are connected to each other using the internet. The idea behind this
is to connect the things, so that they can exchange information and communicate
among each other using certain information exchanging devices, and the internet.
It attains the objective of intelligent recognizing, finding, tracing, monitoring, and
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Fig. 1 Stages of IoT

dealing things [1]. The growth of IoT industry has helped in bringing the physical
world and the computer-based systems close to each other. With the advancement of
the VLSI technology and decreasing size of transistors present on a single chip of a
microcontroller, the IoT paves its way towards its growth in the industry. There is a
fine difference between IoT and the internet. As the name suggests the internet is a
part of the Internet of things while IoT is the extension of the primary Internet [2].

The basic difference between the indigenous Internet and the internet of things is,
that the internet of things does not just restricts the connectivity between computers,
tablets, and smartphones but also connectsmultiplicity of sensors and actuators. India
is still fighting ways to accept IoT [3].

Currently, India has an IoT industry making revenue of $130 million annually
and there are 400 companies currently working in the IoT sector. India has been
estimated to touch $15 billion in the IoT industry by 2020. The rate at which the
tech-savvy consumers are increasing, it is not a dream difficult to achieve. In this
paper, we discuss about the opportunity, status and capability of Internet of Things in
India in Sect. 2. In Sect. 3, we have discussed Internet of Things in India. In Sect. 4,
typical applications of IoT in India. In Sect. 5, challenges of Internet of Things in
India, and in the last Sect. 6, we have given the conclusion (Fig. 1).

2 Opportunity, Status, and Capability of IoT in India

The opportunity, status, and capability of Internet of Things in India are discussed
as follows.

2.1 Opportunity of IoT in India

Internet of Things is not a new concept but it is an extension of the old concepts along
with the addition of new technologies. IoT can create huge opportunities in India.
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It can provide ways that can reduce the work load of people by assigning certain
specific tasks to mobile phones that can control a device over cloud and check their
status. For example, a refrigerator that can inform the owner that it has run out of
vegetables by sending a text message on the mobile phone.

IoT will also ensure increase in productivity and optimal utilization of resources
and time. IoT can define a fine interaction between the physical and the virtual world
by making them reliable so that the interaction becomes smooth and errorless. The
development of many intelligent devices will generate a grid that will help the supply
chains to interconnect in a better way [4].

India has an IoT policy document that enlists the IoT policy that India needs
to adopt in order to compete in the race of digitization. Trillions of sensors work
with billions of intelligent systems, which involve millions of applications attracting
millions of consumers giving the direction to business. In the coming years, the
digital highway will be analogous to water [5].

The Indian Government plans to achieve the establishment of 100 smart cities in
the near future which will create many opportunities for the IT developers working
in this field. The demonetization in the recent past with the aim of making India
digitized in transactions is the first step towards the upliftment of IoT industry in
India.

2.2 Status of IoT

IoT is going to create a new wave in the country and it has its use in every sector
ranging frommanufacturing, agriculture, electronics of daily use to home appliances,
etc. India currently faces most of the socioeconomic challenges and lacks proper
infrastructure for the development of IoT. By 2011, the count of devices connected
by Internet (12.5 billion) has exceeded the count of human beings (7 billion) on the
earth [3]. The Telecom sector of India accounts for 36% of the total revenue of the
IoT industry. The electronics sectors accounts for 29% and the oil sector accounts for
23% of it. Hence, India owes 88% of the revenue to all of these industries mentioned
above [6]. In India, there are professionals who have been working in this field
since 8 years. Every year, a large number of fresh professionals are added to the IoT
industry which contributes to its development. The companies like Tata in India have
started to track the status and the apparent life of the truck with the help of sensors.
There is scope for IoT in the insurance sector as well. The only problem that India
needs to deal with is the internet, which is not a common phenomenon in India. The
people in the rural areas still find it hard to handle and work with smart phones.
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2.3 Capability of IoT

Internet of Things is relatively a new phenomenon for the Indians. IoT can be used
to safeguard the data from the attack by the hackers. The IoT aims at providing
smart cities, smart automobiles, and smart architectures and much more which is
discussed later. There is so much that the IT-BPM companies need to do in order to
compete with the world class companies like Google, Microsoft, and Apple Inc., etc.
The current IT-BPM companies of India are working under the TCSs IoT center of
excellence while collaborating with Intel, and taking up research initiatives on IoT
under Infosys Laboratories and HCLs IoT incubation center with Microsoft. The
Indian IT-BPM need to boast themselves up and move forward from just being mere
partners with the global companies that work in the field of IoT [7].

3 India and IoT

The growth, building blocks, and the R&D plans of IoT in India have been discussed
below.

3.1 Growth of IoT in India

The Indian Government aims at developing 100 smart cities in future and had allo-
cated Rs. 7,060 crores in the Union Budget of 2014 for the massive expansion of IoT
industry in the country. The introduction of the Digital India Program by the Gov-
ernment which aims at making the country digitized will also help in the progress
of IoT industry in India. The Department of Electronics and Information Technol-
ogy (DeitY) born from the Ministry of Communication and Information Technology
makes it a separate government entity working in the expansion of IoT.

TheDeitY intention is to transform India into a digitally vested society and knowl-
edge economy [8]. The three key areas which come under the Digital India vision
are as follows:

1. Digital Infrastructure as aUtility toEveryCitizen—someof the key aspects of this
vision are making high speed Internet, which is the most important requirement,
private, and shareable space over public cloud space, ensuring the cybersecurity
and enabling participation of people in financial space [8]

2. Governance and Services on Demand—some of the key aspects of this vision are
making transactions digital and fast, services transformed digitally to ensure fast
governance and easy business, real-time availability of services from platforms
like mobile and online [8]

3. Digital Empowerment of Citizens—some of the key aspects of this vision are
ensuring digital literacy and easy access of digital resources, the digital conve-
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Fig. 2 Components of digital India [8]

nience of certificates and documents, availability of digital services in Indian
languages, and readiness of entitlements through cloud [8] (Fig. 2).

The Ministry of Electronics and Information Technology (MeitYs) vision is to
develop connected and smart IoT based system for our country’s economic, social,
environmental and global needs [9]. The ministry also released a policy called the
IoT policy which was revised in the year 2015. According to the policy, the key
participants of the IoT enterprise will be the Citizens, the Government, and the
Industry. Active participation of each of the enterprises will be required for the
overall development of the IoT industry. There are some of the basic aspects of the
MeitY that it needs to focus on in order to build a strong IoT environment in India.

The MeitY outlines some of the objectives which are listed below:

1. To create IoT Industry in the country of USD 15 billion by 2020. The connected
devices will increase from 200 million to 2.7 billion by 2020. Assumption is that
India will share 5−6% of the global IoT industry [9].

2. IoT specific skill set needs to be undertaken to attract global as well as national
markets [9].

3. To start R&D for all the technologies required to give impetus to IoT [9].
4. To cultivate products for the IoT market that would be specifically for India [9].

3.2 Building Blocks of IoT

Here, are a few building blocks of IoT that lays the basic foundation of IoT in any
network in any kind of environment (Fig. 3).

The building blocks mentioned above can be summed up in a nutshell as a step
towards the betterment of IoT status in India. These blocks when used properly can
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Fig. 3 Building blocks of IoT

be a great way to enhance the IoT quality and create a huge market for the same in
the country.

3.3 R&D Plans

Government’s IoT policy has enlisted some of the points for the development of
R&D plans in the field of IoT and to fund them.

IIRC scheme has been initiated by the DeitY. Under the IIRC (International IoT
Research Collaboration) scheme of the government, it will pledge agreements with
other countries to invite projects for R&D. IIRC scheme will fund the IoT industry
in the form of loans and will contribute 50% of the total cost. The organization
appointed for the project will handle the whole process from starting till the end.

The main objectives of this plan are:

1. To create labs that would give impetus to R&D plans.
2. To recognize the R&D members in every field which aim at developing IoT.
3. To pledgee cloud-based source in order to help in the work of R&D.

This scheme came into picture with the objective of attracting investments from
private sectors and has international partners. India needs to join hands with the
international partners to ensure fast growth in this direction and for the betterment
of the scheme.

In the light of growth of IoT industry in India, many startups have taken up the
onus of ensuring proper development. Some of them are:

CARIQ: SMART DRIVING—It specializes in recording both mileage and speed,
and also the driving pattern of the car.
SENSEGIZ—This sensor can be hooked to the thing that the owner is most likely to
miss and using it can forget about losing it.
ENTRIB SHOPWORX—This makes the floor of a manufacturing industry smarter
by giving a view about the manufacturing machines.
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Table 1 Application of IoT

Fields Typical applications

Smart water It includes checking the quality of water in
public places and timely check of the rise of
the water level [11]

Smart environment Projects aiming at raising alarms when the
CO2 level exceeds a certain value and raise
alarms about seismic tremors [12]

Smart health It is a smart network between the doctor and
the patients [13]

Smart waste management To setup project that would help in the
“SWACH BHARAT” initiative [14]

Smart safety Projects to build wearables that can ensure
safety of people [15]

Smart logistics and supply chain Ensuring timely availability of ambulance in
case of emergency, and reduce in food wastage
[16]

Smart manufacturing and industrial IoT Its objective is to timely check the equipment
in order to prevent leakages of any form and
prevent from fire and gas leakages [17]

TEEWE—A USB device which one connected to the any device like laptop and
smart phone can make it a remote control of the Television.
LIFEPLOT—This is the first handheld ECG devices that can do all the work without
the requirement of a paper.

Lately, Andhra Pradesh becomes the first state in the country to pass an IoT
policy of its own and has decided to become IoT hub of the country. NASSCOM has
established a center for excellence to bring together all the nurturing talents in the
field of IoT and help it grow.

Recently, Luminous Company that specializes in making inverters has collabo-
rated with Airtel to make the customer experience better than before. Airtel helped
them realize this dream by making an IoT solution that can help the customer in the
optimization of the inverter and they can track its performance in real time [10].

4 Applications of IoT

In India, IoT applications development includes are shown in the Table 1.
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5 Challenges of IoT in India

A standard structure is needed to deploy IoT in a sophisticated manner. The wireless
network should be capable enough to encompass the traffic that is a mixture of both
machine-type and human-type [18]. IoT helps to transfer data fromdevices to Internet
to enable it to be analyzed but this poses a threat to the security of data [19].

The IoT is bringing several opportunities for research scholars, entrepreneurs,
and manufacturers to grow but presently IoT requires some standard theory and
architecture to amalgamate real and virtual worlds and to solve privacy and security
issues. Some challenges are:

5.1 Architecture Challenge

IoT encompasses of escalating amount of interconnected objects or things which
are embedded and autonomous. Communication among objects are anticipated to
work anytime, everywhere for any purpose, these communication is expected to be
wireless, automatic, uninterrupted, portable, distributed, and multifarious. Data inte-
gration of various systems is sturdy and will be handled by modular interoperable
components. To improve decision-making andmake useful sense ofBigData, deduce
and draw relation between large volumes of data, a system solution with sophisti-
cated infrastructure is required, that is why one architecture cannot be applicable to
other applications. Flexible architecture is required to include diverse applications of
IoT. While laying the architecture for IoT the system, designers have to take under
consideration all the functional and nonfunctional requirements which might be a
tough task, but the changing requirements make a mountain of the molehill when the
complexity increases [20].

An architecturemust be unwarped, unbounded, and having high standards, it must
not bound user to use specific solutions. IoT architectures must be open to provide
for cases of identifying, communicating, and processing through smart objects [21].

5.2 Technical Challenge

IoT technology is complicated for several reasons. To make IoT successful, it is
important to connect as many things as possible. Size of IoT network becomes
enormous due to all the connected things, and to interconnect different applications
and networking technologies heterogeneous architecture is required. Different kinds
of application will require different set of protocols, different security measures [22].
An economical network with reliable communication is required for connecting all
the objects. All the connected objects will produce data in huge amount, first of
all, a network which can handle the huge data is needed, then to process the huge
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data and extract useful information we need new big data processing techniques, as
conventional data processing techniques are unable to deal with the such amount of
data and at last to store enormous data generated by the objects or things we require
very large space. Cloud computing systems provides solution till some extant to store
data out somewhere else [21].

5.3 Privacy and Security Challenge

The IoT will be interconnection of billions of devices. Its architecture can be divided
in five layers. Large number of devices is out there communicating with each other
wirelessly, which put a very large and important amount of information in open.
Its architecture gives rise to many security issues that are discussed here and their
solution will be new area of research [23].

Main security issues with Perception Layer is that sensors may get damaged,
broken, and stolen. That is why it is beneficial to deploy sensors out of human
reach and also ideally sensor should also be wireless, anti-radiation, and highly
resistive fromphysical damage and have ability towork under temperature variations.
Network layer executes the essential conception behind the Internet of Things, i.e.,
M2M communication, because exchange of information among the machines takes
place in this layer, this is the reason why it is important to make this layer secure.
There are possibility of illegal data access, confidential information leakage, and
eavesdropping to manipulation of the data and other attacks in this layer. Highly
secure communication is required to prevent unauthorized access and other possible
attacks. To prevent unsafe data or virus coming from physical layer data filtration is
required in this layer. Encryption of the data can be done to make this layer secure
and safe. Hacking in application layer may lead to leak of personal information as
well as confidential data which can lead to data tampering. Highly secure protocols
are needed to solve or minimize such incidents. Smart access management system
may help into stop unauthorized person to access the information. Encryption and
decryption are the key to handle such issues.

In general, the wireless network depends on the router in order to communicate
among themselves. While on the other hand, M2M communication does not as it is
the one-to-one straight communication between two devices [24].

Software-Defined Networks (SDN), andmore specifically, Software-Defined net-
workPerimeters (SDP) are potent tool for theM2MIoT, and especially for emergency
responders [25]. The IoT architecture would be made possible due to IPv6, which
will provide global addressees to billions of devices taking part in M2M communi-
cation. Current approach for the security in networks is physical firewall. But in this
approach, these devices will be left out in the open exposing them to the threats of
internet hackers. But SDP can change all that. It will help in deployment of a net-
work on-the-fly that can be reconfigured dynamically anytime and would be secure
and Ad hoc in nature. Within an SDP logical network, M2M devices with global IP
addresses can remain secure and hidden from the plain sight. It means a mobile and
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secure M2M network can be created with SDP without investing too much in the
physical network infrastructure.Minimum requirementwould beGlobal IP addresses
and Internet connectivity. Another advantage of creating this type of network by SDP
is that it does not matter which technology is used for network communications [26].

5.4 Digital Literacy Challenge

Digital Literacy refers to the fact of evaluating, creating, and navigating information
using the digital technologies [27]. In India, 40% of the total population lives below
the poverty line and literacy rate is 25–30%, so talking about digital literacy stands
nowhere in the frame. More than 90% of the population is below the digital literacy
line.While the country is becoming the second largest in theworld in terms of number
ofmobile users, it still lacks proper internet connectivity. Fast and high speed Internet
in the country is the need of the hour, so that rate of digital progress in the country
can increase.

NASSCOM and other private sectors have joined hands with the government to
come up with National Digital Literacy Mission (NDLM) which aims at produc-
ing one person in every household who is illiterate. The Government has come up
with projects like National Optical Fiber Network (NOFN) to extend the telecom
infrastructure in the country. The four zones that need to focus are affordability, con-
venience, suitability, and acquaintance. In addition, it needs to be easily accessible
and there needs to be some opportunities where this work can be put to display.
Lastly, people need to be aware about the technology, so to ensure that there must be
some awareness programs.

NDLM Program aims at spreading awareness about digital literacy in rural areas.
NDLM will help the country to move a step forward in the digital economy.

However, the Ministry of Information Technology in India lays emphasis on the
increase in production ofM.Tech and Ph.D. level fellows in India [8].While the need
of the hour is to standardize the education of the engineering sectors to enhance the
IoT development in India [28].

6 Conclusion

IoT technology is in toddler state in India, and the country has a long way to go. India
needs to fasten its seat belt for the proper expansion of IoT. IoT will create a new
generation of people that can lead a hassle-free life. IoTwill generate a newfield from
the research scholars to the business class, which will lead to boast Indian economy
and will contribute to the growth of its GDP. A proper utilization of resources is
necessary to develop the proper infrastructure for the growth of IoT industry. This
paper purpose is to provide the information about development of IoT in India that
has been compiled with all the latest advancements in the country in this regard.
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Numerical Study of Water-Based Carbon
Nanotubes’ Nanofluid Flow
over a Nonlinear Inclined 3-D Stretching
Sheet for Homogeneous–Heterogeneous
Reactions with Porous Media

Shalini Jain and Preeti Gupta

Abstract A numerical investigation of water-based CNTs’ nanofluid flow over an
inclined 3-D nonlinear stretching sheet with homogeneous–heterogeneous reactions
in the presence of porous media subject to convective boundary condition has been
done. In this paper, we have considered two types of CNTs; one is single-walled
carbon nanotube and the second is multi-walled carbon nanotube. By using suitable
similarity governing equations, the equations are converted into ordinary differential
equations. The reduced equations are solved numerically by Runge–Kutta fourth-
order method with shooting technique. The influence of the pertinent parameters
on different profiles like velocity, concentration, and temperature are discussed and
presented graphically.

Keywords CNTs · Nonlinear inclined stretching sheet · Porous media
Homogeneous–heterogeneous reaction

1 Introduction

Among the engineers and scientists, the hot topic of research is new energy resources
in order to achieve the energy demand. In many industrial processes, nanofluids are
frequently used due to its low thermal conductivity. Nanofluids were introduced by
Choi et al. [1] and he investigated solid nano-sized particles dropped in a carrier
fluid, and hence we get a new type of complex fluid, which is called nanofluid. The
structure of regular fluid is simple compared to nanofluid. It is due to the shape of the
nanoparticle. Many researchers Hayat et al. [2] and Jain and Choudhary [3] studied
the impact of Marangoni convection in viscous fluid flow of carbon water nanofluid.
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Aman et al. [4] studied four different types of molecular liquids, which are taken with
CNTs’ Maxwell nanofluids in free-convection flow. Hayat et al. [5] discussed three-
dimensional flow for homogeneous–heterogeneous reactions of carbon nanotubes in
the presence of porous media.

Most of the chemical reacting systems include homogeneous–heterogeneous reac-
tions, for instance, in combustion, biochemical system, and catalysis. The connec-
tion between homogeneous–heterogeneous reactions is exceptionally complex. The
chemical reaction is used in fog formation and dispersion, ceramics and polymer
production, food processing, and is also involved in the consumption and creation
of reactant species. Merkin [6] analyzed the catalyst surface, heterogeneous reac-
tion, and homogeneous reaction for cubic autocatalysis, and introduced that the
surface reaction is dominant near the surface. Kameswaran et al. [7] and Hayat et al.
[8] discussed boundary-layer flow of homogeneous–heterogeneous reactions over
a shrinking and stretching sheet in a nanofluid flow with a porous medium. Many
researchers Sheikh and Abbas [9], Bachok et al. [10] studied homogeneous–hetero-
geneous reactions over a sheet for the stagnation point flow.

A numerical study of boundary-layer flow through a stretching surface has
attracted many researchers due to its wide applications in industry and technol-
ogy. This type of flow has applicability in extrusion of plastic sheets, glass fiber
production, wire drawing, paper production, and many more. In technological and
industrial processes, various situations are obtained where the stretching surface
may not be unavoidably linear. Hayat et al. [11] and Jain and Bohra [12] studied
three-dimensional magnetohydrodynamic nanofluid flow with a convective bound-
ary condition over a stretching nonlinear surface. Mustafa et al. [13] discussed
water-based magnetite nanofluid’s rotating flow over a stretching surface by non-
linear thermal radiation. Gopal et al. [14] studied Joule’s and viscous dissipation on
Casson fluid flow with inclined magnetic field over a chemical reacting stretching
sheet. Kandasamy et al. [15] discussed MHD SWCNT-type nanofluid flow through
the base fluid, water, and seawater due to thermal radiation energy.

Convective boundary condition denotes the heat transfer rate through the sur-
face. These conditions are directly proportional to local differences in temperature.
We can say that a convective boundary condition increases the temperature and the
thermal conductivity of nanofluids. So, the convective boundary condition is more
suitable for nanofluid compared to constant temperature conditions. Resultant con-
vective boundary condition appeared in terms of Biot number. Mahanthesh et al. [16]
studied radiative heat transfer in three-dimensional MHD nanofluid flow subject to
convective boundary condition over a nonlinear stretching sheet. Nayak [17] studied
heat transfer investigation of nanofluid flow byMHD shrinking surface with convec-
tive condition. Matin et al. [18] studied entropy in mixed convection MHD nanofluid
flow over a sheet. Das et al. [19] studied entropy analysis of unsteady nanofluid flow
past stretching sheet with convective condition. Jain and Parmar [20] studied MHD
Williamson fluid flow over stretching cylinder through porous media.

The aim of this investigation is to explore the characteristics of homoge-
neous–heterogeneous reactions in the three-dimensional inclined stretching sheet of
water-based nanofluid CNTs embedded in porous medium. Here, nonlinear inclined
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Fig. 1 Schematic diagram

stretching sheet ismodeled andbothSWCNTs- andMWCNTs-type nanoparticles are
considered. Diffusion coefficients of both species are considered equal. Convergent
series solution is obtained by shooting method. The effect of pertinent parameters on
velocity, concentration, temperature, Nusselt number, and skin friction is discussed
and analyzed through figures and tables.

2 Formulation of the Problem

Consider water-based carbon nanotubes over a nonlinear inclined 3-D stretching
sheet with homogeneous–heterogeneous reactions through porous media under the
convective boundary condition. Velocities along x- and y-directions are Uw(x, y) �
c(x + y)n, Vw(x, y) � d(x + y)n, where n > 0, and c and d are positive constants.
Homogeneous and heterogeneous equations with two chemical species A and B have
been considered. The cubic catalysis in homogeneous reaction is (Fig. 1)

A + 2B → 3B, rate � kcab
2, (1)

while the catalyst surface on heterogeneous reaction is

A → B, rate � k5a , (2)

where kc and ks are rate constants, and a and b are concentrations of chemical species
A and B. The governing equations are given as follows:

∂u

∂x
+

∂v

∂y
+

∂w

∂z
� 0, (3)
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Table 1 Thermophysical properties of base fluid and nanoparticles

Physical
characteristics

Water (base fluid) SWCNT
(nanoparticle)

MWCNT
(nanoparticle)

ρ (kg/m3) 997.1 2600 1600

Cp (J/kg K) 4179 425 796

k (W/mK) 0.613 6600 3000

u
∂u

∂x
+ v

∂u

∂y
+ w

∂u

∂z
� υnf

∂2u

∂z2
− υnf

kp
u + g[βT (T − T∞)] cosα, (4)

u
∂v

∂x
+ v

∂v

∂y
+ w

∂v

∂z
� υnf

∂2v

∂z2
− υnf

kp
v + g[βT (T − T∞)] sin α, (5)

u
∂a

∂x
+ v

∂a

∂y
+ w

∂a

∂z
� DA

∂2a

∂z2
− kcab

2, (6)

u
∂b

∂x
+ v

∂b

∂y
+ w

∂b

∂z
� DB

∂2b

∂z2
+ kcab

2, (7)

u
∂T

∂x
+ v

∂T

∂y
+ w

∂T

∂z
� knf(

ρcp
)
nf

∂2T

∂z2
− 1

(
ρcp

)
nf

∂qr
∂Z

, (8)

where u, v,w are fluid velocities along the directions x, y, z, respectively;DA andDB

are diffusion coefficients; kp is the permeability of porous medium; βT is the thermal
expansion.

Under the boundary conditions

z � 0, u � c(x + y)n, v � d(x + y)n, w � 0, DA
∂a

∂z
� ksa, DB

∂b

∂z
� −ksa,

− knf
∂T

∂z
� γ (Tw − T ), (9)

at

z → ∞, u → 0, v → 0, a → a0, b → 0, T → T∞, (10)

where μnf , υnf , φ, ρnf , ρCNT are the viscosity of nanofluid, kinematic viscosity of
nanofluid, volume fraction of nanoparticle, density of nanofluid, and density of car-
bon nanotube, respectively. Thermophysical properties of fluid and nanoparticles are
given in Table 1.

μnf � μf

(1 − φ)2.5
, υnf � μnf

ρnf
, ρnf � (1 − φ)ρf + φρCNT ,

(
ρcp

)
nf

� (1 − φ)
(
ρcp

)
f
+ φ

(
ρcp

)
CNT

. (11)
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The effective thermal conductivity of nanofluid is expressed as

knf
kf

�
⎛

⎝
1 − φ + 2φ

(
kCNT

kCNT−kf

)
ln

(
kCNT+kf

2kf

)

1 − φ + 2φ
(

kf
kCNT−kf

)
ln

(
kCNT+kf

2kf

)

⎞

⎠ . (12)

The Rosseland approximation is expressed as

qr � −4σ ∗

3k∗
∂T 4

∂z
, (13)

where σ ∗ is the Stefen–Boltzmann constant and k∗ is the mean absorption coeffi-
cient. The temperature difference has been considered very small, so that T 4 may be
expressed as a linear function of temperature.

T 4 ≈ 4T 3
∞T − 3T 4

∞ (14)

Similarity transformations are

u � c(x + y)nf ′(η), v � c(x + y)ng′(η), b � a0h(η), a � a0ϕ(η),

T − T∞ � (Tw − T∞)θ, η �
(
c(n + 1)

2υf

)1/2

(x + y)
n−1
2 z

w � −
(
cυf (n + 1)

2

)1/2

(x + y)
n−1
2

{
(f + g) +

n − 1

n + 1
η
(
f ′ + g′)

}
, (15)

on substituting Eq. (15) in Eqs. (3)–(8), Eq. (3) identical satisfies and Eqs. (4)–(8)
are transformed into the following form:

f ′′′ + (1 − φ)2.5A1

{
(f + g)f ′′ − 2n

n + 1

(
f ′ + g′)f ′ + 2

n + 1
δ cosα1θ

}
− 2K

n + 1
f ′ � 0, (16)

g′′′ + (1 − φ)2.5A1

{
(f + g)g′′ − 2n

n + 1

(
f ′ + g′)g′ + 2

n + 1
δsin α1θ

}
− 2K

n + 1
g′ � 0, (17)

1

Sc
ϕ′′ + (f + g)ϕ′ − 2

n + 1
k1ϕh

2 � 0, (18)

δ

Sc
h′′ + (f + g)h′ + 2

n + 1
k1ϕh

2 � 0 , (19)

1

A2 Pr

(
A3 +

4

3
R

)
θ ′′ + (f + g)θ ′ � 0 , (20)

under the boundary condition at

η � 0 f (0) � g(0) � 0, f ′(0) � 1, g′(0) � α, ϕ′(0) � k2ϕ(0),

δ1h
′(0) � −k2ϕ(0), θ(0) � 1 +

A3

Bi
θ ′(0),

at
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η → ∞ f ′(∞) → 0, g′(∞) → 0, ϕ(∞) → 1 h(∞) → 0 θ(∞) → 0,
(21)

where K is the local porosity parameter, α is the ratio parameter, Sc is the Schmidt
number, δ is the ratio of diffusion coefficient, k1 and k2 are the homogeneous and
heterogeneous strength, R is the radiation parameter, and Pr is the Prandtl number.
These nondimensional variables are defined by

K � υf

kpc(x + y)n−1 , α � d

c
, Sc � υf

DA
, δ1 � DB

DA
, Pr �

μf
(
cp

)
f

kf
, R � 4σ ∗ T 3∞

k∗ kf

k1 � kca20
c(x + y)n−1 , k2 � ks

DA

√
2

n + 1

√
υf

c(x + y)n−1 . (22)

Assuming,

A1 � (1 − φ) + φ
ρCNT

ρf
, A2 � (1 − φ) + φ

(
ρCp

)
CNT(

ρCp
)
f

, A3 � knf
kf

.

Also, assuming that both the chemical species have equal diffusion coefficients
DA and DB, i.e., δ1 � 1, thus

ϕ(η) + h(η) � 1. (23)

Now, Eqs. (18) and (19) become

1

Sc
ϕ′′ + (f + g)ϕ′ − 2

n + 1
k1ϕ(1 − ϕ)2 � 0, (24)

under the boundary conditions

ϕ′(0) � k2ϕ(0), ϕ(∞) → 1. (25)

Skin friction coefficients in dimensionless forms are given by

CfxRe
1/2
x �

(
n + 1

2

)1/2( 1

A1(1 − φ)2.5

)
f ′′(0) (26)

CfyRe
1/2
y �

(
n + 1

2

)1/2(
α−3/2

A1(1 − φ)2.5

)
g′′(0), (27)

where Rex � Uw(x+y)
υf

and Rey � Vw(x+y)
υf

depict the local Reynolds numbers.
Nusselt number in dimensionless form is given by

Nu � −A3(Rex)
1/2

(
n + 1

2

)
θ ′(0)
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3 Numerical Method

Equations (16), (17), (20), and (24) under the boundary conditions (21) and (25)
have been solved numerically by fourth-order Runge–Kutta method with shooting
technique. Runge–Kutta fourth-order method needs a finite domain 0 ≤ η ≤ η∞. In
this study, we have chosen η∞ � 10. The boundary value problem is changed into
initial value problem, which is defined as

f ′
3 � −

{
(1 − φ)2.5A1

{
(f1 + f4)f3 − 2n

n + 1
(f2 + f5)f2 +

2

n + 1
δ cosα1f10

}
− 2K

n + 1
f2

}

f
′
6 � −

{
(1 − φ)2.5A1

{
(f1 + f4)f6 − 2n

n + 1
(f2 + f5)f5 +

2

n + 1
δ sin α1f10

}
− 2K

n + 1
f5

}

f
′
8 � −Sc

{
(f1 + f4)f8 − 2

n + 1
k1f7(1 − f7)

2

}

f
′
10 � A2 Pr(

A3 + 4
3R

) {−(f1 + f4)f10}.

Under the boundary condition

f1(0) � f4(0) � 0, f2(0) � 1, f5(0) � α, f9(0) � 1 +
A3

Bi
f10(0), f8(0) � k2f7(0),

f3(0) � r1, f6(0) � r2, f8(0) � r3, f10(0) � r4,

where r1, r2, r3, and r4 are the initial guesses.

4 Results and Discussion

The numerical results have been obtained for SWCNTs andMWCNTs. The effects of
pertinent parameters like ratio parameter α, power law index n, nanoparticle volume
fraction φ, local porosity parameter K, heterogeneous reaction parameter k2, homo-
geneous reaction parameter k1, Schmidt number Sc, radiation parameter R, Prandtl
number Pr, Biot number Bi, and Brinkman number Br on the velocity, concentration,
and temperature are calculated for fixed values which are as follows:

α1 � π
4 , φ � 0.2, K � 0.1, α � 0.3, Sc � 0.7, k1 � 0.2, k2 � 0.1, R � 0.2,

Bi � 0.5, δ � 1, n � 1, and are presented through graphs and Tables 2 and 3.
Figure 2 depicts that an increment in local porosity parameter K shows decreasing

trend for velocity profile and boundary layer thickness for both CNTs. Figure 3
illustrates that how thevelocity profile is affectedwith the variationof volume fraction
φ. Both momentum layer thickness and velocity are enhanced for larger volume
fraction nanoparticles in cases of CNTs.
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Table 2 The evaluation of the values of f ′′(0) and g′′(0) with that of Junaid et al. and Mahanthesh
et al. on taking n � 1, φ � 0, α1 � 0, and K � 0 in this study

α φ Junaid et al. [21] Mahanthesh et al. [16] Present study

f ′′(0) g′′(0) f ′′(0) g′′(0) f ′′(0) g′′(0)

0 0 −1 0 −1 0 −1 0

0.5 0 −1.2247 −0.6123 −1.22474 −0.6123 −1.224745 −0.612372

1.0 0 −1.4142 −1.4142 −1.41421 −1.4142 −1.414213 −1.414213

Table 3 The numerical values of skin friction and Nusselt number at n�3

α φ Cfx Cfy Nu

(SWCNT)
(Water)

(SWCNT)
(Water)

(SWCNT)
(Water)

(SWCNT)
(Water)

(SWCNT)
(Water)

(SWCNT)
(Water)

0.3 0.2 −6.06335 −6.612145 −10.59195 −11.612281 0.6151086 0.614676

0.7 −6.92344 −7.543509 −8.229895 −8.9728997 0.6251615 0.624852

1.5 −8.38560 −9.126955 −6.863624 −7.4681948 0.6380758 0.637859

2.0 −9.18206 −9.989833 −6.511089 −7.0814460 0.6435497 0.643360

0.0 −5.24228 −5.242282 −9.183285 −9.1832854 0.5491658 0.549165

0.2 −6.06335 −6.612145 −10.59195 −11.612281 0.6151086 0.614676

0.4 −7.89321 −9.182844 −10.59195 −11.612281 0.6334274 0.635063

Fig. 2 Velocity for different
values of K
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Figures 4 and 5 show the variation of stretching ratio parameter on the axial
velocity and transverse velocity. Figure 4 shows that an enhance in stretching ratio
parameter leads to the reduction of the boundary layer thickness along the x-direction
(axial), whereas the reverse effect has been obtained for the y-direction (transverse).
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Fig. 3 Velocity for different
values of φ
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Fig. 4 Velocity for different
values of α
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Figure 6 presents the variation of velocity profile g′(η) affected with the volume
fraction nanoparticle. Both velocity profile and related layer thickness are increased
when nanoparticle volume fraction increases for both CNTs. Figure 7 shows g′(η)

via K. Larger K presents decreasing trend for velocity profile and layer thickness for
both CNTs.
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Fig. 5 Velocity for different
values of α
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Fig. 6 Velocity for different
values of φ
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Figures 8 and 9 demonstrate the variation of homogeneous reaction parameter
k1 and heterogeneous reaction parameter k2 on the concentration profile. It is noted
that the increase in homogeneous reaction parameter k1 and heterogeneous reaction
parameter k2 decays the concentration profile for both CNTs.
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Fig. 7 Velocity for different
values of K
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Fig. 8 Concentration for
different values of k1
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Figures 10 and 11 plot the concentration profile ϕ(η) for the Schmidt number Sc
and porosity parameter K. Higher values of porosity parameter and Schmidt number
Sc constitute a larger concentration profile and for both CNTs more concentration
layer thickness.
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Fig. 9 Concentration for
different values of k2
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Fig. 10 Concentration for
different values of Sc
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Figure 12 plots the concentration profile of the ratio parameter α. High value of
ratio parameter α constitutes a large concentration profile and more concentration
layer thickness for both CNTs. Figure 13 shows the impact of Biot number Bi on
the temperature distribution. An increment in the Biot number relates to stronger
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Fig. 11 Concentration for
different values of K
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Fig. 12 Concentration for
different values of α
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convection, which illustrates the higher temperature distribution and more thermal
layer thickness for both CNTs.

Figure 14 is designed to compare both nonlinear and linear thermal radiation influ-
ences on thermal boundary layer. The black lines relate to linear thermal radiation
and blue lines correspond to nonlinear thermal radiation. From this figure, the tem-
perature in the boundary layer rises with an increase in radiation parameter. Further,
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Fig. 13 Temperature for
different values of Bi
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Fig. 14 Temperature for
different values of ∝
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the temperature profile is lower for linear thermal radiation as compared with non-
linear thermal radiation. Thus, we conclude that the nonlinear thermal radiation is
more suitable for heating processes. Figure 15 describes that the temperature profile
in the boundary layer is an increasing function of volume fraction parameter φ.

Figures 16 and 17 are plotted to inspect that how the temperature profile is affected
by the ratio parameter and the porosity parameter. Figure 16 shows that the temper-
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Fig. 15 Temperature for
different values of φ

0 1 2 3 4 5
0

0.05

0.1

0.15

0.2

0.25

SWCNT = -----------------

MWCNT = ................

φ = 0.0, 0.1, 0.2

θ(η)

η

Fig. 16 Temperature for
different values of α
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ature decreases when the ratio parameter increases. In Fig. 17, both the tempera-
ture profile and related layer thickness are increased when the porosity parameter
increases for both CNTs.
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Fig. 17 Temperature for
different values of K
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5 Conclusion

Homogeneous–heterogeneous reactions of water-based carbon nanotubes’ nanofluid
flow over a nonlinear inclined 3-D stretching sheet embedded in porous media are
studied. The effects of different physical parameters in different flow fields were
examined. The major points are given as follows:

• Effects on concentration profile field of homogeneous and heterogeneous reaction
parameters are quite the same.

• Velocity components decrease for higher values of local porosity parameter K.
• The nonlinear thermal radiation has high impact on flow fields compared with
linear thermal radiation.

• By varying the Biot number and the nanoparticle volume fraction, could be con-
trolled easily.

• Both the velocity components are higher for MWCNTs as compared with SWC-
NTs.
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Bioconvection Flow and Heat Transfer
over a Stretching Sheet in the Presence
of Both Gyrotactic Microorganism
and Nanoparticle Under Convective
Boundary Conditions and Induced
Magnetic Field

Shalini Jain and Rakesh Choudhary

Abstract The present analysis considered the effects of heat and mass transfer with
an induced magnetic field in both gyrotactic microorganisms and nanoparticle over
a stretching sheet. The influences of convective boundary conditions have also been
taken into account. PDEs are converted into nonlinear coupled ODEs by using suit-
able similarity transformation. These equations are evaluated numerically by fourth-
and fifth- order Runge–Kutta–Fehlberg method with shooting technique in MAT-
LAB. The evaluations are carried out to know the influence of various parameters on
velocity, induced magnetic, temperature, concentration, and motile microorganism
density profile and the results are shown through graphical representation.

Keywords Induced magnetic field · Stretching sheet · Bioconvection

1 Introduction

The bioconvection occurs when water-based nanofluids are having the motile
microorganism. These self-propelledmicroorganisms are used to enhance the density
of base fluid in a particular system. Bioconvection is used to define the phenomenon
of macroscopic convection motion of the fluid invented due to the density gradi-
ent generated by combining swimming of microorganisms (i.e., bacteria and algae).
The nanoparticles are not self-propelled, unlike the motile microorganisms, and the
motion of nanoparticles ismotivated byBrownianmotion and thermophoresis, which
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are arising in the nanofluid. Thus, we can say that the motile microorganism’s motion
is not dependent on the motion of nanoparticles. Bioconvection has many applica-
tions due to enhancement in mass transfer and mixing in bio-microsystems, enzyme
biosensors, and biotechnology. Initially, Childress et al. [1] obtained the model for
collective movement of microorganism in the occurrence of nanoparticles. He stud-
ied that the motility of the organism is defined by a typical upward swimming speed
of microorganism with the velocity U. The obtained outcomes are compared with
remarks of patterns formed by the ciliated protozoan “Tetrahymena pyriformis”. The
mechanism of up-swimming varies among bottom-heavy algae and oxytactic bac-
teria. Rational continuum models expressed and investigated in each of these cases
for short-cell volume fraction [2, 3].

Kuznetsov [4] described the Galerkin method to acquire an analytical explanation
for the critical Rayleigh number for the non-oscillatory condition in the presence of
gyrotactic microorganism. Xu and Pop [5] investigated the HAM solution of mixed
convection fluid flow through a stretching surfacewith the existence of nanoparticles.
Raees et al. [6] extended the problem of Xu and Pop and analyzed the influence of
gravity-driven nanoliquid in the occurrence of gyrotactic microorganism. Several
authors such as Jain and Parmar [7], Jain and Bohra [8], Siddiqa et al. [9], Alsaedi
et al. [10], and Govind et al. [11] have explored the same phenomenon.

Recently, some authors have paid their attention to account the effects of induced
magnetic field in the phenomenon of boundary layer flow. The study of behavior
of electrically conducting fluid in the existence of an electromagnetic field is called
Magnetohydrodynamics (MHD)withmany applications in variousfields of engineer-
ing as well as geophysics, astrophysics, manufacturing, etc. The subject of MHD has
been functional, for example, in a problem related with the incarceration of plasma
by magnetic fields and in projects containing thermonuclear generation of energy.
Chauhan and Rastogi [12] illustrated the effects of heat transfer and MHD flow past
a stretching sheet with a porous medium. The authors such as Chauhan and Agarwal
[13], Ali et al. [14], Jafar et al. [15], and Jain and Choudhary [16] analyzed the MHD
and induced magnetic field phenomenon in boundary layer flow.

Several authors have studied the influence of convective boundary conditions with
different aspects. Gireesha et al. [17] presented the effects of the induced magnetic
field for boundary layer stagnation point flow over a stretching sheet with convective
boundary conditions. The unsteady MHD flow of a bio-nanofluid with convective
boundary conditions was studied by Faisal et al. [18]. Makinde and Aziz [19] gave a
model on stretching sheet non-Newtonian fluidwith convective boundary conditions.
Khan and Makinde [20] studied the heat and mass transfer effects of gyrotactic
microorganism in the existence of nanoparticles. Recently, Chakraborty et al. [21]
and Ramzan et al. [22] also investigated the impacts of gyrotactic microorganism
with nanoparticle for different pertinent parameters in boundary layer flow.

In the current study, we have examined the influence of the induced magnetic
field in the occurrence of both gyrotactic microorganisms and nanoparticle over
a stretching sheet with convective boundary conditions. The resulting governing
equations are solved by fourth- and fifth- order Runge–Kutta–Fehlberg method with
shooting technique.
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2 Mathematical Formulation

Consider a two-dimensional stagnation point incompressible viscous electrically
conducting fluid flow of a nanofluid over a stretching sheet with microorganism
under convective boundary conditions. Assuming that uw(x) � cxm is the stretching
velocity and ue(x) � axm is the ambient fluid velocity, where a, c, and m are the
constants and c>0 shows the case for stretching sheet. The impact of the induced
magnetic field is also taken into account. For inducedmagnetic field, the electric field
�E is supposed to be negligible. It is well-known that the electrical currents which
flow in the fluid will provide growth to an induced magnetic field. Here, the strength
of the induced magnetic field He(x) is applied in the normal direction to the sheet.

The nanofluid having gyrotactic microorganisms and the nanoparticle suspen-
sion is constant and the direction of microorganisms’ swimming is independent. The
temperature Tf , nanoparticle volume fraction Cf , and the density of motile microor-
ganisms nw are assumed at the boundarywall,whereas,T∞,C∞, and n∞ are supposed
as their ambient values. We ignore the viscous dissipation in the energy equation.

The equations represent the conservation of continuity, momentum, inducedmag-
netic field, thermal energy, nanoparticles, andmicroorganism, respectively,which are
as follows:

∂u

∂x
+

∂v

∂y
� 0 (1)

∂H1

∂x
+

∂H2

∂y
� 0 (2)

u
∂u

∂x
+ v

∂u

∂y
� ue

due
dx

+ ν
∂2u

∂y2
+

μ0

4πρ

(
H1

∂H1

∂x
+ H2

∂H1

∂y

)
− μ0

4πρ
He

dHe

dx
(3)

u
∂H1

∂x
+ v

∂H1

∂y
− H1

∂u

∂x
− H2

∂u

∂y
� μe

∂2H1

∂y2
(4)

u
∂T

∂x
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∂T

∂y
� α

∂2T

∂y2
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∂y
� DB

∂2T

∂y2
+
DT
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(
∂2T
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)
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u
∂n

∂x
+ v

∂n

∂y
+

bWc

(C f − C∞)

[
∂

∂y

(
n
∂C

∂y

)]
� Dm

∂2n

∂y2
. (7)

Subject to the boundary conditions

at y � 0, u � uw(x), v � 0, H1 � H2 � 0, −κ ∂T
∂y � h f (T f − T ), n � nw,

−DB
∂C
∂y � hs(C f − C),

at y → ∞ u → ue(x), H1 → He(x) � H0xm, T → T∞, C → C∞, n → n∞,

(8)
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where (u, v) and (H1, H2) are the velocity components and magnetic components
in (x, y) directions, respectively, H is the induced magnetic field vector and H0 is
the value of He(x) when x � 0, N and σ are the kinematic viscosity and electri-
cal conductivity, respectively, μ0 is the magnetic permeability, ρ is the fluid den-
sity, μe � 1/4πσ is the magnetic diffusivity, α � κ/ρCp is the thermal diffu-
sivity, κ is the thermal conductivity, and Cp is specific heat at constant pressure.
τ � (ρc)p/(ρc) f is the referred proportion between the effectual heat capability
of nanoparticles and base fluid, DB and DT denote the Brownian diffusion coeffi-
cient and thermophoretic diffusion coefficient, respectively, n is the concentration of
microorganism, b is chemotaxis constant, Wc is referred maximum cell swimming
speed, Dm signifies the diffusivity of microorganism, hf and hs are heat and mass
transfer coefficients, respectively.

Introducing similarity transformation

ψ � √
ue(x)νx f (η), η �

√
ue(x)

νx
y, ξ (η) � H0

√
vxm+1

a
s(η),

θ � T − T∞
T f − T∞

, φ(η) � C − C∞
C f − C∞

, w(η) � n − n∞
nw − n∞

. (9)

Equations (1)–(2) are satisfied with the following transformation

u � ∂ψ

∂y
, v � −∂ψ

∂x
, H1 � ∂ξ

∂y
, H2 � −∂ξ.

∂x
. (10)

Using similarity transformation (9)–(10), Eqs. (3)–(7) become
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(
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)
f f ′′ − m( f
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θ
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[
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+ φ

′
w
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With the boundary conditions

f (0) � 0, f
′
(0) � λ, s(0) � 0, s

′
(0) � 0, θ

′
(0) � −Bi[1 − θ (0)],

φ
′
(0) � −Nd [1 − φ(0)], w(0) � 1

f
′
(∞) � 1, s

′
(∞) � 1, θ (∞) � 0, φ(∞) � 0, w(∞) � 0. (16)
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Here, f
′
(η), s

′
(η), θ (η), φ(η) and w(η) symbolize velocity without dimension

close to the surface, magnetic profilewithout dimension, temperature without dimen-
sion, nanoparticle concentrationwithout dimension, denseness ofmotilemicroorgan-
ism without dimension, respectively.

Here, M2 � μ0H 2
0

4πρa2 is magnetic field parameter, λ∗ � 1
4πσν

is the reciprocal of

magnetic Prandtl number, Pr � ν
α
signifies Prandtl number, Nb � τDB

α
(C f − C∞)

denotes the Brownian motion parameter, Nt � τDT
T∞α

(T f − T∞) is the thermophoresis
parameter, Le � ν

DB
represents the Lewis number, Sc � ν

Dm
is the Schmidt number,

Pe � bWc
Dm

is the bioconvection Peclet number, � � n∞
nw−n∞ is the dimensionless

parameter, λ � c/a is the stretching parameter (λ>0), Bi � h f

κ

√
ν

axm−1 denotes Biot
number, and Nd � hs

DB

√
ν

axm−1 is the convection–diffusion parameter.

3 Numerical Method

The coupled nonlinear Eqs. (11)–(15) with boundary conditions (16) are solved
numerically using Runge–Kutta–Fehlberg fourth- and fifth- order (RKF45) with
shooting technique. Initially, boundary value problems are converted into initial value
problems.

In this method, the important thing is that to select the proper finite value of η,
for current study we have chosen η8 for η∞. Later, we began with initial guess of
f

′′
(0), s ′′(0), θ ′

(0), φ
′
(0), and w

′
(0), which are found by secant method using step

size h�0.00001 and convergence criteria 10−6.
Assume that

f � f1, f
′ � f2, f

′′ � f3, s � f4, s
′ � f5, s

′′ � f6, θ � f7, θ
′ � f8, φ � f9,

φ
′ � f10,w � f11 andw

′ � f12. (17)

Using Eq. (17) and Eqs. (11)–(15) are converted into initial value problems

f
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)
f1 f3 − m( f 22 − 1) − M2
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m f 25 −
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f
′
12 � Pe

[
( f11 + �) f

′
10 + f10 f12

]
− Sc

(
m + 1

2

)
f1 f12 (22)

Subjected to the boundary conditions

f1(0) � 0, f2(0) � λ, f3(0) � r1, f4(0) � 0, f5(0) � 0, f6(0) � r2,

f7(0) � ( f8(0)/Bi) + 1, f8(0) � r3, f9(0) � ( f10(0)/Nd ) + 1,

f10(0) � r4, f11(0) � 1, f12(0) � r5. (23)

Here, r1, r2, r3, r4, and r5 are the guesses for f
′′
(0), s

′′
(0), θ

′
(0), φ

′
(0), and w

′
(0),

correspondingly.

4 Results and Discussion

Numerical results obtained by Eqs. (18)–(22) under the boundary conditions (23)
are discussed through graphs. A detailed discussion of various parameters such as
magnetic field parameter, reciprocal of magnetic Prandtl number, Brownian motion
parameter, Biot number, thermophoresis parameter, convection–diffusion parameter,
Peclet number, and Schmidt number is shown through graphs.

Figures 1, 2, 3, 4, 5, 6, 7, 8, 9, and 10 illustrate the effects of magnetic field
parameter and reciprocal of magnetic Prandtl number on velocity, induced magnetic
field, temperature, concentration, and motile microorganism density profile. The
velocity profile and magnetic field profile decrease with magnetic field parameter.
This is due to magnetic field contrasting the transport phenomena, since the variation
of magnetic parameter affects the variation of Lorentz force. Lorentz force is a drag-
like force that generatesmore resistance to transport phenomena and that causes drops
in the fluid velocity. For reciprocal of magnetic Prandtl number, the presence of H1

and H2 enhances the magnitude of the Lorentz force and delay the magnitude of the
velocity. On the other hand, due to the above reason the temperature, concentration,
and motile microorganism density profile enhances with magnetic field parameter
and reciprocal of magnetic Prandtl number.

Figures 11 and 12 represent the effects of thermophoretic and Brownian motion
parameters on temperature profile and concentration profile, respectively. The exis-
tence of nanoparticles (which accounts for the thermophoresis and Brownian motion
parameters) in the base fluid enhances the thermal conductivity, and hence thermal
and solute boundary layer width increases. It is also observed that in concentration
profile near the wall, the profile decreases with thermophoresis parameter and Brow-
nian motion parameter but after a midpoint, it shows enhancement. It is noticeable
that the Brownian motion of nanoparticles plays a major role in nanofluids’s heat
transfer improvement.

Figures 13 and 14 display the impacts of Biot number and convection–diffusion
parameter on temperature profile and concentration profile, respectively. Enhance-
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Fig. 1 Effects of M2 on magnetic field profile
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Fig. 3 Effects of M2 on temperature profile
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Fig. 9 Effects of λ∗ on concentration

ment in Biot number and convection–diffusion parameter causes an increase in the
thickness of thermal boundary layer and solute boundary layer, correspondingly.
Physically, the thermal resistance of the sheet decreases and convective heat transfer
through the fluid on the right side of the sheet is enlarged for higher values of Biot
number, and hence the thermal boundary layer thickness is increased.

In Fig. 14, due to the above reason in solute boundary layer profile, the solute
boundary layer thickness increases with convection–diffusion parameter. The impact
of Lewis number on concentration profile is plotted in Fig. 15. It is observed that for
higher values of Lewis number, concentration profile shows reduction. This is due to
that Lewis number is the ratio of kinematic viscosity and diffusion coefficient. Hence,
enhancement in Lewis number leads to decrease in the diffusion coefficient in solute
boundary layer thickness. Figures 16, 17, and 18 show that the density of motile
microorganism is strongly affected by Schmidt number, dimensionless number �,
and Peclet number. The foundation of the bioconvection is created from the interior
energy of the microorganisms. Higher Peclet number and Schmidt number describe
lower swimming speed of themotilemicroorganisms. The density ofmicroorganisms
decreaseswith the augment of Pe,which is the cause to the fact that the self-propelling
(lower Pe)motilemicroorganisms outcome in highmicroorganismpropulsion,which
reduces the microorganism profile for Peclet number as well as Schmidt number and
�.
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5 Conclusion

We have explored the impacts of heat and mass transfer with induced magnetic
field in the occurrence of both gyrotactic microorganisms and nanoparticles over
stretching sheet under convective boundary condition. Following are the important
results comprehended from the current analysis:

• Velocity profile and magnetic profile show negative behavior when magnetic field
parameter and reciprocal of magnetic Prandtl number increases, whereas tempera-
ture profile, concentration profile, andmotile microorganism density profile shows
enhancement for it.

• There is an increment in temperature profile, when the Brownian motion and
thermophoresis parameters are enhanced; however, mixed results are shown in
concentration profile.

• Temperature profile and concentration profile are an increasing function of Biot
number and convection–diffusion parameter. On the other hand, concentration
boundary layer width reduces with Lewis number.

• Motile microorganism density profile decreases with Schmidt number, dimension-
less parameter, and Peclet number.
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Color Histogram-
and Smartphone-Based Diabetic
Retinopathy Detection System

Nikita Kashyap, Dharmendra Kumar Singh and Girish Kumar Singh

Abstract Diabetic Retinopathy (DR) is diabetes-related eye disorder. An initial eye
examination is the finest method to avoid DR. In this paper, a low-price DR detection
algorithm using mobile phone-and color histogram-based image retrieval technique
has been proposed. The mobile phone will take a picture of the patient’s eye with the
help of 20D condensing lens, and then implement a color histogram retrieval program
to find the similar picture from the collected database. The presented system reduces
the professional’s work of DR identification. Our aim is to make an effective, easy,
and low-cost eye examination program, which is ideal for underdeveloped regions
and make it available to one and all.

Keywords Image retrieval · Histogram · Diabetic retinopathy · Smartphone

1 Introduction

Diabetes is a long-term organ disease that is familiar nowadays. It started when the
blood sugar level increases because of the weak creation of hormone, which allows
sugar to enter into human body [1, 2]. Because of diabetes, the amount of sugar in
small blood vessels of eye increases, the vision becomes difficult and causes blind-
ness. This is called Diabetic Retinopathy. It blocks and distorts the blood vessels of
the retina, which is the reason for fluid liking and vision distorting. After 10–15 years
of diabetes, about 30% of patients develop a serious visual impairment [3, 4].
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Fig. 1 Diabetic retinopathy image [7]

The diabetic retinopathy is basically divided into four phases. As the time goes,
the situation of the disease increases from normal to first DR phase and then from
first to further advance phases. The phases are defined below [5, 6] (Fig. 1)

(a) Mild nonproliferative DR: This is the first phase of retinopathy on which the
eye’s blood vessels are starting to swell. This swelling is known as an aneurysm.

(b) Moderate nonproliferative DR: On this phase, the blood vessels start to distort,
swelling increases, and creates dot-and-blot hemorrhage.

(c) Severe nonproliferative DR: As the disease progresses, the blocking of blood
vessels starts and yellow spots called cotton wool spots start to create on retina
side.

(d) Proliferative diabetic retinopathy: This is the last and risky phase of DR that
create new but fragile blood vessels on the eye side. These vessels leak fluid
and growing of this vessel becomes the reason for serious visual impairment.

The identification ofDR in the starting phase can excellently cut down the situation
of visual impairment [8]. But the number of diabetic patients is very high as compared
to the number of eye specialists, so there is a need of automated DR detectionmethod
so that the DR affected person alone can go to the hospital for treatment and analysis
[9, 10].

For the analysis process, themost popularmethod is content-based image retrieval
technique. It is a retrieval system that depends on particular features (text, shape, and
color) of picture [11, 12]. This paper presents a color histogram-basedCBIRdetection
system, which can easily and effectively identify the stages of Diabetic Retinopathy.
The basic purpose of a color histogram is to create the feature points of the image.
The feature points of the entire database and query image are compared to find out
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the similarities between them by the formula of Euclidean Distance (ED) [13]. At
the final stage of this method, the images with the list of possible distances from the
query image are shown on screen. This paper shows the method by which mobile
phones and 20D lens can be used to take the retinal image, so that the system can be
available at any place at any time.

2 Proposed System

In this paper, mobile phone-and color histogram-based Diabetic Retinopathy iden-
tification system have been proposed. The introduction of both the methods is given
below.

2.1 Color Histogram

The very effective data, which can be extracted from pictures for the retrieval work
is the colors. They are the attractive and optical property of a picture and they are
obvious to search and operate. In this paper, we analyze a method in which matching
work of pictures depends on the color property explained by using the color histogram
[14].

Histograms are usually calculated according to the intensity of RGB channels and
provide independent histograms of channels [15]. They represent the pixel value,
which contains the list of colors and that property is beneficial for fast examination
of the number of digital images. A number of researchers are attracted to this method
because it does not get affected by rotation, scaling, and translation of an image.

2.2 Smartphone as an Indirect Ophthalmoscope

Smartphones with valuable camera quality, 20D lens, and light-emitting diode (LED)
can perform as an indirect ophthalmoscope. First, take the smartphone in one hand
and the condensing lens in another as shown in Fig. 2 and then illuminate a patient’s
eye by using LED and capture the retinal image. This method is very simple and
inexpensive [16, 17].
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Fig. 2 Principle of
smartphone indirect
ophthalmology [18]

2.3 Algorithm and Flowchart

(a) Capture the retinal image of patient by using mobile phone and lens.
(b) Input the captured image.
(c) Change the size of the image into 256 × 256.
(d) Transform the RGB image into histogram form.
(e) Measure the properties: mean, skewness, and Std (Standard deviation) [14] as

Mean:

Ma �
N∑

b�1

1

N
Xab, (1)

Standard deviation:

σa �
√(

1

N

∑N

b�1
(Xab − Ma)2

)
, (2)

Skewness:

Sa �
√(

1

N

∑N

b�1
(Xab − Ma)3

)
. (3)

(f) Make the image database of normal and diabetic retinopathy-affected eye.
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(g) Read all the database images and repeat the steps 3–5 for each and every database
image.

(h) Match the properties of patient’s retinal image with the properties of each and
every database image by calculating Euclidean Distance (ED) [14] as

Ed �
q∑

a�1

ta1
∣∣M1

a − M2
a

∣∣ + ta2
∣∣σ 1

a − σ 2
a

∣∣ + ta3
∣∣S1a − S2a

∣∣, (4)

where

Xab is the ath channel on the bth pixel
A is the current channel (e.g., 1�H, 2�S, 3�V)
Q is the total number of channels
M1

a, M
2
a are the mean values of query image and database image, respectively

σ1
a , σ

2
a are the standard deviation (Std) of query image and database image, respec-

tively
S1a, S

2
a are the skewness of query image and database image, respectively

ta is the weight at each channel point

(i) Organize all the values in an ascending order.
(j) Search the list of possible distances and present the matched images as result.
(k) Find the ability of the method by measuring the value of precision and recall as

the following [14]:

Precision � (No. of retrieved images that are relevant)

Total no. of retrieved images
, (5)

Recall � (No. of retrieved images that are relevant)

Number of relevant images in the database
. (6)

Figure 3 shows the flowchart of the overall proposed system for DR detection.

3 Experimental Results

The number of images related toDiabetic Retinopathy (DR) is selected and analyzed.
The retinal picture of the patient is taken by using a smartphone with lens, and then
the image is processed by using color histogram displayed in Fig. 4.

After calculating all the feature points of query image and collected database,
the points are compared by Euclidean distance. The value of Euclidean distances is
arranged in descending structure and according to thatwe have obtained the following
top five retrieval images (Fig. 5 and Table 1).
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Calculate Euclidean 
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For Reference 
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Color Histogram
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Start

Fig. 3 Flowchart of the proposed technique

Fig. 4 The HSV color space in different planes (The image is of a patient’s eye captured by mobile
phone with condensing lens and subsequently three figures were generated by the program used for
the study)
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Fig. 5 The retrieved retinal image (The images are the retinal images from the database collected
fromLuthraHospital, Bilaspur, whichwere obtained after comparing the retinal image of the patient
to the database)

Table 1 Description of images

Image Patient’s name Sex Age Diseases

QueryImg Mrs.
Sapnakaushik

Female 45 –

45.jpg Mrs. Manjula
Bose

Female 56 NPDR

44.jpg Mr. Ajay Kurre Male 47 NPDR

36.jpg Mr. Raj Mahuriya Male 55 NPDR

57.jpg Mrs. Trivani
Maniksha

Female 43 NPDR

71.jpg Mrs. Saluchana
Bai

Female 51 NPDR

Table 2 represents the extracted feature points of retinal images and Table 3
represents the value of Euclidean Distance (ED).
Precision: 62%
Recall: 55%

Displayed result: “Patient has nonproliferative diabetic retinopathy”.
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Table 3 Euclidean Distance (ED)

ED

Image Hue plane Saturation plane Value plane Complete image

45.jpg 0.021 0.086 0.053 0.160

44.jpg 0.026 0.085 0.057 0.168

36.jpg 0.022 0.088 0.061 0.171

57.jpg 0.028 0.089 0.062 0.179

71.jpg 0.027 0.090 0.067 0.184

4 Conclusion

The initial identification of Diabetic Retinopathy (DR) cuts down the improvement
of this disease and prevents vision loss. The proposed method decreases the difficult
computational task and enhances the identification work. The efficiency also rises
because the pictures are compared by both pixel and color instruction. The result
represents that the few number of images retrieved with 62% precision and 55%
recall decreases the operating time. As in this system, the smartphone is used as an
indirect ophthalmoscope, and it can be available at any place and at any time for the
underdeveloped region.
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Prediction of Diabetes Using Artificial
Neural Network Approach

Suyash Srivastava, Lokesh Sharma, Vijeta Sharma, Ajai Kumar
and Hemant Darbari

Abstract Diabetes is one of the major diseases of the population across the world.
Diabetes is a chronic disease that occurs either when the pancreas does not produce
enough insulin or when the body cannot efficiently use the insulin it produces. In
2014, 8.5% of adults aged 18years and older had diabetes. In 2012, diabetes was
the direct cause of 1.5 million deaths and high blood glucose was the cause of
another 2.2 million deaths [1]. Over the time, diabetes can damage the heart, blood
vessels, eyes, kidneys, and nerves. Early diagnosis can be made through a relatively
inexpensive method of computation. In this paper, Machine Learning, a branch of
Artificial Intelligence is used to analyze and make the diabetes prediction model.
Various researchers have also been done to predict the diabetes machine learning
algorithm, but this is an additional effort in the research work based on a specific
type of patient in a specific community. In this research work, a data sample of Pima
Indians was taken to predict the possibility of diabetes. Among several algorithms
of Machine learning, Artificial Neural Network (ANN) was chosen for building the
model to predict diabetes. Thismodel is ideal for predicting the possibility of diabetes
with 92% accuracy while tested with the sample test data. This model can achieve
more accuracy if it is trained with a large sample training data in the future.

Keywords Diabetes ·Machine learning · Artificial neural network · Pima
Indian · Classification
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1 Introduction

Diabetes mellitus: More commonly referred to as “diabetes”—a chronic disease
associated with abnormally high levels of the sugar glucose in the blood. Diabetes is
due to one of the two mechanisms: Inadequate production of insulin (which is made
by the pancreas and lowers blood glucose), or Inadequate sensitivity of cells to the
action of insulin [2]. Diabetes mellitus also may develop as a secondary condition
linked to another disease, such as pancreatic disease, a genetic syndrome, such as
myotonic dystrophy, or drugs, such as glucocorticoids. Gestational diabetes is a tem-
porary condition associated with pregnancy. In this situation, blood glucose levels
increase during pregnancy but usually returns to normal after delivery [3]. Based on
the data from the 2011 National Diabetes Fact Sheet, diabetes affects an estimate of
25.8 million people in the US, which is about 8.3% of the population. Additionally,
approximately 79 million people have been diagnosed with pre-diabetes [4]. Pre-
diabetes refers to a group of people with higher blood glucose levels than average
but not high enough for a diagnosis of diabetes. Increased awareness and treatment
of diabetes should begin with prevention.Many studies regarding diabetes prediction
have been conducted for several years. The primary objectives are to predict what
variables are the causes, at high risk, for diabetes and to provide a preventive action
toward an individual at increased risk for the disease. Several parameters are con-
sidered for the study, which is explained in the next section. A healthy diet, regular
physical activity, maintaining a healthy body weight and avoiding the use of tobacco
can prevent or delay the onset of type 2 Diabetes Mellitus [5].

Nowadays, medical healthcare systems are rich in information. Wise use of these
data can produce some predictive outcome. Pima Indians in Arizona have partici-
pated in a longitudinal diabetes study that has provided data publicly, which is used
by many researchers for the study of diabetes. Various tools and techniques of Arti-
ficial Intelligence have been devised for early detection of diabetes after extracting
information from the vast data set. Pardha Repalli [6], in their research work, pre-
dicted how likely the people with different age groups are affected by diabetes based
on their lifestyle activities. They also found out factors responsible for the individ-
ual to be diabetic. Various classification methods were also used to detect Diabetes.
Among them, some of the frequently used classifiers and clustering techniques are—
Random forest, K-Means, J.48 algorithm, fuzzy approaches [7, 8]. Artificial Neural
Network has also been widely used in medical research and studies for the disease
prediction like Malaria and Cancer [9, 10]. Some research has also proved that ANN
is also suited for the early diagnosis of diabetes [11]. Classification and prediction
of the patient’s condition based on risk factors are an application of artificial neural
networks. The predictive capability of each neural network within the fully trained
dataset was analyzed as well as the predictive capabilities of the neural networks on
unseen data.
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2 Methodology

The following subsections show the process or the method through which diabetes
prediction model has developed.

2.1 Data Collection

Data has been collected fromKaggle’s website (platform for predictivemodeling and
analytics competitions in which companies and researchers post data for research
purpose) Pima Indians Diabetes Dataset, Class variable (0 or 1)Which is the original
source of Research Center of National Institute of Diabetes and Digestive and Kid-
ney Diseases, RMI Group Leader Applied Physics Laboratory The Johns Hopkins
University [12]. This data has already been used for forecasting the onset of diabetes
mellitus using ADAP learning algorithm. In this dataset, all patients here are females
at least 21years old of Pima Indian heritage. The total Number of Instances is 768,
which is completely used in this study. It contains 8 attributes plus one class (Label)
column. Each attribute is numeric-valued; attributes of this dataset are as follows:

• Number of times pregnant
• Plasma glucose concentration at 2 h in an oral glucose tolerance test
• Diastolic blood pressure (mm Hg)
• Triceps skinfold thickness (mm)
• 2-hour serum insulin (mu U/ml)
• Body mass index (weight in kg/(height in m2)
• Diabetes pedigree function
• Age (years)
• Class variable (0 or 1).

This dataset also contains the Missing Attribute Values, which is handled in the
next step of methodology (Preprocessing) using some statistical techniques. In class
values, distribution is like if there is 1, then it interpreted as “tested positive for
diabetes”, if the class value is 0, it means “tested negative for diabetes” training and
test data are divided into a certain number: 688 for training and 80 for testing data.
The mean of each attribute is shown in Table1. The screenshot of Training Sample
Data and Testing Sample Data is shown in Figs. 1 and 2, respectively.

2.2 Data Preprocessing

Data value in different attributes are having some missing values. These missing
values can lead to inaccurate result; also it may reduce the model accuracy. So
to handle these missing value the mean of column method is used to replace 0
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Table 1 Mean value of attributes

Attribute name Mean value

Number of times pregnant 3.8

Plasma glucose concentration 120.9

Diastolic blood pressure (mm Hg) 69.1

Triceps skin fold thickness (mm) 20.5

2-hour serum insulin (mu U/ml) 79.8

Body mass index 32.0

Diabetes pedigree function 0.5

Age (years) 33.2

Fig. 1 Screenshot of training sample data

with appropriate calculation [13]. To handle programmatically this missing values,
NumPy package of Pythonwas used to getmean function andmanipulate the existing
column array value from 0 to calculated result [14]. One thing is also important to
prioritize the attribute, so that Artificial Neural Network calculate weight of each
neurons (attribute) as per the given priority. Prioritizing attribute is need to get more
accuracy of diabetes detection, which shows that which cause affects the diabetes
detection on which priority. Table2 show the attribute priority.

2.3 Data Preprocessing

For the prediction of diabetes, themodel is built in core python usingArtificial Neural
Network(ANN) Algorithm.
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Fig. 2 Screenshot of testing sample data

Table 2 Attribute priority

Attribute name Prioritya

Diastolic blood pressure (mm Hg) 1

Number of times pregnant 2

Age (years) 3

Triceps skin fold thickness (mm) 4

Diabetes pedigree function 5

Body mass index (weight in kg/(height in m)^2) 6

2-hour serum insulin (mu U/ml) 7

Plasma glucose concentration a 2 h in an oral
glucose tolerance test

8

ameans lower weight, 8 means higher weight

Python: Python is a general-purpose language, most data analysis functionality
is available in packages like NumPy and pandas [15]. It has efficient high-level data
structures and a simple but effective approach to object-oriented programming.

Artificial Neural Networks (ANN): Artificial Neural Networks (as shown in
Fig. 3) is a family of models inspired by the biological neural network (the central
nervous systems of animals, in particular, the brain) and are used to estimate or
approximate functions that can depend on a large number of inputs and are unknown
[16]. Artificial neural networks are presented as systems of interconnected “neu-
rons” which exchange messages between each other. The connections have numeric
weights that can be tuned based on experience, making neural nets adaptive to inputs
and capable of learning [17]. Three types of parameters typically define an ANN:

1. The interconnection pattern between the different layers of neurons
2. The learning process for updating the weights of the interconnections
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Fig. 3 Artificial neural networks (ANN) model

3. The activation function that converts a neuron’s weighted input to its output
activation.

Mathematically, a neuron’s network function f(x) is defined as a composition of other
functions gi(x), which can further be defined as a composition of other functions. This
can be conveniently represented as a network structure, with arrows depicting the
dependencies between variables. A widely used type of composition is the nonlinear
weighted sum (given in Eq.1),

f (x) = K

(∑
i=1

wi gi (x)

)
(1)

where K (commonly referred to as the activation function) is some predefined func-
tion, such as the hyperbolic tangent.

This ANN algorithm itself is having various components to simulate the values
and learn using the history data for better prediction [15]. These components were
written in python as a function to call and execute:

1. Read_CSV(): Training data file Diabetes_TrainingData.csv and converting in
array to read by python. Using Pandas package [18] and related function array
can be formed to easily supply as input Training values.

2. Assigning Random weight(): INPUT_NEURONS variables used to weight for
inputHidden (WiH),ThenHiD (Hidden inputNeurons) toHIDDEN_NEURONS
for assigning weight. Finally, transfer HIDDEN_NEURONS weights to OUT-
PUT_NEURONS.

3. NeuralNetwork(): First define number of epoch, which is epoch = 0 for initial
and give training rate, which is TRAINING_REPS should always be greater than
epoch. TrainInputs[ ] is an array which stores weight and input neurons values,
trainOutput[ ] stores output hidden neurons values and learn for new values.
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Fig. 4 Sigmoid function

4. feedForward(): First Neurons values are transferred to hidden layer neurons,
where these values for each neurons are multiplied and stored in actual variable,
which is the sum of all the multiplied neurons and weight value.

5. backPropagate(): Backpropagation is a method to calculate the gradient of the
loss function with respect to the weights in an artificial neural network [19]. It is
commonly used as a part of algorithms that optimize the performance of the net-
work by adjusting theweights. Here, backpropagation call the sigmoidDerivative
function and define LEARN_RATE (Initially lower value), then calculate error
in each sigmoid layer.

6. sigmoid(val): The sigmoid function is a type of activation function for artificial
neurons. The most basic activation function is the heaviside (binary step, 0 or 1,
high or low). The sigmoid function (a special case of the logistic function) and
its formula looks as shown in Fig. 4.

7. ErrorCal(): Here, the final error shows the model accuracy and Actual and
Predicted values, which is finally 8% at the end of building model and get
prediction.

8. Graph_Plot(): This shows the result in graphical format. Package MatPlotLib
used to plot the graph of actual and predicted values [20]. This graph shows
under result section.

3 Accuracy Measurement of Model

RootMeanSquaredError (RMSE) andROC (ReceiverOperatingCharacteristic) per-
formance parameters of ANN model considered for the analysis of accuracy [21].
ANN produced Root Mean Squared Error 0.39 and ROC area 0.88. As per perfor-
mance guide for classifications accuracy, it shows that ROC > 0.80 is considered
GOOD classifier and ROC 0.77 as FAIR. The classifier should achieve ROC value
closer to 1 for higher accuracy of making prediction. The Screenshot of the output
shown in Fig. 5.
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Fig. 5 Output
prediction—actual versus
predicted

4 Result and Conclusion

Result of Diabetes Prediction model is shown as graphical format, where red line
shows the predicted values of Diabetes and blue lines shows the actual value. Here, it
is considered that predicted value which closer to 1 and above 0.5 is considered as 1
(Positive) whereas, closer to 0 and below 0.5 is considered as 0 (Negative) Prediction
capacity of ANN-based model and can predict the possibility of developing diabetes
in the community of Pima Indians. It is also observed that learning with more sample
dataset can improve the accuracy with reducing error rate. Using relative values for

Fig. 6 Graph between predicted and actual value
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the parameters for other demographic areas can be scaled up to the large areas. This
model is useful for health policy makers, who can take preventive action before the
occurrence of diabetes in large number (Fig. 6).
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Relative Stability Analysis
of Two-Dimensional Linear Systems
with Complex Coefficients

P. Ramesh

Abstract The paper presents two algebraic criteria for the relative stability analysis
of two-dimensional systems, which are represented in the form of characteristics
equation and further the equivalent single-dimensional characteristics equation is
formed from the given two-dimensional characteristics equation. When the relative
stability analysis is done based on the damped frequency of oscillation, the char-
acteristic equations with complex coefficients arise. These complex coefficients are
used in two different ways to form the modified Routh’s tables for the two schemes
named as sign pair criterion I and sign pair criterion II. It is found that the proposed
algorithms offer computational simplicity compared to other algebraic methods and
are illustrated with suitable examples, and the results were verified using MATLAB.

Keywords Complex coefficients · Relative stability · Routh’s table

1 Introduction

The relative stability is important in obtaining an acceptable transient response of
the linear continuous system. Mathematically, the roots of the system characteristics
equation lie in a certain sector in the left half of the s-plane. Sreekala et al. posted
a new procedure in which complex polynomial is used to form a modified Routh’s
table for the schemes named as Sign Pair Criterion I (SPC I) and Sign Pair Criterion
II (SPC II) [1].

A new Routh-like algorithm for determining the number of Right-Half-Plane
(RHP) roots of the polynomial with the complex case is presented by Agashe [2].
Benidir et al. had proposed a method to determine and form the Routh’s table
with the complex coefficient that is extended to the special case of hide leading
elements [3].
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Hwang et al. have revealed the damping margin and damped frequency of oscil-
lation based on the relative stability analysis [4]. Usher had introduced the method
to convert complex coefficient equation into the real coefficient equation, to analyze
the stability of the system. The same method proposed by the analysis of damping
margin is complicated, and hence complex coefficients are used in SPC I and SPC
II [5].

Chen et al. had proposed the original Routh’s table dealing with real polynomial,
which is further investigated for complexpolynomial [6]. Sreekala et al. hadpresented
an extending Routh’s criterion, a stability criterion is formulated which is directly
applicable to handle the characteristic equation having complex coefficients [7].

Two-dimensional recursive digital filters do not satisfy the classical definitions
for two-dimensional periodicity presented by Bauer et al. in [8]. Sivanandam et al.
have proposed the application of 1-D stability criteria and extension of the Routh’s
stability test to the stability analysis of digital filters [9]. Serban et al. had proposed
a BIBO stability algorithm that is based on a sufficient condition for BIBO stability
of n-dimensional filters [10].

The beauty of the Routh’s algorithm is finding the relative stability of the system
without determining the roots of the system. The formation of Routh’s table is done
by retaining the “j” terms of the complex coefficients and the stability analysis is done
using Sign Pair Criterion I (SPC I). The proof is given in [7]. In the second scheme, a
geometrical procedure is presented which is named as Sign Pair Criterion II (SPC II)
and is formulated with the help of “Modified Routh’s table” after separating the real
and imaginary parts of the characteristic equation by substituting s = “jω”. Applying
Routh–Hurwitz criterion, the number of the roots of F(s)�0 having positive real
part can be revealed. The proof for SPC II is given in [1]. Then, by the use of the
proposed schemes relative stability is analyzed in a most simple way regardless of
the order of the system. The computational simplicity is illustrated with examples.

2 Proposed Method

2.1 Sign Pair Criterion I [SPC I]

With the coefficient of sn as positive, the characteristic equation C(s) can be written
as

C(s) � sn + (a1 + jb1)s
n−1 + (a2 + jb2)s

n−2 + · · · + (ak + jbk) � 0.

The first two rows of Routh-like table are written as shown below

1 jb1 a2 jb3 a4 . . .

a1 jb2 a3 jb4 a5 . . .
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Table 1 Routh-like table for
SPC I

1 jb1 a2 jb3 a4 . . .

a1 jb2 a3 jb4 a5 . . .

r31 r32 r34 r35 . . .

r41 r42 r43 r44 . . .

r51 r52 r53 . . .

r61 r62 r63 . . .

r71 r72 ...

r81 ...

...
...

...
...

...

Applying the standard Routh multiplication rule, the subsequent elements of
Routh-like table are computed and the table is computed as given in Table 1.

To formulate (SPC I), the elements in the first column of Routh-like table are
considered to form the pairs (Pi ), i � 1, 2, . . . , n as depicted below

P1 � (1, a1) P2 � (r31, r41) P3 � (r51, r61) P4 � (r71, r81) and so on.

2.2 Sign Pair Criterion II (SPC II)

The characteristic equation can be rewritten as

C(s) � sn + (a1 + jb1)s
n−1 + (a2 + jb2)s

n−2 + · · · + (ak + jbk) � 0. (1)

Substituting s � jω in the above equation

C( jω) � ( jω)n + (a1 + jb1)( jω)n−1 + (a2 + jb2)( jω)n−2 + · · · + (ak + jbk) � 0,

� R(ω) + j I (ω) � 0 (2)

where R(ω) is the real part and I (ω) is the imaginary part of C( jω).
For the sake of simplicity, the polynomials R(ω) and I (ω) can be written is given

as follows.

R(ω) � (
A0ω

n + A1ω
n−1 + A2ω

n−2 + · · · + An
)
, (3)

I (ω) � (
B0ω

n + B1ω
n−1 + B2ω

n−2 + · · · + Bn
)
. (4)

Using the coefficients of R(ω) and I (ω) polynomials, the second form of Routh-
like table can be formulated as Table 2.
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Table 2 Routh-like table for
SPC II

A0 A1 A2 . . . An

B0 B1 B2 . . . Bn

c0 c1 c2 . . .

d0 d1 d2 . . .

e0 e1 e2 . . .

f0 f1 f2 . . .

g0 g1 . . . . . .

...
...

...

Algorithm for the Proposed Approach

1. Get the characteristic equation C(s) � 0 with complex coefficients.
2. With s� jω, form C( jω) � R(ω) + j I (ω) � 0.
3. Use the coefficients of R(ω) and I(ω), and form the first and second rows of

Routh-like table.
4. If the first element in the first row is negative, multiply the full row elements by

−1.
5. If the first element in the second row is zero, interchange first and second rows

and multiply all elements in the second row by −1.
6. Follow the common Routh’s multiplication rule to get the complete table with

“2n+1” rows.
7. If any element of the first column starting from third, comes zero, it is replaced

by a small value +0.01.
8. If all the elements in a row become zero, then the auxiliary polynomial is formed

using the previous row elements and differentiated once; the coefficients of this
modified polynomial are entered instead of zeros and the table is completed by
applying the Routh’s multiplication rule.

9. Get “n” sign pairs using the first column elements starting from second row.

For forming SPC II, the elements in the first column of Routh-like table are con-
sidered; but A0 is not taken into account and with 2n elements the sign pairs are
developed as

P1 � (B0, c0) P2 � (d0, e0) P3 � ( f0, g0), . . . , Pn .

The given system represented by Eq. (1) is stable if the sign of each element of the
pairs P1, P2, P3, . . . , Pn remains the same.
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3 Illustrative Examples

3.1 Illustration 1 [11]

C(s) � (4s1 + 4)s22 +
(
s21 + 5s1 + 1

)
s +

(
s21 + s1 + 4

) � 0

C(s) � 4s1s
2
2 + 4s22 + ss21 + 5s1s + s + s21 + s1 + 4 � 0.

Convert the two-dimensional characteristics equation into one-dimensional char-
acteristics equation [11].

C(s) � 4

s1s22
+

4

s22
+

1

ss21
+

5

s1s
+
1

s
+

1

s21
+

1

s1
+ 4 � 0

1

s1
� 1

s2
� 1

s

C(s) � 4s3 + 2s2 + 10s + 5 � 0.

For a choice of α�1 and with the substitution of C(s) � C( j(S + α))

C ′(s) � S3 + (3 − j0.5)S2 + (3 − j)S + (1.5 + j0.75) � 0.

Applying SPC I

The Routh table is formed as

+1 −j0.5 3 j0.75

3 −j 1.5

−0.1666j 2.5 j0.75

−46.01j −2.33

−69.04 0.75j

−2.8328

The sign pairs are formed as

P1 � (+1,+3), P2 � (−0.1666 j,−46.01 j), P3 � (−69.04,−2.8328).

Since all the three pairs satisfy SPC I, the system is relatively stable.
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Application of SPC II

C ′(S) � (−3ω2 + ω + 0.5
)
+ j

(−ω3 + 0.5ω2 + 3ω + 0.75
) � 0

The Routh table is formed as

0 −3 1 0.5

−1 0.5 3 0.75

−3 1 0.5

0.1666 2.833 0.75

52.0144 14.005

2.788 0.75

0.0126

The sign pairs are formed as

P1 � (−1,−3), P2 � (0.1666, 52.0144), P3 � (2.788, 0.0126)

Since all the three pairs satisfy SPC II, the system is stable.

Output verification using MATLAB

SPC I



Relative Stability Analysis of Two-Dimensional Linear Systems … 695

Output verification using MATLAB

SPC II

3.2 Illustration 2 [4]

C(s) � 6(2 + z1) + 5(2 + z1)z2 + (2 + z1)z
2
2 � 0

C(s) � 12 + 6z1 + 10z2 + 5z1z2 + 2z22 + z1z
2
2 � 0.

Convert the two-dimensional characteristics equation into one-dimensional char-
acteristics equation [11].

C(s) � 12 +
6

z1
+
10

z2
+

5

z1z2
+

2

z22
+

1

z1z22
� 0

1

z1
� 1

z2
� 1

z

C(s) � 12z3 + 16z2 + 7z + 1 � 0.

For a choice of α�1 and with the substitution of C(s) � C( j(S + α))

C ′(s) � S3 + (3 − j1.33)S2 + (−0.5833 − j5.66)S + (0.4167 − j1.2461) � 0.
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Applying SPC I

The Routh table is formed as

+1 −j1.33 −j1.2461 j0.75

3 −j5.66 0.4167

0.556j −0.72 −j1.2461

−9.54j 7.140

−0.3038 −j1.2461

46.27

The sign pairs are formed as

P1 � (+1,+3), P2 � (0.556 j,−9.54 j), P3 � (−0.3038, 46.27).

Since P2&P3 fails to obey SPC I, then the system is unstable.

Application of SPC II

C(s) � (−3ω2 + 5.66ω + 0.4167
)
+ j

(−ω3 + 1.33ω2 − 0.5833ω − 1.2461
) � 0

The Routh table is formed as

0 −3 5.66 0.4167

−1 1.33 −0.5833 −1.2461

−3 5.66 0.4167

−0.5566 −0.72 −1.2467

9.54 7.132

−0.303 −1.2461

−32.10

The sign pairs are formed as

P1 � (−1,−3), P2 � (−0.5566, 9.54), P3 � (−0.303,−32.10)

Since P2 fails to obey SPC II, then the system is unstable.
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Output verification using MATLAB

SPC I

Output verification using MATLAB

SPC II

4 Conclusion

The relative stability analysis of a two-dimensional linear system represented in the
form of their respective characteristics equations has been performed with the help
of the proposed SPC I and SPC II schemes. The transient response behavior of a
two-dimensional linear system having absolute stability has been carried out with
the help of damped frequency of oscillations. For the analysis of relative stability, the
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proposed Routh-like tables are formed and ascertained with the application of SPC
I and SPC II. The proposed algebraic criteria are simple and direct in application
compared to other schemes and the results were verified using MATLAB.
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An Algebraic Test for Analyzing
Aperiodic Stability of Two-Dimensional
Linear Systems with Complex
Coefficients

P. Ramesh

Abstract To evaluate the performance of a linear time-invariant system various
measures are available. In this work, it is proposed a two algebraic stability criteria
using Routh-like table with complex coefficients to check whether the given two-
dimensional linear system is aperiodically stable or not. To test the aperiodic stability
of the given two-dimensional linear time-invariant discrete system represented in
the form of its characteristic equation is converted into equivalent one-dimensional
characteristics equation, whose characteristics equation having complex coefficients.
Using this complex coefficient, a modified Routh table has been formed by two
schemes named as Sign pair Criterion I (SPC-I) and Sign Pair Criterion II (SPC-II).
These two criteria are very convenient compared to other available algebraic schemes
for the analysis of aperiodic stability of two-dimensional linear systems.

Keywords Aperiodic stability · Routh’s table · Sign pair criterion
Complex coefficients

1 Introduction

Information about the aperiodic stability of a two-dimensional linear system is of
paramount importance for any design problem. This is generally used in communi-
cation systems; Audio systems and Instrumentation systems.

The stability of complex polynomials has been carried out by Routh–Hurwitz
method was investigated in [1–6]. Frank [1] and Agashe [2] had proposed a new
Routh-like algorithm to find the number of RHP roots in the complex case. Benidt
and Picinbon [3] had presented an extended Routh table which deems singular cases
of vanishing leading array element. By adding intermediate rows in the Routh array,
Chen andTsai [4] presents a tabular column,which is also a complicated one.Hashem

P. Ramesh (B)
Department of EEE, University College of Engineering,
Anna University, Ramanathapuram, Tamil Nadu, India
e-mail: rameshucermd@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
K. Ray et al. (eds.), Engineering Vibration, Communication and Information
Processing, Lecture Notes in Electrical Engineering 478,
https://doi.org/10.1007/978-981-13-1642-5_61

699

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1642-5_61&domain=pdf


700 P. Ramesh

[5] had proposed the stability analysis of complex polynomials using the J-fraction
expansion, Hurwitz Matrix determinant and also generalized Routh’s Array. Forma-
tion of Routh’s Table by retaining the ‘j’ terms of the complex coefficients and the
stability of one-dimensional system analysis using Sign Pair Criterion had proposed
in [6].

To investigate the aperiodic stability, a generalized method had proposed in [8]
by Fuller. Romonov [7] presents a new transformation to determine the aperiodic
behavior of the linear system which results in complex coefficient polynomials. A
favored but ponderous method for finding the number of real roots in a polynomial
with real coefficients is by Sturm’s theorem [9]. Bar-Itzhack and Calise had proposed
[10] a three-steps transformation procedure which develops a polynomial whose
number of right-hand plane poles equals the number of complex roots present in the
original polynomial.

The additional significance of the two criteria is, it can be used to count the
number of complex roots of a system having real coefficients which are not possible
by the use of original Routh’s table. These procedures can also be used for the design
of linear systems. In the proposed methods, the characteristic equation having real
coefficients are first converted to a complex coefficient equation using Romonov’s
transformation. These complex coefficients are used in two different ways to form
the modified Routh’s table for the two schemes named as sign pair criterion I (SPC-
I) and sign pair criterion II (SPC-II). It is found that the proposed algorithms offer
computational simplicity compared to other algebraic methods and is illustrated with
suitable examples. The developedMATLABprogrammake the analysismost simple.

2 Aperiodic Stability

To check the aperiodic stability of a linear discrete system is represented by char-
acteristics equation F(s) � 0, with real and complex coefficients is analyzed using
Romonov transformation [7] suggested a transformed polynomial of F(s) into a
complex polynomial is given by

F ′(s) �
[
F(s)s� js + j

{
dF( js)

d( js)

}]

F ′(s) � F( js) + j

{
dF( js)

d( js)

}
(1)

After this transformation, the real coefficient polynomial is converted to complex
coefficient polynomial and the two proposed schemes SPC-I and SPC-II can be used
for the aperiodic stability analysis of two-dimensional linear systems.
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3 Proposed Method

3.1 Sign Pair Criterion I (SPC-I)

Let F(S) � 0 be the nth degree characteristic equation of a linear time-invariant
system and written as

F(S) � Sn + (a1 + jb1)S
n−1 + (a2 + jb2)S

n−2 + · · · + (an + jbn) � 0 (2)

where (ai + jbi ) are the complex coefficients. The first two rows ofModified Routh’s
Table for Eq. (2) are shown as follows:

1 jb1 a2 jb3 …

a1 jb2 a3 jb4 …

Applying Routh multiplication rule, the complete table with ‘2n’ number of rows
are formed.

Using Table 1, pairs are formed using the first column and starting from the first
row.

P1 � (1, a1), P2 � ( jc1, jd1), P3 � (g1, h1)

It is ascertained that the two elements in each pair have to maintain same sign for
the system to be stable. The proof is given in [6].

3.2 Sign Pair Criterion II (SPC-II)

In this approach, the characteristic equation is given in ‘s’ domain is converted to
the frequency domain by replacing S = ‘jω’ and the real and imaginary parts are

Table 1 Routh-like table for
SPC-I

1 jb1 a2 jb3 …

a1 jb2 a3 jb4 …

jc1 c2 jc3 …

jd1 d2 jd3 …

...
...

...

g1

h1
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separated. The coefficients of real parts are used to form the first row of ‘Modified
Routh’s table’ and the coefficients of imaginary parts are the elements of the second
row of the table. By applying the normal Routh multiplication rule, the complete
Routh’s Array is formed with ‘2n + 1’ number of rows, where ‘n’ is the order of the
system.

Algorithm for the proposed approach

1. Get F(S) � 0 with complex coefficients.
2. With S � jω, form F( jω) � R(ω) + j I (ω).
3. Use the coefficients of R(ω)& I (ω), form the first and second rows of Routh’s

table.
4. If the first element in the first row is negative, multiply the full row elements by

−1.
5. If the first element in the second row is zero, interchange first and second row.
6. Follow the Common Routh’s multiplication rule to get the complete table with

‘2n + 1’ rows.
7. Get ‘n’ sign pairs using the first column elements starting from the second row.

Consider the nth degree characteristic equation F(S) � 0 of a linear time-
invariant system with the complex.
Coefficients,

F(S) � Sn + (A1 + j B1)S
n−1 + (A2 + j B2)S

n−2 + · · · + (An + j Bn) � 0 (3)

where (Ai + j Bi ) are the complex coefficients. By substituting S = ‘jω’ and
separating real and imaginary parts, the characteristic equation can be written as
follows:

F( jω) � R(ω) + j I (ω) � 0

� a1ω
n + a2ω

n−1 + a3ω
n−2 + · · · + j

(
b1ω

n + b2ω
n−1 + b3ω

n−2 . . .
)
(4)

Using the coefficients of real and imaginary parts, the first two rows of Modified
Routh’s Table is formed

a1 a2 a3 a4 …

b1 b2 b3 b4 …

The direct Routh’s multiplication rule is applied and the complete Modified
Routh’s Table with ‘2n+1’ number of rows is formed as

From the elements of the first column of Table 2, starting from the second
row, the following pairs may be grouped, respectively: P1 � (b1, c1), P2 �
(d1, e1), Pn � (g1, h1). It is ascertained that the two elements in each pair have
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Table 2 Routh-like table for
SPC-II

a1 a2 a3 a4 …

b1 b2 b3 b4 …

c1 c2 c3 …

d1 d2 d3 …

e1 e2 …

...
...

...

g1

h1

to maintain a same sign for all the roots of F(s)�0 to be real and distinct. If one
pair fails to satisfy this condition, it is inferred that there exist two numbers of com-
plex roots (one complex conjugate pair) for F(s)�0 and the system is aperiodically
unstable.

4 Illustrative Examples

4.1 Example 1 [11]

C(Z1Z2) � 1 − 0.75Z1 − 0.5Z2 + 0.3Z1Z2

Convert two-dimensional characteristics equation into one-dimensional charac-
teristics equation [11]

C

(
1

z1
,
1

z2

)
� F(z) � 1 − 0.7

z1
− 0.5

z2
+

0.3

z1z2
� 0

Substitute z1 � z2 � z3 � s

F(s) � 1 − 0.7

s
− 0.5

s
+
0.3

s2
� 0

F(s) � s2 − 1.2s + 0.3 � 0

As per Eq. (1), substitute s � js

F ′( js) � (js)2 − (12) js + 0.3 + j[2( js) − 1.2] � 0

F ′(s) � −s2 − 1.2 js + 0.3 − 2s − 1.2 j � 0
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Separate s2, s terms also divide by −1

F ′(s) � s2 + (2 + 1.2 j)s + (−0.3 + 1.2 j) � 0

Application of SPC-I:

1 1.2J −0.3

2 1.2J 0

0.6J −0.3 0

2.2J 0

−0.3 0

0

P1 � (+1,+2), P2 � (+ j0.6,+ j2.2), P3 � (−0.3, 0)

The Sign Pairs are P1 � (1, 2), P2 � (j0.6, j2.2) and P3 � (−0.3, 0). It is noted that
the two elements in each pair have the same sign and obey SPC-I. Hence, the system
is aperiodically stable.

Application of SPC-II:

Substitute s � jω at F ′(s)

F ′( jω) � −ω2 + 2 jω − 1.2ω − 0.3 + 1.2 j � 0

Separate real and imaginary terms

−1 −1.2 −0.3

0 2 1.2

Here, in the first row (−) sign occur so multiply by (−1) on the first row and also
second row having zero on the first column so interchange first and second rows

0 2 1.2

1 1.2 0.3

2 1.2 0

0.6 0.3 0

0.2 0

0.3

0
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P1 � (+1,+2), P2 � (+0.6,+0.2), P3 � (+0.3,+0)

The Sign Pairs are formed as P1 � (+1,+2), P2 � (+0.6,+0.2) and P3 �
(+0.3,+0). It is noted that the two elements in each pair have the same sign and
obey SPC-II. Hence, the system is aperiodically stable.

Output Verification Using MATLAB

SPC-I

SPC-II

4.2 Example 2 [11]

D(z1, z2) � 1 + 0.5z1 + 0.01z2 + 0.4z1z2

Convert two-dimensional characteristics equation into one-dimensional charac-
teristics equation [11]

D

(
1

z1
,
1

z2

)
� F(z) � 1 +

0.5

z1
+
0.01

z2
+

0.4

z1z2
� 0
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Substitute z1 � z2 � z3 � s

F(s) � 1 +
0.5

s
+
0.01

s
+
0.4

s2
� 0

F(s) � s2 + 0.51s + 0.4 � 0

Put s � js in the equation and also differentiate one time the equation,

F ′( js) � ( js)2 + 0.51( js) + 0.4 + j[2( js) + 0.51] � 0

F ′(s) � −s2 + 0.51 js + 0.4 − 2s + 0.51 j � 0

Separate s2, s and divide by −1 in the above equation,

F ′(s) � s2 + (2 − 0.51 j)s + (−0.4 − 0.51 j) � 0

Application of SPC-I:

1 −0.51J −0.4

2 −0.51J 0

−0.255J −0.4 0

2.627J 0

−0.4 0

0

P1 � (+1,+2), P2 � (− j0.255,+ j2.627), P3 � (−0.4, 0)

The pairs are P1 � (+1,+2), P2 � (− j0.255,+ j2.627) and P3 � (−0.4, 0) and
P2 fails to obey the

SPC-I. Hence, the system is aperiodically Unstable.

Application of SPC-II:

Substitute s � jω at F ′(s) becomes

F ′( jω) � ω2 + (2 − 0.51 j)ω + (−0.4 − 0.51 j) � 0

F( jω) � −ω2 + 2 jω + 0.51ω − 0.4 − 0.51 j � 0

Separate real and imaginary terms

F ′( jω) � (−ω2 + 0.51ω − 0.4
)
+ j(2ω − 0.51) � 0
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−1 0.51 −0.4

0 2 −0.51

Here, in the first row (−) sign occurs so multiply by (−1) on first row and also
second row having zero on the first column so interchange first and second rows.

0 2 −0.51

1 −0.51 0.4

2 −0.51 0

−0.255 0.4 0

2.627 0 0

0.4 0 0

0

P1 � (+1,+2), P2 � (−0.25,+2.627), P3 � (+0.4, 0)

The pairs are P1 � (+1,+2), P2 � (−0.25,+2.627) and P3 � (+0.4, 0) and P2
fails to obey the SPC-II. Hence, the system is aperiodically Unstable.

Output Verification Using MATLAB:

SPC-I

SPC-II
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5 Conclusion

In many engineering applications, two-dimensional linear system has been proved
very useful. Two methods for computing aperiodic stability analysis of two-
dimensional linear discrete systems with complex coefficients has been proposed
using a modified Routh criterion. The proposed procedure has been explained with
illustrations and verified by using the MATLAB. From the results presented in this
paper, it is hoped that one can get a complete understanding of the aperiodic stability
of two-dimensional linear systems.
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Some Results on K-Wright Type
Hypergeometric Function

Sunil Joshi and Ekta Mittal

Abstract In the present paper, we have developed a new form of Wright hyperge-
ometric function by introducing the k-parameter such that k >0, k ∈ N . Our aim
is to study the various properties of k-Wright type hypergeometric function, which
include differentiation and different types of integration, Euler (Beta) transform, and
Laplace transform have also been obtained.

Keywords Gauss’s hypergeometric function · Generalized hypergeometric
function · Wright type hypergeometric function · Euler k-Beta transform · Laplace
transform

1 Introduction

The Gauss hypergeometric function is defined by

2F1(a, b; c; z) �
∞∑

n�0

(a)n(b)n
(c)n

zn

n!
; {|z| < 1, c �� 0,−1,−2, . . .}, (1)

and the generalized hypergeometric function is defined as

pFq
(
a1, . . . , ap; b1, . . . , bq ; z

) �
∞∑
n�0

(a1)n ...(ap)n
(b1)n ...(bq)n

zn

n!

where {|z| < 1, p � q + 1},
; (2)
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where there is no denominator parameter equal to zero or negative integer. E.M.
Wright further extended the generalization of the hypergeometric series in the fol-
lowing form:

pψq(z) �
∞∑

n�0

�(α1 + β1n) . . . �
(
αp + βpn

)

�(ρ1 + μ1n) . . . �
(
ρq + μqn

) z
n

n!
, (3)

where βr and μt are real positive numbers such that

1 +
q∑

t�1

μt −
p∑

r�1

βr > 0.

When βr and μt are equal to 1, then Eq. (3) differs from the generalized hyper-
geometric function pFq by a constant multiplier only.

The generalized form of the hypergeometric function has been investigated by
Dotsenko and Malovichko, and one of the special cases is considered by Dotsenko
as

2R
ω,μ
1 (z) �2 R1(a, b; c;ω,μ; z)

� �(c)

�(a)�(b)

∞∑

n�0

�(a + n)�
(
b + ω

μ
n
)

�
(
c + ω

μ
n
) zn

n!
(4)

And its integral representation can be expressed as

2R
ω,μ
1 (z) � �(c)μ

�(c − b)�(b)

∞∫

0

tμb−1(1 − tμ)
c−b−1

(1 − ztω)
−adt,

where Re(c) > Re(b) > 0.This is the analogue of Euler’s formula for the Gauss’s
hypergeometric function by Erdelyi [7]. In 2001, Virchenko et al. [9] defined the
Wright type hypergeometric function by taking ω

μ
� τ > 0 in above Eq. (4), and

thus we get

2R1(a, b; c; τ ; z) � �(c)

�(b)

∞∑

n�0

(a)k�(b + τn)

�(c + τn)

zn

n!
, τ > 0, |z|< 1. (5)

The Euler Beta Transform is defined as

B(α, β) �
1∫

0

uα−1(1 − u)β−1du � �(α)�(β)

�(α + β)
, (Re(α) > 0, Re(β) > 0). (6)

The Laplace transform of the function f (z) is defined as
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L( f (z); s) �
∞∫

0

e−sz f (z)dz . (7)

Here, we involve the k-parameter such that in theWright hypergeometric function
by taking τ > 0

2R1((a, k), (b, k); (c, k); τ ; z) � �k(c)

�k(b)

∞∑

n�0

(a)n,k�k(b + τnk)

�k(c + τnk)

zn

n!
,

where (|z| < 1, τ > 0, k > 0, k ∈ N ). (8)

Ifwe are taking τ �1, then the k-Wright typehypergeometric function is converted
into the k-Gauss hypergeometric function.

2F1((a, k), (b, k); (c, k); z) �
∞∑

n�0

(a)n,k(b)n,k

(c)n,k

zn

n!
, (|z| < 1, c �� 0,−1,−2 . . .).

(9)

Ifwe take k → 1, thenEqs. (8) and (9) are converted into the classicalGauss hyper-
geometric function andWright type hypergeometric function. Diaz and Pariguan [2]
introduced the generalized k-Gamma function as

�k(z) � lim
n→∞

n! kn(nk)
z
k −1

(z)n,k
, k > 0, z ∈ C − kZ−,

where (z)n,k is the k-pochhammer symbol and is given by

(z)n,k � z(z + k)(z + 2k) · · · (z + (n − 1)k); z ε C, k ε R, n ε N+ (10)

When k→1, then �k(z) → �(z), which is known as gamma function.
The integral representation of k-gamma function is defined as

�k(z) �
∞∫

0

t z−1e
−tk

k dt ; Re(z) > 0, k > 0. (11)

The k-Beta function is defined as

Bk(x, y) � 1

k

1∫

0

t
x
k −1(1 − t)

y
k −1dt ; x > 0, y > 0

Bk(x, y) � �k(x)�k(y)

�k(x + y)
; as k → 1 then Bk(x, y) → B(x, y). (12)
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2 Main Result

Theorem 1 If a, b, c, τ ∈ C ; Re(a) > 0,Re(b) > 0,Re(c) > 0, Re(τ ) > 0, k > 0
then

c 2R1((a, k), (b, k); (c, k); τ ; z)

� c 2R1((a, k), (b, k); (c + k, k); τ ; z) + τkz
d

dz
2R1((a, k), (b, k); (c, k); τ ; z)

(13)

Proof We start by taking the second term on the right-hand side of the above Eq. (13)
and using Eq. (8), we get

� τk

[
�k(c + k)

�k(b)

∞∑

n�0

(a)n,k�k(b + nkτ)

�k(c + k + τkn)

n zn

n!

]

� c�k(c)

�k(b)

∞∑

n�0

(a)n,k�k(b + nkτ) (c + nkτ)

�k(c + k + nkτ)

zn

n!
− c�k(c + k)

�k(b)

∞∑

n�0

(a)n,k�k(b + nkτ)

�k(c + k + nkτ)

zn

n!

After simplifications, we will get the desired result.

Theorem 2 If a, b, c, τ ∈ C ; Re(a) > 0,Re(b) > 0, Re(c) > 0,Re(τ ) > 0, and
k > 0, then

2R1((a, k), (b, k); (c − τ, k); τ ; z) − 2R1((a, k), (b − k, k); (c − τ, k); τ ; z)

� aτkz
�k(c − τ)

�k(b)

∞∑

n�0

(a + k)n,k�k(b − k + τ + nkτ)

�k(c + nkτ)

zn

n!
. (14)

Proof Taking left-hand side of (14) and using Eq. (8), we have

� �k(c − τ)

�k(b)

∞∑

n�0

(a)n,k�k(b + nkτ)

�k(c − τ + nkτ)

zn

n!
− �k(c − τ)

�k(b − k)

∞∑

n�0

(a)n,k�k(b − k + nkτ)

�k(c − τ + nkτ)

zn

n!

� �k(c − τ)

�k(b − k)

∞∑

n�0

(a)n,k�k(b − k + nτk)

�k(c − τ + nτk)

zn

n!

[
(b + nτk − k)

(b − k)
− 1

]
. (15)

Now, using the k-Pochhammer symbol in Eq. (15), we get

� aτkz

(b − k)

�k(c − τ)

�k(b − k)

∞∑

n�1

(a + k)n−1,k (b − k + (n − 1)τk + τk)

�k(c + (n − 1)kτ)

zn−1

(n − 1)!

� aτkz
�k(c − τ)

�k(b)

∞∑

n�0

(a + k)n,k (b − k + nτk + τk)

�k(c + nkτ)

zn

n!
.
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Theorem 3 If a, b, c, δ, τ ∈ C ; Re(a) > 0,Re(b) > 0,Re(c) > 0, Re(τ ) >

0,Re(δ) > 0; k > 0, then

�k(c + δ)

�k(δ)

1∫

0

u
c
k −1(1 − u)

δ
k −1

2R1((a, k), (b, k); (c, k); τ ; zuτ )du

� �k(c) 2R1((a, k), (b, k); (c + δ, k); τ ; z). (16)

Proof We start with left-hand side of Eq. (16) and using (8), we have

� �k(c + δ)

�k(δ)

1∫

0

u
c
k −1(1 − u)

δ
k −1

(
�k(c)

�k(b)

∞∑

n�0

(a)n,k�k(b + nkτ)

�k(c + nkτ)

(zuτ )n

n!

)
du. (17)

On changing the order of summation and integration in Eq. (17) and using the
k-Beta function property, we get

� �k(c + δ)

�k(δ)

�k(c)

�k(b)

∞∑

n�0

(a)n,k�k(b + nkτ)

�k(c + nkτ)

(z)n

n!

�k(c + τnk)�k(δ)

�k(c + δ + τnk)
.

After a few steps, we get the desired result.

Theorem 4 If a, b, c, δ, λ, τ ∈ C ; Re(a) > 0,Re(b) > 0, Re(c) > 0,Re(δ) > 0;
Re(τ ) > 0,Re(λ) > 0 , k > 0, then

�k(c + δ)

�k(δ)

x∫

t

(x − s)
δ
k −1(s − t)

c
k −1

2R1((a, k), (b, k); (c, k); τ ; λ(s − τ)τ )ds

� (x − t)
δ+c
k −1�k(c)2R1((a, k), (b, k); (c + δ, k); τ ; λ(x − t)τ ). (18)

Proof Taking left-hand side of (18), we have

�k(c + δ)

�k(δ)

x∫

t

(
(x − t) − (s − t)

(x − t)

) δ
k −1

(s − t)
c
k −1

2R1((a, k), (b, k); (c, k); τ ; λ(s − τ)τ )ds.

Applying the transformation formula by using u � s−t
x−t ⇒ (x − t)du � ds, and

then further using Eq. (8), we get

� �k(c)

�k(b)

�k(c + δ)

�k(δ)

1∫

0

(1 − u)δ/k−1uc/k−1(x − t)c/k
( ∞∑

n�0

(a)n,k�k(b + τnk)

�k(c + τnk)

λnuτn(x − t)τn

n!

)
du.

(19)

Finally, changing the order of integration and summation in (19) and applying
k-Beta function, we get the right-hand side of the above equation.
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Theorem 5 If a, b, c, ω, τ ∈ C ; Re(a) > 0,Re(b) > 0,Re(c) > 0, Re(ω) > 0;
Re(τ ) > 0, k > 0, then

z∫

0

t
c
k −1

2R1
(
(a, k), (b, k); (c, k); τ ;ωtτ

)
dt � kz

c
k

c
2R1

(
(a, k), (b, k); (c + k, k); τ ;ωzτ

)
. (20)

Proof Consider left-hand side of (20), and using (8), we have

z∫

0

t
c
k −1 �k(c)

�k(b)

∞∑

n�0

(a)n,k�k(b + τnk)

�k(c + τnk)

(ωtτ )n

n!
dt.

On changing the order and solving the integration, we obtain

kz
c
k

c

�k(c + k)

�k(b)

∞∑

n�0

(a)n,k�k(b + τnk)

�k(c + k + τnk)

(ωzτ )n

n!
,

which is a required result.
Integral transform of 2R1((a,k), (b,k); (c,k);τ ;z)

Theorem 6 (Euler k-Beta Transform) If a, b, c, α, β, τ ∈ C ; Re(a) > 0,Re(b) >

0,Re(c) > 0, Re(τ ) > 0; k > 0, then

1

k

1∫

0

x
α
k −1(1 − x)

β

k −1
2 R1((a, k), (b, k); (c, k); τ ; zxσ )dz

� �k(c)�k(β)�k(α)

�k(b)�k(α + β)
3ψ2

⎛

⎜⎝
(a, k), (b, τk), (α, σk)

; z

(c, τk), (α + β, σk)

⎞

⎟⎠. (21)

Proof Consider left-hand side of (21) and using Eq. (8), we have

1

k

1∫

0

x
α
k −1(1 − x)

β

k −1 �k(c)

�k(b)

∞∑

n�0

(a)n,k�k(b + τnk)

�k(c + τnk)

(zxσ )n

n!
dx .

After simplifying and using k-beta property, we get

� �k(c)

�k(b)

∞∑

n�0

(a)n,k�k(b + τnk)

�k(c + τnk)

�k(α + σnk)�k(β)

�k(α + β + σnk)

(z)n

n!

� �k(c)�k(β)�k(α)

�k(b)�k(α + β)
3ψ2

⎛

⎜⎝
(a, k), (b, τk), (α, σk)

; z

(c, τk), (α + β, σk)

⎞

⎟⎠.
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Theorem 7 (Laplace transform) If a, b, c, α, β, τ ∈ C ; Re(a) > 0,Re(b) >

0,Re(c) > 0, Re(τ ) > 0; k > 0, then

∞∫

0

e−sx (x)
α
k −1

2R1((a, k), (b, k); (c, k); τ ; zxσ )dx

� �k(c)�k(α)

�k(b)

k

(ks)
α
k

3ψ1

⎛

⎜⎜⎝

(a, k), (b, τk), (α, σk)

; z
(ks)σ

(c, τk)

⎞

⎟⎟⎠. (22)

Proof Let us start with right-hand side of Eq. (22), and we have

∞∫

0

e−sx (x)
α
k −1 �k(c)

�k(b)

∞∑

n�0

(a)n,k�k(b + τnk)

�k(c + τnk)

(zxσ )n

n!
dx

� �k(c)

�k(b)

∞∑

n�0

(a)n,k�k(b + τnk)

�k(c + τnk)

∞∫

0

e−sx (x)
α
k +σn−1dx .

Putting xs � uk

k in the above equation, it will get converted into

� �k(c)

�k(b)

∞∑

n�0

(a)n,k�k(b + τnk)

�k(c + τnk)

k

(ks)
α
k +σn
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0

e− uk

k (u)α+σnk−1dx .

Now, using Eq. (10), we get

� �k(c)

�k(b)

∞∑

n�0

(a)n,k�k(b + τnk)

�k(c + τnk)

k �k(α + σnk)

(ks)
α
k +σn

.

After further simplifications, we will get the desired result.

Theorem 8 If a, b, c, α, β, τ ∈ C ; Re(a) > 0,Re(b) > 0,Re(c) > 0, Re(τ ) >

0; k > 0, then

km
dm

dxm

[
x

c
k −1

2R1((a, k), (b, k); (c, k); τ ;ωxτ )
]

� x
(c−mk)

k −1 �k(c)

�k(c − mk)
2R1((a, k), (b, k); (c, k); τ ;ωxτ ). (23)

Proof Starts with R.H.S. of (23), and we have

km
�k(c)

�k(b)

∞∑

n�0

(a)n,k �k(b + τkn)

�k(c + τkn)

ωn

n!

dm

dxm

(
x

c+τnk
k −1

)
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� km
�k(c)

�k(b)

∞∑

n�0

(a)n,k �k(b + τkn)

�k(c + τkn)

ωn
( c+τnk

k − 1
)( c+τnk

k − 2
)
. . .

( c+τnk
k − m

)

n!

(
x

c+τnk
k −m−1

)
.

After solving, we get

� �k(c)

�k(b)

∞∑

n�0

(a)n,k �k(b + τkn)

�k(c + τkn − mk)

ωn

n!

(
x

c+τnk
k −m−1

)

� x
(c−mk)

k −1 �k(c)

�k(c − mk)

(
�k(c − mk)

�k(b)

∞∑

n�0

(a)n,k �k(b + τkn)

�k(c + τkn − mk)

(ωxτ )n

n!

)

� x
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k −1 �k(c)

�k(c − mk)
2R1((a, k), (b, k); (c, k); τ ;ωxτ ).
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Complete Dielectric Resonator Model
of Human Brain from MRI Data:
A Journey from Connectome Neural
Branching to Single Protein

Pushpendra Singh, Kanad Ray, D. Fujita and Anirban Bandyopadhyay

Abstract Using freely available MRI data of structural components mapping of
human brain from different universities (primarily Rajat Jain, 25; 38-years-old lady
from UK), we have built actual structural database of the human brain components,
e.g., neural network connectome data, blood vessel map, ventricles, cavities for
cerebral-spinal fluid, hippocampus regions of midbrain, etc. In previous studies, we
have argued that every single element in the brain behaves as dielectric resonator.
Here, we run rigorous dielectric resonance simulation to verify the hypothesis that
the scale-free resonance does exist in the material architecture of the brain. From
MRI-derived structures, we simulate the resonance frequencies, distribution of elec-
tric, andmagnetic field of the brain components in CST and detect the phase response
behavior, specially phase transition and symmetry breaking as a function of resonance
frequency. We find that electric and magnetic fields distribute inhomogeneously in
the dielectric structure, not just in the neural branches but also in the blood vessels
and proteins like axon and microtubule bundles. The resonance frequencies show a
characteristic topological pattern, specially, every single brain component is split-
ting electromagnetic field in such a way that at certain frequencies magnetic field
dominates and at certain resonance frequency, electric field dominates. This distinct
behavior of splitting fields at all spatial and time scale was never reported before.
We speculate that there may exist a unified geometric pattern hidden in the vibra-
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tional frequencies of the brain components, which hold important information for
the brain’s information processing.

Keywords Connectome · Brain · Dielectric resonator · Neuron · Microtubule
Axon

1 Introduction

Human brain consumes 20% of energy of a human body, most of its ~30,000 proteins
expression is observed in the brain. Since 1907, it is believed that neural membrane
processes information via electric spike [1], This is known as the integrate-and-fire
model. Later in 1952 it was shown by using a metallic electrode that the membrane
does fire [2]. Ion channel responsible for this firing was demonstrated much later
using patch clamp [3]. It is inherently considered that the neural circuitry of the brain
does the information processing. The idea is inspired by the conventional integrated
chip. This is the foundation of connectome project that intricately maps the struc-
ture of neural network [4]. Though molecular neuroscience is still the mainstream,
which fundamentally rejects physical investigations of the brain as “unnecessary”,
there are challenges [5]. It is being argued even in the mainstream forums that there
is something beyond [6]. Following the challenges, we have carried out intensive
experiments earlier to experimentally establish that it is not the neural membrane
but the microtubule or axon core is responsible for the neural firing. The ionic nerve
impulse that we see is an effect of a large number of engineering processes happening
inside [7].

However, researchers have been studying the topological roles in the information
processing of the human brain. A direct correlation between cortical folding pattern
and the size and shape of the lateral ventricle, spherical harmonics for lateral ven-
tricle development [8] are being studied. The shape of the lateral ventricle can be
approximated with a prolate spheroid. The poles of the anterior and inferior horns
map to the north and south poles of the prolate spheroid, respectively [8]. Conformal
geometry is a mathematical concept that suggests the preservation of a geometric
shape in a scale-free manner. Conceptually, if there is a change in symmetry, still
a geometric shape is preserved. Researchers modeling a human brain have argued
that such conformal processing is fundamentally embedded in the brain structure [9].
Folding in the brain has been a topic of concern for several researchers [8] and for
our dielectric resonator model of the human brain, folding is a key parameter that
shapes the cavity [10].

Scale-free behavior in the brain has been observed by several researchers [11].
It has been argued that morphogenesis is fundamental to the compact wiring of the
neural network, which is again a derivative of the topological symmetry breaking
argued by other researchers [12]. Locking phase in the structural transformation
and information processing appears to originate from a singular mechanism [13].
Resonance across the brain in a characteristic manner is thought to be the foundation
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of information processing [14]. The spatiotemporal pattern of MEG pattern in the
brain suggests the existence of the resonance behavior [15]. Fractal model of the
brain is not new, but it has been argued that even a single ion channel responds in a
fractal manner [16].

Recently the concept of resonance chain is proposed by combining the resonance
band of every single component of the brain, the chain is a unique triplet of triplet
(3 × 3 = 9) groups of resonance frequencies generated by each of the 12 important
components [17]. Scale-free topology integrating the entire brain is based on the
finding that it is not the synapses but even a single microtubule residing inside a
neuron could hold information andmemorize it [18]. Electromagnetic resonance, that
is, the foundation of information processing in proteins and their complexes, regulates
the biological processes like dynamic instability [19]. We have argued earlier that
the resonance behavior that originates in the molecular scale is fundamental to the
brain.

Here, we have studied different components of the brain such as neuron, axon,
connectome, cerebral hemisphere, blood vessel, microtubule, ventricle, midbrain,
etc. Here, we have simulated several brain components based on MRI structural data
file and we have observed interesting results related to the electric and magnetic field
distribution through the brain components. Due to the space constraints, we have
focused on the field distributions of the brain component that are discussed in the
following sections.

2 Brain Components

2.1 Study Methodology

We have built the structure theoretically from theMRI or crystal data, and then edited
or modified the structure reducing the noise that is generated during importing to
CST. Finally, we have calculated the electromagnetic resonance band by search-
ing for sharp peaks from kHz (103 Hz) to pHz (1015 Hz), and connecting the input
energy supply port at various locations on the brain component under study. Follow-
ing a thorough search for the resonance peaks, we have identified those peaks which
provided the most significant phase-modulated electric and magnetic field distribu-
tion or a clocking of electromagnetic resonance frequencies in the ~THz frequency
domain. The reason is that our background research on neuron and microtubules has
shown that proteins transmit signal using thermal waves around THz domain. This
article accounts for a brain, if that harvests thermal noise from noise. Here for each
brain component, we are analyzing only the clocking phase phenomenon discovered
homogeneously in every single brain component that we have studied.Magnetic field
is depicted as M and an electric field is depicted as E.
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2.2 Neurons

Human brain disorder could be understood by the structure and function of the
neurons [20]. Here, to understand the dielectric property of a neuron structure, we
have artificially created the entire neuron3D topologyusingbits andpieces in theCST
software. We have taken ideal geometric components only to reduce the structural
defect and maximize the role of topology in the results we have obtained. The neuron
structure is made empty replicating the membrane, and our model is in synchrony
with the existing concept of neuroscience where a neuron membrane is considered
as the fundamental location for processing information. Neuron’s dendrite, cell body
(soma) and axon, and all parts were created using such hollow geometric shapes.
Figure 1a (top left) shows an ionic signal propagation pathway that is believed for
nearly a century [1]. Here, we have used another very interesting component, we
call it “axon”. This is inspired by STORM analysis of neural core [21] and cryo-
TEM studies of neurons by Hirokawa in the 1990s in Japan, which showed the
internal structure of neurons. For us, we made axon in CST using basic geometric
components, and replicated microtubule, actin, beta spectrin, and ankyrin G. Four
molecules form a crystalline-ordered nanoporous structure inside an axon.

We have studied four combinations of neurons as shown in Fig. 1. Out of four
panels, the panels a and d include the axon inside, while panels b and c do not have
it. Comparison between ad and bc pairs provide an answer to the debate, which route
is better. There are two choices, either the internal axon architecture is useful for the
energy transmission or the existing faith on the membrane doctrine, that membrane
alone is sufficient. Our electric and magnetic field distribution at the resonance fre-
quency suggests that if the axon core is absent from the resonant vibration simulation,
then the electric field distribution is drastically reduced in the axon region. It remains
confined in the soma or in the dendritic region.

The second interesting finding explained by Fig. 1 comes from the location of the
port or the location of energy supply unit. The port is in the axonal branch direction
for the panels a and c while in the panels b and d, the port is in the dendritic branches.
Thus, we find that contrary to what has been taught to us in the textbook, energy
transmission from the axonal branches to the dendritic branches via soma enriches
the dendritic branches more. It means if energy transmits from dendritic branches
toward the axonal branches, then it broadly distributes with a very low energy density
localization in the dendritic branches. This observation is just opposite to the direction
of nerve impulse. During neuron firing, energy gets stored in the soma, and then it
bursts from soma to the axonal branches via axon. Here, the reverse route is favored
if we consider dielectric resonance to be one of the multiple energy transmission
channels operating simultaneously with the neural membrane transmission.

Then, we have tried to excite soma by the following various means. In Fig. 1, in
all panels, one could notice that soma does not absorb much electrical or magnetic
energy and its dendritic branches are extremely sensitive in this context. After putting
the artificial coaxial probe (designed inCST software) around the cell, a small amount
of energy appears around the cell body but there is no energy transmitted through the
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Fig. 1 Signal processing along the neuron [21], a and c Energy source applied on axon terminal of
neuron with axon core and without axon core. b and d Energy source applied on dendrite branches
of neuron without axon core and with axon core. Panel c: Port at axon terminal (port above,
no axon); Waveguide port dimensional—300×300 nm; Simulation frequency range�200–2000
THz; Boundaries condition�open space; Used solver�Time domain solver;Magnetic and electric
field distribution scale at resonant frequency�451.25 THz. Panel b: Port at dendritic terminal, port
below, no axon; Port at bottom (dendrites);Waveguide port dimensional—300×300nm;Simulation
frequency range�200–2000 THz; Boundaries condition�open space;Used solver=Time domain
solver; Magnetic and electric field distribution scale at resonant frequency�432.3 THz. Panel a:
Port at axon terminal (top) with axon in the neuron core; Waveguide port dimensional—300×
300 nm; Simulation frequency range�200–2000 THz; Boundaries condition�open space

axon shown in Fig. 1. Figure 1d shows one interesting formation of ripples all along
the axon, the reason is the conflict between the axon core and the lower dendritic
port as both want to dominate and the result is a ripple. One should also note that
irrespective of the port location or the existence of axon core or not, the magnetic
energy distributes much more predominantly in the neuron surface. The topology of
neuron membrane alone prefers a magnetic energy-dominated dielectric surface.
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2.3 Connectome

A comprehensive structural map of brain’s neural network is known as connectome
[22, 23]. It is a database of all neuron structures or nerve bundles ~50 µm and below.
The previous study has argued that connectome compresses the raw data to extract
the maximal information [24]. Modern graph theory is a quantitative tool to define
the characteristic of the network structure by using local contribution of individual
nodes (nodes correspond to the neuronal elements) and edges (edges correspond
to the function associated between the neuronal elements) through the network. A
variety of the network’s geometry provides the structural information and functional
brain connectivity [25].

FromMRI-derived structures, we simulated the connectome model of Rajat Jain:
(25-years-old; acknowledgement UCSD) by editing the noisy structure and making
it suitable to run in electromagnetic resonance software CST. Figure 2 shows electric
and magnetic field simulations of the entire brain’s neural wiring for four resonance
frequencies, each row depicting a panel represents a particular frequency. We find
that the electric field is delocalized at different functional domains in the brain while
themagnetic field is concentrated in themidbrain region. This is a remarkable finding
because researchers have always wondered how midbrain is regulating the rest of
the brain, while it is processing the short-term response. Here, we find that while the
electric field is neutral, it does not show any characteristic feature; the magnetic field
and surface current concentrate in the midbrain around the hippocampus region and
other functional modules of the midbrain.

For all four frequencies, the electric field confines itself into the fornix region
and then branches out to the cortex region following specific energy transmission
paths.We have tried to identify from the connectome data how different pathways are
selected as a function of frequency. Here, due to the lack of space, we cannot detail
all transmission routes but, in summary, by proper choice of resonance frequency,
the connectome architecture by itself selects a particular neural pathway for signal
transmission.

2.4 White Matter of Cerebral Hemisphere

The left hemisphere plays an important role in speech recognition, processing lan-
guage, logical and analytical thinking, ordered sequential tasks, planning etc. while
the right hemisphere primarily processes random thoughts, intuition and emotional
thoughts, impulsive and creative behavior, imagination, creative writing and art etc.
[26]. In Fig. 2, we have described the white matter of cerebral hemisphere of Rajat
Jain (25) at four different resonance frequencies. It is obvious once again that the
magnetic field dominates in the core brain structure with a faint localized electric
field. The port is applied below the brain structure around brain stem mimicking
the event of sensory input entering into the brain via spinal cord. Figure 3a shows
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Fig. 2 Magnetic field, electric field, and surface current distribution on human connectome model
which shows the characteristic pattern of fields distribution and surface current parameter at res-
onance frequencies. Simulation frequency range�1–2500 THz; Waveguide port dimensional�
1.0e+004×1.0e+004; Boundaries condition�open space; Used solver �Time domain solver;
Magnetic field, electric field, and surface current distribution scale at resonant frequency�1325.2
THz (panel a, first row); 1719.2THz (panel b, second row); 1972.2THz (panel c, third row); 2250.3
THz (panel d, fourth row). At first resonance frequency, E-field is more dominating compared to
M-field while in second resonance frequency, M-field is more dominating around the cavity of the
connectome. At third resonance frequency, major contribution of E-field is around the boundary of
that cavity, and M-field is randomly distributed around the model. The current distribution profile
looks like a shape of hollow ellipsoid

that the magnetic fields select the surface around corpus callosum, specifically in
the cingulate gyrus that covers the corpus callosum and cerebellum, the response
coordination center of the brain but keeps the entire cortex untouched. No significant
electric or magnetic energy flows or localizes in the cortex region for any resonance
frequency. Even the surface current density locates around the cingulate gyrus, which
is the base connection center, energetically, for the energy transmission all around
the cortex as we see in the simulation of Fig. 3.
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Fig. 3 White matter of cerebral of hemispheres: Magnetic field is more dominating compared to
the electric field at the center of the hemisphere. Both fields exist at the cavity. Current distribu-
tion appears toward the inner boundary of hemisphere. Simulation frequency range�1–5 THz,
Waveguide port dimensional�16e+004×2.6e+005 nm; Boundaries condition�open space; Used
solver�Time domain solver. Panel a: 2.01 THz, Panel b: 2.25 THz, Panel c: 2.70 THz, and Panel
d: 3.08 THz

2.5 Blood Vessel

Normally, in the brain models, the role of blood vessels is ignored just like glial
cells are ignored, and the supremacy of neuron membrane continues. During the
theoretical structural simulation of the human brain, we have made sure to integrate
all electrical mechanical and magnetic field contributors in the decision making of
the human brain [17]. To us, the blood vessel topology is the center of thermal
noise source, which the brain elements use. We are concentrating on the THz band
resonance of all brain components. In that context, the most important energy source
topology is governed by the blood vessels. The walls of the blood vessel system are
elastic that are also capable of increasing the diameter as the pressure rises [29]. The
previous study suggests that a standing wave can be derived from average fluid flow
through cross-sectional area of the blood vessel. The study related to the effect of
magnetic field exposure on blood vessel in microvasoconstrictor is not clear. There
are mechanical contractions and expansions of blood vessels due to heart beat that
effects the magnetic field fluctuation in a geometric pattern in the brain. Half of the
study cites the vasodilatory effect of magnetic field and the other half-cited magnetic
field that could trigger either vasodilation or vasoconstriction [30]. Due to lack of
investigation related to the effects of MFs on microcirculation and microvasculature,
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Fig. 4 a Original model of the blood vessel created by the structural data file. b Simulated model
created by electromagnetic resonance software: Electric field and magnetic field profiles, magnetic
field is more dominating compared to electric field, and both appear at a particular part of the veins.
cCurrent profile of the blood vessel. Simulation frequency range�1–2 THz; Boundary condition�
open space; Used solver � time domain solver; Electric field, magnetic field, and surface current
distribution scale at resonant frequency�1.42 THz

here, we have analyzed how the topology of biomaterial (blood vessel) plays the role
to perform their function. We theoretically studied the electric and magnetic field
distributions on and around the blood vessel network of entire brain. At first, we
collected structural data file and edited it to make it suitable to run in electromagnetic
resonance software, CST, by keeping all conditions same. The distribution of both
the fields is shown in Fig. 4.

By varying resonance frequencies, we have found that there is a virtual 3D cavity
of energy distribution created by the blood vessels. There are, basically, two 3D
cage-like structures formed, one by the electric field and another by the magnetic
field. It is like two distinct 3D cages made up of wires that are somehow put together.
The most interesting aspect of it is that both the cages generate energy barriers, in
between them thin energy transmission pathways are built, it enables the system to
manage energy locally at a very high resolution. Our finding suggests that our initial
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speculation regarding the role of THz signals in governing information processing of
biomaterials is apparently correct.We tried to gobeyondneuronmembrane as the sole
contributor of the information processing in the human brain. Here, we are presenting
only a few of the radical routes like blood vessel, axon core, microtubule, proteins,
topology of midbrain, and ventricles. In future, we will include cortical columns
neuroglia complex or supramolecular system, which directly communicates with the
blood vessels to absorb energy.

2.6 Axon

Axon is an important wire like part of a neuron, which plays an important role in
cellular communication [27, 28]. Normally, the concept of general readers is that
everything inside a neuron is filled with cytoskeleton fluid, it is jelly like. This is not
true for a neuron. In the 1990s, several studies were made by taking a cross section
of a frozen neuron, which showed that the neuron core is primarily a solid structure
made of microtubules and other neurofilaments, and they remain in a gap of ~50 nm.
Still, textbooks on neurophysiology show internal structure of a neuron as empty.
Recently, Xu et al. [21] have shown that not just the axon’s initial segment but entire
neuron’s internal structure has ordered crystalline structure made of beta spectrin
and actin, and ankyrin. These results prompted us to create artificial axon based on
all these structural results in CST. The internal structure of axon is made of parallel
microtubules in the core keeping a gap of ~50 nm as per the Cryo-TEM data, and
then the lattice obtained by Xu et al. [21] is replicated around the core microtubule
structure. The final complex architecture is studied by finding the electromagnetic
resonance frequencies and then determining the distribution of electric and magnetic
field on its surface.

Figure 5 shows the length variation data of an axon, wewanted to confirmwhether
that when a brain learns, neurons make new connections, break the old ones, and
fundamental to all these processes is the change in the length of the core structure
residing inside the neural branches. We find that as the length increases from 200 nm
to a few micrometers, there is a wave-like interference of electric field and magnetic
field, and a particular length shows prominent interference effects. The electromag-
netic simulation of an axon show the clocking behavior of both electric and magnetic
fields. It leads to the concept of node and antinodes. This is a brilliant exhibition of
periodic interactive and silent modes. This is reflected in the directivity map in Fig. 5,
where we can see that at certain lengths, the axon stops interacting and goes to a
silent mode. Here, we are depicting a brief part of our extensive study with only one
port that is pumping electromagnetic signal along its length.

Another interesting part of this study is that the electric field is dominant at a
certain length and at that length the magnetic field is absent. There is a complemen-
tary interference between the electric and the magnetic. Now, we are investigating
information about the role of axon in signal transmission and their topological role
to perform own function.
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Fig. 5 At initial length of the axon, both electric field and magnetic field are dominant, and after
increasing the length, magnetic field is dominated whereas electric fields are absent. Again increas-
ing the length, electric field appears again and magnetic field is absent, similarly, it is repeated again
and again: such type of phenomena lead to the concept of nodes and antinodes formation of electric
field and magnetic field. Directivity is more at the initial length and after successive increase in
length, it decreases, and after some particular length it comes again. If we plot a graph between
frequency versus lengths, it almost shows the nature of the sine wave. Common condition for all
axons (rings); Port dimensional�35×34 µm; Simulation frequency range�0–10 THz; Bound-
aries condition�open space; Used solver �Time domain. In the row resonance frequencies are
3.5, 7.8 THz; 3.95, 8.6, 1.3 THz; and 1.07, 1.81 THz

2.7 Microtubule

Tubulin molecules in cells assemble and disassemble themselves, which generate
a structure known as “Microtubule”. Microtubule is a key part of axon described
above. We have demonstrated that the microtubule stores and processes information
just like a neuron [18, 19, 31]. Also, it has been demonstrated experimentally that
even inside a living neuron cell, microtubule vibration survives [7, 32]. Using coaxial
atom probes, it is also shown that the axon core communicates 250 µs faster than the
onset of a neural firing. Therefore, there is another world of information processing
via microtubule in the neurons. Microtubules are abundant in every single eukaryotic
cell. Here, we create a microtubule structure in CST and run simulation to find the
resonance frequencies. At the resonance frequencies, we image electric andmagnetic
field distributions at two different resonance frequencies (Fig. 6, panel a and panel b
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Fig. 6 a Clocking behavior of the electric and magnetic field of a microtubule: at the initial phase,
magnetic field starts to rise from low value to high value; at 40°–100° magnetic field is maximum.
After that, it goes down to the minimum lower peak, and it again increases to 220°–240° and goes
down to decrease at the phase duration of 320°–360°. Simulation frequency range�1–400 MHz;
Waveguide port dimensional�13×13 mm; Shape�helical form (diameter-27); Boundaries con-
dition�open space; Used solver�Time domain solver; Magnetic and electric field distribution
profile at resonant frequency�199.25 THz. b Split of electric field and magnetic field: From figure
(b), both fields are the function of phase, magnetic field is more dominating compared to electric
field, which is contradictory of the fundamental concept. Simulation frequency range�1–520MHz;
Waveguide port dimensional�6×6 mm; Lattice arrangement� straight; Boundaries condition�
open space; Used solver �Time domain solver

are generated at twodifferent resonance frequencies).Axon-like clocking oscillations
of the electric and magnetic fields are observed.

One important difference between the resonance behavior of microtubule and
axon is that in axon, the topological changes are not that dynamic. Whereas the
microtubule lattice changes its configuration so much that the mixture of lattice
could modulate the resonance frequencies over a wide frequency range. We are not
presenting the data here, but we have observed that mixture of lattice could tune the
resonance frequencies.

We have obtained some more interesting results after doing parametric analysis.
For example, length, diameter, pitch, lattice variation, and almost all the topological
parameters deliver unique periodic effects. Clocking is fundamental to the resonance
property. When phase makes a complete rotation, we find that the electric and the
magnetic field distributes in a very particular topological way across the hardware.
We have repeated similar study like axon and microtubule even in the single protein
tubulin. We are not presenting it here because the plots appear similar. In future, we
would report in a more detailed description, how port location, material property,
and small changes in the symmetry of the structure changes the resonance frequency
domain fundamentally. Note that we have already published that the microtubule pri-
marily vibrates in the kHz, MHz, and in the GHz domain. Here, we are concentrating
only in the THz domain. Later, wewould show that a small change in symmetry could
bring resonance from 100s of THz to a few MHz.
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Fig. 7 a In case of ventricle, both the electric and magnetic fields are dominating. Both fields are
propagating along the portion of ring. Left lateral ventricle; Port�−6.0e+004 × −6.00e+004 nm;
Frequency range�1–10 THz; Boundaries condition�open space; Used solver�Time domain
solver; Magnetic and electric field distribution profile at resonant frequency�2.04 THz. b Electric
field and magnetic field profile of midbrain by varying the location of the energy source around
it. Simulation frequency range�0–3 THz; Boundaries condition�open space; Used solver �
Time domain solver; Electric and magnetic field distribution scale at resonant frequency�1.52
THz. c Electric field and Magnetic field profile at one particular frequency on whole brain model.
Simulation frequency range�2–7 THz; Boundaries condition�open space; Used solver�Time
domain solver; Electric and magnetic field distribution scale at resonant frequency�4.01 THz

2.8 Ventricle, MidBrain, and Other Brain Components

The ventricular system of the human brain is made up of four interconnected cavities
(left and right lateral ventricles, third ventricle, and fourth ventricle) connected to the
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location of CSF production. Cerebrospinal fluid is the colorless fluid that is produced
in choroid plexus of the brain that acts as a buffer for the cortex and provides the
basic mechanical production of the brain inside the skull [33, 34]. The previous
study suggests that the electric field is useful for the treatment of glioblastoma by
constricting a realistic model of the head by using the MRI data and simulated by
using the finite element method. Here, we have also created the realistic structure
of the brain component’s ventricles structure by using MRI data shown in Fig. 7a;
midbrain (by using lateral ventricle, left, and right ventricle) and whole brain (by
using midbrain and left, and right hemispherical) Fig. 7b, c.

Study of ventricles and cavities of the brain has been particularly challenging.
Figure 7a shows clearly that there is a periodic ripple of energy density, this has been
the central feature of all similar structures. We are presenting this simulation result
because these are the only structure in the brain, which do not show any special
energy localization. Figure 7b shows the midbrain and our study shows that its mul-
tiple components share energy in a characteristic manner. One could see, just like
the connectome data presented in Fig. 2, we could see that at different frequencies,
localization of electric and magnetic fields changes significantly at different con-
stituent components of the midbrain. Another very interesting note is that electric
field dominates in the midbrain over the magnetic field. Figure 7c is a very inter-
esting study to end this article. Here, we have put the connectome, white matter
and the midbrain together to find intricate changes in the resonance frequencies. We
also wanted to learn how these components interact together in the whole brain, and
how their individual responses vary. We found that when all components are put
together, energy remains confined in the lower part of the brain structure. In future,
we would report how change in the port location provides directed energy transfer
toward functionally significant domains.

3 Conclusion and Future

We have carried out a pure materials science investigation to find out if we have
considered the brain as a consciousness lessmaterial structure alone, thenwhatwould
be its properties. Two major scale-free features have been observed regarding the
brain. First is that the brain’s electromagnetic resonance has a pronounced resonance
in the THz (1012 Hz) domain, if one scans from µHz (10−6 Hz) to the pHz (1015

Hz). Second, the major finding is that at all scales, magnetic energy plays much more
dominating role in the structure shadowing the electric field distribution. One of the
prime conclusions of this study is that nowhere in any of the components we have
studied, we found electromagnetic field is distributing homogeneously.

We outline major findings for each brain components: Neuron: Electromagnetic
energy propagation is favored just in the opposite direction than that is established
over a century. Connectome: By selecting resonance frequency, connectome could
select particular neural pathway. White matter: Localize energy to the cingulate
gyrus as a fundamental base to select the neural transmission pathways of cortex.
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Blood vessel: A pair of virtual 3D cavity of energy distribution is created by the
blood vessels, one electric another magnetic, and both are complementary to each
other.Axon: Complementary constructive and destructive interference between elec-
tric and magnetic fields enable interactive and silent mode of an axon.Microtubule:
Electromagnetic resonance has similar silent and interactive modes like the axon;
however, it largely modifies its response by editing its surface lattice. Ventricle,
midbrain, and other brain components: Ventricles provide cavity like effect. The
existences of cavities therefore prove that not only the dielectric resonators but also
the ventricles make brain a fusion of dielectric and cavity resonators. Midbrain is
similar to connectome topology, and both work as if they need to provide a selective
energy to certain neural branches or constituent components. When we have con-
nected all brain components, we found that the whole system goes to a silent mode.
We have not figured out the reason, but we are working on to find out the reason.
Based on the studies done so far, we can comment that the origin of this silent mode
is that we need multiple thermal ports around the blood vessels. Then, our artificial
brain shown in Fig. 7c would turn live (clocking).

Acknowledgements We thank UCSD and other unknown universities for making MRI data free
and sincerely thank numerous unknown researchers who worked relentlessly to produce structural
data used in producing all seven figures in this paper. Authors acknowledge the Asian office of
Aerospace R&D (AOARD), a part of United States Air Force (USAF) for the Grant no. FA2386-
16-1-0003 (2016–2019) on the electromagnetic resonance based communication and intelligence
of biomaterials.

References

1. Abbott, L.F.: Lapique’s introduction of the integrate-and-fire model neuron. Brain Res. Bull.
50, 303–304 (1999)

2. Hodgkin, A.L., Huxley, A.F., Katz, B.: Measurements of current-voltage relations in the mem-
brane of the giant axon of Loligo. J. Phys. 116, 424–448 (1952)

3. Hamill, O.P., Marty, A., Neher, E., Sakmann, B., Sigworth, F.J.: Improved patch-clamp tech-
niques for high-resolution current recording from cells and cell-free membrane patches.
Pflügers Archiv Eur. J. Phys. 391, 85–100 (1981)

4. Sporns, O., Tononi, G., Kotter, R.: The human Connectome: a structural description of human
brain. PLoS Comput. Biol. 1(4), 245–251 (2005)

5. Sanes, S.R., Lichtman, J.W.: Can molecules explain long term potentiation? Nat. Neurosci.
Rev. 2, 597–605 (1999)

6. McCormick, D.A., Shu, Y., Yu, Y.: Hodgkin and Huxley model—still standing? Nature 445,
E1–E2, References on challenging the Hodgkin Huxley Action Potential Initiation in the
Hodgkin-Huxley Model, Lucy J. Colwell mail, Michael P. Brenner Published (2009). https://
doi.org/10.1371/journal.pcbi.1000265 (2007)

7. Ghosh, S., Sahu, S., Agrawal, L., Shiga, T., Bandyopadhyay, A.: Inventing a co-axial atomic
resolution patch clamp to study a single resonating protein complex and ultra-low power com-
munication deep inside a living neuron cell. J. Integr. Neurosci. 15(4), 403–433 (2016)

8. Striegel, D.A., Hurdal, M.K.: Chemically based mathematical model for development of cere-
bral cortical folding patterns. PLoS Comput. Biol. (2009). https://doi.org/10.1371/journal.pcb
i.1000524

https://doi.org/10.1371/journal.pcbi.1000265
https://doi.org/10.1371/journal.pcbi.1000524


732 P. Singh et al.

9. Hurdal, M.K., Bowers, P.L., Stephenson, K., Sumners, D.W.L., Rehm, K., Schaper, K., Rotten-
berg, D.A.: Quasi-conformally flat mapping the human cerebellum. In: Taylor, C., Colchester,
A. (eds.) Medical Image Computing and Computer-Assisted Intervention—MICCAI’99. Lec-
ture Notes in Computer Science, pp. 279–286. Springer, Berlin (1999)

10. Van Essen, D.C.: Cause and effect in cortical folding. Nat. Rev. Neurosci. 8, 12 (2007)
11. Çukur, T., Nishimoto, S., Huth, A.G., Gallant, J.L.: Attention during natural vision warps

semantic representation across the human brain. Nat. Neurosci. 16, 763–770 (2013)
12. Van Essen, D.C.: A tension-based theory of morphogenesis and compact wiring in the central

nervous system. Nature 385, 313–318 (1997)
13. Noctor, S., Martinez-Cerdeno, V., Ivic, L., Kriegstein, A.: Cortical neurons arise in symmetric

and asymmetric division zones and migrate through specific phases. Nat. Rev. Neurosci. 7,
136–144 (2004)

14. Basar, E.: Chaotic dynamics and resonance phenomena in brain function: progress, perspectives
and thoughts. In: Basar, E. (ed.) Chaos inBrain Function, pp. 1–30. Springer-Verlag,Heidelberg
(1990)

15. Hoke, M., Lehnertz, K., Pantev, C., Lütkenhöner, B.: Spatiotemporal aspects of synergetic
processes in the auditory cortex as revealed by the magnetoencephalogram. In: Basar, E.,
Bullock, T.H. (eds.) Brain Dynamics, pp. 84–108. Springer-Verlag (1989)

16. Liebovitch, L.S., Fischbarg, J., Konairek, J.P., Todorova, I., Mei, W.: Fractal model of ion-
channel kinetics. Biochim. Biophys. Acta 896, 173–180 (1987)

17. Ghosh, S., Sahu, S., Fujita, D., Bandyopadhyay, A.: Design and operation of a brain like
computer: a new class of frequency-fractal computing using wireless communication in a
supramolecular organic, inorganic systems. Information 5, 28–99 (2014)

18. Sahu, S., Ghosh, S., Hirata, K., Fujita, D., Bandyopadhyay, A.: Multi-level memory-switching
properties of a single brain microtubule. Appl. Phys. Lett. 102, 123701.1–123701.4 (2013)

19. Sahu, S., Ghosh, S., Fujita, D., Bandyopadhyay, A.: Live visualizations of single isolated
tubulin protein self-assembly via tunneling current: effect of electromagnetic pumping during
spontaneous growth of microtubule. Sci. Rep. 4, 7303 (2014)

20. Stahl, S.M.: Structure and Function of Neurons, 3rd edn. Cambridge University Press. http://a
ssets.cambridge.org/97805218/57024/excerpt/9780521857024_excerpt.pdf

21. Xu, K., Zhong, G., Zhuang, X.: Actin, spectrin and associated proteins form a periodic
cytoskeleton structure in axons. Science 339, 452–456 (2013)

22. Sporns, O., Tononi, G., Kotter, R.: The human connectome: a structural description of the
human brain. PLoS Comput. Biol. 1(4), 245–251 (2005)

23. Hagmann, P.: From diffusion MRI to brain connectomeics. Ph.D. Thesis, Ecole Polytechnique
Federale de Lausanne (2005)

24. Sporns, O.: The human connectome: a complex network. http://dx.doi.org/10.1016/S0920-99
64(12)70100-7

25. Bullmore, E., Sporns, O.: Complex brain networks: graph theoretical analysis of structural and
functional systems. Nat. Rev. Neurosci. 10(3), 186–198 (2009)

26. https://www.boundless.com/psychology/textbooks/boundless-psychologytextbook/biologica
l-foundations-of-psychology-3/structure-and-function-of-the-brain-35/cerebral-hemispheres-
and-lobes-of-the-brain-153-12688/

27. Yau, K.W.: Receptive fields, geometry and conduction block of sensory neurones in the central
nervous system of the leech. J. Physiol. 263(3), 513–538 (1976)

28. Debanne, D.: Information processing in the axon. Nat. Rev. Neurosci. 5, 304–316 (2004)
29. Waves in blood vessels. http://hplgit.github.io/INF5620/doc/pub/sphinxwave/_main_wave00

9.html
30. McKay, J.C., Prato, F.S., Thomas, A.W.: A literature review: the effects of magnetic field

exposure on blood flow and blood vessels in the microvasculature. Bioelectromagnetics 28(2),
81–98 (2007)

31. Sahu, S., Ghosh, S., Ghosh, B., Aswani, K., Hirata, K., Fujita, D., Bandyopadhyay, A.: Atomic
water channel controlling remarkable properties of a single brain microtubule: Correlating
single protein to its supramolecular assembly. Biosens. Bioelectron. 47, 141–148 (2013)

http://assets.cambridge.org/97805218/57024/excerpt/9780521857024_excerpt.pdf
http://dx.doi.org/10.1016/S0920-9964(12)70100-7
https://www.boundless.com/psychology/textbooks/boundless-psychologytextbook/biological-foundations-of-psychology-3/structure-and-function-of-the-brain-35/cerebral-hemispheres-and-lobes-of-the-brain-153-12688/
http://hplgit.github.io/INF5620/doc/pub/sphinxwave/_main_wave009.html


Complete Dielectric Resonator Model of Human Brain … 733

32. Agrawal, L., Sahu, S., Ghosh, S., Shiga, T., Fujita, D., Bandyopadhyay, A.: Inventing atomic
resolution scanning dielectric microscopy to see a single protein complex operation live at
resonance in a neuron without touching or adulterating the cell. J. Integrat. Neurosci. 15(4),
435–462 (2016)

33. The ventricular system is a set of hollow cavities in the brain filled with cerebro spinal
fluid. https://www.boundless.com/physiology/textbooks/boundless-anatomy-and-physiology-
textbook/central-nervous-system-12/protection-of-the-brain-116/ventricles-636-9194/

34. Miranda, P.C.,Mekonnen, A., Salvador, R., Basser, P.J.: Predicting the electric field distribution
in the brain for the treatment of Glioblastoma. Phys. Med. Biol. 59(15), 4137–4147 (2014)

https://www.boundless.com/physiology/textbooks/boundless-anatomy-and-physiology-textbook/central-nervous-system-12/protection-of-the-brain-116/ventricles-636-9194/


Wireless Communication Through
Microtubule Analogue Device:
Noise-Driven Machines
in the Bio-Systems

Komal Saxena, K. V. Karthik, Suryakant Kumar, D. Fujita
and Anirban Bandyopadhyay

Abstract Looking beyond ionic communication in bio-systems that is limited to a
narrow band of kHz frequency domain is our objective.Microtubule, a vital subcellu-
lar biomolecule found in almost all eukaryotic living systems, plays an important role
in processing the cellular information. Therefore, here we introduce a microtubule
analogue device, which wirelessly communicates with the neighboring microtubules
and harvest energy from the noise present in the environment. The device is composed
of spatially arranged lattice geometry with two different lattice parameters made of
capacitors as tubulin protein analogue arranged on cylindrical shape structures. To
demonstrate that the noise is harvested, both the devices are operated by noise, no
ordered signal is applied in anymeasurement. Separation between both the devices is
varied, while nearing the distance, the transmitted signal increases continuously and
when they are taken further apart, the signal decreases gradually to null at ~140 cm.
We image live, the generation and transmission of magnetic flux condensate between
these two devices. This experiment is also repeated by inserting a magnetic shield
99.99% pure Ni sheet between two structures, which allows very less wireless trans-
mission due to the shielding. The wireless communication frequency is in the range
kHz–MHz.
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1 Introduction

Wireless communication is projected to bring the next industrial revolution [1]. There
are plenty of challenges and opportunities [2]. Specially, in the field of biomedical
engineering, wireless nanobots can do wonderful surgery [3] and [4]. Even it is
demonstrated that organic nanobots could be used to destroy cancer cells and destroy
beta plaques of Alzheimer’s patient [5].

Biological systems are known to transfer signals by diffusing ions and process
information using chemical reactions—amajor part of its interaction is played by the
protein’s mechanical transformation of secondary structures. Biomaterials are made
up of various components each with different dielectric constants, protein resonance
was first measured around 1930s [6, 7]. Therefore, they are not like a tuning fork
vibrating at a single frequency; shift in resonance frequencies reveal much more
than static response [8]. One could confine water molecules via hydration [9] for
the resonance measurement. Resonance peaks is a set of frequency that could act as
a marker for a protein [10]. Consequently during resonance measurement a protein
responds in a nanocavity in a complex manner [11, 12]. Measurements were made
even in superconducting cavity [13]. Dispersion relation of a material is its dielec-
tric response as a function of frequency; it reveals how different kinds of dielectric
constituents in a material dominate in absorbing energy and resonantly vibrating at
different frequencies [14]. Resonance of proteins survives in living cells [15]. After
26 years, we performed a similar experiment with advanced tools on tubulin and
microtubule inside a live neuron cell [16]. Cells are not just chemical fluids [17,
18]. Dielectric and electronic properties have one-to-one correspondence [19]. Ionic
interactions mostly occur in the kHz frequency domain as ionic waves take a long
time to clock. Since existing biologymostly focuses on the ionic andmolecular inter-
actions, it looks only into themilliseconds domain. If there are other events happening
at different time domains, then molecular biology does not take into account those
factors. In fact, giant protein structures responsible for ionic transfers are all made of
dipoles, which vibrate at several hundreds of nanoseconds to microsecond periods.
The Fourier transform of such signal shows resonance frequency peaks in the MHz
frequency domain [20, 21]. However, these dipoles are made of functional groups,
which vibrate in picoseconds to nanoseconds time domain; we see resonance peaks
in the Fourier transform plot. We speculated that a biological phenomenon would
not be limited to a narrow kHz frequency domain or milliseconds time domain. We
proposed that biological systems would operate in different time domains simulta-
neously and those time domains are geometrically connected. In this context, we
offered a resonance chain where triplet of triplet grouping of resonance frequencies
would be the most predominant topology, integrating the vibrations of a biological
system [22]. If that were true, multiple communication modes would operate simul-
taneously in a single biological system. Apart from ionic diffusion and electrical
pulse passing through a solid medium, there is a possibility of wireless transmission
of signals.
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Wireless transmission could happen in two ways. First, an antenna and receiver
system radiates and absorbs electromagnetic energy in its structure. Then, themateri-
als involved could be dielectric resonators and/or cavity resonators. Second, transfer-
ring the magnetic fields over a short distance directly, this route is popularly depicted
as Tesla coil [23]. In this route, there are two ways. First, two conducting coils are
kept side by side, and current passes through them, then due to inductive coupling, the
magnetic energy could transfer. Alternately, there could be a pair of parallel plates;
due to capacitive coupling, they could transfer magnetic fields. Both capacitive and
inductive routes are studied in detail. Both the routes require a current flow. However,
we have seen that if ionic motions are restricted, biomaterials do not allow flow of
current. In presence of fluids, it is impossible to study conductivity of biomaterials
because ionic currents through water find a direct less resistive transmission route
via water, so they reject the more difficult biomaterial route. Therefore, the observed
high current (above microampere) originates from water conductivity and not from
biomaterials. When we developed the trick to study biomaterials under limited water
layer 3–5 nm, we found that the conductivity of a material decreases several orders
of magnitude (300 G�–1015 �). Therefore, biological systems are nonconducting
intrinsically. This finding argues that they are not fit for wireless communication in
the conventional routes as they cannot allow flow of current. Neither, biomaterials
could be classical antenna or receiver, nor they could be Tesla coils. Moreover, water
damps the electromagnetic signals, so an electromagnetic signal cannot pass through.
If there exists at all any possibility of wireless communication, the only option would
be magnetic wireless transmission. However, we need to identify how a critical insu-
lator could communicate wirelessly when it cannot allow flow of current through
itself.

Recently, attempts are being made to find options of wireless communication
beyond strong coupling, exploring ideas to avoid exponential decay of wireless trans-
mission as a function of distance [24], coupling magnetic resonance [25], switching
multiple coils to enhance efficiency [26], and range modulation [27]. Here, we are
exploring a new idea, if ultralow power driven by noise could transmit magnetic
energy between two nonconducting materials. Biomaterials are rich in spiral struc-
tures, starting from DNA, alfa-helices, microtubule, actin-like microfilaments and
neurofilaments, and even collagen. They look like Tesla coils, the only problem is
that they do not allow the flow of currents as we expect. Current flow through the bio-
materials is of the order of a few picoamperes even if 1 V is applied across the device.
It is nearly impossible to investigate a biomaterial from all directions; they have a few
nm-wide sizes, and hence accessing different parts simultaneously is nearly impos-
sible. For that reason, we make 106 times larger replica of microtubule, predicted
to process information in 1982 [28] and verified in 2013 [29], keeping its structural
parameters identical to its biological counterparts. Then, we carry out rigorous inves-
tigations to find out if there is at all any possibility that wireless electromagnetic or
magnetic communication could happen. One problem is that a microtubule is made
of several tubulin proteins arranged all along the surface of an ordered water crys-
tal core [21]. Therefore, we need to find an analogue of protein constituents for its
artificial replica. We do it simply by taking capacitors. Even we keep the value of
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the capacitor 106 times (microtesla) the capacitance of a tubulin protein, which is
~0.1 pT. In Sect. 2, the formulation for analyzing the different parameters is given.
In Sect. 3, the experimental setup to demonstrate the noise is harvested through a
microtubule analogue device and the design is discussed. In Sect. 4, various results
based on the harvesting noise and generations of magnetic flux are discussed.

2 Formulation and Design Concept

2.1 The Concept of Microtubule Analogue

Preparation of an analogue microtubule has been patented (an inductor made of
arrayed capacitors [30]). By wiring capacitors, which serve as an analogue of a
protein, we solder them in a sequence keeping a distance around 1 cm and the long
linear array of capacitors is rolled spirally along a cylinder surface keeping a pitch
1.03 cm accurately as shown in Fig. 1a. Thus, we keep pitch-to-diameter ratio as
1.03:1.00, which is abundantly used in the biomaterials as we have seen theoretically
from the crystal structure data available for multiple spiral biomaterials. Now, we
have reported earlier thatmicrotubule switches its lattice parameters, followingwhich
we have replicated two lattice structures in two devices. It is known that a pair of
identical coils would make maximum wireless power transfer. In this case, we are
not interested in an absolute power transfer, but how exactly power transfer takes
places, if at all any. From that context, we need microtubule analogues of different
lattices.

There are two unique novelties in our work. First, our device is a junk material
as far as electronics is concerned. If we try to pass low-frequency signals or near
dc current, it faces an infinite resistance in a capacitor. However, if the frequency
increases, the dielectrics switches polarize synchronously with the variation of the
applied ac signal passing the wave. Therefore, up to a very high frequency, our device
is simply a junk material. Moreover, as we connect a large number of capacitors in
series, the lattice network also works as a capacitor and that blocks certain frequency
range of ac signals further. Eventually, we end up in creating a system that blocks both
ac and dc signals largely. This disadvantage could turn into an advantage. Blocking
electrons critically may even help us in generating a field of a new kind. Second, we
never use ac or dc signals from highly stable sources, but the noise generated from
various noise generators is used for the measurement of signal transmission. Noise
has profound effects on the capacitors.
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Fig. 1 a A pair of microtubule analogue device made of arrayed capacitors with diameter around
5.5 cm and length 30 cm. Vin is the circuit connection through which noise is applied as an input
(20–80 mV). Vout is the wiring by which output voltage or signal or charge content measurement
is carried out in the device. Another device is kept isolated and Vout is measured as ac signal
through function generator, b entire device is kept inside a multilayered electromagnetic shielding
chamber.Then, for criticalmeasurement to confirm that the trulymagnetic condensate is transmitting
wirelessly from Spiral 1 to Spiral 2, we used another Cu chamber shown in the panel (c). On the
green magnetic sensor sheet, if we keep long time, say hours (use new sheet for every experiment,
because first experiment is very sensitive, and then there is a permanent hysteresis effect on the
sheet), then the magnetic condensate wave is visible. The condensate looks like a waveform as we
have shown using a dotted line how the arc looks like, and from the curvature of the condensed
waveform we can calculate the wavelength of the condensed wave

2.2 The “Heat Pipe” Effect

Our target is to achieve “heat pipe effect” in the cylindrical surface. In a “heat pipe”
effect, [31] a hollow pipe is filled with dielectric, where physical motion of quanta
by radiation and transmission is associated with the phase ripples, where no physical
objects move. Since the phase part transmits in parallel, the conductivity could reach
100 times that of silver [32]. Capacitors are well studied by exhibiting the heat pipe
effect [33]. The phase transition of electrolyte works together to efficiently transfer
heat between two neighboring capacitors and in its dielectric between two leads.
Water channel increases the conductivity through microtubule by ~103 times, the
effect of capillary water is significant in heat pipe effect [34]. Phase-assisted heat
transfer is wireless and it does not get affected by the path resistance. Additionally,
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a spiral path helps in thermal energy storage [35] and [36]. Therefore, we carefully
select noise such that it is just sufficient to deplete the capacitors and engage the
dielectric in rapid phase transition, so that three events happen. They are: (i) electronic
motions are critically arrested, (ii) rapid phase transition increases the phase-assisted
heat transfer, and (iii) electrons are critically arrested within the capacitor blocking
leakage largely transforming the material from an extreme insulator (1012 �) to a
super nonconductor (1015 �). The heat pipe effect-based transfer increases inversely
with the depletion of electrons. These two fundamentals are background works for
the finding presented here.

All along this study, we have been careful to use simple methods so that our
striking finding that challenges the very idea of electronics is reproduced by school
students everywhere. For that reason, we have bought market available magnetic
sensor sheets and wrap up the devices, both the sources, where we apply a noise
and the receiver, where we measure a wireless transmission. The magnetic sensor
papers accumulate the magnetic moments from the surface of the artificial devices
and provide direct evidence that a condensed magnetic wave has been created both in
the source and in the destination device. We have used multilayered electromagnetic
shields that block major parts of the external signal in a Faraday box. In addition,
the study has been looking into the power transfer, estimating the magnetic flux,
and finding the relationships between the magnetic condensed waves formed in the
source and the destination.

3 Theory of Wireless Transmission

We built a preliminary theory of the phenomenon. Here, we briefly note a few
aspects of it. Microtubule undergoes rapid phase changes on its surface. We can
consider its surface as a composition of lattices of various lattice parameters
and sizes. At a particular resonance frequency, there is an equilibrium, we get

Nequ
r � N0exp

(
−�Gcluster (r)

kBT

)
, this statistically accounts for the composition of lattice

symmetries at resonance, where

�Gcluster (r) � −�Glc,v · πr2lcluster + σπr2lmicrotubule. (1)

Here, �Glc,v is due to phase change per unit cluster area on the microtubule surface
and σ is the interfacial free energy propagating throughout the microtubule surface
due to THz transmissions between tubulin proteins or equivalent capacitors. From
Eq. (1), we get�Gcritical � 16πσ 3

3�G2
lc,v

, at radius of cluster of a particular lattice configu-

ration would increase (r > rc), i.e., greater than a critical radius, and Eq. (1) predicts
a condensation above this limit. Condensation means that a particular lattice starts
dominating its surface. The rate of condensation of a typical symmetry in a receiver
microtubule’s surface is given by
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G � SckN0
1

Nc

(
�Gc

3πkBT

)1/2

exp

(
−�Gc

kBT

)
. (2)

Here, Nc is the number of lattice points that first synchronizes its phase in the sender
with the receiver’s magnetic condensed wave’s phase. Now, we need to find phase
gain rate gs from the lattice gain rate G. We have explained it in the following.

To understand the wireless communication between the microtubule analogue
devices, we have inherently considered the coupled mode theory model of two res-
onant systems for the analysis. According to this coupled mode theory, these two
resonant systems act as a source and receiver as shown in Fig. 1. The source sys-
tem has a resonant frequency of ωs. The overall system gain rate is expressed as
G � gs − γs, where gs is the phase gain rate of the source and γs is the intrinsic loss
rate of the source. The receiver lattice has a resonant frequency ofωr. The overall loss
rate of the system is expressed as γ � γr + γrl , where γr is the intrinsic loss rate of
the receiver and γrl is the loss rate at receiver load. Power is transmitted from source
to receiver with a transmission coupling coefficient rate α, which is a function of
signal amplitude. Transmission coupling coefficient decreases exponentially as the
separation distance between source and receiver increases. Here, we have supplied
the noise signal to the source. If Vnoise is the noise signal and Vr is output voltage of
receiver, then the rate of change in signals is described by the following equation:

d

dt

[
Vnoise

Vr

]
�

[
iωs + gs −iα

−iα iωr − γ

][
Vnoise

Vr

]
. (3)

In Sect. 4, we report all the parameters’ results.

4 Avoiding Artifacts

One prime source of artifacts is the environmental noise, as we deal with femto
to autto watts. Wireless communications are happening between the source and
the destination alone, to prove this, we need to take several precautions, human
presencemust be avoided, as human body acts as a giant capacitor andmovement of a
human body transmits power by discharging and charging capacitors. Any laboratory
is full of machines, computers to characterization systems, and they radiate huge
electromagnetic signals in the entire frequency range. Prior to the experiment, we
made an electromagnetic-IR map of the whole room identifying the silent domain
and carried out the work.

We usedmultiple layers of the following seven kinds ofmaterials to create our own
ultralow-noise zero Gauss chamber. The chips are kept inside zero Gauss chamber,
inside a three-layered Faraday cage. The entire Faraday cage system shown in Fig. 1
is oriented toward the earth’s magnetic field. A 2D inductive layer is added on the
chamber to trap the ac noise.
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(1) MCF7 layer (LF magnetic field, 30 dB (97%)); attenuation HF: 40 dB at
1 GHz, thickness 0.02 mm; permeability: μ4�25,000; μmax�100,000; satura-
tion polarization: 0.55 T; and composition: Co69, Fe4, Mo4, Nb1, Si16, and B7.
The surface is grounded and it is conducting. (2) Mu layer: Nickel permalloy foil.
(3) MCL61 layer: permeability μ2�10,000; μ4�25,000; μmax�100,000; satu-
ration polarization: 0.55 T; Hc�0.5 A/m; remnant Br/Bs�0.7; and Curie tempera-
ture Tc�225 °C. (4) EMF–RF and Ni–Cu ripstop shielding from Faraday defense,
which is an electromagnetic shielding. (5) Pure Cu shield from Faraday defense. (6)
Brass and aluminum metal sheet was used as core structure of the primary Fara-
day cage inside which a secondary cage was built. Ar gas 99.99% dry, atmosphere
was created between primary and secondary cages. (8) ESD/EMP 7.0MIL mate-
rial from Faraday defense was custom made at home from DIY kits, using multi-
layered alternate aluminum and polyester/polyethylene coating as part of primary
cage. Two aluminum metal layers in this five-layered bag provide maximum EMP
bag protection,—33 lb puncture resistance (FTMS 101-C, 2065.1),—>40 db EMI
attenuation (MIL-PFR-81705-REV.D),—surface resistivity (12�/Sq). In (ASTM 1-
257),—7 mil thickness (MIL-STD-3010C Method 1003),—moisture barrier (MIL-
STD-3010C Method 3030), and heat sealing conditions:—temperature (400 °F, 204
°C),—time (0.6–4.5 s),—pressure (30–70 PSI, 206–482 kPa).

Finally,we studiedwireless communication femtowatt (mV, pA) to auttowatt (mV,
fA) followingvarious types ofmeasurements andmeasuring the sameevent following
independent routes. We used amplifiers followed by power meters and sensors, apart
from Smith charts of VNA to see if there is a real wireless power transmission.When
a large number of capacitors are connected in series, it is expected that no current
would flow, and therefore the devices are junk materials. Observation of wireless
communication is remarkable and unprecedented.

5 Result and Discussion

Figure 1a shows the experimental setup and two spiral devices are made of 22 μF
capacitors. We varied capacitance from 1–100 μF, changed diameters, length, pitch,
but for clarity, in this first report, we confine into only one kind of device. One impor-
tant aspect of this setup is that Vin and Vout are connected to different instruments
(e.g., connect both to an oscilloscope, vector network analyzers, impedance analyz-
ers, spectrum analyzers, etc.) to find the nature of signal produced by noise Vin and
the transmitted signal. The Cu tube is rotated in Fig. 1b so that the devices kept inside
are visible. A pair of analogue microtubule devices kept inside the Cu cylinder is
enlarged in Fig. 1c and we can see that both the sender and the receiver devices are
wrapped with the magnetic sensor sheet. One peculiarity of this sensor sheet is that
it accumulates magnetic flux as the time pass by, it means if the magnetic condensate
formed in the device is stable over time, the sheet would integrate and deliver the
cumulative response.
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Fig. 2 Two panels are plotted side by side. In the left panel, there are three subpanels, one above
shows the measuring circuit and the pair of panels below are the screenshots of the oscilloscope
when the system was pumped with random noise (left) as Vin and output are taken as Vout, which
is extremely low power (femtowatt) but ordered. This is an evidence that the arrayed capacitors in
a lattice form are not a junk device. In the extreme right, three panels are indicating the Lissajous
figures created during wireless communication between a pair of microtubule analogue devices. X-
axis of an oscilloscope is fed with Vout1 and Y-axis of that oscilloscope is fed with Vout2. Together,
they create Lissajous figures. An ellipse in the first panel suggests in phase transfer of wireless
signal. Noise is increased 200–500 mV, and the transmitted signal nearly disappears. The unique
phenomenon is observed only under noise

Figure 2 shows the noise harvesting basic experiment. Here, noise between 20 and
80 mV is applied in the 1 kHz–50 MHz range (Vin) and then the output is measured
(Vout), which is a regularized ordered signal. The electronically junk device that
does not have the ability to transmit electron converts noise of a particular type into
an ordered signal. This is the most effective form of noise harvesting known to us.
Three researchers were not told about the incredible phenomenon and were asked to
repeat the experiments, between 2015 and 2017, and the three students reproduced
the typical wireless communication parameters in a triple blind experiment. One of
the most profound evidence that a unique wireless transmission is taking place in this
electronically junk spiral topology is the three right panels of Fig. 2. Here, we have
taken output signals from the source and the receiver and feed them in the X and Y
axes of the oscilloscope to produce theLissajous figurewith 45° phase difference tells
us about the phase locking transport of the ac signal. Now, conventional machines
are not equipped with probes to determine the nature of the signal being transported.
However, pure magnetic wave is really impossible to find. Only feasible easy to
comprehend situation would be, if the magnetic signal is transmitted, which sends
information of phase and then the signal rebuilds in the sender. Due to the magnetic
nature of signal, phase locking is visible.

To confirm that the transmitted signal is magnetic in nature, we have inserted a
pure magnetic metal shield of Ni sheet, and multiple other types of magnetic field
absorbers and found that the transmitted signal is affected (Fig. 3a). The separation
between the two coils is increased when the signal decreases to a threshold low value,
but not zero. Currently, we are investigating distance independent transmission that
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Fig. 3 a Two plots (blue, higher signal), when there is no magnetic shielding between the pair of
devices that undergo wireless communication tests and when a shield is applied (red, lower signal).
b Vout or transmitted power variation as a function of input noise for three different separations of
sender and receiver coil. The amplitude applied to the device is much higher (around 5 V, because
we tested the possibility of wireless communication with high power when device performance
degrades due to hysteresis). c Transmission coefficient (ratio between output and input) is plotted
as a function of noise input for three different separations. d Insertion loss (dB) as a function of the
separation between the spiral coils for different noise inputs

is a possibility as observed by parity-based wireless communication researchers in
other systems, or this is merely an artifact. Nevertheless, we confirm that power does
get transmitted magnetically and wirelessly. Figure 3b is an interesting observation,
here, a peculiar type of a nearly distance independent feature of wireless transmission
is seen at low noise. Readers should note that this particular phenomenon of wireless
transfer occurs best at less than 100 mV as shown in Fig. 2, all data in Fig. 3 are taken
after tens of hours of continuous monitoring, to get very good image of condensate
in our magnetic sensor.

Waiting for several hours provides a very good image of a standing wave of
magnetic flux, and one could see transmission between coils even if noise is switched
off, which is remarkable. However, the device characterization becomes difficult
due to fatigue. Figure 3c is one example of a pair of saturated device undergoing
operations for tens of hours. We can see a Gaussian-like response as a function of
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Vin or Vnoise, it means even at a very high bias, there is a limiting domain where the
phenomenon is observed. But, always, for the best response, a set of fresh devices
work on 20–80mV (shorting does not help in old devices). We have observed similar
Gaussian optimization at several domains.

Exponential decay with distance suggests radiative transmission which varies in
an inverse square manner with the distance. Figure 3c illustrates the noise voltage
versus transmission coefficient graph. The transmission coefficient is the ratio of the
transmitted output voltage to the applied noise voltage. Transmission coefficientmore
than 1means that after reaching the destination the transmitted power increases. This
is another remarkable feature of this new kind of wireless transmission. We activated
both the device with noise and then mixed particular ac signal with the noise, even
then, the receiver magnifies the signal. It means there is a clear harvesting of noise
by the capacitor carpet on the cylindrical surface.

Figure 3d shows a new kind of optimization, which shows a peculiar feature at
100 mV. Here, it is also seen that at 100 mV the transmission coefficient is always
greater than 1. Therefore, 100 mV may be considered as an operating voltage of
noise, where at a particular separation, there is maximum wireless transmission and
there is a domain where increasing the separation increases the transmission. This is
possible if phase-assisted transport is happening during wireless transmission, and
there is an interference of waves in the post-transmission scenario. One possibility
would be phase-assisted transport of THz sensors, and using GaInN diode we have
detected the transmission of THz signals across the capacitors. However, real thermal
flow is trivial to be regulated in a nonlinear fashion, and the only possibility would
be assisting in synchronizing all the capacitors on the cylindrical surface.

We have carried out detailed lattice variation study by changing the capacitor
arrangement on the cylindrical surface. Joule heating of a capacitor is maximum
during a dc current flow. However, under ripples of an ac signal or noise, a capac-
itor rapidly heats up and cools down. Rapid heating/cooling leads to a rapid phase
transition inside the capacitor, like a heat pipe. Rate of phase transition could mod-
ulate conductivity by ~103 orders of magnitude [37]. The effects, phase regulation,
and automated heat stabilization [38] enable “heat pipe” capacitors as noise harvest-
ing system. In a microtubule, the arrayed proteins are rolled on a water crystal, it
enhances the magnetic flux condensation, depicting the phase transfer-based trans-
mission.Microtubule could act as a heat pipe under noise of particular (10–200MHz;
5–70 GHz) frequency bandwidth, where water crystal activates.

Getting back to Fig. 3d, since it illustrates the distance between microtubule
analogue devices versus insertion loss, which tells that how much signal is lost
resulting from the insertion of a device, we see a gain instead of loss. Insertion
loss of a two-port device can be calculated by the following equation: insertion loss
(dB)�−20log|Vout/Vnoise|. It is clear from Fig. 3d that there is a less signal loss
at 100 mV input noise voltage. Insertion loss is associated with the deformation of
the magnetic wave formed by the condensation of the magnetic wave. Figure 4a
illustrates the input noise voltage versus wavelength of condensed wave that we have
calculated from the arc, which we measure directly from the helical coil surface.
Condensed wave is observed by the magnetic field viewing film, which is placed on
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Fig. 4 a From themagnetic condensedwave visualized on themagnetic sensor sheet, arc is depicted
as shown in the panel Fig. 1c,wavelength is calculated,which could be tuned using a noise amplitude
as plotted. b Condensate is imaged live for hours, apparently, there is no change, but if there is an
animated video, then we can see the change in the waveform shape. c Schematic presentation of the
condensed wave formed in the microtubule analogue device, we see the condensed wave as if the
device is very long (which is not real), and a part of the standing wave is cutoff. We do not know
the reason, but it enables the device to generate waves much longer than the device’s dimension

the microtubule analogue devices (shown in Fig. 1). More the noise bias is increased,
the wavelength decreases and this means that the device squeezes the waveform to
accommodate more magnetic energy on the cylindrical surface. This is a clever,
intuitive, and a brilliant demonstration of energy management. We plan to explore
this particular technology of energy management while developing the commercial
version of noise harvesting devices. Topology of the lattices made of capacitors
on the cylindrical surface has one unique advantage. There are plenty of different
symmetries simultaneously superposed.
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We repeat the context of coexistence of multiple symmetries on the cylindrical
surface. In the nearest neighborhood scenario, we get one lattice symmetry made
by the lattice points or capacitor location. However, there is a cable that is helically
passing throughnoise from thebeginning to the endof the array.Adc signal is blocked
as soon as the first capacitor is charged, an ac signal would be blocked due to various
capacitors formed by the network of wiring throughout the cylindrical surface, but
the noise cannot be stopped. Therefore, noise plays a vital role in activating majority
of the capacitors rapidly charging and discharging, which is also the foundation of the
heat pipe effect. At the same time, noise-induced signals get regularized and several
different reflected waves form and flow throughout the cylindrical surface. And we
have compiled a random database of such waves only to conclude that the system
generates various different waveforms. If we connect both the sender and receiver to
the spectrum analyzer and observe 1 kHz–6 GHz simultaneously, we can identify a
bunch of peaks not just one. Peaks are around 10–300MHz. Here, in Fig. 4a whenwe
are presenting the wavelength 100 cm it means we are arguing for around 300 MHz
wave.

Another interesting observation that we made was that the magnetic wave that
we image does not use the cylindrical surface boundary as a cavity, nor does it use
it as a dielectric resonator. Large number of resonance peak and missing part of the
waveform pointed out in Fig. 4b and is explained with a simple schematic in Fig. 4c
, which suggests that the condensed magnetic wave originates from topology, and a
hierarchical integration of phase is not limited to the dimension of the device.

6 Conclusion

We have shown here the magnetic condensate formation and its wireless transfer
between a pair of analogue microtubule devices. There would be plenty of applica-
tions if a microscale version of this device is made, and one application would be
the biomedical engineering and wireless power transfer technology for biomedical
implants. In future, we will study modulation of the core of the cylinder with non-
magnetic conducting elements mimicking the water crystal located at the core of a
microtubular structure. Water has unique dielectric property [39]. We have already
demonstrated that without the water channel microtubule loses all its remarkable
electronic features [21]. Pentagon rings of water are fundamental to microtubule
core, but are fundamental to other proteins too [40]. Water layer around protein
molecule is essential and its dielectric property plays a vital role [41]. Protein hydra-
tion might have an impact on the wireless transmission and water molecules make
an integral part of the molecule [42]. Buried water molecules hold protein’s energy
landscapes [43].
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Characterization of Stochastic Resonance
by the Discrete General Beta Distribution

J. E. Lugo, R. Doti and Jocelyn Faubert

Abstract In this work, we use the Discrete General Beta Distribution (DGBD) to
characterize stochastic resonance (SR).We present an SRmodel that uses the balance
of energy (gain versus losses) between two signals, namely, a weak harmonic signal
plus noise at different levels. The energy balance is done in two different states (rep-
resenting below and above sensitivity threshold). The states are characterized by two
wells divided by a barrier which are mathematically described by an asymmetrical
Duffing potential. In order to have transitions between states, the presence of noise
is necessary. With this model, the activity of neurons below and above the sensitivity
threshold states is simulated and the time series is generated. Fourier analysis of these
time series results in the well-known inverse-U-shaped behavior between signal and
noise that characterizes SR. In the second part of the work, we ranked the values
from the time series, simulated with the SR model, in descendent order from high to
low values and then we calculate the fitting parameters for the DGBD for each noise
condition and show that SR could also be characterized by DGBD parameters.

Keywords Stochastic resonance · Discrete general beta distribution
Transitions · Neurons

1 Introduction

The phenomenon known as stochastic resonance (SR) [1] is a nonlinear mechanism
by which the inclusion of a stochastic signal achieves the identification of feeble
stimuli. The maximum benefit is attained at some optimal noise level. Beyond that
optimal level, noise intensity only deteriorate detection or the content of informa-
tion is obtained. The SR signature is a weak harmonic stimulus that is a function
of different noise levels with the shape of an inverted U. The SR phenomenon is
ubiquitous in this universe including biology and technology. SR occurs in different
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nano-physical systems [2], micro [3] and macro [4]. The brain is not the excep-
tion, and it also exists in several studies showing that the central part of the nervous
system utilizes the noise to improve the detection of sensations [1, 5–10]. A clear
example is the so-called crossmodal SR, which is omnipresent in persons involving
distinguishable cortical regions and peripheral subsystems. For instance, using the
similar auditory noise levels, the crossmodal SR has been found in proprioceptive,
tactile, and visual sensorial systems [11, 12]. For instance, sensation transitions are
defined by the fluctuation from subthreshold actions to a synchronized firing action
in multisensory neurons (synchronized firing at a rate given by the harmonic signal).
At first, the energy of their actions (conveyed by the feeble signals) is not sufficient
to be registered. Once the stochastic signal permeates the central part of the nervous
system, it creates a collective actuation between multisensory neurons, altering their
initial operation. This collective behavior promotes perceptiveness transitions and
the signals are therefore detected. In other words, the action generated by the mutual
influence of the facilitating signal (for instance, auditory noise) and the excitatory
signal (for example, tactile) at certain power level creates the conditions for the
central part of the nervous system to discern of a contrariwise feeble signal.

Currently, a vast degree of investigation is committed to power law comportments,
particularly concerning complex networks [13]. Nonetheless, in the most favorable
cases, the power law tendency is reasonable but merely for a middle sequence of
figures; the power law always breaks at the ends of data distributions [14]. From
a scientific point of view, the study of both, the tail mathematical function and
their breakdowns are of importance [15–19]. In the rank-ordered distributions, often
connected to cumulative distribution functions, certain elements of a structure are
assorted increasingly or downwardly consistent with its significance best known as
rank. Recently, the Discrete General Beta Distribution (DGBD) was used to match a
surprising number of diverse phenomena such as neuroscience,music, ecology, paint-
ing, genetics, urbanism, and social networks [13]. The DGBD uses three parameters
and contains the product of two power laws competing again each other. The whole
dataset defines both power laws. The work presented in [13] shows that the DGBD
is a universal function that appears in apparently unrelated phenomena. Moreover,
guided by their observations, they implemented a conflicting dynamic model that
generates the same distribution. The model helped out identifying essential features
beneath the distribution. In such example, the fitting parameter values of the distri-
bution change accordingly with the state of the system dynamics. That is, the study
suggests the possibility to distinguish between a disordered state and an ordered one.
So, the DGBD can be used as a tool to track down systems’ transitions from one
state to another. This is the feature that will be used to characterize SR in this work.

This work is organized as follows: first, we describe an SR model; second, the
DGBD is presented; third, we explain the mathematical methods used here to char-
acterize SR; fourth, we present the results and discuss them; and finally, we give
some conclusions and future work.
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2 Neuronal Stochastic Resonance Mathematical Model

To model neuronal stochastic resonance, we will use a model that treats neurons
dynamically consisting of random movements having low-amplitude levels (sub-
threshold neuronal action), where evades occur at some time span [20]. The evades
are best known as firings which are related with spikes. In this way, the effective
multisensory neurons’ responses are determined by a bistable potential as in [20].
The master equation in our model is given by

ẍ � −V ′(x) + ε
[
γ Cos(ω0t) + σG(t) − β ẋ

]
, (1)

where the magnitude of the actions of neurons is characterized by x, ẋ is the velocity
magnitude of the actions of neurons, V (x) is a double-well potential given by V (x) �
α
(−x2/2 + x4/4

)
, ε is a readjustment parameter. Cos(ω0t) is the weak excitatory

signal representation, G(t) represents the facilitation signal. It may be deterministic
or stochastic signal, like white noise, and the parameters γ , σ , and β are adjustable.
Inside brackets, we find the excitatory, facilitation, and energy losses, respectively.
Deterministic signals have a repeating pattern or have limited bandwidth. Stochastic
signals are represented by a random pattern and have a broad bandwidth like white
noise [11].

We can transform the second-order Eq. (1) into a set of two first-order equations
as

x ≤ 0

ẋ � x1,

ẋ1 � −−V ′(x) + ε
[
γCos(ω0t) + σG(t) − βx1

]
,

(2a)

x > 0
ẋ � x1
ẋ1 � −+V ′(x)

, (2b)

where ±V ′(x) � ±α
(−x + x3

)
.

With the appropriate parameter values, Eqs. (2a) and (2b) simulate neuronal fir-
ings, and it gives solutions that have real aspects detected in the experimentation
explained before. To accomplish useful neuronal firings simulations, the potential
V (x) is asymmetric, that is deeper for x > 0 than for x ≤ 0.

3 The Discrete General Beta Distribution

Rank-ordered relations are used to observe how in a process some given properties
decrease [15, 21].Ausual example is theZipf law [13],which describes the frequency
of using words in some particular language and it is represented by a power law
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behavior. Nonetheless, this power behavior works only in the middle-rank range
[22]. Cocho et al. showed that a vast number of diverse systems cannot be described
by power laws, but they can be characterized by the following general rank-ordered
distribution:

F(R) � A(n + 1 − R)b/Ra, (3)

where R is the rank number, n is the maximum number of values, A is a constant, and
(a, b) two fitting exponents. This relation is a noncontinuous description of the con-
tinuous random variable generalized beta distribution, and it is called DGBD [23].
Moreover, in [13], a mathematical scheme is also presented that includes mutation-
duplication characteristics and creates data fulfilling Eq. (3). They found that param-
eter a is associated with persistence. On the contrary, the parameter b is related
to transformation. Nevertheless, the contest among transformation and persistence
seems to be important, although not necessary feature.

4 Methods

4.1 Stochastic Resonance

Using the following parameters −α � 1, +α � 49, β � 0.316, ω0 � 2π/10,
γ � 0.095, Gaussian-distributed noise with mean σ with standard deviation of
0.15σ , and σ ∈ [0.28, 0.34, 0.4, 0.46, 0.52], we solved the set of Eqs. (2a), (2b)
in MATLAB for each noise at (σ ) level. Five simulations were run for each noise
level. The simulation time was 25 s in steps of half a second. Initial conditions at
t � 0, where x(0) � 0 and x1(0) � 0. Once the time series x(t) were generated,
a fast Fourier transform algorithm was performed with 512 points for each 25 time
series to locate the amplitude of the weak harmonic signal with frequency ω0. These
amplitudes were then averaged for each noise level. A plot was generated between
each averaged amplitude and its corresponding noise level.

4.2 Discrete General Beta Distribution

For each noise level, the five time series were rank ordered in a descending fashion
(from high amplitude to low amplitude). For the fitting, we have again used MAT-
LAB, where we have performed the method of nonlinear least squares. We utilized
a nonlinear regression model of Eq. (3), the dependent variable or the response is
the amplitude of x(t), the independent variable is the rank order r, and the nonlinear
parameters were A, a, and b. To determine the nonlinear parameter estimates, we
used the function yi � P(Ri,A, a, b) + εi, where yi, Ri, and εi represent the i-th
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Fig. 1 Inverse-U-shaped
behavior of the signal
amplitude at 0.1 Hz with
different noise levels

numerical xi amplitude value, rank, and residual or error. The function that is min-
imized is given by

∑n
i�1 (yi − P(Ri , A, a, b))2. Once parameters A, a, and b are

known for each noise level, a plot was generated between each parameter value and
its corresponding noise level.

5 Results

5.1 Stochastic Resonance

Figure 1 displays the established SR surjection; the greatest apex (resonance peak)
is reached at σ � 0.34. Clearly, neuron activity amplitudes in the Fourier domain at
a frequency of 0.1 Hz are modulated by the noise intensity.

5.2 Discrete General Beta Distribution

Figure 2 shows the behavior of parameters A, a, and b with different noise levels.
Strikingly, parameters A are minimum and b are maximum at resonance (noise level
σ � 0.34). Parameter a almost has the same value that parameter b at resonance.

6 Discussion

Themathematicalmodel representedby the set ofEqs. (2a) and (2b) describe thewell-
known phenomenon of stochastic resonance. Clearly, it can be seen that at weak noise
levels, the energy exchange between noise and signal is not sufficient to accomplish
synchronicity. As an output, the subthreshold actions of neurons dominate and no
firing occurs. Nonetheless, if the noise level is increased, then the firing is intensified
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Fig. 2 (Top) DGBD
parameter a behavior with
different noise levels.
(Bottom) DGBD parameter
a and b behavior with
different noise levels

(a)

(b)

till it reaches a supreme. In that condition, the frequency of the signal pretty much
matches the mean evasion rate. Above that condition, the stochastic firing happens
at distinct frequencies. This means that there is a desynchronized power exchange
between signal and noise, and the signal is buried below the action thresholds of
the neurons. In summary, neuronal SR can be characterized by this model but the
question now is the possibility to characterize it by other means. The answer is yes,
as it is clearly demonstrated in Fig. 2. Parameters A from the DGBD can be used
for this purpose; it presents a minimum exactly where the resonance peak appears.
Parameter A represents a balance point between both functions forming the DGBG,
namely, g1(R) � (n + 1 − R)b and g2(R) � Ra . For the range of values, we found
for both parameters a and b, the function g1(R) decreases monotonically while g2(R)
is a monotonically increasing function. The point value where both functions meet
gives the value for A. On the contrary, parameter b values are smaller than a values
except at the resonance peak noise value, where both values are almost the same.
This condition might indicate a “permanence” transition according to [13]. That
is, the probability that neuronal activity remains below the threshold is high for
low-noise intensities but at the point where a � b, the probability to change from
subthreshold activity to synchronize firing activity increases (synchronize firing at
a rate given by the harmonic signal). As the noise is increased, the subthreshold
activity is dominated again over unsynchronized firing activity. From this standpoint,
the resonance condition is given when A is minimum or a � b, thus in that condition
both functions g1(R) and g2(R) meets near to the midpoint of the DGBD at rank



Characterization of Stochastic Resonance … 757

number R � (n+1)/2, which is similar to the classicalmedian concept in a frequency
distribution of observed values or quantities.

7 Conclusions

We have shown in this work that the neuronal stochastic resonance can be character-
ized by theGeneral Discrete Beta Distribution presented in [13]. TheDGBDdepends
on three fitting parameters namely A, a, and b. We used a mathematical model for
neuronal activity that presented the SR. That is, the SR model showed the traditional
U-inverse shape between amplitude of the harmonic signal and noise. The model
used the balance of energy (gain versus losses) between a weak harmonic signal
and noise at different levels. The energy balance is done in two different states. One
state represents the subthreshold activity and the other represents the suprathreshold
activity (neuron firing). The states are characterized by two wells divided by a barrier
which are mathematically described by an asymmetrical Duffing potential. The tran-
sitions between states are facilitated by the noise. SR can be characterized by using
parameter A, which has a minimum value at the resonance peak (maximum peak in
the U-inverse graph). This is equivalent to the condition where the other two param-
eters from the DGBD are equal. Mathematically, this is equivalent to find the median
point of a frequency distribution of observed values. From this perspective, the res-
onance point is a transition point and actually the only point where neuronal activity
transits from below threshold to synchronized suprathreshold activity (synchronize
firing at rate given by the harmonic signal). The use of this SR characterization is
straightforward. One can use the time series only and no Fourier or other mathemati-
cal analysis are required and just the DGBD fitting. From these results and the results
from [13] we can envisage a method to characterize any other system that we know
a priori and it transits from at least one state to a second one. For instance, think
of human learning and how neuronal networks connect to a point where a person is
capable of learning something. The emergence of these new learning states implies
the existence of transition points that could be characterized by this distribution. In
the future, some psychophysical experiments will be done to show this new way to
characterize SR.
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StaR: An EEGLAB Framework
for the Measure Projection Toolbox
(MPT) Statistical Analyses to be
Performed in R
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Abstract EEGLAB, a widely used toolbox in MATLAB (The Mathworks, Inc.),
uses Independent Component Analysis (ICA) to decompose the EEG signal into
sub-signals, and localizes brain sources of those sub-signals prior to independent
component (IC) clustering for group study. In 2013, the Measure Projection Toolbox
(MPT) was introduced as a new data-driven IC clustering toolbox for EEGLAB.
Despite the numerous features and advantages offered by EEGLAB and the MPT,
they both have limitations for statistical analyses with more than two independent
variables. In order to work around those limitations, this paper introduces StaR, an
EEGLAB framework for the MPT statistical analyses to be performed in R. StaR
initially exports the data from different clusters generated by the MPT for differ-
ent measures of interest (e.g., Event-Related Potentials (ERPs) and Event-Related
Spectral Perturbations (ERSPs)) and formats the data such that further statistical
analyses can be performed in R. Once in R, StaR uses linear mixed models as its
default method to better handle missing values and intra-subject variability. Finally,
StaR brings the results back into MATLAB to plot the results with the well-known
and easy to interpret EEGLAB graphics. To make the whole process easy, StaR also
offers an intuitive user interface that integrates into EEGLAB’s menu.
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1 Introduction

EEGLAB [1] is an open-source toolbox running in MATLAB (The Mathworks,
Inc.) made for EEG signal analysis and conceived to go beyond traditional mean
peak analysis. One of its major preprocessing steps is the Independent Component
Analysis (ICA) [2]. A dipole fitting plugin, DIPFIT [3], is then used to locate the
corresponding potential brain sources (modeled as dipoles) in a brain template.

EEGLAB uses the Independent Component (IC) clustering approach for multi-
subject analysis in the brain source domain. The number of adjustable parameters
available in its GUI to cluster the ICs might, however, introduce subjectivity into
the process. To address this issue, Bigdely-Shamlo, Mullen, Kreutz-Delgado, and
Makeig (2013) developed a plugin for EEGLAB, called the Measure Projection
Toolbox (MPT), which proposes a simpler and objective clustering procedure.

Even though EEGLAB and MPT offer performing algorithms intended for pro-
cessing individual datasets and for IC clustering, they both have some important
limitations when it comes to creating and running multi-subject studies with com-
plex statistical designs such as longitudinal designs.

These limitations are (1) EEGLAB does not allow one to create a “studyset”
(dataset gathering all the individual datasets) including different ICAdecompositions
for a given subject; (2) the STUDY feature in EEGLAB, which handles the statistical
modules for multi-subject comparisons (i.e., “study design”), which does not support
more than two independent variables; (3) the MPT statistical feature only supports
two independent variables (Group and Dynamic); (4) in the MPT, once the domains
(i.e., clusters) are computed, only two types of univariate analysis are available (t-test
and permutation); and (5) in the MPT, in the case of comparison of two different
groups for one condition, missing values are replaced with zeros (0) in order to keep
the number of datasets equal in both groups, and in the case of comparison of two
different conditions for both groups gathered together, the datasets with even a single
missing value are completely removed from the statistical analysis, which can have
a significant impact on the results.

Since its release in 2013, the MPT has been used in only a few published studies
[4–8]. We believe that the limitations mentioned above are one of the reasons why
few researchers have used it.

As a solution to these limitations, we developed a framework for EEGLAB called
StaR (Statistics in R). StaR provides a complete pipeline extracting the data from
EEGLAB, theMPT, andMATLABaltogether, in order to perform statistical analyses
in R framework, and bringing the results back in MATLAB to easily plot them in
various ways using the StaR UI that leverages the EEGLAB graphics [9–12].
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2 Methodology

This section describes the StaR framework that we have developed. The code can be
downloaded from https://github.com/FaubertLab/StaR. Questions can also be sent
to yannick.roy@umontreal.ca. If we were to receive positive feedback and requests
to provide a complete toolbox, we would happily seek funding to do so.

2.1 StaR Framework Steps

Steps #1 and #2 consist of preprocessing the data and creating a studyset
in EEGLAB, then performing the clustering in the MPT (see EEGLAB
(sccn.ucsd.edu/wiki/EEGLAB) and MPT wiki pages (sccn.ucsd.edu/wiki/MPT).

Step #3 consists of exporting the data from the MPT to R. StaR tags missing
values with a NaN (Not a Number) value when exporting them from the MPT.

Step #4 consists of creating the complex data frame in R.
Step #5 consists of carefully placing the MPT values in the long data structure

previously created. The dimensionality of the data will automatically be switched
around by StaR to facilitate its usability by the user and developer while also opti-
mizing for parallel computing. In order to study the EEG signal in greater detail, the
different measures of interest (e.g., ERP, ERSP, etc.) are analyzed in a point-by-point
fashion (i.e., considering each data point constituting a given graphical representa-
tion of the measure for each subject). Thus, for each subject, the data framemay hold
tens of thousands of values, and hence there is the necessity for parallel computing.

Step #6 and #7 consist of the actual statistical analysis and post hoc tests.We opted
for the linear mixed model procedure (lme4 package) to capture the within-subjects
variability and to use as much of the data as possible, instead of removing subjects
having missing values [13, 14]. Nevertheless, other tests can be used in R with small
modifications in the code. Options of correction methods for multiple comparisons
are also offered such as False Discovery Rate (FDR) [15] or Bonferroni.

Step #8 consists of bringing the results back into MATLAB to use EEGLAB
graphics that are easy to recognize and interpret [10, 16]. One of the challenges here
was the poor protocol of exchange between R and MATLAB. The data had to be
linearized by carefully reshaping the matrices.

Step #9 consists of plotting the results. Handling more than two independent
variables is not possible in EEGLAB and the MPT, therefore, even if the graphics
are generatedwith EEGLAB functions, having the ability to plot this kind of graphics
from a combination of three or four independent variables is new. The illustrations
presented here come from a subset of datasets used in a longitudinal study initially
comprising of four factors (Group, Session, and two condition-related crossed factors
such as Dynamic and Modulation). In order to better handle the missing values, we
have included a cluster-related factor (Domain).

https://github.com/FaubertLab/StaR
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Fig. 1 ERSP 2×2. In this figure, the two factors are Group (2 levels: 3 and 4) and Dynamic (2
levels: M and F, where M stands for motion and F for flicker) for Domain 2. The effect of the factor
Dynamic within a specific group is figured in the first two rows and the effect of the factor Group
within a specific condition is figured in the first two columns. In the outer graphs, the green regions
mean that it is not significant and the values are set to 0

Figure 1 shows an example of the data and statistical results for a given cluster
(domain 2) from a combination of two factors (Group × Dynamic), both with two
levels, while all other factors were kept combined. Any other pair of two variables
could have been selected and would have produced a similar output. One could also
fix the other variables to a specific value (e.g., Session �1) instead of leaving them
combined. It is also possible to select the option to only plot the significance mask
showing only two colors (i.e., significant or not) instead of a color scale representing
the difference between the two graphs.

Figure 2 shows an example of the data and statistical results for a given cluster
(domain 1) from a combination of two factors (Group × Modulation), both with two
levels, while all other factors were kept combined. Any other pair of two variables
could have been selected and would have produced a similar output. One could also
fix the other variables to a specific value (e.g., Session �1) instead of leaving them
combined.

2.2 StaR UI

Creating an intuitive user interface (UI) that makes it easy to plot different layouts
of graphs based on the interaction of multiple independent variables, all with a dif-
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Fig. 2 ERP 2×2. In this figure, the two factors are Group (2 levels: 3 and 4) and Modulation (2
levels: FO, SO). Colored dots or lines below the curves indicatewhere the differences are significant.
The legend indicates the independent variables being compared. For example, “gr�3–gr�4 (do�
1; mo�SO)” means that datasets from group 3 for domain 1 and second-order modulation were
compared to datasets from group 4 for the same domain and modulation levels, all other factors
combined

ferent number of values (e.g. 2 x 2, 2 x 3), is a challenge. Actually, when supporting
multiple independent variables the combinations and possibilities quickly become
manually unmanageable. The simple and intuitive StaR UI simplifies all these pos-
sible combinations and options.

2.3 Exploratory

We added a feature called specific Dipoles (Fig. 3) allowing the visualization of
the domains generated by the MPT with the contributing dipoles from different
groups and sessions represented with different colors. This feature does not compute
anything but simply plots the dipoles already identified and located (i.e., source
localization) with EEGLAB plug-in such as DIPFIT using a brain template such as
the Montreal Neurological Institute, one prior to using the MPT and therefore before
using StaR.

Such a tool gives the opportunity to quickly check if the data seem well-balanced
in order to validate results. By selecting a specific domain with the groups and/or
sessions of interest usingdifferent colors, one can see at a glance if (1) the groups seem
to be equally represented and/or if (2) the sessions seem to be equally represented.
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Fig. 3 Specific Dipoles UI and output. The UI (at the top) allows for the selection of a specific
domain to show its contributing dipoles. The user can either select all groups for all sessions to see
all the contributing dipoles of a specific domain, or can break down the analysis to a specific group
and/or session

3 Discussion and Conclusion

StaR, the statistical framework introduced in this article ismainly targeting EEGLAB
users, especially those interested in the use of the MPT as IC clustering tool. StaR
creates a link between EEGLAB/MPT in MATLAB and R. It uses the “studyset”
created in EEGLAB to perform statistical analyses of EEG signal characteristics of
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interest (e.g., ERPs, ERSPs, power spectra, etc.) in R, and finally brings the results
back into MATLAB in order to plot them using EEGLAB graphics.

The necessity for creating such a tool came from the limitations we encountered
using EEGLAB and the MPT to create a longitudinal statistical study design with
four factors (including two crossed condition-related factors).

The recent increase in computing power has made possible the use of more com-
plex statistical designs likemixed-effectmodels, which are better atmodelingwithin-
subject variability and at dealing with missing values and unbalanced datasets than
the classicalANOVA[17, 18]. Furthermore, contrary to the classicalANOVA,mixed-
effect models do not violate underlying assumptions (e.g., linearity, sphericity, etc.)
[19]. Else, mixed-effect models are well-suited for the analysis of longitudinal data
containing missing values [20–22], and were thus particularly relevant in our case.

StaR was developed to be flexible and to easily support different statistical tests in
R with minimum changes in the code while keeping all other steps untouched (e.g.,
exporting the data, plotting results with EEGLAB, etc.).

Finally, by making StaR freely accessible, we hope to encourage the research
community to explore their EEG data beyond traditional ERP curves (peak ampli-
tude and latency) obtained from the electrodes, especially by using the MPT as IC
clustering tool.
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tudinal trends within EEG experiments. Biometrics 71, 1090–1100 (2015). https://doi.org/10.
1111/biom.12347

19. Picton, T.W., Bentin, S., Berg, P., Donchin, E., Hillyard, S.A., Johnson, R., et al.: Guidelines for
using human event-related potentials to study cognition: recording standards and publication
criteria. Psychophysiology 37, 127–152 (2000). https://doi.org/10.1111/1469-8986.3720127

20. Gibbons, R.D., Hedeker, D., DuToit, S.: Advances in analysis of longitudinal data. Ann. Rev.
Clin. 6, 79–107 (2010). https://doi.org/10.1146/annurev.clinpsy.032408.153550.advances

21. Krueger, C., Tian, L.: A comparison of the general linear mixed model and repeated measures
ANOVA using a dataset with multiple missing data points. Biol. Res. Nurs. 6, 151–157 (2004).
https://doi.org/10.1177/1099800404267682

22. Ibrahim, J.G., Molenberghs, G.: Missing data methods in longitudinal studies: a review. TEST
18, 1–43 (2009). https://doi.org/10.1007/s11749-009-0138-x

https://doi.org/10.1016/s0079-6123(06)59007-7
https://doi.org/10.1016/j.neuroimage.2005.04.014
https://doi.org/10.1016/j.tics.2004.03.008
https://doi.org/10.1177/009286150103500418
https://doi.org/10.2307/2346101
https://doi.org/10.1016/0013-4694(93)90110-h
https://doi.org/10.1016/j.nicl.2014.09.006
https://doi.org/10.1111/biom.12347
https://doi.org/10.1111/1469-8986.3720127
https://doi.org/10.1146/annurev.clinpsy.032408.153550.advances
https://doi.org/10.1177/1099800404267682
https://doi.org/10.1007/s11749-009-0138-x


Author Index

A
Aakanksha, 451
Abu-Samak, M., 9
Agarwal, Anuj Kumar, 505
Agrawal, A. K., 505
Alam, Mohammad Saad, 241
Alves, Juliana Araújo, 75
Alvi, P. A., 9, 143
Anuradha, B., 153

B
Bandyopadhyay, Anirban, 717, 735
Bansal, Krati, 41
Bhardwaj, Dheeraj, 459
Bhatia, Dinesh, 495
Bhatia, Suman, 441
Bhat, Somashekara, 537
Bhatt, Ninad, 611
Bisht, Charu, 265
Bore Gowda, S. B., 329

C
Chaudhary, Himanshu, 197
Chawla, Priyanka, 41
Chhabra, I. M., 311
Choudhary, Rakesh, 651

D
Darbari, Hemant, 679
Dar, Ishfaq Gaffar, 1
Dasgupta, Bidisha, 451
Das, K. C., 311
Das, Tejaswee Triyambak, 481
De, Shounak, 537
Dhanda, Sumit Singh, 229

Dinakar, D., 311
Dolia, Richa, 9
Doti, R., 751

E
E‘silva Nathan, Noronha, 587

F
Faubert, J., 751, 759
Francis, Sharmila Anand John, 65
Fujita, D., 717, 735

G
Gandhi, Palak, 621
Gopala Krishnamurthy, M., 311
Gupta, Ishu, 219
Gupta, Preeti, 633
Gupta, Rishi, 339
Gupta, Sakar, 399
Gupta, Sunita, 399

I
Ismail, Abid, 273

J
Jain, Shalini, 633, 651
Jain, Sweety, 99
Jaiswal, Shashank, 205
Jawhly, Thaisa, 53
Jindal, Poonam, 229
Joshi, Kanika, 459
Joshi, Sunil, 709

K
Kalra, Parul, 265

© Springer Nature Singapore Pte Ltd. 2019
K. Ray et al. (eds.), Engineering Vibration, Communication and Information
Processing, Lecture Notes in Electrical Engineering 478,
https://doi.org/10.1007/978-981-13-1642-5

767



Kant, Neha, 363
Karthik, K. V., 735
Kashyap, Nikita, 669
Khan, A. W., 505
Khan, Azzan, 1
Khan, Faraz, 241
Khanna, Rajesh, 131
Kishore, P., 311
Krishna, Bipin, 385
Kulkarni, Suhasini M., 87
Kumar, Ajai, 679
Kumar, Anoop, 375
Kumar, Jaideep, 375
Kumar, Jayesh, 1
Kumar, Malay, 575
Kumar, Om Prakash, 65
Kumar, Sandeep, 339
Kumar, Sunil, 161
Kumar, Suryakant, 735
Kumar, Vivek, 187
Kundu, S. K., 205
Kuppusamy, K. S., 273, 285
Kurle, Pratik, 41

L
Lugo, J. E., 751

M
Mahajan, Manish, 363
Mathew, Thomaskutty, 423
Meenatchisundaram, S., 385
Mehrotra, Deepti, 265
Mishra, G. R., 495
Mishra, Pankaj Kumar, 99
Mittal, Ekta, 709
Mohanty, Preeti, 549
Muzakkir Hussain, Md., 241

N
Nain, Shivani, 515
Nayak, Sneha, 523
Nayak Subramanya, G., 329
Neetu, 111

P
Pai, Smitha N., 481
Panchal, Sanish, 87
Pantula, Muralidhar, 285
Parashar, Sandeep Kumar, 121
Philip, Moby S., 385
Piponnier, Jean-Claude, 759
Prajapati, Kushang, 87

R
Rag, Adarsh, 537
Rai, Dinesh, 15
Raimond, Kumudha, 65
Ramesh, P., 689, 699
Rao Pasalapudi, N. V. N., 311
Rathi, Amit, 143
Rathore, Jitendra Singh, 515
Rathour, Abhishek Singh, 187
Rawat, Sanyog, 187
Ray, Kanad, 187, 717
Remoaldo, Paula, 75
Riyaj, Md., 143
Roy, Yannick, 759

S
Sahu, O. P., 219
Sampathila, Niranjana, 297
Santhosh, K. V., 523, 549, 561, 587
Saxena, Komal, 735
Seth, Dambarudhar, 187
Sharma, Amit, 253
Sharma, Jai Kumar, 121, 177
Sharma, Lokesh, 679
Sharma, Navodit, 1
Sharma, Niti Nipun, 515
Sharma, Prabha, 441
Sharma, Ritu, 599
Sharma, Surbhi, 131
Sharma, Varshali, 599
Sharma, Vijeta, 679
Shashi Kumar, G. S., 297
Shetty, Harikishan, 297
Shukla, Alok Kumar, 407
Silva, Lígia Torres, 75
Sindhal, Bhupendra, 599
Singhal, P. K., 205
Singh, Amit Kumar, 143
Singh, Brahmjit, 229
Singh, Dharmendra Kumar, 669
Singh, Girish Kumar, 669
Singh, Kehar, 317
Singh, Maninder, 161
Singh, Namrata, 469
Singh, Phool, 317, 375, 441
Singh, Pradeep, 407, 469
Singh, Prem, 197
Singh, Pushpendra, 717
Singh, Raghvendra, 187
Singh, Vijaya Lakshmi, 15
Sood, Varsha Vimal, 131
Sravani, V., 561

768 Author Index



Srivastava, Suyash, 679
Sufyan Beg, M. M., 241
Suhas, M. V., 349
Swathi, B. P., 349

T
Tahilramani, Nikunj, 611
Thakare, Vandana Vikas, 99
Thakur, Anita, 1
Thomas, Sanu, 423
Tiwari, Ankita, 495
Tiwari, Ramesh Chandra, 53
Tiwari, Vivekanand, 111, 459
Tripathi, Piyush Kumar, 505
Tripathi, R. P., 495

U
Upadhyay, Kartik, 621

V
Vardhan, Manu, 407, 575
Vartak, Rajdeep, 537
Vasu Babu, K., 153
Vinayak, Shubhendu, 481
Vincent, Shweta, 65

W
Walia, Damanpreet Singh, 205

Y
Yadav, A. K., 317, 375, 621
Yadav, Pradeep, 339

Author Index 769


	Preface
	ICoEVCI 2018
	Chief Patron
	Patrons
	General Chairs
	Conveners
	Co-Conveners
	Technical Program Committee
	Advisory Committee
	Publication Committee
	Sponsorship and Finance Committee
	Registration Committee
	Media, Website, Videography, and Photography Committee
	Publicity Committee
	Accommodation Committee
	Technical Presentation Committee (oral/poster)
	Transportation and Hospitality Committee
	Catering Committee
	Stage and Certificate/Prize Distribution Committee
	Purchase Committee

	Contents
	About the Editors
	Temporomandibular Joint Syndrome Prediction Using Neural Network
	1 Introduction
	2 TMJ Prediction Method
	2.1 TMJ Disorder Risk and Symptoms
	2.2 TMJ Prediction Using Neural Network Model

	3 Results and Discussion
	4 Conclusion
	References

	Optimization of AlGaN QW Heterostructure for UV Applications
	1 Introduction
	2 Simulation Results and Discussion
	3 Conclusion
	References

	Experimental Performance Evaluation of Cloud Servers in Ad Hoc Cloud Network
	1 Introduction
	1.1 Ad Hoc Network
	1.2 Cloud Computing
	1.3 Ad Hoc Cloud

	2 Foundation and Related Work
	3 Proposed Simulation Model
	4 Results and Discussions
	4.1 Database Query (DB Query)
	4.2 E-mail
	4.3 File Transfer Protocol (FTP)
	4.4 Hypertext Transfer Protocol (HTTP)
	4.5 Print
	4.6 Wireless LAN

	5 Conclusion
	References

	Analyzing Performance of Apache Pig and Apache Hive with Hadoop
	1 Introduction
	2 Theoretical Analysis
	2.1 Apache Pig
	2.2 Apache Hive

	3 Case Study
	3.1 Similarity in the Operation of PIG and Hive
	3.2 Compatibility Pig and Hive in the Following Terms

	4 Research Findings
	5 Conclusions and Future Work
	References

	Characterization of Path Loss for VHF Terrestrial Band in Aizawl, Mizoram (India)
	1 Introduction
	2 Methodology
	2.1 Experimental Details
	2.2 Area Under Study
	2.3 Data Collection

	3 Path Loss Models
	3.1 Measured Propagation Loss
	3.2 Free Space Propagation Model
	3.3 Egli Model
	3.4 Okumura–Hata Model
	3.5 Walfisch and Bertoni Model
	3.6 Perez-Vega and Zamanillo Model

	4 Analysis of the Observed and Predicted Path Loss
	4.1 Comparison of the Prediction Model

	5 Conclusion
	References

	A Comparative Performance Evaluation of Beamforming Techniques for a 2 × 6 Coaxial Cavity Horn Antenna Array for MELISSA
	1 Introduction
	2 Comparative Analysis of Windowing Used in Beamforming
	3 Application of Dolph-Chebyshev Beamforming to 2 × 6 Coaxial Cavity Horn Antenna Array
	4 Conclusion
	References

	The Impacts of Exposure to Low Frequencies in the Human Auditory System—A Methodological Proposal
	1 Introduction
	2 The Impacts of Exposure to Low-Frequency Noise
	3 Methodologies for Assessing Discomfort Due to Low-Frequency Noise
	4 Audiometric Tests as an Instrument to Analyze the Discomfort Due to Low-Frequency Noise—A Methodological Proposal
	5 Results and Discussion
	5.1 Determining the Hearing Threshold for Pure Sounds and Recorded Sound
	5.2 Evaluating the Perception of Discomfort Due to Noise

	6 Conclusion
	References

	Behavior of Single Pylon of Air Cooled Condenser Support Structure Under Seismic and Wind Forces
	1 Introduction
	2 Manual Analysis
	2.1 Earthquake Load Estimation
	2.2 Wind Load Estimation
	2.3 Overall Wind Load

	3 Software Analysis
	4 Design Methodology
	5 Results
	6 Conclusions
	References

	Rice Moisture Detection Based on Oven Drying Technique Using Microstrip Ring Sensor
	1 Introduction
	2 Sensor Configuration and Description
	2.1 Simulation Results
	2.2 Experimental Results

	3 Conclusion
	References

	A Novel Fabric Adhesive UWB Magnetoelectric Dipole Antenna
	1 Introduction
	2 Antenna Design
	3 Results and Discussion
	4 Antenna Measurements On-body State
	5 Conclusion
	References

	Experimental Investigation Using Laser Vibrometer and Finite Element Modeling for Modal Analysis of Camshaft
	1 Introduction
	2 Experimental Modal Analysis
	3 Results and Discussion
	4 Finite Element Modal Analysis of Camshaft
	5 Comparisons Between Numerical and Experimental Results for Camshaft
	6 Conclusion
	References

	Performance Evaluation of Cognitive Internet of Things in Asynchronous Distributed Space-Time Block Codes over Two-Wave Diffuse Power Fading Channel
	1 Introduction
	2 Cognitive Internet of Things (CIoT) System Model
	2.1 Received Signal at the Destination

	3 TWDP Channel
	3.1 Upper Bound on CDF

	4 Performance Analysis
	4.1 Average Bit Error Rate

	5 Results
	6 Conclusions
	References

	Wavefunctions and Optical Gain in  In_0.3 Ga_0.7 As/GaAs_0.4 Sb_0.6  Type-II Double Quantum Well Nanoheterostructure Under External Uniaxial Strain
	1 Introduction
	2 Structure and Theory
	3 Simulation Results and Analysis
	4 Conclusion
	References

	Design of Rectangular MIMO Antenna for Bluetooth and WLAN Applications to Reduce the Mutual Coupling
	1 Introduction
	2 Antenna Geometry and Analysis
	3 Multiple-Input Multiple-Output
	3.1 The Total Active Reflective Coefficient (TARC)
	3.2 The Envelope Correlation Coefficient (ECC)
	3.3 The Channel Capacity
	3.4 Capacity Loss

	4 Results and Discussion
	5 Conclusions
	References

	Diabetes Data Analysis Using MapReduce with Hadoop
	1 Introduction
	1.1 Decision Tree Algorithm
	1.2 Naive Bayes Algorithm

	2 Hadoop Framework Components
	3 Experiment Findings
	4 Experimental Result
	4.1 Count the Number of Diabetic Patient
	4.2 Precision
	4.3 Recall
	4.4 F-Measure
	4.5 Execution Time

	5 Conclusion
	References

	Theoretical and Experimental Modal Analysis of Beam
	1 Introduction
	2 Theoretical Modal Analysis
	3 Experimental Modal Analysis
	4 Finite Element Modeling
	5 Comparison of Results
	6 Conclusions
	References

	Design and Analysis of Low Profile, Enhanced Bandwidth UWB Microstrip Patch Antenna for Body Area Network
	1 Introduction
	2 Wireless Body Area Network
	3 Antenna Design Strategy
	3.1 Design Configuration of Antenna

	4 Results and Discussion
	4.1 Reflection Coefficient Versus Frequency
	4.2 VSWR Versus Frequency Comparison
	4.3 Radiation Pattern
	4.4 Surface Current

	5 Conclusion
	References

	A Jaya Algorithm for Discrete Optimization Problems
	1 Introduction
	2 Formulation of Optimum Discrete Problem
	3 Discrete Optimization Based on Jaya Algorithm
	4 Numerical Example
	5 Conclusion
	References

	High-Gain L Probe-Fed Planar and Cylindrical Patch Antenna for X Band Applications
	1 Introduction
	2 Theoretical Analysis
	3 Antenna Configuration
	4 Results and Discussion
	5 Conclusion
	References

	Mitigating Primary User Emulation Attacks Using Analytical Model
	1 Introduction
	2 System Model
	3 Analytical Model
	4 Neyman–Pearson Criterion for Detection of Puea
	5 Results and Discussion
	6 Conclusion
	References

	Wireless Technologies in IoT: Research Challenges
	1 Introduction
	2 IoT Elements
	2.1 Identification
	2.2 Sensing
	2.3 Communication
	2.4 Computation
	2.5 Semantics
	2.6 Services

	3 Wireless Technologies for IoT
	3.1 Ultra-Wideband
	3.2 802.11—Wireless LAN
	3.3 WiMAX
	3.4 LR-WPAN
	3.5 LTE, LTE-A, and Latest Versions
	3.6 Bluetooth
	3.7 LoRaWAN/LoRa
	3.8 Sigfox

	4 Challenges and Research Issues for IoT
	5 Conclusion
	References

	Fog Computing for Ubiquitous Transportation Applications—A Smart Parking Case Study
	1 Introduction
	2 Mission-Critical Computing Requirements of Smart Transportation Applications
	3 Fog Computing Model for Smart Transportation Applications
	4 Fog-Based Smart Parking—A Case Study
	5 Conclusion
	References

	Vibration of Nonhomogeneous Square Plate with Circular Variation in Density
	1 Introduction
	2 Analysis
	3 Frequency Equation and Assumptions
	4 Solution for Frequency Equation
	5 Results Discussion
	6 Comparison of Results
	7 Conclusion
	References

	To Calculate the Usability of Healthcare Mobile Applications Using Cognitive Walkthrough
	1 Introduction
	2 Background
	2.1 CW on Mobile Application

	3 Research Assumptions
	4 Methodology
	4.1 Survey
	4.2 Partakers

	5 Case Study
	5.1 Survey
	5.2 Partakers
	5.3 Technique
	5.4 Procedure

	6 Result and Analysis
	7 Conclusion
	References

	WUCA: An Analysis of Web Usability and Content Accessibility of Webpages with Respect to Ailment People
	1 Introduction
	1.1 Web Usability and Content Accessibility

	2 Literature Review
	3 Motivational Questions and Methodology
	4 Result Analysis and Discussion
	5 Suggestions
	6 Conclusion
	References

	CORDIF: A Machine Learning-Based Approach to Identify Complex Words Using Intra-word Feature Set
	1 Introduction
	2 Related Studies
	3 Dataset for Complex Word Identification
	4 Intra-word Features
	4.1 Length
	4.2 Syllables
	4.3 Rare Character
	4.4 Common Bigrams and Trigrams
	4.5 Parts of Speech
	4.6 Continuous Vowels
	4.7 Synset, Hypernym, and Hyponyms
	4.8 Vowels and Consonants

	5 CORDIF Model
	6 Experimental Study
	6.1 Dimensionality Reduction

	7 Conclusion
	References

	Neural Network Approach for Classification of Human Emotions from EEG Signal
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 EEG-Based Emotion Classification
	3.2 Data Collection
	3.3 Preprocessing of EEG
	3.4 Feature Extraction
	3.5 Classification

	4 Results and Discussion
	5 Conclusion
	References

	Frequency Measurement of Resonator for Vibrating Gyroscope
	1 Introduction
	2 Working Principle
	3 Resonator Design and Simulation
	4 Experimental Results and Discussion
	5 Conclusion
	References

	Known-Plaintext Attack on Cryptosystem Based on Fractional Hartley Transform Using Particle Swarm Optimization Algorithm
	1 Introduction
	2 Related Background
	2.1 Fractional Hartley Transform
	2.2 The Scheme
	2.3 Particle Swarm Optimization Algorithm

	3 Known-Plaintext Attack Based on PSO
	3.1 Robustness of the Algorithm in Presence of Noise in the Encrypted Image
	3.2 Robustness Against Missing Data of the Encrypted Image

	4 Conclusions
	References

	DUCA: An Approach to Elongate the Lifetime of Wireless Sensor Nodes
	1 Introduction
	2 Literature Review
	3 Proposed DUCA Protocol
	3.1 Energy Model for Sensor Nodes
	3.2 Methodology of the Proposed Protocol

	4 Simulation Results
	5 Conclusion
	References

	Video Image Retrieval Method Using Dither-Based Block Truncation Code with Hybrid Features of Color and Shape
	1 Introduction
	2 Literature Survey
	3 Methods and Algorithms
	3.1 Block Truncation Code Method
	3.2 Dither-Based Block Truncation Code
	3.3 Similarity Algorithms

	4 Hybrid Method
	5 Performance Evaluation
	6 Conclusion
	References

	Significance of Haralick Features in Bone Tumor Classification Using Support Vector Machine
	1 Introduction
	2 Background Theory
	2.1 Textural Features
	2.2 Support Vector Machine and Gaussian Kernel Function
	2.3 Feature Selection

	3 Methodology
	3.1 Dataset
	3.2 Preprocessing
	3.3 Extraction of Region of Interest (ROI)
	3.4 Feature Extraction and Selection

	4 Result Analysis
	4.1 ROC and Confusion Matrix
	4.2 Accuracy Variation Due to Kernel Scale
	4.3 Precision and Recall

	5 Conclusion
	References

	Time-Series Outlier Detection Using Enhanced K-Means in Combination with PSO Algorithm
	1 Introduction
	2 Methodology
	2.1 System Architecture

	3 Proposed Algorithm
	4 Experimental Result
	5 Conclusion
	6 Future Work
	References

	Asymmetric Image Encryption Using Gyrator Transform with Singular Value Decomposition
	1 Introduction
	2 Related Background
	2.1 Affine Transform
	2.2 Singular Value Decomposition
	2.3 Gyrator Transform

	3 Proposed Scheme
	4 Results and Discussion
	4.1 Statistical Analysis
	4.2 Key Sensitivity Analysis
	4.3 Robustness to the Added Noise Data
	4.4 Robustness Against Missing Data of the Encrypted Image

	5 Conclusions
	References

	Identification of Empirical Model and Tuning of PID Controller for a Level Control System
	1 Introduction
	2 Methodology
	2.1 Determination of the Empirical Model
	2.2 Tuning of PID Controller

	3 Real Model Implementation
	3.1 Real Plant Identification
	3.2 Implementing the Tuning to the Given PID Controller Parameters

	4 Conclusion
	References

	Comparative Analysis of Energy Consumption in Sensor Node Scheduling Heuristics in Wireless Sensor Network
	1 Introduction
	2 Related Work
	3 Battery Model
	4 Hardware Model
	5 Comparison of QC-MCSC Heuristic with HESL, TPICSC and MSC
	6 Conclusion
	References

	Medical Diagnosis of Parkinson Disease Driven by Multiple Preprocessing Technique with Scarce Lee Silverman Voice Treatment Data
	1 Introduction
	2 Related Work
	3 Material and Existing Method
	3.1 Dataset Description
	3.2 Feature Selection
	3.3 Discretization
	3.4 Dimensionally Reduction

	4 Proposed Methodology
	4.1 First Stage of Preprocessing—Ensemble Method
	4.2 Second and Third Stage of Preprocessing: Discretization and Dimensionally Reduction

	5 Classification Technique
	5.1 Classification

	6 Result and Discussion
	6.1 Performance Measures
	6.2 Experimental Results

	7 Conclusions
	References

	Minimum Shared-Link-Count Forwarding for Alleviating Congestion in Wireless Sensor Networks
	1 Introduction
	1.1 Conventional Convergecast and the SPT
	1.2 Minimum Shared-Link-Count Shortest Path Tree
	1.3 Widespread Convergecast

	2 Related Works
	3 Characteristics of an MSLC-SPT
	3.1 SLC and TSLC
	3.2 Average Shared-Link-Count (ASLC)
	3.3 Nearness of Branch Nodes to the Root
	3.4 Comprehensive Objective

	4 Unit Grid Graph
	4.1 Node Connectivity
	4.2 Edge Weights

	5 Realization of MSLC-SPT
	5.1 Shortest Path First
	5.2 Construction of the Second Path
	5.3 Shortest Path Function (SPF)
	5.4 Construction of Successive Paths
	5.5 Minimization of the Number of Shared Links
	5.6 To Limit the Out-Degree of an Active Node to One
	5.7 Algorithm MSLC-SPT

	6 Comparison with Other Methods
	7 Conclusions
	References

	Spatio-temporal Characterization  of Axoplasmic Fluid Pressure  with Respect to Ionic Diffusivities
	1 Introduction
	2 Model Description
	3 Implementation
	4 Results
	5 Conclusion and Future Work
	References

	A Simple Reconfigurable Printed Antenna for C-Band Applications
	1 Introduction
	2 Configuration
	3 Simulated Results
	4 Conclusion
	References

	Design and Simulation of Nature-Inspired Patch Antenna with CPW Feed for Dedicated Short-Range Communication Technology Using HFSS EM Simulation Software
	1 Introduction
	2 Design of the Antenna
	2.1 Circular Patch Antenna
	2.2 Results of the Nature-Inspired Circular Patch Antenna

	3 The Nature-Inspired Patch Antenna Using Superformula
	3.1 First Modification for Nature-Inspired Antenna
	3.2 Triple Modification for Nature-Inspired Antenna Using Superformula
	3.3 Result of the Nature-Inspired Patch Antenna Based on Superformula

	4 Conclusion
	References

	Cardiac Arrhythmia Classification Using Machine Learning Techniques
	1 Introduction
	2 Related Work
	3 Materials and Methods
	3.1 Feature Selection Methods
	3.2 Classification Methods

	4 Experimental Results and Discussions
	5 Conclusion
	References

	Design of an Energy Harvesting System for Wireless Power Transmission Using Microstrip Antenna
	1 Introduction
	2 Related Work
	3 Methodology
	3.1 Antenna
	3.2 Matching Circuit
	3.3 Rectifying Circuit
	3.4 Booster Circuit

	4 CST Design and Simulation
	5 Fabrication
	6 Results
	7 Conclusion
	References

	Design and Implementation of a Wearable Real-Time ECG Monitoring System Based on Smartphone
	1 Introduction
	2 Architecture of the System
	2.1 ECG Amplifier
	2.2 Delta Modulator

	3 Experimental Setup
	4 Result and Comparison
	5 Conclusion and Future Scope
	References

	A Comparative Study Between the Two Cases for the Effect of a Single Toxicant on a Biological Species in Case of Deformity
	1 Introduction
	2 Toxicant Constantly Emitted from Some External Sources
	2.1 Equilibrium Points and Dynamical Behavior

	3 Toxicant Discharged in the Environment by Biological Species Itself
	3.1 Equilibrium Points and Dynamical Behavior

	4 Comparative Study
	5 Conclusion
	References

	Nanoswimmer Energy Transduction System: Influence of Branching
	1 Introduction
	2 Design and Simulation
	3 Result and Discussion
	4 Conclusion
	References

	Design of an Adaptive Soft Sensor for Measurement of Liquid Level Independent of Liquid
	1 Introduction
	2 Capacitive Level Sensor
	3 Problem Statement
	4 Problem Solution
	5 Results and Analysis
	6 Conclusion
	References

	A Facile Synthesis of Graphene Oxide (GO) and Reduced Graphene Oxide (RGO) by Electrochemical Exfoliation of Battery Electrode
	1 Introduction
	2 Experimental Details
	2.1 Chemicals Used
	2.2 Setup for Electrochemical Exfoliation
	2.3 Synthesis of Graphene Oxide (GO) Flakes Using Electrochemical Exfoliation
	2.4 Filtration of GO Using Vacuum Filtration Pump
	2.5 Synthesis of Reduced Graphene Oxide (RGO) Using Ascorbic Acid
	2.6 Material Characterization

	3 Results and Discussion
	4 Conclusion
	References

	Smart Calibration Technique for Auto-ranging of LVDT Using Support Vector Machine
	1 Introduction
	2 Linear Variable Differential Transformer
	3 Problem Statement
	4 Problem Solution
	5 Results and Discussion
	6 Conclusion
	References

	Analysis of a Flow Process for Variation of Orifice Dimensions with Design of Adaptive Instrumentation
	1 Introduction
	2 Orifice Flow Meter
	3 Problem Statement
	4 CFD Modeling
	4.1 Geometry
	4.2 Computational Mesh
	4.3 Analysis from CFD

	5 Problem Solution
	6 Results and Discussion
	References

	Secure and Verifiable Outsourcing Algorithm for Large-Scale Matrix Multiplication on Public Cloud Server
	1 Introduction
	2 Privacy Analysis of Matrix-Based Transformation Operation
	3 Problem Formulation
	3.1 Secure and Verifiable Outsourcing Algorithm Framework
	3.2 Threat Model
	3.3 Design Goals of Secure Algorithm

	4 Secure Outsourcing Algorithm for Matrix Multiplication
	4.1 Mathematical Prelude
	4.2 Proposed Privacy-Preserving Matrix Transformation

	5 Experiment Analysis
	6 Conclusion
	References

	Performance Optimization of Self-exited Piezoelectric Vibration Sensor
	1 Introduction
	2 Sensor Modelling
	3 Methodology
	4 Results and Discussion
	References

	Effects of Different Shapes of Piezo-Acoustics-Based Adaptive Glucose Sensing System (PABAGS) on Generated Pressure and Its Analysis
	1 Introduction
	2 Proposed PABAGS System
	2.1 Working Principle
	2.2 Equations

	3 The Model Geometry of Piezo-Acoustic Transducer
	3.1 The Square of Side is 0.3 mm as Shown in Fig. 2
	3.2 T Shape as Shown in Fig. 3
	3.3 L Shape as Shown in Fig. 4
	3.4 Staircase Shape as Shown in Fig. 5

	4 Results and Discussion
	4.1 Effect of Various Frequencies
	4.2 Effect of Distinct Shapes of Piezoelectric Material on Generated Acoustic Pressure

	5 Conclusion
	References

	Proposed Modifications in the Excitation Codebook Structure of ITU-T CS-ACELP Speech Codec and Its Overall Comparative Performance Analysis with CELP-Based AMR-NB Speech Codec
	1 Introduction
	2 12.2 KBPS GSM AMR Full-Rate Speech Codec
	3 Proposed Modification in Excitation Codebook Structure of Legacy Speech Codec
	4 Searching of Optimum Excitation Codevector from Modified Excitation Codebook Structure
	5 Comparitive Performance Analysis Between Proposed Speech Codec and AMR-NB Speech Codec
	5.1 Subjective Analysis Results
	5.2 Objective Analysis Results
	5.3 Waveform-Based Assessment
	5.4 Spectral-Based Analysis

	6 Concluding Remarks
	References

	A Review of Internet of Things from Indian Perspective
	1 Introduction
	1.1 A Subsection Sample

	2 Opportunity, Status, and Capability of IoT in India
	2.1 Opportunity of IoT in India
	2.2 Status of IoT
	2.3 Capability of IoT

	3 India and IoT
	3.1 Growth of IoT in India
	3.2 Building Blocks of IoT
	3.3 RampD Plans

	4 Applications of IoT
	5 Challenges of IoT in India
	5.1 Architecture Challenge
	5.2 Technical Challenge
	5.3 Privacy and Security Challenge
	5.4 Digital Literacy Challenge

	6 Conclusion
	References

	Numerical Study of Water-Based Carbon Nanotubes’ Nanofluid Flow over a Nonlinear Inclined 3-D Stretching Sheet for Homogeneous–Heterogeneous Reactions with Porous Media
	1 Introduction
	2 Formulation of the Problem
	3 Numerical Method
	4 Results and Discussion
	5 Conclusion
	References

	Bioconvection Flow and Heat Transfer over a Stretching Sheet in the Presence of Both Gyrotactic Microorganism and Nanoparticle Under Convective Boundary Conditions and Induced Magnetic Field
	1 Introduction
	2 Mathematical Formulation
	3 Numerical Method
	4 Results and Discussion
	5 Conclusion
	References

	Color Histogram- and Smartphone-Based Diabetic Retinopathy Detection System
	1 Introduction
	2 Proposed System
	2.1 Color Histogram
	2.2 Smartphone as an Indirect Ophthalmoscope
	2.3 Algorithm and Flowchart

	3 Experimental Results
	4 Conclusion
	References

	Prediction of Diabetes Using Artificial Neural Network Approach
	1 Introduction
	2 Methodology
	2.1 Data Collection
	2.2 Data Preprocessing
	2.3 Data Preprocessing

	3 Accuracy Measurement of Model
	4 Result and Conclusion
	References

	Relative Stability Analysis of Two-Dimensional Linear Systems with Complex Coefficients
	1 Introduction
	2 Proposed Method
	2.1 Sign Pair Criterion I [SPC I]
	2.2 Sign Pair Criterion II (SPC II)

	3 Illustrative Examples
	3.1 Illustration 1 [11]
	3.2 Illustration 2 [4]

	4 Conclusion
	References

	An Algebraic Test for Analyzing Aperiodic Stability of Two-Dimensional Linear Systems with Complex Coefficients
	1 Introduction
	2 Aperiodic Stability
	3 Proposed Method
	3.1 Sign Pair Criterion I (SPC-I)
	3.2 Sign Pair Criterion II (SPC-II)

	4 Illustrative Examples
	4.1 Example 1 [11]
	4.2 Example 2 [11]

	5 Conclusion
	References

	Some Results on K-Wright Type Hypergeometric Function
	1 Introduction
	2 Main Result
	References

	Complete Dielectric Resonator Model of Human Brain from MRI Data: A Journey from Connectome Neural Branching to Single Protein
	1 Introduction
	2 Brain Components
	2.1 Study Methodology
	2.2 Neurons
	2.3 Connectome
	2.4 White Matter of Cerebral Hemisphere
	2.5 Blood Vessel
	2.6 Axon
	2.7 Microtubule
	2.8 Ventricle, MidBrain, and Other Brain Components

	3 Conclusion and Future
	References

	Wireless Communication Through Microtubule Analogue Device: Noise-Driven Machines in the Bio-Systems
	1 Introduction
	2 Formulation and Design Concept
	2.1 The Concept of Microtubule Analogue
	2.2 The “Heat Pipe” Effect

	3 Theory of Wireless Transmission
	4 Avoiding Artifacts
	5 Result and Discussion
	6 Conclusion
	References

	Characterization of Stochastic Resonance by the Discrete General Beta Distribution
	1 Introduction
	2 Neuronal Stochastic Resonance Mathematical Model
	3 The Discrete General Beta Distribution
	4 Methods
	4.1 Stochastic Resonance
	4.2 Discrete General Beta Distribution

	5 Results
	5.1 Stochastic Resonance
	5.2 Discrete General Beta Distribution

	6 Discussion
	7 Conclusions
	References

	StaR: An EEGLAB Framework for the Measure Projection Toolbox (MPT) Statistical Analyses to be Performed in R
	1 Introduction
	2 Methodology
	2.1 StaR Framework Steps
	2.2 StaR UI
	2.3 Exploratory

	3 Discussion and Conclusion
	References

	Author Index



