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Abstract Nature has always been a constant source of inspiration for mankind. This
work proposes to harness what nature has to offer through the sea waves to compose
music. In this work, the features of the sea waves as observed from beaches are
utilized to generate musical semitones, without the influence of any other human-
composed music. The musical strains so generated are hence completely unique and
could serve as a significant plug-in for a composer.
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1 Introduction

Composing a unique strain of music has become a highly commendable feat, and
composing music which is not entirely predictable being every composers’ wish
certainly does not alleviate the difficulties faced. It is quite beyond the reach of
small-scale companies to compose a unique theme music and small-scale gaming
companies to come up with a unique strain of music for each level of their games,
due to the cost involved. The above-mentioned causes justify the need for adopting
machine intelligence to aid the field of music composition.

It is quite impossible for automatically composed music to possess the finesse
of human composition. Muoz et al. [1] tries to alleviate this problem with the aid
of unfigured bass technique. Santos et al. [2] gives a brief account of the different
evolutionary techniques used for composing music. Engels et al. [3] introduces a tool
which could be of use to small-level game designers that automatically generates
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unique music for each level of game. Roig et al. [4] extracts musical parameters
from an existing piece of music and designs a probabilistic model to generate unique
music. Merwe et al. [5, 6] use Markov models and [7] uses genetic algorithms
to automate music composition. Pearce and Wiggins [8] proposes a framework to
evaluate machine-composed music. Florintina and Gopi [9] proposes to design a
simple linear discrete system (LDS) as a highly storage and computation-efficient
classifier in kernel space.

In the following section, we disclose the methodology used to generate music and
the details of the classifier used. The extractable features are presented in Sect. 3.
Section4 talks of the experiments done, and Sect. 5 includes the results and conclu-
sions.

2 Methodology

A video of the sea waves as observed from the beach is chosen. The frames are
collected with a gap of one second duration (refer Fig. 1). In order to analyze the
wave patterns, initially the waves need to be demarcated. To do so, the linear discrete
system (LDS) [9] is chosen to function as a classifier in kernel space. To train the
classifier, the first frame is taken and random blocks of the desired region (waves)
are manually collected into an image to function as training data for desired class.
Similarly, training data for the undesired class is also accumulated as in Fig. 2. These
training data are used to train the LDS classifier. By feeding the rest of the frames as
input into the trained LDS,wave-demarcated output frames are obtained by assigning
value ‘0’ to blocks classified as waves and ‘1’ to the other blocks as depicted in Fig. 2.
Upon careful observation, the notable and unique features are acquired from thewave
patterns. These features are then mapped into the basic musical semitones following
a suitable scale, which could be played using any musical instrument, the notes and
rests being left to the musician’s choice. This technique is not implemented with the
illusion that completely musical audio with appropriate periodic structure would be
the outcome. As a matter of fact, it just offers to serve as one of the plug-ins in music
composition, upon which the composer could build his composition.

2.1 LDS as a Supervised Classifier in Kernel Space

As the name suggests, the classifier is designed as a LDS, wherein the output of
the classifier is obtained by simply convolving the input vector with the impulse
response coefficients (h) of the LDS. The training of this classifier lies in obtaining
the appropriate h, with which it becomes feasible to precisely classify the input data.
Particle swarm optimization (PSO) technique is used to acquire h.

In order to employ the LDS as a classifier, the following algorithm (as depicted
in Fig. 3) is to be followed.
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1. If the training data is of the formof a image, it is divided into blocks of appropriate
size and is arranged as vectors, xij, where i = 1, 2, . . . n, j = 1, 2, . . .m and n
andm signify the number of training vectors in each class and number of classes.

2. While collecting the training data, it becomes vital that sufficient amount of data
belonging to every class is assimilated, so as to efficiently train the classifier.

3. In order to increase the classification accuracy,Gaussian kernel is used tomap the
input data to higher dimensional space (HDS). The sigma value to be used in the
Gaussian kernel is optimized with the aid of PSO, such that the value of excess
kurtosis is minimized, homoscedasticity is maximized, and Euclidean distance
between the classes is maximized [10]. This is done so that the possibility of
the classes overlapping is reduced as they are made into Gaussian distributed
classes which possess identical covariance matrices and are as much separated
from each other as possible.

4. What vector (target) the LDS should generate when a particular class data is
fed is chosen beforehand. Generally, the target vector is segmented into ‘m’

Fig. 1 Methodology adopted to compose music from sea wave patterns

Fig. 2 a First frame. b and c are the training data for the desired and undesired classes, respectively,
collected from (a). d Demarcation of waves
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segments. If tj is the target for j th class, then it is chosen such that the sum of
it’s j th segment entries is higher than it’s other segments’ sums as in Fig. 4.

5. The data mapped into the HDS is then given as input to the LDS, and this vector
convolved with the LDS’s impulse response coefficients (h) gives the output, yij.
Mean square error (MSE) between yij and tj is calculated; the values of h are
regulated so as to minimize MSE using PSO.

6. The previous step is repeated till MSE becomes as low as possible.
7. The number of coefficients of h is varied, the training is repeated every time, and

finally, the number of impulse response coefficients is dictated by the scenario
which gives the maximum percentage of success.

8. The kernel-mapped testing data is then given as input into the trained LDS, and
the output is collected.

9. The output is segmented into ‘m’ segments and that datum is classified as class
j , if the sum of the absolute of the j th segment’s entries is higher than the sum
of the absolute of any other segments’ entries.

3 Extractable Features of Significance

On meticulous analysis of the wave-demarcated frames, it is observed that several
spatial and temporal features provide significant information and could be extracted.
The spatial features are collected by scrutinizing each and every frame; i.e., the
feature extracted from one frame depends neither on the frames preceding it nor

Fig. 3 LDS as a classifier in kernel space

Fig. 4 First row of a and b are the intended ones or targets predetermined for class 1 (wave) and
2, respectively. The second row of a and b is output of the LDS for class 1 and 2 data, respectively,
trying to imitate their targets



Music Composition Inspired by Sea Wave Patterns Observed from Beaches 51

on the ones following it. Number of waves, thickness of the waves, and distance
between the waves observed in each frame are some of the spatial features that could
be extracted from the wave patterns. If a feature is collected by analyzing a series
of frames, belonging to different times, then it is termed as temporal feature. Time
duration for which each wave exists, distance travelled by each wave before it ceases
to exist and the velocity with which it travels are some of the extractable temporal
features.

4 Experimentation

For validating the technique proposed, two videos of sea are used. The first is a video
of a turbulent sea shot from near the seaside town of Cannon Beach in the USA,
acquired from [11]. The second is a video of a calm sea captured fromMarine Street
Beach, California, obtained from the source [12].

4.1 Music Composed from Turbulent Sea

The turbulent sea video is broken into frames and carefully scrutinizing them reveals
that thewaves are quite ferocious and that tracking each and everywave is impossible.
Thus, collecting their temporal features would prove to be a futile task but they
possess significant spatial information. Wave-demarcated frames are obtained from
the trained LDS classifier. Each and every frame is individually analyzed, and the
spatial features are collected along a particular reference line, chosen here as the
vertical line joining themidpoints of the top and bottom of the frame. The first feature
collected is the distance between the first two waves encountered along the reference
line measured in pixels (d). The second feature is obtained from the thickness of the
first wave encountered along the reference line (t), also measured in terms of pixels.
The entire range of d and t is separated into three segments, and these two features are
combined together and mapped into the seven basic musical semitones following the
conditions in Fig. 5. In some cases, when the feature values of successive frames lie
within the same condition zone, same semitones are generated from those consecutive
frames and they are grouped together into a single instance of that particular semitone.
These are played using any musical instrument. Figure5 shows the features being
extracted and encoded into semitones and the music strain composed from them.

4.2 Music Composed from Calm Sea

When the calm sea video is broken into frames and examined, it is seen that only one
or two waves exist at the most at any time. This information signifies that not much
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Fig. 5 Turbulent sea: a gives the range of the features extracted and b gives the conditions for
mapping of features extracted from wave patterns into musical semitones. c Features (t and d)
being extracted from frames 1 to 29 of turbulent sea and mapped into semitones. Frames that are
mapped into semitones same as their successive ones are not depicted and are not used. ‘Fr no’
signifies frame number. d is the piece of music composed from the frames

spatial information could be collected, but at the same time, tracking a single wave
across the frames and collecting temporal features is not so arduous a task. Wave-
demarcated frames obtained as output from the LDS classifier are inspected. The
first feature collected is the time of existence of each wave (tw). To do so, the frame
number (equivalent to time) at which the existence of a wave is first detected along
the mid-reference line is noted and is subtracted from the frame number at which the
wave collapses (or exists no more) along the mid-reference line. The second feature
collected is the distance travelled by each wave (dw) which is done by subtracting
the starting point of the wave and the point where it collapses. The entire range of
dw is separated into four segments, and the range of tw being less is segmented into
two segments, and the two features are jointly mapped into the seven basic musical
semitones (making sure consecutive like-valued semitones are written only once)
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Fig. 6 Calm sea: a gives the range of the features extracted and b gives the conditions for mapping
of features into musical semitones. c Features (tw and dw) of the first wave being extracted from
frames 1 to 5 and mapped into semitone, and ‘Fr no’ signifies frame number. d is a sample piece of
music composed

as in Fig. 6. The procedure adopted to extract the features and encode them into
semitones along with a sample strain of music composed is depicted in Fig. 6.

5 Results and Conclusion

The LDS classifier employed to demarcate waves is found to give a percentage of
success of 100% in the case of training, for both the turbulent and calm sea datasets. In
the case of testing, in both cases, 25 randomly chosen frames are manually compared
with the wave-demarcated output frames obtained from the trained LDS and are
found to be appropriately classified, with every wave clearly highlighted. These high
percentages of success along with the fact that the LDS classifier requires the storage
of only four coefficients (by using linear phase property while designing the LDS
with seven coefficients) and has no need for dimensionality reduction techniques
stand testimony to the fact that the LDS is highly storage and computation efficient
without compromising the performance.

In order to evaluate the work done, three evaluation experiments are done by
enlisting the aid of 50 people by means of Google form [13]. In the first two tests,
they are asked to identify themachine-composedmusic piece fromanalready existing
human-composed music clipped to the same duration, all of them being played by
the same musician, using the same electronic keyboard so as to create a platform for
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fair evaluation. The fact that 58 and 60% chose wrongly in the two tests indicates
that the machine compositions are as musical as human ones and that they are unable
to distinguish between them. In the third experiment, random numbers are encoded
into musical semitones following the same procedure as the one in this proposal
and played in the same instrument, by the same person. In order to analyze the
significance of this proposal’s contribution to the field of music composition, the
subjects are asked to compare this audio with a machine-generated piece and testify
to how vastly both vary and that random numbers are incapable of generating music.
Their rating of 91.6% reveals that the project is worthy of contributing much to the
music composition domain.
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