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Abstract Cloud computing provides a wide access to complex applications running
on virtualized hardware with its support for elastic resources that are available in
an on-demand manner. In cloud environment, multiple users can request resources
simultaneously and so it has to be made available to them in an efficient manner. For
the efficient utilization, these computing resources can be dynamically configured
according to varying workload. Here in this paper, we proposed an efficient resource
management system to allocate elastic resources dynamically according to dynamic
workload.

Keywords Cloud computing - Service level agreement (SLA) * Resource
allocation + Local manager + Universal manager - Global utility value

1 Introduction

Cloud computing has evolved as the latest computing paradigm in which computing
resources can be delivered to users as services through the network (Internet) and can
be acquired by the users on demand. Using cloud computing, users can dynamically
use computing resources from cloud providers and they have to pay only for what
they have used [1]. Usage of these cloud resources can reduce the problem of over-
investment and the maintenance cost in large IT industries. Cloud technology can
help industries to manage their own pool of computing resources in an efficient
manner.

Computing resources are often provisioned using the virtualization technology
where computing power, storage and network are encapsulated into a virtual machine
(VM). Each data centre is equipped with a large set of virtual machines(VMs) built
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on physical machines and has the flexibility to configure the VMs according to the
diverse requirements and user applications. Multiple applications can be processed
separately on dedicated VMs to reduce any conflicts that might happen when an
application shares the resources with another application running on the same phys-
ical machine. Virtual machines can be migrated from one application environment
to another according to the changes in the users’ demand. So, we need an efficient
system that allows the remote resources to be joined and used as if they were normal
resources in a data centre.

Virtualization technology permits the provisioning of physical resources to appli-
cations, as the application receives the maximum capacity allotted to it, without
considering the workloads generated by other applications. Virtualization helps to
implement elasticity of resources by providing the flexibility of expanding or con-
densing the quantum of computing resources [2]. Here, we define a resource allo-
cation decision to find out the quantum of resource capacity each VM is getting
from the corresponding physical machine. This decision algorithm is explained in
Sect.4.1.

2 Related Work

The system model for on-demand provisioning of computing resources to address
varying workload has been discussed in many literature. VioCluster [3] and dynamic
virtual clustering [4] are such architectures proposed to borrow available resources
from nearby sites. Vazquez et al. [5] proposed an architecture to extend grid infras-
tructure into cloud by using the GridWay meta-scheduler and different resource
adapters. Murphy et al. [6] developed a dynamic provisioning system on a shared
physical resource pool with Condor job scheduler. Assuncao et al. [7] developed a
system which allows a user to take virtual machines from both local resource pool
and cloud data centre for processing an application. Silva et al. [8] addressed the
problem of finding the optimal number of virtual machines that should be provi-
sioned to maximize the speedup under a given budget. Their proposed heuristic tries
to fully utilize CPU time of virtual machines and avoid loss in the one-hour charging
scheme used in Amazon EC2. The cost-based scheduling and provisioning [9, 10]
policy has been discussed here.

3 Cloud Provider’s Data Centre

Cloud computing environment is generally viewed as a multi-layer arrangement
containing different layers such as cloud provider layer, cloud user layer and end-
user layer (as shown in Fig.1). Cloud provider layer describes the infrastructure
arrangement and server organization at the cloud provider’s data centre. End-user
layer includes the end users, and the cloud user layer describes the interface between
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Fig. 1 Overall architecture of a data centre

cloud provider layer and end-user layer. For addressing the resource allocation prob-
lem in a dynamic way, we make use of the infrastructure organization at the cloud
provider layer. The cloud provider layer contains cloud providers who provide mul-
tiple computing resources as services through a shared data centre. These computing
resources are able to provide performance isolation and efficient resource sharing
through virtualization technology, as per the basic feature of cloud computing. The
creation of multiple virtual images from the available physical resources and the
maintenance of these virtual images are done by an intermediate virtualization layer.
This layer generates multiple virtual machines, on top of the physical infrastructure
layer, which are isolated from one another and are capable of serving individual
applications. So, these applications are also isolated like running on a dedicated
machine and it uses a fraction of the entire resource capacity.

In order to proceed with the mathematical calculations, we assume a standard
structure for cloud provider’s data centre such as: The data centre contains a total
of P physical servers, and the maximum possible VMs that can be created by all
servers is taken as V. The set of applications processed by ith server is taken as A;,
and the number of VMs created on ith server is taken as n;. That is, Zle ni=1V.
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The system model for dynamic resource allocation and VM management within
a single server machine is discussed in Sect.4, and the model for global resource
management, by considering all the servers in the data centre, is explored in our next
paper with complete experimental analysis.

4 System Model for Adaptive VM Management

This section discusses the dynamic VM management in a single server machine by
considering the server machines in a cloud provider’s data centre where each VM is
viewed as a single computing machine and makes use of an admission control policy
[11, 12] for allotting or dropping incoming requests. As per the admission control
policy, the VMs may drop some of the coming requests, because of the limitations in
capacity and excess count in incoming requests. This control policy helps to address
the remaining requests without affecting the assured QoS guarantees [13, 14].

The system model assumed for adaptive VM management in a single server
machine is shown in Fig.2. The major component in this model is the allocation
management module which is to take care of all incoming workload requests and
to service these requests by considering system characteristics, application’s prop-
erties, VM availability and SLA contracts for maximizing the revenue of the service
provider. The allocation management module is configured with quantitative mea-
sures of the application and SLA metrics. These measures are updated according to
application change or SLA change.

The requested workload module is for monitoring and reading the workload
requirement of each application. It contains provision to keep track of all process-
ing applications, and accordingly it predicts the workload requirement of the current
scenario. This input is forwarded to the allocation management. The allocation man-
agement decides on the allocation decision and in consultation with the middleware
control, initiates the virtual resource mappings and generates VMs in the virtualiza-
tion layer. The admission control policies are also taken care before the allocation
of the VM images. The allocation management decision is based on an optimized
performance model which considers SLA parameters and workload conditions of
the processing applications.

The adaptive resource allocation is implemented by making frequent resource
allocation decisions. The interval between two adjacent decision computing is viewed
as decision interval, and this can be taken as a fixed value or variable according to the
characteristics of the system. By choosing a smaller value for decision interval, we
can make a more accurate resource allocation in a single server system. The major
component in the system model is allocation management module because this is the
module responsible for making resource allocation decision. The resource allocation
decision is determined based on an optimization model by considering performance
and efficiency values.
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Fig. 2 VM management in a single server

4.1 Resource Allocation Decision

In our analytical system model, the resource allocation is controlled by SLA param-
eters and some system parameters. The estimated measures calculated from SLA
parameters and applications’ workload also play a role in this decision-making. The
service level efficiency in cloud computing is very much dependent on SLA param-
eters, and so the SLA performance has related to the VM’s ability to service appli-
cations by satisfying the application’s response time specified in the agreement. The
SLA parameters we mainly focusing are throughput(77#), response time threshold
(RTH), probability values(P()), and the system parameters are the total number of
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VMs(V) created by the virtualization layer, the utilization value(u) of each VM and
the service time average(S) of the application on a physical server. Among these
values, the utilization value we are seeing as the maximum possible value provided
by the service provider and the throughput value is the throughput maximum limit
or throughput threshold(77#).

The allocation management component gets an estimate a; (arrival rate of
requests) from the requested workload component for each application during the
next controller interval. If there occur some deviations in arrival rate from the esti-
mated value, then a load optimizer unit is initiated and the deviations are optimized
with the optimizer unit. Here, a; is the rate of arrival requests over the considered
controller interval. From these arrived requests, some may be rejected because of
resource limitations and so the actual arrival rate becomes lesser than a;. Among the
processed set of requests, some may violate the agreed response time values and so
they are not taken for the calculation of actual throughput, 7;.

In case of fixed controller intervals, the events which are considerably smaller than
the controller interval could mislead the allocation manager such as bulk quantum of
requests (with less duration), coming from some applications can stop the allocation
of resources to some other class of applications because of deficiency in resource
availability and this will lead to heavy penalties to the provider. For minimizing
this undesired effect, the requested workload component provides the estimated
probability (P;) of a class of requests having higher arrival rate for the next controller
interval. The parameter P; is to represent the certainty level to assure maximum profit
to the provider for V M;, and it can be bypassed, to consider workload changes, by
assigning a value 1.

To proceed with the analytical model, we assume that the application coming
from a user is a unique entity and is submitted to particular VM. That is application
coming from customer i is submitted to V M; which is serviced in a mean service
time S;, and the utilization value upper limit of V M; is u;. In this model, each VM is
eligible for a guaranteed fraction of available physical server and so we estimate the
average service time by taking f;, the fraction of service time givento V M;, as S; /f;.
Correspondingly, resource allocation decision is the decision-making of allocation
fractions f; (i = 1,2...V) given to each VM;. So, f; is viewed as the important
decision variable in our resource allocation problem and analytical system model.

5 Experimental Analysis

We have conducted the experimental studies in an environment simulated by arena.
The quantitative results are taken from two different VMs which are running on top
of the same physical infrastructure. The experimentation of the proposed resource
allocation model is done with a conservative admission control policy using tokens.
That is, a fixed number of tokens are ready for a fixed slot and the transactions need
to acquire these tokens for getting into the system.
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The optimal allocation of created virtual machines according to varying workload
is shown in Fig.3, and the comparison between provisioning of resources within a
single physical machine and a global system is illustrated in Fig.4. The complete
experimentation results are included in our next paper because of space restrictions.

6 Conclusion

We introduced a resource allocation system that is aware of the varying resource
requirement in each application and adapt the system in a dynamic way. The pro-
posed system is ready to self-organize resource provisioning according to the chang-
ing demand. We take into account both high-level performance goals of the hosted
applications and objectives related to the placement of virtual machines on physi-
cal machines. An efficient way to express and quantify application satisfaction with
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regard to SLA is provided by using utility functions and is seen as a balanced trade-
off between multiple objectives which might conflict with each other. The complete
experimentation results are included in our second paper with all experimental inves-
tigations.
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