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Abstract The primary objective of recommendation systems (RSs) is to analyze
user’s fondness and taste and recommend similar items to him/her. There exist
various methods, e.g., user/item collaborative filtering (CF), content-based filter-
ing (CBF), association rule mining (ARM), hybrid recommender system (HRS), for
recommendations. Though these methods possess excellent characteristics, they are
inefficient in providing good recommendations in particular situations. For exam-
ple, item CF produces recommendations for cold-start objects; however, it typically
has low accuracy compared to user CF. Conversely, user CF often provides more
accurate recommendations; however, it fails to provide recommendations for cold-
start objects. The hybrid methods aim to combine different approaches coherently
to yield better recommendations. This paper presents an HRS based on user CF,
item CF, and adaptive ARM. The proposed HRS employs ARM as a fundamental
method; however, it considers only a set of users who are nearest to the target user
to generate association rules (ARs) among items. Also, the support levels to mine
associations among items are adaptive to the number of rules generated. Results of
the study indicate that the proposed HRS provides more personalized and practical
suggestions compared to the traditional methods.
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1 Introduction

RSs are information agents that mine patterns to provide recommendations for items
that could be of interest to a user. Various approaches, e.g., user CF, item CF, CBF,
ARM, HRS, have been proposed for recommendations. However, each one has its
own benefits and shortcomings. Nonetheless, here, we discuss user CF, item CF, and
ARM in brief which are of interest for this work.

1.1 User Collaborative Filtering

User CF attempts to discover users who are a close match to the target user (user
for which the recommendations are being made) and uses their ratings to compute
recommendations for the target user. Similarity among users is calculated using sim-
ilarity scores, e.g., Euclidean distance, Pearson’s correlation coefficient [1]. Various
issues with user CF are as follows.
Sparsity in database: Most RSs have a significant number of users and items.
However, on an average, a user rates only a small fraction of items. It leads to s
sparsity in the user–itemmatrix. Therefore, user-based CF approach would be unable
to provide any recommendations for some users [2].
False nearest neighbor: False nearest neighbor is one of the nearest neighbors
who tend to be the closest match to user’s preferences. However, there exists some
other user who indeed is an exact match to user’s behavior, and any metric used for
computing nearest neighbor does not evaluate this user as the nearest neighbor. As a
result, recommendations provided by the system will not be of high quality [3].
Gray sheep: Gray sheep refers to the users who have unusual taste compared to the
rest of the users. They have very low correlations with other users, and their opinions
do not persistently agree or disagree with any other group of users. Due to this, the
gray sheep users may not receive good recommendations and may even have an
adverse impact on the recommendations of other users [4].

1.2 Item Collaborative Filtering

In the item CF, the similarity between each item is computed by applying one of the
similarity metrics, and then, these similarity values are used to make recommenda-
tions for a user [5]. Various issues with the item CF are as follows.
Similar recommendations: Only products similar to the input product are recom-
mended. However, it is highly unlikely that a user shall buy a similar product again.
Suppose a user buys X, then it is highly unlikely that he/she will again buy X. How-
ever, itemCFwould only recommend similar products; that is, itwill only recommend
laptops of another company [6].



Hybrid Approach for Recommendation System 119

Non-personalized recommendations: No preferences from the user are taken into
account in the recommendation process. It will recommend a product irrespective of
whether the user liked that product or not. As a result, the recommendations provided
may not be of the user’s interest [5].

1.3 Association Rule Mining

The ARM is used to obtain Frequent Patterns (FPs), associations, and correlations
among the set of objects contained in a transaction database (DB) [7]. The ARs are
generated using criteria such as support, confidence. Various issues with the ARM
are as follows.
Computationally inefficient: In the case of Apriori algorithm, the cost of compu-
tation is high as it requires DB scan and candidate set generation at every iteration
for finding FPs. Though FP-growth algorithm is far better than Apriori, computa-
tional time increases as the size of transaction DB increases. Therefore, FP-growth
algorithm is also inefficient for large DB [7].
Weak recommendations: Sometimes very few or no recommendations are provided
corresponding to a particular product. This is because very few rules are generated
with high confidence, and it becomes highly infeasible to recommend a product from
the rules generated [7].
Non-personalized recommendations: The ARM provides recommendations based
on the previous transactions of all the users in the DB. It does not take into account
the ratings given by users to different items. It evaluates the recommendations to
a user by taking the transactions of those users who are conflicting to that user’s
behavior [7].

2 Related Work

The CF system is the earliest and the most successful recommendation method [5].
This RS is extensively used in many e-commerce industries such as Amazon and
Netflix [8]. This system recommends objects to a user based on the objects that
are not rated by that user but have been rated by some other similar users. In [5],
the author described CF system as a person-to-person correlation system because
they recommend items to a user based on the degree of interconnection between the
given user and other users who have bought that item in the past. CF systems are
implemented in various domains such as newsgroup articles domain—Grouplens;
music domain—Ringo; movies domain—Bellcore’s Video Recommender; books
domain—Amazon.com; and other product domains. One of the shortcomings of the
CF approach is that it must be initialized with huge data containing user preferences
to provide meaningful recommendations [5]. As a consequence, this approach faces
the cold-start problem when new items or new users enter the system [9].
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Item-based RS is an item-to-item correlation system as it recommends simi-
lar items based on the content similarity to the items that the user liked before
[10]. Examples of such systems are newsgroup filtering system—NewsWeeder;Web
page recommendation system—Fab and Syskill & Webert; book recommendation
system—Libra; funding recommendation system—ELFI. One of the drawbacks of
item-based recommendation approach is a new user problem [11, 12]. Another draw-
back is over-specialization; that is, item-based approach favors objects that are similar
to the objects rated by that user in the past [10]. Singh and Gupta [13] asked the user
for the required features of an item to solve cold-start problem and recommended
items close to their choice.

Chellatamilan and Suresh proposed a plan of recommendations for e-learning sys-
tem using ARM, offering students the exceptional selection of e-learning resources
[14]. Bendakir and Aïmeur presented a course RS based on ARM. The system inte-
grates a data mining procedure with user ratings in recommendations. This system
allows students to assess the previous recommendations for system enhancement and
rules up gradation. On the other side, this system does not take into account student’s
academic background [15].

The hybrid RS integrates multiple approaches to improve recommendation per-
formance and avoid the weaknesses of a single recommendation approach [16].
Content/collaborative hybrids are widely deployed because the rating data is already
available or can be inferred from data [17]. However, this combination does not
mitigate the cold-start problem as both the methods rely on rating DB given by the
user. Ansari et al. [18] proposed a system based on Bayesian network approach that
incorporates CF with item-based filtering approach. A Bayesian approach is also
used in the system presented in [19] that recommends movies by taking into account
information such as the actors starred in each movie. The advantage of this RS is
that it can supply personalized recommendations even if it is deprived of a large
DB of previous transactions [9]. The ARM has been widely applied in CF system to
enhance the recommendation results and to solve the existing system’s problems. For
example, Garcia et al. [20] combined the ARM and CF recommendation methods to
improve e-learning courses.

3 Architecture of the Proposed Recommendation System

The proposed approach works in four phases: computing nearest neighbors to target
user, computing the similarity matrix for all the items, generating ARs, and finding
recommendations based on generated ARs.

3.1 Computing Nearest Neighbors Corresponding to Target
User

The first phase of the architecture is based on the user CF. It involves computation
of nearest neighbors of the target user using K-Nearest Neighbor (KNN) algorithm.
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The similarity between each user is measured by applying Pearson’s correlation
coefficient on the item ratings given by the user. It tends to obtain better outcomes in
situations even when the data suffers from grade inflation and is not well-normalized
[1]. Consider this dataset x1, . . . , xn and another dataset y1, . . . , yn , both containing
n values, then the formula for Pearson’s correlation coefficient, represented by r , is
given by Eq. (1).

r =
∑n

i=1 xi yi − nx̄ ȳ
√∑n

i=1 x2
i − nx̄2

√∑n
i=1 y2i − n ȳ2

(1)

All the items rated by a user are considered as transactions corresponding to that user.
Next, the transactions of all the nearest neighbors are combined with the transaction
of the target user to form the transaction DB for the target user. Thus, the transaction
DB formed contains the transactions of only the relevant users.

3.2 Computing Similarity Between Items in the Database

Next step is to compute the similarity of each item with every other item in the
transaction DB formed in the above phase using Jaccard index and store these values
in a form of the similarity matrix. The Jaccard index is a statistic measure used for
comparing the similarity and variability of sample sets. Let U and V be two finite
sets, then Jaccard index is defined as shown in Eq. (2).

J (U, V ) = | U ∩ V |
| U ∪ V | = | U ∩ V |

| U | + | V | − | U ∩ V | (2)

3.3 Association Rule Mining to Generate Association Rules

Next phase of the proposed approach is to obtain the required ARs via FP-growth
approach. The input to the FP-growth algorithm includes the transaction DB of the
target user, minimum support count, and minimum confidence. Since it is tough to
choose a proper minimum support count before the mining process, adaptivity in the
support levels has been introduced. The algorithm adjusts the support threshold such
that an adequate number of rules are generated.

3.4 Providing Recommendations to Target User

Once the strong ARs are generated, they are sorted in the descending order of their
confidence values. To provide recommendations, consequents of thoseARs are added
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to recommendation list whose antecedent completely match with the input item list.
Finally, if the number of recommendations obtained fromARs is less than the required
recommendations, the remaining places are filled in with the recommendation list
based on the similarity values computed in phase 2. To provide recommendations,
similarity values of items in the input list are added corresponding to every item
in the DB. Consequently, items with more similarity values are appended to the
recommendation list generated through ARs.

4 Experimental Analysis

For evaluation purpose, MovieLens dataset containing 100,000 ratings given by 943
users to 1682 movies has been used. This section illustrates the proposed algorithm
for providing recommendations with an example. Suppose there are 7 users, namely
U1, U2 . . .U7 and 7 movies, I1, I2 . . . I7. The matrix representation of user–item DB
is presented in Table 1, where each row represents a distinct user and each column
represents a distinct movie. Each cell contains the rating of the movie on the scale of
[1–5], where 1 and 5 are lowest and highest rating, respectively. Since all the users
do not rate all the items, some cells are vacant. To start with, we first find the nearest
neighbors to all the users using Pearson’s correlation coefficient. Using Eq. (1), the
matrix shown in Table 2 is computed, where each cell represents the similarity value
between users. If K is 2 in KNN, nearest neighbors to all the users shall be as below.

U1 = { U4,U2} U3 = { U2,U5} U5 = { U3,U4} U7 = { U2,U4}
U2 = { U7,U4} U4 = { U7,U2} U6 = { U7,U1}

TransactionDB for target userU1 will be the transactions of his2nearest neighbors
along with his transaction as shown in Table 5. Let the movies be classified into 4
genres, namely A, B, C , and D, Table 3 shows the classification of each movie,
where 1 and 0 indicate whether the movie belongs to that genre or not, respectively.

Table 1 Ratings matrix

I1 I2 I3 I4 I5 I6 I7

U1 5 2 – 4 – 1 3

U2 3 3 4 – – 3 –

U3 2 4 3 – 5 – –

U4 4 – 5 3 – 2 4

U5 – 5 1 2 4 – 5

U6 – – – 5 1 5 2

U7 3 – 4 3 2 – –
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Table 2 Similarity matrix of users

U1 U2 U3 U4 U5 U6 U7

U1 1 0.19 −0.98 0.62 −0.79 −0.28 0

U2 0.19 1 −0.09 0.75 −0.96 −1 0.94

U3 −0.98 −0.09 1 −0.56 0.59 −1 −0.64

U4 0.62 0.75 −0.56 1 −0.37 −0.89 0.89

U5 −0.79 −0.96 0.59 −0.37 1 −0.84 −0.75

U6 −0.28 −1 −1 −0.89 −0.84 1 0.79

U7 0 0.94 −0.64 0.89 −0.75 0.79 1

Table 3 Movies genre matrix

A B C D

I1 0 1 0 0

I2 1 0 1 0

I3 0 1 1 1

I4 0 1 0 1

I5 0 0 1 0

I6 1 1 0 0

I7 1 0 1 0

Table 4 Similarity matrix of movies

I1 I2 I3 I4 I5 I6 I7

I1 1 0 0.33 0.5 0 0.5 0

I2 0 1 0.25 0 0.5 0.33 1

I3 0.33 0.25 1 0.67 0.33 0.25 0.25

I4 0.5 0 0.67 1 0 0.33 0

I5 0 0.5 0.33 0 1 0 0.5

I6 0.5 0.33 0.25 0.33 0 1 0.33

I7 0 1 0.25 0 0.5 0.33 1

Table 5 Transaction DB of U1

User Transaction

U1 I1, I2, I4, I6, I7
U4 I1, I3, I4, I6, I7
U2 I1, I2, I3, I6
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Next step is to calculate the similarity between all the movies using Jaccard index.
Similarity matrix shown in Table 4 is computed using Eq. (2). Let input item set of
user U1 is { I1, I2 } then ARs generated for user U1 using minimum support count =
3 and minimum confidence = 0.7 are: I1 → I6 and I6 → I1. Suppose the number of
rules should fall in the range [10, 20]. Since number of rules generated for support
count threshold = 3 do not fall in the specified range, decrease the value of minimum
support count to 2 and minimum confidence is still 0.7. Then, following rules are
generated:
I1 → I6 I1, I2 → I6 I4, I6 → I7 I7 → I4, I6
I3 → I6 I1, I3 → I6 I4, I7 → I6 I3, I6 → I1
I6 → I1 I1, I4 → I6 I6, I7 → I4 I2, I6 → I1
I2 → I1, I6 I1, I7 → I6 I4 → I6, I7
I1, I6, I7 → I4 I1, I4, I6 → I7 I1, I4, I7 → I6

To provide recommendations to target user U1, first, consequents of those rules
are added whose antecedents completely matches with the items in the input
list. Therefore, I6 is added to recommendation list owing to the presence of rule
I1, I2 → I6. Then, if any of the subsets of input item set is present in the antecedent
of the rules, its consequents are added to the recommendation list. Since rules I1, I4,
I6 → I7 and I1, I6, I7 → I4 contain I1 in their antecedents, now, the recommendation
list shall be { I6, I7, I4 } . Since 4 movies are to be recommended to the user U1,
for every item in input item set, their respective rows of Jaccard index obtained in
Table 4 corresponding to every movie are added. The list thus obtained is sorted in
the descending order of the total value of Jaccard index of eachmovie. The remaining
places in recommendation list are filled up by the items having highest total value.
Adding values of Jaccard index for item I1 and I2 will result in values as shown in
Table 6. Sorting the movies according to their total value of Jaccard index for items
in the input list will result in the following order of movies.

{ { I1 : 1} , { I2 : 1} , { I7 : 1} , { I6 : 0.83} , { I3 : 0.58} , { I4 : 0.5} , { I5 : 0.5} }

Though movies I1 and I2 have the maximum similarity value, they are not added
to recommendation list as they belong to the input set. As movies I7 and I6 are
already present in the recommendation list, movie I3 is added to the list. Therefore,
final recommendations provided to the user U1 are { I6, I4, I7, I3 }.

Table 6 Jaccard coefficient for I1 and I2
I1 I2 I3 I4 I5 I6 I7

I1 1 0 0.33 0.5 0 0.5 0

I2 0 1 0.25 0 0.5 0.33 1

Total 1 1 0.58 0.5 0.5 0.83 1
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5 Results

To compare the accuracy, the ranking of various items have been considered rather
than rating prediction of the items [21]. In the test data, the ratings given by a user to
a particular item are already known. A list of items list1 based on the ratings given by
the user to the items is generated in descending order. Another ranked list of items
list2 is also generated according to the recommendations provided by the proposed
system. Then, two sets S1 and S2 are made from the items in the upper half of the
ranked list list1 and list2, respectively. A new set S3 is generated from the intersection
of the two sets S1 and S2 as shown in Eq. (3).

S3 = S1 ∩ S2 (3)

Consider the cardinality of the set S3 be n. Now, the accuracy of a RS may be
defined as shown in Eq. (4).

Accuracy = n

N
× 100 (4)

Figure 2 compares the accuracy of the proposed RS with other existing RSs.

5.1 Comparison with User Collaborative Filtering

The proposed architecture deals with the problem of a false nearest neighbor not only
by merely depending upon the nearest neighbors’ ratings to a product. But also, the
items reviewedby the nearest neighbors have been combined to forma transactionDB
of the target user. Then, the ARM has been applied on the relevant set of transactions
to get FPs and associations for a particular item. Thus, the results obtained are
efficient and more personalized. The proposed architecture also handles the gray
sheep problem effectively. The partial behavior of all those users who somewhat
resembles the gray sheep user has been considered properly. On an average, the user
CF took 0.44 s, while the proposed system took 0.57 s to provide recommendations.

5.2 Comparison with Item Collaborative Filtering

The transactions of nearest neighbors of the target user have been taken into account
to solve the problem of non-personalized recommendations. The user’s transaction
set includes only those users’ transactions who are highly coupled to the user’s
behavior. The issue of vague recommendations has also been solved as every user
has its unique transaction set. The recommendations are generated after carefully
studying the transaction DB of the user. As the last phase of the proposed system
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involves ARM, the problem of recommending only similar products is also solved.
Recommendations provided are based on what a customer would need next if she
has already bought a product, i.e., user’s history played a key role in generating
recommendations. The results reveal that the proposed architecture outperforms the
item CF system regarding accuracy and personalization and, however, has a slight
overhead in computation time. On an average, item CF took 0.31 s for generating
recommendations, while the proposed RS took 0.57 s.

5.3 Comparison with Association Rule Mining

In the proposed architecture, the DB size has been significantly reduced by using
the transaction DB of nearest neighbors and the target user only. This improvement
in reduction of DB significantly improves the performance of the proposed RS; the
average computation time required by traditional ARM algorithms was 3.23 s while
the proposed RS took only 0.57 s. Also, the proposed system takes into account only
relevant data; therefore, it generates more efficient and personalized recommenda-
tions which are relevant to the context of the user’s preferences. Unlike existing
ARM that requires minimum support threshold of the rules to be specified previ-
ously before the mining process, the proposed RS adjusts the value of threshold at
the time of mining so that the number of ARs generated falls within the specified
range. This ensures that enough rules are generated so that recommendations are
always provided to the user.

Table 7 compares the time required by traditional RS architectures and the pro-
posed RS based on the number of items present in the input item list. Figure 1
compares the average time required by the existing RSs and the proposed RS. The
proposed RS takes a little more time than user CF and item CF; however, the rec-
ommendations provided are more personalized and accurate. Compared to RSs that
uses traditional ARM to provide recommendations, the proposed RS is computation-
ally more efficient and requires less time to provide recommendations to the users
(Fig. 2).

Table 7 Time required by recommendation systems

User CF system
(s)

Item CF system
(s)

ARM system (s) Proposed system
(s)

1 Items 0.33 0.20 3.12 0.49

2 Items 0.46 0.32 3.25 0.56

3 Items 0.53 0.41 3.32 0.67

Avg. time 0.44 0.31 3.23 0.57
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Fig. 1 Average time of recommendation systems

Fig. 2 Accuracy of different recommendation systems

6 Conclusion

All traditional RSs are incapable to the user’s taste and preferences. Therefore, an
architecture has been proposed that is adequate, as it deals with the problems incurred
by all the traditional RSs. The proposed RS combines the positive parts of traditional
RSs to overcome the gray sheep problem, the problem of false nearest neighbor, the
effect of irrelevant users and recommendations of similar items only. The experiment
reveals that the proposed RS successfully overcomes the problems associated with
the traditional RSs.
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