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Abstract The major concern of the present world is the increase in criminal activities
that are taking place throughout the world. The criminal activities in today’s world
include murder, theft, rape, women exploitation, human trafficking, possession of
illegal properties, kidnapping. This paper summarizes the criminal activities related
to female kidnapping in India. This paper highlights the statistical analysis of female
kidnapping in India and thereby develops a predictive model to envisage the pur-
pose of kidnapping of an individual female based on certain parameters. The model
is developed using the decision tree technique by applying Iterative Dichotomizer
(ID3) algorithm. The ID3 algorithm uses the entropy measure as a criterion for
selecting classifiers for branching. The raw data set is converted to an appropriate
one by converting the categorical values to numerical values using label and one hot
encoding. This model is then trained with the appropriate training data set, and then,
its performance is evaluated with a testing data set. The efficiency of the model is
detected with the measures of accuracy, precision, recall, F1, AUC scores.
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1 Introduction

The crime is not a problem of an individual, but it is a problem of the entire soci-
ety [1]. It influences the socio, political and economic aspects of a country. The
various forms of crime in India are murder, theft, women exploitation, human traf-
ficking, prostitution, etc., [1]. The social problems can occur due to unpredictable
social changes and unwillingness to adapt in new social environment [1]. The rapid
changes in social environment often trigger crime. Though different societies have
different changes, they may stimulate the same kind of crime rates [1]. The women
in India are victims of crime, exploitation and violence. According to the statistical
report of National Crime Record Bureau in 2015, in every eighth minute a woman
is being kidnapped in India [2]. The criminal activities are also spread using illicit
Web domain (dark nets) and social networks [3]. The websites of dark nets provide
advertisements which are actually traps for women trafficking [3]. The women are
kidnapped for various purposes like adoption, begging, marriage, illicit intercourse,
camel racing, prostitution, ransom. This paper has focussed on the evaluation of the
statistics relating to the mentioned purposes of kidnapping. The women trafficking
are ranked third in organized crime list. According to the Human Rights Commission
of India, every year 40,000 children are kidnapped and 11,000 remain untraced [4,
5]

2 Related Work

The crime analysis using statistical tools and machine learning algorithms is an inter-
esting area of research nowadays [6]. But not too many research works have been
done in this field. There have been works done to identify behavioural patterns related
to human trafficking by extracting information from newspaper, social networks and
illicit Web domains and generating corpus vector containing details about human
trafficking [7, 8]. The techniques which were used were data mining for finding the
hidden information, data pre-processing to gather all the information, parsing for
obtaining a semantic meaning for the collected information, using techniques like
deep learning [9] and NLP [9] to classify information and find the words related to
trafficking. In another project [10], a website called ‘Backpage’ which is used for clas-
sified advertisement has been used as a source of information for many of the research
works [11, 12]. The machine learning algorithms (semi-supervised) [10] are used to
generate predictive model which is trained with labelled and unlabelled data and then
tested on unseen data to evaluate their efficiency. ‘Backpage’ has also been used by
a research team of undergraduate students for examining sex traffic in Pennsylvania
[11-13]. The prostitution advertisements of different countries were analysed, and
the major countries involved in trafficking were identified. Females involved were
identified and formed three subnetworks, namely disconnected subnetworks, high-
density interconnected subnetworks and sparsely interconnected subnetworks [13].
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Open-source data available [14] from the Internet have been also used to design a
framework for indicating human trafficking. A three-level model has been proposed
by Glynn Rankin [14] to understand and report all the illegal activities related to
trafficking across the network. The level 1 deals with the credible and accepted indi-
cators, the level 2 describes the materials produced as a result of anti-trafficking
activities, and the level 3 deals with social media and citizen-created content. This
model was developed in challenging Boisot’s knowledge management model [15]
or iSpace [15] which is a three-dimensional cube-like structure.

In a project of domestic human trafficking, movements along the circuits (sys-
tematic movement of provider to various cities for promoting sex activity) have
been given stress [16, 17]. The network analysis methods [16] were used to find the
circuits from GIS data. Various escort advertisements were collected with a count
of about 90 advertisements per day, duplicate advertisements were eliminated, and
then, the location of each advertisement was analysed to identify intra-state circuit.
In another paper [18] related to crime analysis in Haryana, a spatio-temporal analysis
of abduction of women in the city of Chandigarh has been carried out to find out the
areal variation and distribution. The factors like socio-culture, economic condition
and population explosion have been identified as one of the major causes for such
crimes. This project also proposes [18] a formula:

Crime Rate = Cri = (CXi/TFPi) % 100,000 (1)

where

CRi rate of crime ‘X’ in wards I,
CXi crime ‘X’ in wards I,
TFPi total female population in wards I

Another research paper [19] says that the sex traffickers target children more than
the adults. Thus, an initiative can be taken to prevent child trafficking by employing
a child safety system with the use of smart identity card. The smart identity card is
enabled with radio frequency identification device (RFID) which can help in tagging
the school children. The objective of this paper was to ensure security by reducing the
gap between parents, children and teachers. A mobile safety monitoring system [20]
was proposed in this paper that informs the guardians about the information relating
to the safety of their children. A school security system (SSS) [21] prototype model
was also proposed based on Web-based development using PHP, VB.net, Apache
Web server and MySQL. The out time and in time of each student will be recorded
successfully in the system, and the GPS technology will enable the parents to receive
continuous information about their children.

Sometimes, analysing the advertisements of the sex workers can too work. The
rigorous content analysis of online advertisements of sex workers can provide certain
behavioural patterns that can identify the victims of human trafficking [22]. Statistics
suggest that about 75% of the advertisements possess more than one primary indica-
tor. The virtual indicators that are discovered are: movement, shared management,
controlled/restricted movement, advertisements posted by third party, advertisement
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ethnicity/nationality. To provide answers to entry-centric questions on human traffic
data to help the investigators is a matter of challenge. An entity-centric knowledge
graph can be developed to build a semantic search engine to help the investigators
[23]. The idea is to take a large number of advertisements from the Web and cre-
ate a knowledge graph. This allows the investigators to search their queries with a
well-built semantic search engine.

3 Proposed Work

3.1 Statistical Analysis of the Female Kidnapping Records
in India

The paper uses a data set which contains the records of kidnapping of women of
different ages for various purposes. Based on these records, a statistical analysis
has been performed to find out the number of females kidnapped of different age
categories and for different purposes like begging, prostitution.

3.2 Design of a Predictive Model for Female Kidnapping

Certain parameters have been identified which can act as classifiers for designing
a predictive model for female kidnapping. These parameters are age, financial sta-
tus, glamour and marital status. A predictive model has been designed using these
parameters as classifiers by constructing a decision tree [24]. A decision tree is a
supervised machine learning technique used for solving classification problems. It
can work with both categorical and continuous data and is widely used for multilevel
classification problems. In a decision tree, the population is split into two subpopu-
lations based on the significant classifier (parameter). The algorithm which is used
to construct the decision tree is Iterative Dichotomizer (ID3) [25] algorithm. It uses
a top-down approach to construct the tree. It is based on maximizing the information
gain and minimizing the entropy [26]. At each node, every possible property is tried
and the property which maximizes the information gain and minimizes the entropy is
selected to split the node. This process is recursively repeated until all the leaf nodes
are homogeneous (contains objects of same classes). It is a greedy algorithm, always
uses entropy as a criterion, and never looks for alternative choices like Gini index,
classification error. The predictive model can predict for what purpose (begging,
prostitution, etc.) an individual has been kidnapped based on these parameters.
Figure 1 shows the decision tree of classification of iris data set. Iris data set
contains the features of three classes (species) of flowers, namely setosa, versicolor
and virginica. Four features have been specified in the data set, namely sepal length,
sepal width, petal length and petal width. The data set has 150 samples with 50
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petal width (cm ) <= 0,5000
entropy = 1 58496250072
samples = 150

petal width (cm) <= 1.7500
entropy = 1.0
samples = 100

X

samples = 50
value = [50. 0. 0]

entropy = 0.0000 ‘

petal length (cm) <= 49500 petal length (em) <= 4.8500
entropy = 0445064857051 entropy = 0.15 1096970517
samples = 54 samples = 46
petal widih {cm) <= 1.6500 petal width (cm) <= 1.5500 sepal lengih (em ) <= 5.9500 entropy = L0000
entropy = 0L 14609425012 entropy = 0.9 18295834054 entropy = 0.918295834054 samples = 43
samples = 48 samples = 6 samples = 3 value= [ 0, 0, 43]
entropy = 0,0000 entropy = 0.0000 entropy = 0.0000 petal length cm) <= 54500 entropy = 0,0000 entropy = 0.0000
samples = 47 samples = | samples = 3 entropy = 0918295834054 samples = | samples = 2
value= [ 0. 47. 0] value= [0. 0. 1] valpe = [0, 0. 3] samples = 3 value= [0, . O] value = [0, 0. 2]
entropy = 0.0000 entropy = 0.0000
samples = 2 samples = |
value = [0, 2. 0] value = [0. 0. L]

Fig. 1 An Illustration of decision tree for classification of iris data set [27]

samples belonging to each of the classes. The root node selects petal width as one of
the classifiers based on the value of entropy. At each step, the decision tree classifies
the samples into different classes by selecting different classifiers with a motive
to minimize the entropy. The leaf nodes denote the final decision regarding the
classification. This kind of approach has also been used in the decision of the proposed
model discussed later in the Sect. 4.3.

All the related works which have been mentioned in Sect. 2 have been done on the
data available from the Internet. This paper uses the manual data obtained from the
records of the Government of India [28] and hence covers the cases which include
all kinds of kidnapping and trafficking of women including those via the Internet.
Thus, the scope of applicability of this paper is comparatively more because it deals
with larger data set. Moreover, the proposed model also predicts the purposes of
kidnapping which can help the police to investigate and trace the criminals who deal
with that particular purpose. Thus, this paper has a unique importance in compari-
son with the papers mentioned in the related works. The predictive model that has
been designed is also beneficial to the society as police can easily search among
the criminals involved in a specific purpose for kidnapping thereby enhancing the
investigation process and reducing the time.
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4 Experimental Results

4.1 Discussion on Environment Setup

The coding for the proposed work has been implemented using R programming. R
is a programming language that is widely used by mathematicians and scientists for
statistical computing. It is very popular among statisticians and data miners and also
supports graphical works. The IDE which has been used for the implementation of
the proposed work is R Studio 3.4.1. It is an open-source software developed by
the Comprehensive R Archive Network (CRAN) and available for platforms like
Windows, Linux, MAC [29]. The decision tree which has been used to create the
predictive model can be viewed in R Studio 3.4.1, but for better visualization another
software Graphviz 2.83 is used. It is a third-party software and is used widely for the
visualization of complicated and large-sized images.

4.2 Data Set Used

The data set provides the information that among the major purposes behind female
kidnapping, the most predominant purposes are: begging, marriage, illicit inter-
course, prostitution, ransom.

Volume of Data Set. Number of samples in training data = 150, number of samples
in testing data = 50.

Clustering. Clustering is done based on the purposes of kidnapping. The clusters
and their size are specified in Table 1.

The parameters and their ranges which have been selected to predict the purpose
behind kidnapping are mentioned in Table 2.

The categorical data like financial status, glamour, marital status are converted to
numerical values using label encoding [30]. The label encoding is used to transform
non-numeric values into numeric values. The numeric values after encoding range
from O to number of classes—1. The conventions used are mentioned in Table 3.

Table 1 Clustering of female kidnapping data

Cluster (class) Number of samples in each cluster (class)
Begging 30
Marriage 30
Illicit intercourse 30
Prostitution 30
Ransom 30
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Next one hot encoding or dummy encoding is used to generate new columns [30].
The name ‘dummy’ suggests the use of a duplicate variable to represent one level of
categorical variable. If a level is present, then it is indicated by ‘1’, and if a level is
absent, then it is indicated by ‘0’. One dummy variable is created for each and every
level. The application of one hot encoding on the data generates columns having
binary values 0 and 1 for each of the kidnapping types/causes. Suppose begging is a
cause for kidnapping. So a new column called begging is generated which has values
of 1 for all the records (rows) which correspond to begging and O for the others. The
similar work is done for other causes like marriage, illicit intercourse, prostitution,
ransom.

4.3 Construction and Analysis of Decision Tree

A predictive model is created by analysing the pre-processed data set using a decision
tree.

The predictive model designed using decision tree shown in Fig. 2 is trained using
150 sample records. The decision tree starts initially with 150 samples. Then, it has to
choose a parameter as classifier for classifying the samples into specific categories.
The parameter is chosen on the basis of the entropy value [31]. Entropy is the measure
of impurity or uncertainty. So higher values of entropy mean more uncertainty, while
lower entropy values mean less uncertainty. Thus, the target of the decision tree is to

Table 2 Data set of female kidnapping

Age Below 10 10-15 15-18 18-30 30-50 Above 50
Financial Below 1 lakh 1-5 lakh Above 5 lakh

status

Glamour Low Medium High

Marital Unmarried Married

status

Table 3 Label encoding of

g Parameters Categorical values | Numerical values
categorical data

Financial Status Below 1 lakh
1-5 lakh
Above 5 lakh
Glamour Low
Medium
High

Marital status Unmarried
Married

—_— O W N =] W N =
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Fig. 2 Decision tree classification model of female kidnapping

minimize the value of entropy as far as possible. The minimum value of entropy is
0 which means that this condition has no uncertainty; i.e., it is certain.

The root node contains 150 sample records with 30 records for each of the kidnap-
ping purposes (begging, marriage, illicit intercourse, prostitution, ransom). The class
begging is chosen as label of the node arbitrarily as all of the classes (kidnapping
purposes) has equal number of sample records; i.e., each has 30 sample records. The
parameter age is chosen as the classifier with an entropy value of 2.322. The thresh-
old value of age is selected as 13.5. At the next level of the tree, two child nodes are
formed from the root node. One of the child nodes contains sample records with age
values less than or equal to 13.5, and the other child node contains sample records
with age values greater than 13.5. The class begging is chosen as label of the first
child node as the majority number of records correspond to begging. The first child
node has an entropy value of 0.592, and financial status is chosen as the classifier for
the next level with a threshold value of 2.5. The class marriage is chosen as label of
the second child node as the majority number of records correspond to marriage. The
second child node has an entropy value of 1.996, and financial status is chosen as the
classifier for the next level with a threshold value of 1.5. This process of generation
of child nodes continues until the leaf nodes containing sample records belonging to
a particular category (kidnapping purpose) are generated. The model is subjected to
a testing set of data with 50 samples, and its efficiency of classification is measured
based on the following scores:

Accuracy. Itis defined as the number of correct predictions out of the total number
of predictions [32].

Accuracy = (TP + TN) /(TP + TN + FP + FN) 2)

Precision. It is defined as the number of actual true cases that has been detected
out of the total number of predicted true cases [32].

Precision = TP /(TP + FP) 3)
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Fig. 3 ROC curve [33] 1.0

Intermediate

No power

True Positives

0.0

0.0 False Positives 1.0

Recall. It is defined as the number of true cases which has been predicted correctly
out of the total number of true cases [32]

Recall = TP/(TP + FN) 4

F1 Score. It is the harmonic average for precision and recall. It has a value of 1
for ideal values of precision and recall [32].

F1 Score = 2 x (Precision x Recall) /(Precision + Recall) 5

AUC Score. It stands for area under receiver operator characteristics (ROC) curve.
ROC curve is a graph plotting true positive versus false positive [32] (Fig. 3).

4.4 Result Set Statistical Analysis of the Female Kidnapping
Records in India

The different purposes for kidnapping and their corresponding age categories and
number of female kidnapping for each age category are presented in the following
Table 4.

Tabular Analysis:
Table 4 clearly indicates that most of the females below the age of 10 are kidnapped
for begging purposes and no women above age of 50 is ever kidnapped for beg-
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Table 5 Measurement of scores for model evaluation

Classes Accuracy Precision Recall F1 Score AUC score
Begging 1.0 1.0 1.0 1.0 1.0
Marriage 0.86 1.0 0.33 0.50 0.66

Ilicit 0.93 1.0 0.66 0.80 0.83
intercourse

Prostitution 0.93 1.0 0.66 0.80 0.83
Ransom 1.0 1.0 1.0 1.0 1.0

ging. Women within age 18-30 are targeted majorly for marriage, and 15-18 are
targeted for illicit intercourse. Women with 18—30 are mostly trafficked for prostitu-
tion. Statistics for ransom should not possess any relation with age, but still the girls
of age 18-30 are mostly targeted. This may be due to the reason that if ransom is not
paid then they can traffic those females for prostitution.

Graphical Analysis:

Figures 4a—e represent the graphical charts of Table 4. The charts clearly show that
females of age below 10 have more chances for kidnapped for begging, females of
age 18-30 are prone for being kidnapped for marriage and prostitution, and females
of age 15-18 are targeted for illicit intercourse and ransom. Figure 4f shows the total
number of women kidnapped for each of the purposes (begging, marriage, illicit
intercourse, prostitution and ransom).

Design of a Predictive Model for Female Kidnapping. The predictive model
designed by the application of decision tree using ID3 algorithm is trained properly
and subjected to the testing data set. The performance of the evaluation model has
to be measured by the use of the testing data set by counting the number of cor-
rect classifications and misclassifications. There are certain measures to evaluate a
classification model. These measures actually deal with the number of correct clas-
sifications and misclassifications and are calculated as ratios. The efficiency of the
predictive model has been presented with the following measures:

Tabular Analysis:

Table 5 clearly shows that the kidnappings for begging are accurately predicted,
with no false positives and false negatives, with an ideal F1 score and an ideal AUC
score. Kidnappings for marriage are predicted with 86% accuracy; prediction has
no false positives but large false negatives giving an average F1 score and AUC
score. Kidnappings for illicit intercourse are predicted with 93% accuracy, no false
positives, moderate false negatives giving a satisfactory F1 score and AUC score.
Kidnappings for prostitution and ransom have similar statistics with illicit intercourse
and begging, respectively.

Final Average Scores:

e Average accuracy score = 0.94
e Average precision score = 1.0
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Graphical Analysis:
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e Average recall score = 0.73
e Average F1 score = (.82
e Average AUC score = 0.86

Graphical Analysis:

The charts mentioned in Fig. Sa—e clearly state that kidnappings for begging and
ransom are predicted with 100% accuracy, without any false positives and false
negatives resulting in an ideal F1 score and AUC score. Kidnappings for marriage and
illicit intercourse are predicted with 86% accuracy and 93% accuracy, respectively.
There are large false negative predictions in cases of marriage and moderate false
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Graphical Analysis:

(a) Statistics for Accuracy Score

Accuracy Score

(c) Statistics for Recall Score

Recall Score

1.00
0.80
0.60
0.40
0.20 -
0.00
& e < o
RS F
e@ é“@% o°& '{\'&\ '»6’0
& &
AR
&
Kidnapping Purposes

(e) Statistics for AUC Score

L
= 1.00
S 0.80
d:
288
< o
03} 'b "@ &\o“ o"
¥ & é: @
Ny \&Q' Q‘oa
\\\\o
Kidnapping Purposes

Kidnapping Purposes

(b) Statistics for Precision
Score

Precision Score
[e]=l=]=]
N
[=]=]=]=]
%, G
° R
O

Kidnapping Purposes

(d) Statistics for F1 Score

F1 Score
[=)=f=)=]
NBO®
[=)=F=)=}
——

Kldnapping Purposes

(f) Statistics for Model
Evaluation Scores

501

m Accuracy

Precision
Recall

F1

m AUC

Fig. 5 a Accuracy score b Precision score ¢ Recall score d F1 score e AUC score f Average of all
scores

negative predictions for illicit intercourse. F1 and AUC scores for marriage cases
are average, while they are satisfactory in cases of illicit intercourse. Statistics for
prostitution and ransom are exactly the same as that of illicit intercourse and begging,
respectively. Figure 5f gives a description of the average measures of accuracy,
precision, recall, F1 and AUC scores after combining all the cases.
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5 Conclusion and Future Work

The proposed work after continuous analysis is found to give quite acceptable mea-
sures of the parameters of evaluation of the classification model, i.e., accuracy, preci-
sion, recall, Fland ROC measures. Thus, it is clear that the proposed predictive model
is good enough for the classification and prediction of purposes for kidnapping given
the values of certain parameters like age, financial status, glamour and marital status.
This model can become an efficient tool for the investigation departments of India
to have a rough idea about the purpose and intentions behind the female kidnapping
resulting in a better solution of criminal activities related to abduction of women.

However, in order to rely completely on the proposed model, it has to be sure
that the model is robust and fault tolerant. The features used as classifiers in the
proposed model may not be sufficient enough for generating a very robust and fault-
tolerant model. There is a scope of research for searching new or modified features
set. The features set used can also be optimized to generate better result. An advanced
ensemble-based nature-inspired algorithm can be used in future to generate a new
predictive model and compare the result with the proposed model. The robustness
of the model can be tested by applying the model on larger and rich data sets and
identifying whether there is any abnormal behaviour in the outcome of the model.
The fault tolerance can be measured by introducing outliers in the data set and
clearly observing the outcomes to find whether there is an increase in the number
of misclassifications and change in measures of accuracy, precision, recall, etc. The
target is to achieve minimum number of misclassifications. A robust and a fault-
tolerant predictive model can be applied in real-life applications.
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