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Abstract Recently, recommender systems have been popularly used to handle mas-
sive data collected from applications such as movies, music, news, books, and
research articles in a very efficient way. In practice, users generally prefer to take
other people’s opinions before buying or using any product. A rating is a numeri-
cal ranking of items based on a parallel estimation of their quality, standards, and
performance. Ratings do not elaborate many things about the product. On the con-
trary, reviews are formal text evaluation of products where reviewers freely mention
pros and cons. Reviews are more important as they provide insight and help in mak-
ing informed decisions. Today the internet works as an exceptional originator of
consumer reviews. The amount of opinionated data is increasing speedily, which is
making it impractical for users to read all reviews to come to a conclusion. The pro-
posed approach uses opinion mining which analyzes reviews and extracts different
products features. Every user does not have the same preference for every feature.
Some users prefer one feature, while some go for other features of the product. The
proposed approach finds users’ inclination toward different features of products and
based on that analysis it recommends products to users.

Keywords Opinion mining · Product aspect · Aspect extraction · Recommender
system

1 Introduction

In today’s data rich era, new information is added at faster speed compared to the
rate at which that data is being used by users to gain some valuable information.
The difference between these speeds can be fixed by recommender systems (RS).
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RS mainly suggest items to an individual based on his past actions like, ratings given
to different items, search history and similar users’ activities [1].

Most commonRS techniques are content-basedfiltering and collaborativefiltering
[2]. Content-based filtering, also known as cognitive filtering, works by comparing
the content descriptions of items with the user profiles. User profiles have infor-
mation about users and their taste. The technology behind Netflix and Pandora is
content-based filtering [2]. On the other hand, the process of refining or evaluating
products using the judgement of other people is known as collaborative filtering
(CF). In recommender systems, collaborative filtering ages not more than a decade,
but its basics are very old, have been used socially, i.e., sharing opinions. Last.fm
recommendation engine uses collaborative filtering [3].

Before emergence of World Wide Web, we generally used to ask our neighbors,
friends or specialists to be sure about any product before purchasing it [4]. Now in
modern era, whenever a user wants to ask anything he asks cyber world. In today’s
world market, users have great choice among different products to consume, accord-
ing to needs and interests. Reviews and ratings, available on Internet, are best way to
come across other’s opinion [5]. Using people’s opinions about different items, RS
helps target user to make mindset about different merchandises.

Ratings are always anumerical valuedefined in somecertainfixedbounds.Usually
lower ratings imply that product is not good enough but it doesn’t mean that there is
nothing good in that product, and it is not possible tomention this via ratings. Ratings
supply a generalized summary about product. Reviews are texted opinions, having
all positives and negatives about products. Reviews provide constructive criticism
about products which helps consumers as well as manufacturers.

Generally, reviews are about different aspects or features of products [6]. Aspects
are characteristics of the product. Few aspects are more promising than others and
have great projection on decision making. It is perplexing to find aspects that are
better in a particular product from reviews. The user opinionated data present on
Internet are increasing massively. Users often have no choice, but to browse massive
texts to find interesting information. Browsing them requires a lot of time and energy.
However, investing that much time and efforts does not guarantee that one can get
correct knowledge about products [7].

An automated system is required to address this problem so that knowledge can be
withdrawn from that data. This paper presents an approach to manage this problem.
The proposed approach recommends items based on features user is interested in, by
combining collaborative filtering, opinion mining and SentiWordNet. The proposed
method not only finds different features of products but also features in which user
is interested, based on his past reviews. The proposed approach uses aspect-based
opinion mining to find primary features of an item and then predicts score of those
features from product reviews. Natural language processing is used to extract fea-
tures using Part-Of -Speech (POS) tagging. This approach calculates score of these
features using a lexical resource, i.e., SentiWordNet. These calculated scores along
with information of similar users and features target user has liked are then used to
recommend most probable items.
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The remaining paper is structured as follows: Sect. 2 describes background knowl-
edge and related work. Our approach, flow diagram and its details are described in
Sect. 3. The practical implementation of proposed approach is defined in Sect. 4.
Finally, Sect. 5 concludes the paper.

2 Background Knowledge and Related Work

2.1 Opinion Mining

Web 2.0 has given opportunity to people to write their experiences about various
products, services and other things in the form of reviews at e-commerce sites,
forums, blogs, etc. [8]. Now Web is full of opinionated text. However, this large
amount of text has made it very challenging to extract useful data easily. Surveying
thesemany reviewswill confuse users about product aswell aswastes their time. This
requires a technique which can analyze these reviews and provide fruitful knowledge
to users. The technique used is opinion mining.

The science of analyzing and extracting valuable information from text data is
known as opinion mining. Opinion mining is a mixture of information retrieval and
computational linguistics which is bothered not with the title of text, but with the
opinions it conveys [9]. Generally, to perform opinion mining it is required to design
automated systems using machine learning, artificial intelligence, data mining and
natural language processing techniques [10]. These systems can collect and classify
opinions about product available in opinionated data.

Sometimes opinionmining also referred as sentiment analysis, but sentiment anal-
ysis is different. Sentiment is defined as an attitude, thought or judgment prompted
by feeling [11], whereas opinion is defined as a view, judgment formed in the mind
about a particular matter [8]. The definitions indicate that an opinion is more of a
person’s view about something, whereas a sentiment is more of a feeling. However,
in most cases opinions imply positive or negative sentiments. Sentiment analysis and
opinion mining are almost same thing; however, there is minor difference between
them that is opinion mining extracts and analyzes people’s opinion about an entity,
while sentiment analysis searches for the sentiment words/expression in a text and
then analyzes it [12].

Opinionmining is useful in multiple ways for consumers as well as manufacturers
[13]. Customers can make up their mind about a product that whether they should
buy it or not. They get to know about pros and cons of product. Similarly, manufac-
turers evaluate their products using opinionmining of public reviews. Features which
requiremodifications or improvements can easily be identified bymakers using opin-
ion mining. This helps in deciding features, products and services which are liked
or disliked in a particular region. It helps businesses finding reasons behind low
sales and possible solutions based on people’s views [10]. Companies can anticipate
market trends by tracking consumer views.
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According to Pang and Lee [10], there are three major areas of opinion min-
ing which are identification of sentiment polarity, detection of subjectivity and joint
topic-sentiment analysis. Similarly, Liu [13] in his book narrates three different min-
ing assignments. Later, he expands his grouping in his handbook [14] as sentiment
and subjectivity classification, aspect-based opinion mining, sentiment analysis of
comparative sentences, opinion search and retrieval and spam opinion discovery.
Lastly, in his latest book [9] he specifies three generic categories of opinionated text
mining as document-level, sentence-level, and phrase-level opinion mining.

In [5], authors have found semantic orientation of reviews to classify them using
pointwise mutual information between bigrams and seed words. In [15], author’s
approach uses Naïve Bayes classification method to classify customer reviews. Lim-
itation of this work is having incomplete training dataset and attribute independence.

2.2 Aspect-Based Opinion Mining

In some cases, document-level opinion mining or sentence-level opinion mining are
fruitful, but when it is used in conclusive process, then these levels of information
are not enough [8]. For example, a positive review of a product does not denote that
reviewer is delighted with each and every aspect of the product. In the same way, a
negative review does not say that reviewer has objection for every aspect. Typically,
the reviewer mentions both positive and negative sides of item, still his broader
viewpoint may be positive or negative. Indeed, document-level and sentence-level
mining cannot produce detailed decisive data. So, it is required to grind opinions
in-depth. In-depth excavating of reviews is aspect-based opinion mining [9]. Phrase-
level mining aids in uncovering numerous features of various product from reviews.

Two main aims are there in the problem of aspect-based opinion mining: first
is aspect extraction and other one is rating prediction. Bing Liu in his book [9]
divided aspect extraction method into four categories: finding frequent nouns and
noun phrases, using opinion and target relations, using supervised learning and using
topicmodels. In [11] aspect-based opinionmining, approaches have been categorized
into frequency-based, relation-based, and model-based types.

Most frequent aspects of product which have been discussed by many people in
their reviews are recognized in frequency-based methods. Popescu and Etzioni [16]
has designed an unsupervised knowledge extraction system called OPINE which
mines reviews to select substantial product features. It counts the frequency of each
noun and keeps only them which have value greater than the threshold. All these
noun phrases now judged by calculating the pointwise mutual information between
the phrase and associated discriminators. Hu and Liu [17] extracted frequent fea-
tures from reviews using part-of-speech tagging. Scanffidi et al. [18] in their work
compares the repetition of derived words with occurrence rate of these words.

Relation-based techniques find the correlation between the words and sentiments
to identify aspects. In this type ofmethods, generally part-of-speech tagging is used to
find aspects. Liu et al. [19] presented “opinion observer,” for the visual comparison of



Personalized Product Recommendation Using Aspect … 447

customer reviews. It is used only for short comments. A supervised algorithm is used
for feature extraction. Initially a training dataset is tagged using a POS tagger. Now
actual aspects are manually identified in training dataset and replaced by a specific
tag. Afterward, association rule is used to find POS patterns which are probable
features. All of the derived patterns are not valuable, and some constraints are used
to discard less important phrases.

Inmodel-basedmethods,models are designed to pull out features. HiddenMarkov
model (HMM) and conditional random field (CRF) are most frequently used math-
ematical models based on supervised learning, and unsupervised topic modeling
methodologies are probabilistic latent semantic indexing (PLSI) and latent Dirich-
let allocation (LDA) [10]. Jin et al. [20] presented the model “Opinion Miner” based
on HMM to find features, opinions and their polarities. The EnsembleTextHMM, a
new supervised sentiment analysis using an ensemble of text-based hidden Markov
models, method has been presented in [21].

An ontology-based sentiment classification method to detect features concerning
financial news has been given in [22]. In [23], a text summarization technique has
been proposed to determine the top-k most informative sentences about hotel from
online reviews by calculating sentence importance. Authors in [24] have combined
similarity and sentiment of reviews and proposed a recommendation ranking strategy
to suggest items similar but superior to a query product. Techniques used for opinion
mining and some simple assumptions are their limitations.

2.3 SentiWordNet

SentiWordNet is a publicly available lexical resource absolutely designed to support
sentiment classification and opinion mining. It is the outcome of self-annotation of
all the synsets of WordNet on the basis of “positivity,” “negativity” and “neutrality.”
Three different mathematical values Pos(s), Neg(s) andObj(s), correlated with every
synsets, decide the positivity, negativity and objectivity of all the terms present in
synset. Different meanings of same term may have different sentiment score. For
each synset, sum of all three scores is always 1.0 and all three values lie in interval
[0.0, 1.0]. It implies that a synset can have nonzero value for all three classes. This
signifies that terms present in synset contain all three, opinion polarity up to a certain
degree. SentiWordNet is generated in two steps: first one is semi-supervised learning
step, and second one is random-walk step [25].
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3 Proposed Approach

The proposed approach can be viewed as a two-phase process which is as follows:

3.1 Data Preprocessing and Opining Mining

In the first phase, customer reviews are mined and features are extracted. Major steps
during this phase are as follows:

1. Perform preprocessing of reviews, which involves removal of meaningless,
unwanted symbols and stop words.

2. Perform part-of -speech tagging on preprocessed reviews using POS tagger.
3. Based on these POS tags, perform feature extraction byfinding bi-word phrases in

which mostly features are represented by noun tags and corresponding adjective
words are opinion about these features.

4. Store user’s opinion about features, obtained in previous step, in the database.
Schematic diagram of this phase is shown in Fig. 1.

Fig. 1 Schematic diagram of the first phase
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3.2 Score Calculation and Recommendation

The second phase generates personalized product recommendations for the target
user, based on opinions of other similar users and features in which target user is
interested. The major steps of this phase are as follows:

1. Now consider those extracted features which have frequency greater than some
threshold value, specified by domain expert, across all items.

2. Calculate average sentiment score of each feature of every product using Senti-
WordNet.

3. Similarly, calculate average sentiment score of each feature for every user and
store it in database.

4. Calculate cosine-based similarity of every user with other users based on average
sentiment score values for different features using Eq. (1).
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where UA and UB are feature vectors of user A and B. Similarly, i is the number of
commonly scored features between user A and B.

5. Select those products that have not been reviewed by the target user but have
been reviewed by its similar users.

6. Find the occurrence frequency of each feature, discussed by the target user in his
past reviews and arrange features in decreasing order of their frequency.

7. Now recommend products obtained from step-5 in the order of scores for features
in the same sequence as obtained in step-6. Schematic diagram of this phase is
shown in Fig. 2.

4 Practical Implementation

Every review goes through preprocessing and POS tagging activity. In this work,
Stanford Core NLP tagger has been used. For example, the output of the review
“Shoes are nice and good looking.”, after performing preprocessing and POS tagging
activity is shown in Fig. 3.

The Stanford tagger uses some standard tags to define part-of-speech of each
word, such as NN and JJ. Some useful tags have been shown in (Table 1).

Based on these POS tags, features are extracted from all reviews. In this work,
fifteen features which are most frequent in all reviews have been considered. After
performing all steps described in proposed approach, the system recommends prod-
ucts, for example, let us say there are total 10 users and 10 products. After performing
feature extraction, 15 features are found, but only those features are consideredwhose
frequencies are higher and these are f 1, f 2, f 3, f 4, f 5 and f 6 . Suppose the target user
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Fig. 2 Schematic diagram of the second phase

Fig. 3 Output after preprocessing and POS tagging

is u1 and his similar users are u3, u5, u8, u9, and u7 , products obtained from step-5
of second phase of recommendation for target user are i8, i1, i2, i6 , and i10. Scores
of different features of these products are shown in Table 2.
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Table 1 Commonly used POS tags

Tag Description Tag Description

NN, NNS, NNP Noun JJ, JJR, JJS Adjective

VB, VBD, VBG,
VBN, VBP, VBZ

Verb RB, RBR, RBS Adverb

Table 2 Product-features average score

Product_Id f1 f2 f3 f4 f5 f6

i1 −0.569 0.601 0.796 0.387 0.427 0.489

i2 0.544 −0.230 −0.379 −0.420 − 0.101 −0.506

i6 0.340 0.870 0.509 −0.418 −0.689 0.356

i8 −0.297 0.367 −0.489 0.378 0.768 0.601

i10 0.507 −0.601 −0.126 0.769 0.456 0.732

Table 3 Frequency count of features for target user

f 1 f 2 f 3 f 4 f 5 f 6

3 10 8 6 5 0

The frequency of features obtained from step-6 of second phase of recommenda-
tion for the target user u1 is shown in Table 3.

So using step-6 of phase-two, the sequence obtained is f 2, f 3, f 4, f 5, f 1, f 6 . Now
step-7 checks the scores of features in items obtained from step-5. So, accordingly
first of all it is checked that which product has highest score for feature f 2, that
product is recommended first, next checked for feature f 3 and so on. Therefore, final
recommendation order of products is i6 , i1, i10, i8, i2.

5 Conclusion

Now almost every user is writing their experiences about different products in the
form of reviews. Opinion mining handles this huge user generated opinionated data.
A comparatively recent sub-area of opinion mining is aspect-based opinion mining,
and it extracts products features and users’ opinion about those features from reviews.
In this paper, a novel approach has been proposed to recommend products to users
on the basis of features on which they have shown interest in their past reviews by
arranging products in the order of score of features. The proposed approach extracts
features and opinions from reviews using part-of-speech tagging and then calculates
their score using a publicly available lexical resource SentiWordNet. Afterward, it
recommends product to the target userwith the collaboration of other similar users. In
future, this work can be expanded by refining feature extraction and selectionmethod
so that only those features will be considered which affect the decision making most.
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As in review “The hotel is expensive,” the reviewer is talking about the price of hotel
but the word price is mentioned nowhere in text. As a future enhancement to this
work, all such problems in aspect extraction have to be addressed.
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