Advances in Intelligent Systems and Computing 810

Brijesh lyer - S. L. Nalbalwar
Nagendra Prasad Pathak Editors

Computing,
Communication
and Signal
Processing

Proceedings of ICCASP 2018

@ Springer



Advances in Intelligent Systems and Computing

Volume 810

Series editor

Janusz Kacprzyk, Polish Academy of Sciences, Warsaw, Poland
e-mail: kacprzyk @ibspan.waw.pl



The series “Advances in Intelligent Systems and Computing” contains publications on theory,
applications, and design methods of Intelligent Systems and Intelligent Computing. Virtually all
disciplines such as engineering, natural sciences, computer and information science, ICT, economics,
business, e-commerce, environment, healthcare, life science are covered. The list of topics spans all the
areas of modern intelligent systems and computing such as: computational intelligence, soft computing
including neural networks, fuzzy systems, evolutionary computing and the fusion of these paradigms,
social intelligence, ambient intelligence, computational neuroscience, artificial life, virtual worlds and
society, cognitive science and systems, Perception and Vision, DNA and immune based systems,
self-organizing and adaptive systems, e-Learning and teaching, human-centered and human-centric
computing, recommender systems, intelligent control, robotics and mechatronics including
human-machine teaming, knowledge-based paradigms, learning paradigms, machine ethics, intelligent
data analysis, knowledge management, intelligent agents, intelligent decision making and support,
intelligent network security, trust management, interactive entertainment, Web intelligence and multimedia.

The publications within “Advances in Intelligent Systems and Computing” are primarily proceedings
of important conferences, symposia and congresses. They cover significant recent developments in the
field, both of a foundational and applicable character. An important characteristic feature of the series is
the short publication time and world-wide distribution. This permits a rapid and broad dissemination of
research results.

Advisory Board
Chairman

Nikhil R. Pal, Indian Statistical Institute, Kolkata, India
e-mail: nikhil @isical.ac.in

Members

Rafael Bello Perez, Universidad Central “Marta Abreu” de Las Villas, Santa Clara, Cuba
e-mail: rbellop@uclv.edu.cu

Emilio S. Corchado, University of Salamanca, Salamanca, Spain
e-mail: escorchado@usal.es

Hani Hagras, University of Essex, Colchester, UK
e-mail: hani @essex.ac.uk

Laszlé T. Koczy, Széchenyi Istvan University, Gydr, Hungary
e-mail: koczy @sze.hu

Vladik Kreinovich, University of Texas at El Paso, El Paso, USA
e-mail: vladik@utep.edu

Chin-Teng Lin, National Chiao Tung University, Hsinchu, Taiwan
e-mail: ctlin@mail.nctu.edu.tw

Jie Lu, University of Technology, Sydney, Australia
e-mail: Jie.Lu@uts.edu.au

Patricia Melin, Tijuana Institute of Technology, Tijuana, Mexico
e-mail: epmelin@hafsamx.org

Nadia Nedjah, State University of Rio de Janeiro, Rio de Janeiro, Brazil
e-mail: nadia@eng.uerj.br

Ngoc Thanh Nguyen, Wroclaw University of Technology, Wroclaw, Poland
e-mail: Ngoc-Thanh.Nguyen @pwr.edu.pl

Jun Wang, The Chinese University of Hong Kong, Shatin, Hong Kong
e-mail: jwang @mae.cuhk.edu.hk

More information about this series at http://www.springer.com/series/11156


http://www.springer.com/series/11156

Brijesh Iyer - S. L. Nalbalwar
Nagendra Prasad Pathak
Editors

Computing, Communication
and Signal Processing

Proceedings of ICCASP 2018

@ Springer



Editors

Brijesh Iyer Nagendra Prasad Pathak

Department of Electronics and Department of Electronics and
Telecommunication Engineering Communication Engineering

Dr. Babasaheb Ambedkar Indian Institute of Technology Roorkee
Technological University Roorkee, Uttarakhand, India

Lonere, Raigad, Maharashtra, India

S. L. Nalbalwar

Department of Electronics and
Telecommunication Engineering

Dr. Babasaheb Ambedkar
Technological University

Lonere, Raigad, Maharashtra, India

ISSN 2194-5357 ISSN 2194-5365 (electronic)
Advances in Intelligent Systems and Computing
ISBN 978-981-13-1512-1 ISBN 978-981-13-1513-8 (eBook)

https://doi.org/10.1007/978-981-13-1513-8
Library of Congress Control Number: 2018947490

© Springer Nature Singapore Pte Ltd. 2019, corrected publication 2019

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Singapore Pte Ltd.
The registered company address is: 152 Beach Road, #21-01/04 Gateway East, Singapore 189721,
Singapore



Preface

Dr. Babasaheb Ambedkar Technological University, Lonere-402103, is a State
Technological University of Maharashtra State in India. Over the years, the
Department of Electronics and Telecommunication Engineering of this university
has been organising faculty and staff development programmes and continuing
education programmes and workshops. In the year 2013, the department had taken
a new initiative to organise international conferences in the areas of signal/image
processing, RF and microwave engineering, and IoT. The “ICCASP” series is an
outcome of this initiative.

Keynote lectures, invited talks by eminent professors and panel discussion of the
delegates with the academicians and industry personnel are the key features of third
ICCASP 2018. We have received a great response in terms of the quantity and
quality of papers. The conference had adopted a “double-blind review” process to
select the papers with a strict plagiarism verification policy. Hence, the selected
papers are the true record of research work in their edict.

We are thankful to the reviewers and session chairs and rapporteurs for their
support. We also thank the authors and the delegates for their contributions and
presence.

We are extremely grateful to Hon Vice-Chancellor, Prof. Vilas G. Gaikar, for his
patronage and support from time to time. Financial support for this activity from
TEQIP-III is gratefully acknowledged. Finally, we have no words to thank all our
colleagues in the department, members of various committees, all the student
volunteers, research scholars and alumni without whose unflagging enthusiasm and
diligent efforts this conference would not have seen the light of day.



vi Preface

We are pledged to take ICCASP series to greater heights in the years to come
with the aim to put forward the need-based research and innovation. To conclude,
we would like to express our feelings with the following quote:

STEAT HT GEHIA| THET HT SAHTAT ||

(O Lord) Keep me not in the Unreality, but lead me towards the Reality...
(O Lord) Keep me not in the Darkness, but lead me towards the Light.

Thank you one and all.
Lonere, Maharashtra, India Dr. Brijesh Iyer

Lonere, Maharashtra, India Dr. S. L. Nalbalwar
Roorkee, India Dr. Nagendra Prasad Pathak
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Realization of Bandpass Filter Based m
on Spoof Surface Plasmon Polariton oo
Technique at Microwave Frequency

Gaurav Mittal and Nagendra Prasad Pathak

Abstract Spoof surface plasmon polaritons (SSPPs) are a form of electromagnetic
surface wave which, share similar behavior with surface plasma polariton (SPP). The
dispersion relation of SSPP is regulated by the geometry of the corrugation using
plasmonic metamaterial. In this paper, the SSPP transmission line having double side
corrugated strip and bandpass filter which is composed of two opposite oriented single
side corrugated strips coupled to one double side corrugated strips are discussed. The
re-configurability aspects of SSPP structures are also explored.

Keywords Spoof surface plasmon polariton + Dispersion relation
Plasmonic metamaterial - Bandpass filter

1 Introduction

Recently, plenty of works have demonstrated that the highly confined surface elec-
tromagnetic (EM) waves, named spoof SPP or designer SPP, could be supported by
plasmonic metamaterial, which consist of a textured metal surface with sub wave-
length scaled grooves or dimples [1-5]. The surface plasmon frequency and the SPP
like dispersion properties of the spoof SPP could be scaled down to the THz or
microwave region by using these plasmonic metamaterial. In this paper, SSPP trans-
mission line based filters using plasmonic metamaterial is discussed. Proposed filter
is fed by a transducer composed of a CPW line with a flaring ground.

G. Mittal ()
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N. P. Pathak
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2 SSPP Transmission Line

In this paper, two types of SSPP transmission line (SSPP-TL) is used which are
single side corrugated strip by asymmetric unit cell and double side corrugated strips
by symmetric unit cell. Figure 1a, b shows the both symmetric and asymmetric unit
cell [6]. The dimension are a = 1 mm, b =2 mm, ¢ = 5 mm, d = 5 mm. Figure 1c
shows the dispersion curve comparison using eigen mode analysis in CST microwave
studio. It is observed that the cutoff frequency of the symmetric unit cell is a little
bit lower than that of asymmetric unit cell at around 11 GHz.

Recently Tham Yap Fung et al. have presented a hybrid waveguide as shown
in Fig. 2 which allows broadband conversion of guided wave to SSPPs and vice
versa [7, 8]. The structure shows three sections (i) CPW input (ii) mode converter
(ii1) SSPP Tx line section. The first part is CPW for the purpose to feed or receive
electromagnetic fields. To achieve the 50 Ohm, the CPW parameters are chosen.
The second part is a transition section between CPW and the SSPP waveguide, a
symmetric periodic corrugated structure. The transition structure consists of flaring
ground which is designed to match the impedance and gradient groves are used to
match the momentum. The third part is the main periodic SSPP transmission line.

The structure is modeled and simulated in CST software tool with optimized input
and output transition. The RT duroide substrate is used for fabrication. The fabricated
SSPP transmission line is shown in Fig. 3a. Figure 3b shows the comparison having
S-parameter characteristic of simulated and measured results of structure shown in
Fig. 2a.

This hybrid mode SSPP transmission line act as a broadband bandpass filter having
passband approx (2.1-10.0) GHz which allows signal of a certain band of frequencies
to transmit and reject signals of frequencies outside the band.

3 Bandpass Filter Using Coupled SSPP-TL

On the basis of the concept of microwave network, the coupling part can be described
by a four port network as shown in the Fig. 4[7]. Bandpass filter is designed using
symmetric corrugated strip coupled with two opposite oriented asymmetric corru-
gated strips [9]. In this way two coupled resonator circuit having four port networks
are placed back to back manner. Bandpass filter based on coupling of SSPP-TL is
realized.

The design is fabricated on RT Duroid substrate. The fabricated bandpass filter is
shown in Fig. 5a, b shows the S-parameter characteristic of simulated and measured
results of structure shown in Fig. 5a. The realized bandpass filter has Passband lies
between (6.0-7.8) GHz and measured insertion loss is less than 2.0 dB.
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Fig. 2 a SSPP Transmission line b CPW input ¢ mode converter d SSPP Tx line

4 Reconfigurable Bandpass Filter

In the previous sections, the SSPP transmission line based filter is discussed. In this
section, it will be shown that how the bandwidth or band of the transmission of SSPP
structure could be changed. This can be implemented by varying the structure and
physical properties of the structure. The filter passband can be change through below
mentioned four ways by changing the following:

Unit cell

Coupling elements

Coupled Structure

Dielectric constant of material

4.1 Changes in Unit Cell

The unit cell as mentioned in Fig. 1b is modified as shown in Fig. 6a having capacitive
behavior [10]. The dimension are e = | mm, f =5 mm, g =3 mm, h =5 mm. Figure 6b
shows the series resonant circuit [11]. Resonant circuits are realized by suitably
combining inductor and capacitor. By introducing inductive element in series with
unit cell having capacitive behavior, bandpass filter phenomenon can be achieved.

The modified unit cell (Fig. 6a) is further modified using thin microstrip line
or inductive element as shown in Fig. 6¢. The unit cell (Fig. 6¢) is utilized as LC
resonator in the filter design. The normalized dispersion curve comparison of Fig. 1b
and modified unit cell as Fig. 6a, c and light line are shown in Fig. 7.
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Fig. 4 Coupled resonator Transmission Coupling Transmission
h Part Part Part
phenomenon Port4 Port 3
Port 1 Port 2
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As per the dispersion curve shown in Fig. 7, (i) The cutoff frequency for both unit
cell mentioned in Figs. 1b and 6a are similar behavior and (ii) The cutoff frequency
for modified unit cell having inductive element is much lower than the reported unit
cell.

Now, new structure is designed using modified unit cell (Fig. 6¢) having order
n = 5. The modeling is done in CST as shown in Fig. 8a. Figure 8b shows the sim-
ulated S-parameter characteristic having comparison of results between structure of
Figs. 3a and 8a. Passband approximately (2.1-6.2) GHz is achieved by structure
(Fig. 8a) compare to previous structure shown in Fig. 3a having passband approxi-
mately (2.1-10.0) GHz. So pass band at high band side can be decreased or bandwidth
can be decreased by new unit cell.

Another way of analysis is that introduction of inductance is actually a defect in
the periodic structure. So by introducing the defects in periodic structure, we can
achieve modified passband.

4.2 Coupling Elements

On the basis of the frequency selective SSPP structure discussed in Fig. 5a, new
structure is designed by increasing the order of coupling element from n = 5 to
n = 23 so that SSPP dual-band bandpass filter can be realized [12]. The fabricated
SSPP dual-band bandpass filter is shown in Fig. 9a. Figure 9b shows the S-parameter
characteristic of simulated and measured results of structure shown in Fig. 9a.

The Band-1 frequency lies between (6.0-6.80) GHz and Band—2 frequency lies
between (7.8-8.40) GHz and insertion loss is less than 2.5 dB. So compare to result
shown in Fig. 5b having single passband is split into two passband by increasing the
number of coupling elements.
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4.3 Change in Coupled Structure

New structure is designed by keeping symmetric corrugated strip coupled with two
opposite oriented symmetric corrugated strips instead of asymmetric. Now SSPP
bandpass filter bandwidth become broader compare to design discussed in Fig. Sa.
Modeling of structure in shown in Fig. 10a. Figure 10b shows the compared simulated
S-parameter characteristic having comparison of results between structure of Fig. 5Sa
and 10a.

Passband approximately (6.0-8.5) GHz is achieved compare to previous passband
approximately (6.0-7.8) GHz. So passband at high passband side can be increased
or bandwidth is increased.

4.4 Dielectric Constant of Material

Passband of bandpass filter can be changed by varying the dielectric constant of
substrate for design showing in Fig. 5a. The compared simulated result of substrate
having dielectric constant of 2.65 and 2.2 having same thickness are shown in Fig. 11.

Figure 11 Red line (¢; =2.2) shows the passband of (6.0-7.8) GHz, BW = 1.8 GHz
and pink line (¢, = 2.65) shows the passband of (5.5-7.0) GHz, BW = 1.5 GHz. So
the passband is shifted down and bandwidth decreased for higher dielectric constant
having same design.

5 Comparison of Results

In this paper earlier reported work is reproduced/discussed in Sects. 2 and 3. To
achieve the reconfigurability, the modification is proposed in Sect. 4. In this section,
brief comparison table is shown in Table 1 to summarize the results.
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Fig. 9 a Dual-band bandpass filter b simulated and measured S—parameter results

Table 1 Brief comparison table of results

Structure Variation ‘ Pass band Remark

Sections 2 and 4.1

Figure 3a/Sect. 2 Reported/reproduced | (2.1-10) GHz Proved/reference

Figure 8a/Sect. 4.1 Unit cell (2.1-6.2) GHz Bandwidth decreased

Sections 3 and 4.2, 4.3, 4.4

Figure 5a/Sect. 3 Reported/reproduced | (6.0-7.8) GHz Proved/reference

Figure 9a/Sect. 4.2 Increased number of | (6.0-6.8) GHz, Dual-pass band
coupled unit cell (7.8-8.4) GHz

Figure 10a/Sect. 4.3 Coupled unit cell, (6.0-8.5) GHz Bandwidth increased
asym. to sym. and band up-shifted

Figure 5a/Sect. 4.4 Dielectric constant (5.5-7.0) GHz Bandwidth decreased

and band down-shifted

6 Conclusion

The existence of surface electromagnetic modes in corrugated surfaces of perfect
conductors is explored. The main loss in SSPP structure is due to transition having
CPW feed. The proposed filter is single layer circuit so may be further used in
multi layer structures in the future for higher integration. The demonstration of the
manipulation of SSPPs on the hybrid waveguide by varying the structure geometry
and physical properties of the hybrid waveguide implies that SSPPs could be highly

controllable.
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Design of Spoof Surface Plasmon m
Polaritons Based Transmission Line e
at Terahertz Frequency

Rahul Kumar Jaiswal, Nidhi Pandit and Nagendra Prasad Pathak

Abstract In this paper, we report a plasmonic metamaterial, i.e., spoof surface
plasmon polaritons based back to back broadband transition at terahertz frequency.
Also we have designed another structure using a unit cell that is made up of by
combining three SSPP strip together. This structure shows a way to realize stopband
within the operating frequency of spoof surface plasmon polaritons. Using the new
type of unit cell disturbs the surface impedance matching and thus gives band stop
in the transmission spectrum of SSPP. The first design of transition has reflection
coefficient less than —10 dB and transmission loss is less than 5 dB in 0.1-0.8 THz
range of frequency. The second designed structure shows strop band from 0.569 to
0.6124 THz and band pass is maintained from 0.1 to 0.569 THz and from 0.6124
to 0.6516 THz. Reflection coefficients in the band-pass region is less than —10 dB
and transmission loss is less than 8 dB while in the band stop region reflection
coefficient is —3 dB and transmission coefficient is —24 dB has been obtained. Such
type structures will show promising application in plasmonic device and systems.

Keywords Terahertz - Spoof surface plasmon polaritons (SSPP) - Plasmonic
metamaterial - Dispersion + Band pass * Band stop
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1 Introduction

Surface plasmon polaritons (SPP) becomes very good candidate to design plasmonic
circuits and device due to its highly localized EM modes at the interface of metal—di-
electric. Such type of mode propagates along the interface of two materials only at
optical frequency. Conventional optical devices suffer from diffraction limit problem
which restrict the feature size of optical circuit and hence no further miniaturization
is possible. SPP allows the subwavelength wave propagation and considered as a
solid venue for future developments of highly miniaturized optical circuits [1-6].
Thus surface plasmon polaritons have found the application in on-chip integrated
optics, super resolution imaging and Nano imaging, subwavelength scale optical cir-
cuits, biosensors, photovoltaic, Nano-antenna graphene based devices, etc. [7—13].
However, this kind of behavior is not available at Terahertz or microwave frequencies
because metal behaves like highly electrical conductor at these frequencies due to
very high value of imaginary part of dielectric constant. Metal behaves like plasma
with negative permittivity only beyond of infrared frequency band. Pendry and co-
workers have proposed the plasmonic metamaterial which support the modes that
shows the similar characteristics as that SPP at optical frequency. Thus realization of
the SPP like modes is become possible at THz and Microwave frequency [14, 15].
The characteristics of such type of plasmonic metamaterial are geometry dependent
hence it is termed as spoof or designer surface plasmon polaritons. When highly
conducting metal surface is corrugated with holes or grooves then that type of peri-
odically corrugated metallic surface supports SPP like modes at these frequencies.
The dispersion relation and cut-off frequency of such type of structure can be tuned
by changing the geometry parameter of corrugated subwavelength grooves. This type
of plasmonic metamaterial can be used to guide and manipulation of the EM waves at
subwavelength scale at THz or Microwave frequency. Recently, a no of work related
to design of microwave and terahertz circuits and devices has been presented. To con-
vert the guided modes into Spoof SPP mode, various transition designs have been
presented in [16—19]. Also design of splitters [20], filters [21-24] and excitation of
antenna [25, 26] have been developed.

In this paper we have designed two structures using two type of unit cells; type-
1 and type-2. One structure which employ type-1 unit cell shows complete pass
band from frequency 0.1-0.8 THz and other structure which employ type-2 unit
cell shows a stop band within the operating frequency of spoof SPP. The dispersion
characteristics of spoof SPP structure is numerically calculated by considering the
finite conductivity of metal and losses associated with dielectric substrate. Broadband
transition with gradient groove between microstrip to SSPP are designed to match
momentum of the two mode and conversion from QTEM mode of microstrip to spoof
SPP mode is obtained.
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Fig. 1 Schematic of unit ()
cell a conventional unit cell

(type 1 unit cell), b Proposed

unit cell (type 2 unit cell)

(b)

Fig. 2 Matching and
conversion unit

2 Dispersion Behavior Analysis of Symmetrically
Corrugated Spoof SPP Unit Cell

To analyze the dispersion behavior of spoof SPP at terahertz frequency, first we have
designed a unit cell of conventional rectangular shape with gap d as shown in Fig. 1a.
Then a new unit cell has been designed by rearranging three SSPP strip together with
gap width d; as shown in Fig. 1b. Figure 2 shows the conversion unit cell with groove
height grows with equal step of 4, The complete section of matching and conversion
has been shown in Fig. 3 in which groove height gradually increases from 4, o h;.
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Fig. 3 Schematic of complete conversion section from QTEM mode of microstrip to SSPP mode

(b)

Fig. 4 Schematic of back to back transition from QTEM mode of microstrip to SSPP mode at
terahertz frequency for, a type 1 unit cell, b type 2 unit cell

3 Design of Back to Back QTEM Mode to SSPP Mode
Transition

Figure 4 shows the schematic of designed structures. Figure 4a shows the transition
(uses the type-1 unit cell) which convert QTEM mode of microstrip to SSPP mode
and Fig. 4b show the structure which is designed using type-2 unit cell.
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Fig. 5 a Dispersion characteristics for unit cell as shown in Fig. 1a, b, b dispersion characteristics
that shows the momentum matching and conversion

4 Results and Discussion

Figure 5a shows the dispersion relation for designed unit cells. The numerical simu-
lation has been performed using CST Microwave Studio. In Fig. 5a red color curve
shows dispersion relation for type-1 unit cell and blue color line shows the dispersion
for type-2 unit cell. Black color line shows the propagation wave vector for freely
propagating wave that is propagation wave vector of simple microstrip line without
any grooves. The wave vectors ky of SSPP unit cell (red and blue curve) are very
much larger than the wave vector of freely propagating wave vector ko (black line)
as depicted from Fig. 5a, hence there is a mismatch between wave vectors ky and ko.
Hence to design a complete conversion from QTEM mode of microstrip to SSPP,
we need to match the momentum (matching between wave vectors ky and ko) and
this matching has been performed by using gradient corrugated grooves as shown in
Fig. 3.

As the height of grooves increases from h; to h; the wave vector also increases
and it deviates from the wave vector of freely propagating wave vector and finally it
matches to wave vector of SSPP unit cell as shown in Fig. 5b. Then a convertor from
QTEM mode of microstrip to SSPP mode has been designed as shown in Fig. 4.
Figure 6 shows the reflection and transmission coefficient for designed structures
(Fig. 4a, b). Figure 6a shows the S-parameter for designed transition using type-
1 unit cell, which shows complete pass band from 0.1 to 0.8 THz with reflection
and transmission coefficient are less than —10 and —5 dB. Figure 6b shows the S-
parameter for designed structure using type-2 unit cell, which shows stop band from
0.569 to 0.6124 THz with reflection and transmission coefficient are around —3 dB
and —24 dB respectively and pass band from 0.1 to 0.569 THz and 0.6124-0.6516
THz with reflection and transmission coefficient less than —10 dB and —8 dB respec-
tively.
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Fig. 6 Simulated magnitude of reflection and transmission coefficient for, a designed back to back
transition using unit cell as in Fig. 1a, b using unit cell as in Fig. 1b

5 Conclusion

In this paper, the design and analysis of transition from QTEM mode of microstrip
line to SSPP mode using type-1 unit cell has been discussed at terahertz frequency.
When we design structure using unit cell of type-2 then we get stop band within the
operating frequency range of SSPP due to change in the surface impedance. Simulated
results of dispersion behavior of unit cells and reflection and transmission coefficients
for designed transitions using both type of unit cell have been discussed. When we
have used type 2 unit cell then we obtain a bandstop region in the transmission
spectrum of spoof SPP. Thus the transition geometry presented in this paper can
be used to develop other plasmonic circuits using the concept of spoof or designer
surface plasmon polariton at terahertz frequency.
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Multiband Multimode Filter for Wireless = m)
Applications L

Nidhi Pandit, Rahul Kumar Jaiswal and Nagendra Prasad Pathak

Abstract This paper reports, design, analysis, and characterization of multimode
resonator based multiband band pass filter. In support to the actual response, prin-
ciple of resonating structure is explained with related mathematical explanations.
For validating the concept, a quad-band BPF have been implemented on Neltec sub-
strate and characterized through Keysight vector network analyzer N9918A. All the
measured and simulated results are in good agreement with each other.

Keywords Multimode - Resonator + BPF - Microstrip

1 Introduction

Filter plays an important role in Microwave receiver system. Resonators are the
key element of filters hence translates the performance of BPF. Researchers have
proposed a number of methods for improvising filtering response and miniaturizing
structure size. Like in [1, 2], SIR concept with uniform \/4 resonator is used to
provide features like multiband response and wide stop-band performance along
with miniaturization. Further for miniaturization, some novel multimode resonating
structures were proposed in past years [3—8]. Multimode resonators are attractive area
of research because it behaves like multi-toned resonator with N number of resonating
frequency; hence for required performance reduced the number of resonator by 1/N.
Multimode resonator based on stub loading was firstly reported in [3], because of
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its several advantages multimode stub loaded resonator are conveniently used in RF
designs [4-8].

In this paper, multimode resonator based multiband microwave filter has been
presented. In Sect. 2, principle of resonating structure has explained with mathe-
matical analysis. Section 3, address the experimental and simulation results. Finally
conclusion has been drawn in Sect. 4.

2 Proposed Multimode Structure

The proposed multimode resonator configuration is shown in Fig. 1a. Because of
symmetry in the proposed resonating structure i.e. Fig. 1a, its behavioral character-
istics can be conveniently explained through even-odd-mode analysis.

The even and odd-mode circuits of Fig. 1a are shown in Fig. 1b and Fig. 1c with
input admittance of Y., Y, respectively. Y, Y, and Ly, Ly, are admittances and
physical length of basic A/2 stepped impedance multimode resonator. Y3, Yy, Y's, Y
correspond to characteristic admittances and L3, L4, Lgs, Ly of stubs and s and s
refer to physical spacing between stubs. For ease of analysis let us assume s=s; so
0, =0y is defined as Bs and 0, is defined as SLg, forn=1 to 6.

The resonance condition for the proposed resonator can be achieved and expressed
as

Yino =0
P,+jY tan(s) 1)
Y,+jP,tan(s)

when P; = —jY,cot(6s) —jY;cot(63) +jYstan(6s) for odd mode

where Yino =Y, = Yin =Y}

Yine =0
P,+jY tan(s)
Y,+P,tan(6)

when P; = —jY,cot(6;) — jYscot(8) +jYtan(8) + T @)
with T = Y5(T; +jY,tan(6y))/ (Y2 + T, tan(6y)),
T, = (jY5/2)tan(65) — (jY,/2)cot(8s) for even mode

where Yine = Y, & Yin = Y

It is clear from (1) to (2) and Fig. 1, that Ly, L,, Ly, Ly, L3, Ly affects both the
even and odd-mode frequencies while Ly, Lgs affects the even-mode only.
3 Simulation and Measured Results with Discussion

Figure 2 shows the layout of proposed BPF that has been obtained by modifying the
structural parameters of proposed multimode resonator according to Eqgs. (1)—(2).
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Ls 1/2) YJ’

Even Mode Odd Mode

(b)

Fig. 1 a Proposed multimode resonator and its equivalent. b Even-mode and ¢ odd-mode circuit

Design Parameters (all in mm): Ly =34.62, Ly, =18.56, Lz =5, Ly =11.8, Lis=
14, Lg=4.6,L;=10, L3=16.5,5=0.25, 51, =4.5, 5, =0.2, W; =4.85, W, =6.75,
W3=69, Ws=1.3, W5=1.36, We=2, W7 =1.

For validating the design, prototype of proposed filter structure has fabricated as
shown in Fig. 3 with optimized physical parameters on 1.52 mm thick Neltec substrate
with dielectric constant 3.38 and loss tangent of 0.0016. Additionally, interdigital
feeding line is utilized to achieve better coupling in passband.

The S-parameters of fabricated prototype i.e. S;; and S;; were measured
using Keysight Field-Fox Microwave Analyzer N99/8A and shown in Figs. 4 and
5. Designed filter have quad-band response with center frequencies 1.74 GHz,
2.64 GHz, 4.1 GHz, 6.8 GHz with measured —3 dB impedance bandwidth of 40 MHz,
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Fig. 2 a Layout of proposed quad-band multimode BPF, b interdigital feed line used in (a)

40 MHz, 220 MHz, 420 MHz, respectively. For the designed filter insertion loss of
2 dB (minimum) and reflection losses better than 10 dB have been observed within
the specified frequency bands respectively. Measured results are consistent with sim-
ulation results but a slight magnitude difference is mainly caused due to fabrication
tolerance. As compared to previously reported works, the proposed filter is provide
flexible control on mode coupling hence multiband frequency response with desired
characteristics have been obtained.
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Fig. 3 Fabricated prototype of proposed quad-band BPF

Fig. 4 S;|-parameters of
fabricated quad-band BPF
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4 Conclusion

Design of multiband multimode BPF has been discussed in this paper. Based on the
coupling behavior of resonating frequencies different physical parameters have been
optimized to get required filter characteristics. Further to achieve tight coupling with
in the passband of filter structure, interdigital coupled feed line is used. Verification
of design concept has been done through implementation and characterization of
hardware prototype for the proposed structures. With feature such as flexible control
on resonating modes and low insertion loss; the proposed filter is attractive choice
for modern wireless communication system application.
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Fig. 5 Sy parameters of
fabricated quad-band BPF 0
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updates

Arun Kumar Varshney, Nagendra Prasad Pathak and Debabrata Sircar

Abstract This paper first reports the design of the tunable graphene-based patch
antenna at THz frequencies. After that a tunable graphene-based U slot loaded patch
antenna has been designed to increase the bandwidth at THz frequencies. The sim-
ulated results for both the antennas are presented for different values of chemical
potential.

1 Introduction

Terahertz (THz) frequency band ranging from 0.1 to 10 THz, was one of the least
explored regions because lack of materials responding to these frequencies. But in
the recent year, Graphene has produced great interest in various academic and indus-
trial researches in THz region. Due to its amazing mechanical, optical, electronics
and chemical properties [1-3], graphene is much promising for designing of Nano
electronics and Nano photonics devices.

Graphene is a 2D sheet of carbon atoms arranged in a honeycomb structure, which
has concerned remarkable interest in electrical and mechanical fields. Graphene is
a zero gap semiconductor and the complex conductivity nature of graphene allows
the propagation of surface plasmonic modes at optical frequencies. Importantly, this
conductivity can be efficiently controlled via a perpendicular bias electric field. The
change of surface conductivity will affect the resonance frequency of the reflector.
As a result graphene can be used for a variety of applications at THz and optical
frequencies, including the possibility of dynamic tuning via the electric field effect.
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In recent time, we reported some graphene-based devices such as amplifiers [4],
diodes [5], field effect transistors [6], electro-optical switches [7], mixers [8], filters
[9], terahertz antennas [10, 11], absorbers [12], plasmonic Bragg reflectors [13],
multimode interferometer [14] and so on. The graphene is also used as an electrode
in a hybrid photovoltaic cells [15]. Because the conductivity and losses of graphene
can be tuned, the broadband absorber have been proposed by varying the gate voltage
[12]. A graphene polarizer has also been proposed in the near-infrared band, which
can work as a (TM)/(TE) polarizer when the upper-cladding layer is/not dropped on
the waveguide core [16]. A tunable optical delay line has also been proposed because
of unique properties of graphene [17].

2 Electronic Model of Graphene

Due to the mono-atomic thickness, graphene can be modeled by a surface conductiv-
ity 0. In the absence of applied magnetic fields, the value of conductivity is computed
by Kubo’s formula [18]. Its expresses that conductivity is depend on temperature T,
chemical potential ., frequency w and scattering rate I" (Fig. 1).

ie?(w — j2r
o(w, pe, T, T) = %
|: 1 78(31}1(8) _ de(—s))d8 _70 fq(—¢) — fa(e) d{| (1)
. 2 . £\2
(o —j2I) ) de de ; (0 —j20)2 — 4(§)

where f;(e) = (e% + 1) l is the Fermi-Dirac distribution function, # = h/2w
where £ is the Planck’s constant, e is an electron charge, and kp is the Boltzmann’s
constant. Throughout this work, we use following parameters values T =1 ps and T
=300 K. The first term in this equation is because of intra band contributions, and
the second term is because of inter band contributions. At low frequencies, due to
low energy photones, the conductivity of graphene is mainly dominant by the intra
band transitions, while at the higher frequencies, the effect of inter band transitions
becomes dominant. For the cases considered here the intra band term dominates and
can be evaluated as

Gina(®, e, T, T) = _'ezk—BT( a +21n(e‘k?T“T + 1)) )
mntra ’ Cs ) Jj‘[-h-z(w — JZF) kBT

And the conductivity due to inter band transitions can be evaluated as

el In 2|pe| = (@ — j2T') -
T a7 5 "2l + (@ — j2I) 4

Ointer (@, M, r,T) = (3)
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The graphene optical conductivity can be changed by controlling the Fermi level,
i.e., carrier concentration. Thus, the conductivity can be efficiently controlled via a
perpendicular bias electric field. As a result, graphene is envisioned for a variety of
applications at THz and optical frequencies.

The inductive nature of conductivity allows an infinite sheet of graphene to support
TM surface waves also called as Surface Plasmon Polaritons (SPPs). When an infinite
sheet of graphene inserted between two dielectric materials, the dispersion equation
of the mode is given by

€r1 €2 _jG

+ = 4)
SRk fo-eakl @S0

where €, and €,, are the relative dielectric constant, kq is the free space wave
number, k= — ja is the guided propagation constant, o is the attenuation constant
and B is the guided wave number.

3 Geometry of the THz Antennas Based on Graphene

In many academic and industrial researches, graphene antennas are one of the best
techniques for generation and detection of THz radiation. By adjusting the graphene
conductivity, a reconfigurable terahertz graphene antenna can allow both frequency
tuning and beam steering [10]. In this work, we presented a graphene-based simple
patch antenna and U slot loaded patch antenna at THz frequencies. In this work, we
used CST microwave studio (electromagnetic simulation tool) to obtain optimized
characteristics of the antenna. For designing the antenna, we used a SiO, substrate,
which have a dielectric constant €, =3.75 and very low losses at THz frequencies.

3.1 TH7z Patch Antenna Based on Graphene

Around a one-half wavelength long section of transmission line is used to design
a microstrip patch antenna. A simple patch antenna has been designed at THz fre-
quencies. The geometry of this antenna is optimized using CST microwave studio
and shown in Fig. 2a. The patch of the antenna is composed by graphene layer with
dimensions W =48.66 wm and L. =38.54 jum and its feed by a metallic transmission
line of width 0.03 wm (Fig. 2a).
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Fig. 2 Geometry of the a simple patch antenna b U slot loaded patch antenna

3.2 THz U Slot Loaded Patch Antenna Based on Graphene

Several methods have been invented for bandwidth increment of the microstrip patch
antennas in addition to other usual methods of decreasing substrate permittivity
and increasing patch height. In this section, a simple design for the rectangular U
slot Microstrip patch antenna has been presented. The geometry of this antenna is
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Fig. 3 Simulated return loss for a simple patch antenna b U slot loaded patch antenna for different
values of .

optimized using CST microwave studio and shown in Fig. 2b. The width and length of
the patch are 48.66 pm and 38.54 pm respectively and the other design specifications
are such as horizontal slot length a =32 pm, vertical slot length b= 20 um, parameter
¢=13 pm and the width of each slot s=2 pm. The antenna structure is feed with
metallic transmission line of width 0.03 pm as shown in Fig. 2b.

4 Simulation Results for Graphene-Based Antennas

The simulated result for simple patch antenna and U slot loaded antenna, computed
for different values of . is shown in Figs. 3 and 4. It is founded a large tuning
range with resonant frequencies in the THz frequency band. Figure 5a and Fig. 5b
shown the radiation patterns for the simple patch antenna and U slot loaded antenna
respectively for u. =0.5 eV.

5 Conclusion

It has been shown that due to its amazing electro-optical property, graphene is a much
favorable material for designing of THz antennas. And it has been also shown that its
conductivity can be efficiently controlled via a perpendicular bias electric field. It is
worth mentioning that graphene can be used for a variety of applications at THz and
optical frequencies , including the possibility of dynamic tuning via the electric field
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Fig. 5 Radiation pattern for a simple patch antenna b U slot loaded patch antenna for u, =0.5 eV

effect. A simple patch antenna and U slot loaded patch antenna has been designed
at THz frequencies. The simulated results of these antennas for different values of
chemical potential are presented in this paper. It has been shown that the bandwidth
of the Microstrip antenna can be increased using U slot loaded patch (Fig. 3).
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Concurrent Dual-Band Double-Layer )
High Gain Planar Antenna i
for WAICs/ITS Application

Shivesh Tripathi, Nagendra Prasad Pathak and M. Parida

Abstract Safety is the prime concern which drives the development of vehicular
communication as support to intelligent transportation systems. The communica-
tion networks play a key role and supported by different components among which
antenna plays a very crucial role. This paper presents a compact and new design of cir-
cular polarized (CP) patch antenna for use in wireless avionics intra-communications
(WAICs) and intelligent transportation systems (ITS). Experimental results of the
reflection coefficient, gain, and the radiation pattern is consistent with simulation.
The prototype antenna can operate in a 4.4 GHz WAICs band with reflection coeffi-
cient under —15 dB and gain 8.3 dBi. In 5.9 GHz ITS band it operates with reflection
coefficient under —15 dB and gain 8.8 dBi.

Keywords Double-layer + Dual-band - Wireless avionics intra-communications
Intelligent transportation systems * Beam width - Unidirectional - Coaxial-feed

1 Introduction

Wireless avionics intra-communication (WAICs) have an enormous potential to
enhance an aircraft performance through more practical flight operation, reduction
in the overall weight, reduction in the maintenance cost, and improvement of the
safety [1]. The utilization of wireless technologies in aircraft lessens the measure of
fuel required to fly by 12% through the weight decrease. United nation agency voted
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to grant a frequency band from 4.2 to 4.4 GHz for WAIC system to allow for the
heavy wiring utilized in aircraft to be substituted by wireless networks [1].

Transport is a prime aspect of human life and with the help of intelligent transporta-
tion systems (ITS) which is the totally automated scenario of transportation system.
The radio waves play a vital role in the development of ITS vehicle location and
tracking systems. A wireless communication service called Dedicated Short-range
Communications (DSRC) has been developed for vehicular communication can also
be utilized for vehicle tracking. Federal Communications Commission (FCC) has
allocated 75 MHz (5850-5925 MHz) bandwidth at 5.9 GHz for DSRC applications.
In Europe, a frequency band at 5.9 GHz has been allocated to safety and non-safety
DSRC applications [2]. DSRC is supposed to deliver a set of rapidly changing infor-
mation, which can be both location and time dependent. DSRC systems are designed
for the vehicle-to-vehicle and vehicle-to-infrastructure communication environments
using a short-range wireless link for ITS applications. Broad band wireless systems
play an increasingly important role by providing high-speed wireless links between
many ITS subsystems [3].

Wireless link based tracking will improve safety and decrease traffic congestion.
Motivated by above problem various antenna solutions are available in the literature
which can be used for ITS and WAICs applications. Smart antennas can greatly
enhance the performance of wireless systems and fulfill the requirement of improving
coverage range, capacity, data rate and quality of service. Responsibility lies with
the ITS designer to understand the working of a particular smart antenna before
it is used for the intended operating environment [3]. Microstrip antennas are the
preferred choice in modern mobile communications, in addition, these are easier to
design, light weight, low coast and can be easily fabricated.

A comprehensive performance comparison has been carried out of industrial wire-
less networks for WAICs [4]. In [5] the design issues and current trends for WAIC
has been discussed which paves the way for future WAIC. In [6] the measurement
approach of interference path loss between the WAIC systems and aircraft system
has been discussed. An antenna array is designed which is circularly polarized and
operates on C-band, the antenna is compact and single layer which minimize the
overall dimension without sacrificing the bandwidth presented in [7]. In [8] the
measurement of parameters like safety and traffic of the mobile vehicle to vehicle
propagation channel has been carried out at 5.9 GHz. The design of a low profile
antenna for dual-band application is reported in [9]. Different antenna architecture
for frequency bands like WLAN/WiMAX, DSRC, and GPS has been reported in
the context of vehicular and general communication has been reported [10-14]. In
[15-23] front end for DSRC and ITS application such as different antenna archi-
tecture with dual-band focusing on DSRC application has been reported. The return
loss in such cases is more in both bands as well as the gain is minimal. To overcome
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Table 1 Dimensions of the proposed antenna

Parameter I %) I3 In Is le 17 I3 ly l10 I l12 hy
Value (mm) | 9.5 1.5 |7.63 |95 9.5 9.19 |35 4 2 3 11.5 | 115 | 1.28
Parameter 113 L4 15 lie 117 l18 wi wp w3 wy L w

Value (mm) | 10.606/ 11.5 | 11.5 | 10.606 10 8 0.5 125 |05 6.5 32 32

these challenges a novel antenna with —15 dB return loss in both the bands with
a high gain and broadside radiation pattern has been designed. To cover the region
near a vehicle in all direction the antenna should be polarized circularly. Inter-vehicle
communication (IVC) systems (i.e., systems not relying on road-side infrastructure)
have the potential to radically improve the safety, efficiency, and comfort of everyday
road travel is reported in [24]. Design and development of a planar dual-band GPS
and DSRC antenna for road vehicles has been described in [25].

This paper reports design, analysis and characterization of a concurrent Dual-
Band Double-Layer Planar Antenna for WAICs/ITS Application. Section 2 of this
paper describes the geometry of the prototype antenna. Parametric analysis has been
carried out to optimize the dimensions of proposed antenna in Sect. 3. Section 4
presents the detailed simulation and experimental characterization of the antenna
with comparative study available in literature followed by a conclusion.

2 Design and Geometry of Proposed Planar Antenna

The geometry of the proposed antenna is shown in Fig. 1. The antenna is designed
on low profile Rogers R3010 substrate with dielectric constant of 10.2, the material
thickness of 1.28 mm. A 50 2 SMA coaxial probe is used as the feeding structure to
feed the antenna. The initial parameters of the antenna are derived as given in Balanis
[23]. The dimensions are calculated above then optimized to achieve the desirable
results. The Ansoft High-Frequency Structural Simulator (HFSS) has been used in
the full wave simulation of proposed antenna was used to design and analyze. The
design of the proposed antenna has been verified by simulation and measurement
characteristics. The simulated characteristic the optimized parameter dimensions of
the proposed dual-band double-layer planar antenna are given in Table 1.

The length and width of the proposed antenna are L x W whichis 32 x 32 mm. The
length of the corner truncation, /; and /4 is given as 11.5 mm and 9.5 mm respectively.
The feeding provided to the antenna by using a coaxial cable probe below the center
of the patch, by determining the optimum feed location for maximum radiation. The
bottom patch slot parameters are given by wj, l7, I given in Fig. 1a. Upper patch
slot is determined by w3, 17, [;3 and given in Fig. 1b. The feed slot of the proposed
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Fig. 1 Schematic structure of dual-band double-layer planar antenna. a Bottom patch antenna
geometry. b Upper patch antenna geometry. ¢ Complete antenna geometry

antenna is given by ly and /;y. The proposed dual-band, the double-layer antenna
prototype is fabricated and shown in Fig. 2. For better understanding the effects of
key parameters on the antenna performance a parametric investigation is performed
which is discussed in the following section.

3 Results and Discussion

The proposed antenna is designed and fabricated to validate against simulated design.
The return loss characteristic of the proposed antenna is measured using vector
network analyzer. The measured and simulated return loss is shown in Fig. 3a. The
simulated results reveal the bandwidth of the antenna is 70 MHz (4.38-4.45 GHz) in
the first operating band and 200 MHz (5.78-5.98) in the second operating band. The
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Fig. 2 Fabricated prototype of proposed antenna. a Bottom patch. b Upper patch. ¢ Upper and
bottom patch combined. d Coaxial feed connector

measured bandwidth is found to be ~75 MHz (4.38-4.55 GHz) in the lower frequency
band and 200 MHz (5.82-6.02 GHz) in the upper-frequency band. These operating
bands of the proposed antenna make it suitable for the operation in 4.4 GHz WAICs
and 5.9 GHz ITS band applications. As per the measured results, the proposed antenna
has better than —15 dB of the reflection coefficient at WAICs (4.38-4.55 GHz)
and ITS (5.850-5.925 GHz) bands respectively. Figure 3b shows the simulated and
measured antenna gain of the proposed antenna. The maximum measured gain of
the antenna is 8.3 and 8.8 dBi at 4.4 GHz and 5.9 GHz, respectively.

Figure 4 shows the simulated and measured characteristics of the far-field radiation
patterns (X-Z plane and Y-Z plane) of proposed antenna at 4.4 GHz, respectively.
As shown in Fig. 4 the results show patterns are broadside, therefore the proposed
antenna is a good candidate for dual-band broad side pattern in nature. Figure 5
shows the simulated and measured characteristics of the far-field radiation patterns
(X-Z plane and Y-Z plane) of proposed antenna at 5.9 GHz, respectively. The results
show that the proposed antenna is broadside radiation pattern. Figure 6 shows the
surface current distribution over the plane of the designed antenna. The current
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Fig. 4 Simulated (solid line) and measured (dotted line) results of the designed antenna radiation
pattern at 4.4 GHz. a X-Z plane radiation pattern at 4.4 GHz. b Y-Z plane radiation pattern at
4.4 GHz
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Fig. 5 Simulated (solid line) and measured (dotted line) results of the designed antenna radiation
pattern at 5.9 GHz. a X-Z plane radiation pattern at 5.9 GHz. b Y-Z plane radiation pattern at
5.9 GHz

distribution on the feed line, ground plane, and patch for dual resonant frequencies
are shown in Fig. 6 the flow of the current at the bottom slot is opposite to the
flow at the corner of patch (Fig. 6a). The energies coupled between them produce
4.4 GHz resonant frequency. Similarly, 5.9 GHz resonant frequency is produced due
to energy coupling between the feed line and patch (Fig. 6b). The flows of current
between the slots are found to be in the opposite directions. The energies coupled
between them produce 4.4 and 5.9. Figure 7 shows the 3D polar characteristics of
the designed antenna at 4.4 GHz and 5.9 GHz, respectively. As per the simulation
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Fig. 7 Simulated 3 D polar characteristics of antenna radiation pattern of a 4.4 GHz and b 5.9 GHz

and measurement characteristics, the proposed planar dual-band double-layer patch
antenna is a suitable candidate for WAICs/ITS applications.

The comparison of proposed antenna with other reported works available in the
open literature is shown in Table 2.

Finally, a comparison of proposed work with recently published work on dual-
band double-layer patch antenna is shown in Table 2. This table shows the proposed
work gives a better result than the recently published work. Hence it is most suitable
for dual-band double-layer patch antenna with a suitable for WAICs/ITS applications.
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Table 2 Comparison of the proposed antenna with those available in literature

References | Antenna type | Frequency S11 (dB) Gain (dBi) Type/Nature of
(GHz) radiation
pattern

[7] Dual-band 1.575 and 5.88 | —10and —10 |5 and 2.45 Omnidirectional
pattern

[8] Dual-band 2.4 and 5.7 —10and —10 |2.48 and 5.9 Unidirectional
radiation
pattern

[10] Dual-band 5.1 and 5.95 —15and —10 |2 and 2.2 Omnidirectional
pattern

[12] Dual-band 1.57and 5.88 | —15and —10 |1.43 and 3.51 |Linear
radiation
pattern

[15] Dual-band 1.57 and 5.9 —10and —10 |2 and 1.5 Hemispherical
radiation
pattern

This work | Dual-band 44 and 5.9 —15and —15 |8.3 and 8.8 Broad side
pattern

4 Conclusion

A novel compact, dual-band double-layer antenna for dual-band operation
(WAICS/ITS) with prescribed pattern and polarization has been designed and vali-
dated. The proposed planar antenna operates in 4.4 and 5.9 GHz band and having
75 MHz and 200 MHz BW; hence it is suitable for WAICs band (4.4 GHz) and
ITS band (5.9 GHz) applications. The simulated and measured results show good
radiation patterns in E-plane, and H-plane patterns and with measured antenna gain
of 8.3 and 8.8 dBi at 4.4 and 5.9 GHz, respectively.
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Compact Rat-Race Coupler-Based m
Microstrip Balun Without Any L
Isolation Port

Ankita Kumari, Tamasi Moyra and Priyansha Bhowmik

Abstract In this work, a compact miniaturized microstrip balun is proposed by
removing the isolation port of a Rat-Race Coupler (RRC). The proposed balun con-
sists of six quarter-wavelength Transmission Line (TL), and the TL is designed using
interdigital capacitor and high impedance TL in parallel configuration. The fractional
bandwidth (FBW) of RRC and balun are 37.5% and 33%, respectively, at centre fre-
quency 2.4 GHz for amplitude imbalance of =1 dB and phase imbalance of +-8°. The
size occupied by the proposed balun is 0.51 Ay x 0.22 Ag.

Keywords Rat-race coupler - Balun - Miniaturized balun - Interdigital capacitor

1 Introduction

Rat-Race Coupler (RRC) and baluns are widely used in microwave communication
circuit. RRC is a four-port device and consists of three A/4 TLs and one 3\/4 TL
(formed by joining three quarter-wavelength TL). It is used to combine and divide
the power, especially in RF systems on chip [1, 2]. Balun is a three-port device,
which converts an unbalanced signal to balanced signal. It acts as a building block
of mostly RF circuit such as single-ended power amplifier frequency multipliers,
balanced mixers and so on.

The conventional RRC occupies a large area which becomes a limitation in prac-
tical microwave circuits. Many miniaturization techniques have been proposed to
develop a compact RRC with wide bandwidth [3—12]. The conventional ring hybrid
[3] has 23.6% fractional bandwidth (FBW) and occupies a large area. In [4], a mod-
ified ring hybrid of 12 dB power division has been designed using coupled line. The
observed FBW is of 108% at the cost of large size. A 12 dB ring hybrid [5] has
been designed by replacing two /4 line sections with coupled line section and open
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stubs. Though the size was miniaturized but the bandwidth reduced significantly. To
reduce the size of RRC, the single TL is replaced by non-uniform TL [6], it gives a
3-dB coupling but provides 20% operational bandwidth. In [7-9], left-handed (LH)
material is used which gives a wider bandwidth and a smaller size but the structure is
multilayer which makes it costly. In [7], an artificial lumped section replaces the 3)\/4
TL, though it offered bandwidth enhancement but the size can be further reduced. A
broadband RRC is designed using LH TL and multisection quarter wavelength [9],
to widen the operational bandwidth but with a larger size. In [10], a reduced size
RRC is proposed by replacing 3\/4 TL with Lange couplers phase invertors but the
bandwidth is reduced. A wideband RRC [11] has been designed with shorted coupled
line section and multisection impedance transformer. This gives a wide bandwidth
but the size is immense.

A novel compact wideband planer balun with high isolation is proposed [12],
which is composed of a broadband coupled line power divider and a 180° phase shifter
using coupled line and composite LH TL. It provides wide bandwidth but occupies
a large area. A branch line balun with a quarter-wavelength stub and meandering
a branch designed on Duroid 6006 which is costly and it provides 40% FBW but
extensive size.

In this work, a compact balun with enhanced bandwidth has been achieved from an
RRC. The proposed \/4 TL section of impedance 70.7 €2 is achieved using interdigital
capacitor and high impedance TL in parallel configuration. The ABCD parameter
of the proposed TL is equalized to the conventional ABCD parameter to achieve the
design equations. Based on the equations, an RRC operating at 2.4 GHz has been
designed and simulated. On removal of the isolation port, a compact size balun is
designed. The FBW of the balun is 33% and occupies 0.51 X, x 0.22 ), areas.

2 Single Transmission Line Section

In this section, the design procedure of proposed quarter-wavelength TL has been
described. Considering a single TL (Fig. 1), this holds some capacitive and inductive
effect. An interdigital capacitor (two fingers of length 1 = 4 mm, width w = 0.8 mm
and gap 1 mm between fingers) is connected in parallel with a high impedance TL.
Interdigital capacitor gives a nonlinear phase response which is useful to reduce the
dimension of TL. An equivalent circuit of proposed quarter-wavelength TL is shown
in Fig. 2. The structure consists of one series inductance L. with the Interdigital
capacitance C. and both are connected in parallel with an inductance L.
The characteristic impedance of the equivalent w-circuit can be given as

L(ijc + L)
JjoCec
Zc - - - | (1)
C,,(]a)L +jowL. + _ijr)
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Fig. 2 Equivalent circuit of transmission line

As from the Eq. (1), one can easily figure it out that Z, o VL and Z. x 1/4/C..
ABCD parameter of the half wavelength conventional TL is

A B 0 jZc
=1 . 2
CD j/Zc O
Considering the m-equivalent lumped circuit of proposed TL for calculation, the
ABCD parameters are

1 -o?’L.C, — 0’LC, — 0*C,L +*L.C.C,L
- 1 - &?L.C. — 0?LC,
joL(1 —0*L.C,)
B=1= ?L.C. — 0*LC,

A (3a)

(3b)
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After equating Eqs. (3a), (3b), (3¢) and (3d) to the ideal value of ABCD parameter
(2), we can get the value of L. Cc, L and Cp, respectively.

Other physical measurements for the proposed TL (Fig. 2) are W1 = 6.8 mm,
W2 =2mm, W3=3.1 mm, W4=2.9 mm, g=0.8 mm.

3 Design and Discussion of RRC

The 3 dB RRC has been designed on FR4 substrate, with dielectric constant 4.4,
substrate height 1.6 mm and loss tangent 0.02. To get a compact RRC, conventional
TL is replaced by the proposed TL. Figure 3 shows a layout of the proposed RRC.
It is simulated using Zeland IE3D-14 based on MoM’s method.

Figure 4 shows the simulated S-parameter response of proposed RRC. The input
signal splits equally between port 2 and port 4 at centre frequency 2.4 GHz. The
isolation at port 3 and reflection from port 1 is —28 dB. The phase difference between
port 2 and port 4 is 0° is shown in Fig. 5. The 1 dB amplitude imbalance and £+8°
phase tolerance ranges from 2 to 2.9 GHz.
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4 Designs and Discussion of Balun

A balun has been designed by removal of isolation port of RRC, hence three ports
are there, and two ports are used, to get the splitted input signal. To get the 180°
phase difference between outputs, hence, the port P4 in Fig. 3 are adjusted as shown
in Fig. 6 (proposed balun structure). It has been simulated in Zeland IE3D-14.

Figure 7 shows the simulated S-parameter response of balun. Figure 8 shows
the phase difference of output at port 2 and port 3. The phase difference 180° and
3 dB bandwidth lies from 2 to 2.8 GHz with phase imbalance +8° and amplitude
imbalance of £0.1 dB. The size of the proposed balun and RRC is 0.51 &g x 0.22
Ag (Ag =58 mm).
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Fig. 6 Layout of the
proposed balun P1

— 020

Fig. 7 Simulated
S-parameter response of
balun

S-parameter

0 1 2 3 4 5 6
frequency(GHz)

Fig. 8 Simulated phase 360
difference of output at port 2 270
and port 3 180

phase difference in degree

0 1 2 3 4 5 6

frequency(GHz)



Compact Rat-Race Coupler-Based Microstrip Balun ... 53

5 Performance Comparisons

Reference Substrate Centre FBW (%) Size of balun | Size of balun

specification | frequency ()\é) (mm)
(GHz)

[12] er =3.48, loss | 2.75 88.7 1.02 3431.28
tangent =
0.0037

[13] g =6.15,loss | 1.5 37.9 0.0585 252.81
tangent =
0.002

This work e =4.4,1loss |2.4 33 0.1122 392.6
tangent =0.02

6 Conclusions

A compact balun is proposed and simulated to get 3 dB power division and 180°
phase difference between outputs at centre frequency 2.4 GHz. The balun has been
designed by removing the isolation port of RRC. RRC is a prototype to achieve a
compact balun. The structure is compact, cheap and simple with better performance
and can be used for practical microwave communication circuit.
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Application of the Fractal Defected )
Ground Structure in Design L
of the Bandpass Filter

Chandni V. Desai and Pravin R. Prajapati

Abstract The design of planar filter using stepped impedance type distributed syn-
thesis has been proposed for 8.6-9.5 GHz frequency band. To improve the return
loss characteristics, instead of using traditional defected ground structure (DGS), the
combination of fractal geometry and DGS, known as ‘fractal DGS’ has been embed-
ded in the ground plane of the filter. The filter using fractal geometry gives 65%
better return loss as compared to filter without DGS. Three laboratory prototypes
(without DGS, first iteration DGS and second iteration DGS) have been developed
to validate the simulated and measured results. The measured results are agreed with
simulated one.

Keywords Ground structure - Fractal geometry + Bandpass filter

1 Introduction

The concept of microwave filter is a fundamental part of the radio frequency frontend
module in advanced wireless communication technique [1]. The filter is any kind of
residual or active group with a specific frequency response in regarding to amplitude
and phase. It can also be categorized, based on their applications; one of them is a
bandpass filter. The bandpass filter is defined by the center frequency along with 3 dB
bandwidth. Bandpass filter used for passing particular amount of frequency band and
block all other frequencies in the stop band. For the better improvement in results
of pass band, there are some advanced techniques are available. Here, Improvement
in return loss has been considered for bandpass filter. Defected Ground Structures
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(DGS) and Fractal in Defected Ground Structures are included in these advanced
techniques. The concept of DGS developed in recent years, primarily from the inves-
tigations of Photonic Band Gap (PBG) structures in electromagnetics. The PBGs,
applied to electromagnetic (EM) uses, are now referred to as Electromagnetic Band
Gap (EBG) structures [2]. DGS might be regarded as a simplified type of a printed
EBG on a ground plane. DGS is comparatively an upgraded field of investigation as
well as applications associated with printed circuits, microwave filters in addition to
antennas. There are different shapes are available to create a DGS on the surface of
microwave filter. DGS is a single defect or a small number of periodic defects on the
ground plane of a microstrip antenna, which intrigued interests in recent years due to
its attractive features such as the band-stop and slow wave effect [3, 4]. The DGS is
explored for size reduction of the antenna, design approach for circular polarization,
mutual coupling reduction in antenna arrays, and elimination of scan blindness in
antenna arrays, to suppress higher harmonic modes in antennas, to improve radiation
properties of an antenna [5—11], etc. DGS having an advantage if size reduction in
filters as well as it reduces ripple component. The keyword fractal was founded by
the French mathematician B. B. Mandelbrot in 1970, after his pioneering analysis
on multiple naturally produced irregular and fragmented geometries not contained
within the realms of standard geometry [12].

The Latin term fractus which is related to the verb fangere, it means to break. These
types of geometries were usually discarded as formless, however Mandelbrot shows
that specific amazing characteristics can be related to the. Many of those shapes were
familiar well before him, but Mandelbrots analysis is most successful, because he
discovered the general element in many of these irregular geometries and formulate
his principle is depends on his conclusion [13] these types of these geometries are
sub divisible with each division a version of the parent and this is the most important
as well as unique ability with Euclidean geometry. Mandelbrot defines the word
fractal in many ways. Thus, there depends mostly on the classification of their size
of fractals.

The idea of fractal is functions on self-similarity as well as reduction of element.
By the reason of the space-filling and self-similarity properties of the fractal shapes,
the concept of fractal is already applied to the microwave engineering broadly to scale
down the dimension and complexity of microwave components and used elements,
such as EBG low-pass filters [ 14], branch-line couplers [ 15, 16], etc. There is different
geometry for fractal is available.

In this paper, the application of fractal DGS in design and development of planar
filter has been demonstrated. The combination of the fractal geometry and DGS gives
more enhanced performance of slow wave effect [17] and impedance matching [18],
which leads to improvement in roll off factor and return loss of the filter.
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2 Geometry of the Proposed Filter

From the proposed methodology Fig. 1 shows the top view of a bandpass filter. Roger
RO3010 material is considered as a substrate. The dielectric constant of this material
is 10.2, thickness of 1.27 mm and loss tangent is 0.0022. The width of the design is
44.39 mm and length filter is 81.81 mm.

Figure 2 shows the bottom view of a bandpass filter. The rectangular shape DGS
is embedded on the bottom side of the filter. The dimension of the DGS is 8 10 mm.
The Istiteration DGS adds additional lumped inductance and capacitance, and hence
improvement in impedance matching has been accomplished. Figure 3 shows 2nd
iteration DGS embedded on the ground plane of the planar filter. For getting improved
return loss, fractal DGS plays a major role. Self-similar structure is added in rectan-
gular shape DGS, which gives enhanced slow-wave effect and improved impedance
matching.

Figure 4 shows the fabricated layout of bandpass filter, Fig. 5 shows the first
iteration of the bandpass filter, which shows DGS structure. Figure 6 shows the
physical structure of fractal in DGS.

81.81 mm

t
Copper

435 mm 13.67 mm  13.14 mm 1416 mm 7.36 mm 14.71 mm  6.35 fm
t t t t t t t
B8.07 mm ’
[ 6.35 mm 6mm | 121 e i
8.07 mm 7.36 mm 3 mm

Fig. 1 Top view of a bandpass filter

8181 mm

Zopeer

Fig. 2 Back view of bandpass filter with 1st iteration DGS
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Fig. 3 Back view of bandpass filter with fractal in DGS

Fig. 4 Top view of fabricated layout of proposed model

Fig. 5 Bottom view of fabricated layout of proposed model with 1st iteration DGS

Figure 4 shows the fabricated layout of bandpass filter, Fig. 5 shows the first
iteration of the bandpass filter, which shows DGS structure. Figure 6 shows the
physical structure of fractal in DGS.
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Fig. 6 Bottom view of fabricated layout of proposed model with 2nd iteration fractal DGS
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Fig. 7 Effect of variation of DGS width “W” on the return loss of the bandpass filter

3 Results and Discussion

To study the effect of variation of the dimensions of rectangular shape DGS, paramet-
ric sweep has been carried out using CST Microwave studio simulator. The overall
width of the DGS (W) has been varied from 6 to 10 mm, with step of 2 mm.

As shown in Figs. 7 and 8, width of 8 mm gives optimum solution in terms of
return loss and insertion loss.

Figure 9 and Fig. 10 show the effect of variation DGS length L on the return
loss and insertion loss respectively. It is observed that length L = 10 mm gives
optimum results, so L =10 mm has been considered for design. Figure 11 shows the
simulated response of S11 parameter, which shows the return loss of bandpass filter
for each frequency . The graph represents a different response of pass band using
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Fig. 8 Effect of variation of 0
DGS width “W” on the
insertion loss of the bandpass
filter
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Fig. 9 Effect of variation of
DGS width “L” on the return
loss of the bandpass filter
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three different techniques. The return loss of —26 dB, —33 dB and —43 dB has been
achieved in case of without DGS, first iteration and second iteration fractal DGS
respectively. It shows that, after embedding fractal DGS, the return loss improved
by —26 dB to —42 dB, i.e., 65%. The filter passband frequency of 8.6-9.5 GHz.
Figure 12 shows the simulated response of S21 that means the insertion loss of
the pass band. S21 parameter also shows the shape of the pass band. As shown in
Fig. 12, all the three responses are almost overlapped with each other. So it is clear
that in the proposed technique the insertion loss in each insertion remains the same
which is —1.7 dB at 9.02 GHz frequency. It is concluded that there is no any adverse
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Fig. 10 Effect of variation 0 —————— T ———T
of DGS width “L” on the
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effect of embedding fractal DGS on insertion loss of the filter. The Propose technique
has better return loss (—43 dB) in passband of bandpass filter as compared to [19]
and [20], where load source coupling method and tradition DGS techniques are used
and —28 dB and —29 dB return loss achieved respectively.

4 Conclusion

The application of Fractal Geometry and DGS in design and development of the
planar filter has been demonstrated. The effects of variation of the DGS dimensions
on the return loss and insertion loss have been demonstrated. It is seen that, after
embedding the fractal DGS on the ground plane of the planar filter, the return loss
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has been improved by 65% without any adverse effect on the insertion loss in the
pass band of the filter. The study of third iteration fractal DGS and effect of different
shape of the fractal DGS, to improve the insertion loss, roll off factor, selectivity,
etc., may be the future scope of this work.

References

1. Khalida, S., Shafique, M.F.: Exact synthesis design theory of analogue broadband bandpass
filter. Microelectron. J. 64, 53-59 (2017)

2. Rahmat-Samii, Y., Mosallaei, H.: Electromagnetic band-gap structures: classification, charac-
terization and applications. In: Proceedings of IEE-ICAP Symposium, vol. 2, pp. 5601-5644
(2001)

3. Iyer, B., Pathak, N., Ghosh, D.: Concurrent dualband patch antenna array for non-invasive
human vital sign detection application. In: IEEE Asia-Pacific Conference on Applied Electro-
magnetics (APACE), pp. 150-153 (2014)

4. Arya, A.K.: Design studies of specific microstrip antennas with defected ground structure.
Ph.D. thesis, Indian Institute of Technology Roorkee, Roorkee, India (2012)

5. Bark, H., Tavakoli, A.: Applications of spiral defected ground structures in design of a compact
microstrip slot antenna. In: Proceedings of IEEE International Symposium on Antenna and
Propagation Society, Honolulu, USA (2007)

6. Arya, A.K., Kartikeyan, M.V., Patnaik, A.: On the size reduction of microstrip antenna with
DGS. In: Proceedings of 35th International Conference on Infrared Millimeter and Terahertz
Waves (IRMMWTHz-2010), vol. 13, Rome, Italy (2010)

7. Thakur, J.P., Park, J.: An advanced design approach for circular polarization of microstrip
antenna with unbalance DGS feed-line. IEEE Antennas Wirel. Propag. Lett. 5, 101-103 (2006)

8. Salehi, M., Tawakoli, A.: A novel low mutual coupling microstrip antenna array design using
detected ground structure. Int. J. Electron. Commun. 60, 718-723 (2006)



Application of the Fractal Defected Ground Structure ... 63

9.

10.

11.

19.

20.

Hou, D.B., Xiao, S., Wang, B.Z., Ziang, L., Wang, J., Hong, W.: Elimination of scan blindness
with compact defected ground structures in microstrip array, antennas. IET Microw. Antennas
Propag. 3, 269-275 (2009)

Prajapati, P.R.: Application of defected ground structure to suppress out of band harmonics for
WLAN microstrip antenna. Int. J. Microw. Sci. Technol. 1-9 (2015). Hindawi Publication
Zulkifli, FY., Rahardjo, E.T., Hartanto, D.: Radiation properties enhancement of triangular
patch microstrip antenna array using hexagonal defected ground structure. Prog. Electromagn.
Res. 5, 101-109 (2008)

. Peitgen, H.O., Jurgens, H., Saupe, D.: Chaos and Fractals: New Frontiers of Science. Springer,

New York (1992)

. Falconer, K.J.: Fractal Geometry: Mathematical Foundations and Applications. Wiley, New

York (1990)
Chen, W.L., Wang, G.-M., Qi, Y.-N.: A compact wide-stop band Koch-shaped electromagnetic
band gap microstrip low-pass filter. Microw. J. 10(50), 160-166 (2007)

. Chen, W.L., Wang, G.M.: Design of novel fractal-shaped branch-line couplers. Microw. Opt.

Technol. Lett. 5(50), 1198-1201 (2008)

. Chen, W.L., Wang, G.M.: Exact design of novel miniaturized fractal-shaped branch-line cou-

plers using phase-equalizing method

. Kim, H.M,, Lee, B.: Bandgap and slow/fast wave characteristics of defected ground structures

including left-handed features. IEEE Trans. Microw. Theory Tech. 7(54), 3113-3120 (2006)

. Chen, Y., Manteuffel, D.: Distributed MEMS impedance matching network using a SWDGS

technique. In: Loughborough Antennas & Propagation Conference (LAPC), pp. 1-4, Lough-
borough (2012)

Cao, L., Hu, J., Yin, L.: Compact coaxial dielectric bandpass filter with load-source coupling.
In: Asia-Pacific Microwave Conference (APMC), pp. 1-3, Nanjing (2015)

Pal, B., Dwari, S.: A compact parallel coupled wideband bandpass filter with DGS and spurline.
In: International Conference on Microwave and Photonics (ICMAP), pp. 1-2, Dhanbad, India
(2015)



Design of UWB Monopole Antenna )
with Enhanced Gain Using Partially ek
Reflective Surface

Pravin R. Prajapati and Shailesh B. Khant

Abstract The A low cost, high gain microstrip line feed UWB monopole antenna
embedded with partially reflective surface is proposed in this paper. The antenna
structure consists of UWB antenna, which acts as a main radiating element and
that is fed with a array of total 30 square copper cells, which are considered on low
permittivity substrate and suspended in air with the help of dielectric rods at height of
0.5 p. The antenna with partially reflective surface gives enhancement of 1-2.7 dB
gain in UWB range. The proposed structure is an attractive solution of poor gain
problem in ultra wideband communication systems.

Keywords Partially reflective surface - UWB antenna - Monopole antenna

1 Introduction

Recently great attention is given to the design, development and research in printed
ultrawide band antennas, because of easy fabrication, compact size and greater ability
to integrate with other components that are fabricated with same printed circuit board.
The features of patch antennae such as low cost, ease in fabrication and reproduction
made it attractive to be used in RF systems on chip [1-3]. Several UWB monopole
antennas have been reported in open literature, such as cylindrical conformal, circular
disk, Octagonal-Shaped, rectangular, moon shaped, tapered microstrip slot, holly-
leaf-shaped, semi-circle, triangular, two steps tapered [4—13]. Generally microstrip
line feed monopole UWB antenna suffers from poor gain characteristics because
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of truncated ground. To enhance the gain of the microstrip line feed UWB planar
antenna, partially reflecting surface (PRS) integrated antenna has been proposed in
this paper.

2 Proposed Antenna Geometry and Design Guidelines

2.1 Design of the Proposed Antenna

Figure 1 shows the complete design dimension of the proposed microstrip line feed
UWB monopole antenna. The Rogers 5880 material thickness (h) = 1.6 mm, dieletric
constant (g;) =2.2, loss tangent (tan 8 =0.0004) of size =20 x 40 mm? was consid-
ered as substrates for both UWB base antenna as well as PRS. The antenna is fed
through a microstrip line feed arrangement using a 50 2 sub-miniature type-A (SMA)
connector. The antenna design was simulated and optimized using CST Microwave
studio V. 17 simulator [14].

2.2 Design of Partially Reflected Surface

Thirteen square parasitic patches having dimensions 6 x 6 mm? arranged with six
rows and five columns are considered on the lower side of substrate layer. The gap
between each parasitic square element is 3 mm. The square parasitic patch dimensions
and spacing between them are optimized in order to enhance the gain of the antenna.
The length and width of each cell dimensions (d x d) are 7 x 7 mm?, and the spacing
or lattice constants of the patches is 3 mm as shown in Fig. 2a. In the proposed
structure, the air is act as a dielectric medium between the main radiating element of
the antenna and PRS to achieve high efficiency and wide bandwidth. The antenna is
designed to operate over 3.8—8.8 GHz of ultra wide substrate are 53 mm and 63 mm
respectively and thickness is 1.6 mm band. The substrate layer is positioned at a
height of 0.5 Xy above the ground plane, where ) is the free space wavelength
corresponding to a central frequency of 6.5 GHz.

3 Results and Discussions

Figure 2b shows that bandwidth of 4.71 GHz (3.65-8.36 GHz) obtained with PRS,
which is almost same as compared to without PRS, means there is no any adverse
effect of PRS on the bandwidth of the antenna. The UWB antenna with PRS combine
structure considered as a cavity resonator. Multiple reflections are done by the PRS
towards the antenna. The distance between a radiating element and PRS is kept such
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Fig. 1 Design geometry of UWB monopole antenna: a top view (without PRS) b front view of
proposed antenna with PRS (d=7 mm, s =3 mm, h=23 mm)
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Table 1 Comparison with earlier reported gain enhancement techniques with our proposed
technique

References | Size of Frequency range | Gain (dB) | Technique Gain
no. antenna (mm?) used bandwidth
product
(dB-GHz)
[16] 50 x 50 530 MHz 4.62 Laminated 2.44
conductor
layers
[17] 341 x 341 860-960 MHz | 9.7 dBi Parasitic 0.97
radiation patch
[18] 150 x 300 902-928 MHz | 8.7 dBi Metallic plane | 0.22
[19] 11 layers of 8-9 GHz 7-16.4 dBi | Microwave 16.4
60 x 60 lens
[20] Surface area= | 1.54 GHz 5.5 High 8.47
2100 impedance
surface
Present Size of PRS= | 4.71 GHz Average PRS 24.72
work 63 x 53 (3.65-8.36 GHz) | 5.25 dB

that waves emanating from the PRS are in phase in normal direction, which gives
more directive radiation and hence the gain enhancement can be achieved [15]. As per
result shown in Fig. 3a, itis concluded that 1-2.7 dB gain enhancement achieved after
embedding PRS. Between 4 and 5 GHz frequency band, the reflection coefficients are
not in phase and different wave emanating from the PRS have more phase mismatch,
which results less enhancement of the gain, (i.e., around 1 dB) and less radiation
efficiency as shown in Fig. 3b. As frequency increases more than 5 GHz, there is
a decrement in phase differences between different waves emanating from the PRS
and hence more enhancement in gain as well as radiation efficiency achieved.

Table 1 shows comparison of different gain enhancement techniques of planar
antennas which were reported earlier with our proposed technique of PRS. From
earlier reported works, the maximum bandwidth and maximum gain using different
gain enhancement techniques have been considered in this table. Our proposed UWB
monopole antenna exhibits a bandwidth of 3.65-8.36 GHz with a distributed gain
of 3.0-7.5 dB. In the comparative Table 1, for our work, average gain of 5.25 dB
has been considered. Using our proposed gain enhancement technique (PRS), a
maximum gain bandwidth of product of 24.72 dB-GHz obtained, which is better as
compared to reported papers given Table 1.
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4 Conclusion

A microstrip line feed UWB monopole antenna embedded with PRS has been pro-
posed for enhancement of the gain of the antenna. By optimization of the resonance
distance between radiating element and PRS, the shape of copper cells, the space
between copper cells and their dimensions, the gain of the antenna increases to
1-2.7 dB in UWB range. The proposed antenna gives the solution of the poor gain
problem in microstrip line feed UWB monopole antenna with the cost of increment
of size of antenna vertically. For further enhancement of the gain, one more layer of
PRS with suitable size and numbers parasitic patches can be considered. This may
be the future scope of this work.
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Reconfigurable Inset-Fed Patch Antenna )
Design Using DGS for Human Vital Sign oo
Detection Application

Brijesh Iyer, Mahesh P. Abegaonkar and S. K. Koul

Abstract The manuscript reports a simple reconfigurable inset-fed Microstrip patch
antenna using defected ground structure (DGS). The DGS serves two folds in the
proposed design; first it eliminates the higher order resonance and second, supports
the resonance at other band with the incorporation of switching diode in it. Initially,
the patch antenna has been designed to operate at 5.6 GHz. With the incorporation of
the switch, a resonance at 3.36 GHz was obtained. The measured prototype shows a
return loss (S11) better than —12 dB in each case with a gain of 4.2 dBiand 2.2 dBi at
‘OFF’ and ‘ON’ condition, respectively. The proposed antenna is specially designed
to cater the needs of portable human non-invasive vital sign detection (NIVSD)
system for medical and defense applications. Low cost, high directivity and light
weight are desired for antenna used in these applications.

Keywords Antenna - Human vital sign + Inset-fed - Reconfigurable + RF sensor

1 Introduction

From its first report in 1970s, radio frequency (RF) based non-invasive detection of
human vital signs has drawn a huge attention of academicians and researchers owing
to its use in various day to day activities, healthcare applications and military and
law enforcement application [1, 2]. Multiband architecture emerged as an alterna-
tive technology to improve the performance of existing single band RF systems for
non-invasive vital sign detection (NIVSD) [3]. Selection of a specific operational
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Table 1 State-of-the-art NIVSD centric antenna design

Contribution Directivity No. of patch Dimension Reconfigurability
element

Park et al. [4] Broadband Single 50 x 30 mm NO

Tang et at. [5] Broadband 2 x 4 array 100 x 96 mm NO

Iyer et al. [6] Directive 1 x 2 array 78 x 97 mm NO

Present Work Directive Single 60 x 60 mm YES

frequency and the reduction in higher order harmonics are the key of successful
deployment such systems as a sensor. Out of various front-end elements, antenna is
a crucial element as it acts as a transceiver element.

In the recent past, development of dualband antenna is initiated, in large extent,
for wireless applications with bidirectional radiation pattern. A non-contact vital sign
detection centric approach was proposed in [4-6]. However, these activities ended
with a broadband performance or a bulky size using array approach. Table 1 shows
the state-of-the-art NIVSD centric antenna design approach.

The frequency reconfigurable antenna offers advantages such as compact size,
similar radiation pattern and gain as compared to the multiband antennas [7-11]. The
frequency reconfigurability may be achieved by using electromechanical switches
like RF MEMS, PIN diode, varactor diode and FETs [12—-15]. However, a PIN diode
has the advantage of low cost and high power handling capacity with low driving
voltage.

In the present work, a simple inset-fed reconfigurable microstrip patch antenna
is proposed. The antenna is characterized with the use of an inverted U-shaped slot
just below the feed line in the ground plane and the incorporation of PIN diode as
a switch. The inverted U-shaped slot helps to eliminate the unwanted higher order
harmonics and the PIN diode aids the reconfigurability of the frequency.

Section 2 of the paper describes the geometry of the antenna, while the fabrication
of the proposed antenna prototype, its surface current distribution, return loss and
radiation pattern has been given in Sect. 3. The paper is concluded with its likely
benefit and future expansion.

2 Geometry of the Proposed Antenna

Figure 1 shows the geometry of the antenna along with DGS. The rectangular patch
is designed, to operate at 5.6 GHz, using the empirical relations given in [11]. Com-
mercially available electromagnetic simulation tool CST microwave studio has been
used in this study to obtain optimized characteristics of the antenna.

Roger RT5880 substrate of dimension (L x W) 60 x 60 mm with dielectric con-
stant (&,) =2.2, substrate height () =0.762 mm with a thickness (#) =0.016 mm
is used for the proposed design. The patch dimensions are: Length of patch (PL)=
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Fig. 1 Geometry of the proposed antenna: a Patch side b Ground side

19.24 mm, width of the patch (PW) =22 mm, feed length (FL) =5.7 mm, feed width
(FDW) =2.38 mm and inset-feed width (FW)=3.57 mm. The ground side is char-
acterized by an inverted U shaped DGS. The DGS dimensions are: SL =7 mm, SH=
8 mm, SW=0.4 mm and SW1=0.5 mm. The geometric dimensions of the ground
side are: H1 =21 mm, H2 =31 mm, H3 =10 mm, W1 =20 mm and W2 =26 mm.
A pin diode is incorporated as a switch in right arm of DGS. Pads of 2 x 2 mm
dimensions are used for providing the supply to the diode.

3 Results and Discussions

According to the initial design consideration, the antenna operates at 5.6 GHz band.
However, it has been observed that along the fundamental design frequency, its
harmonics are also present. Such characteristic is undesirable. Figure 2 shows the
simulated return loss characteristics of the proposed antenna.

To overcome this issue, an inverted U-shaped slot is created in the ground plane.
This structure may act as a DGS. The DGS is placed exactly below the feed line com-
pletely reduced the unwanted harmonics from the operation. Further, the antenna is
converted into a frequency reconfigurable structure by using a PIN diode in the DGS.
The operation of the proposed antenna has been verified in two different operational
conditions i.e. switch is ON and switch is OFF. Figure 3 shows the fabricated proto-
type of the proposed antenna.
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Fig. 3 Fabricated prototype of the proposed antenna: a Patch side b Ground side

3.1 When Switch Is in ‘OFF’ Condition

In this state, the antenna operates at 5.6 GHz band as per the basic design parameters.
The operation has been confirmed by the close agreement between simulated and
measured return loss and radiation pattern of the proposed antenna. Figure 4 shows the
simulated return loss characteristics and surface current distribution of the proposed
antenna. The radiation pattern is depicted in Fig. 5.
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Fig. 5 Radiation pattern at switch OFF condition: a Simulation b Measurement

3.2 When Switch Is in ‘ON’ Condition

In this state, the antenna operates at 3.47 GHz band due to the switching operation. It
is evidenced from the surface current distribution that the proposed band exists due
combined effect of DGS and the switch. From Fig. 4b it is very clear that the similar
effect was absent when the switch was in the OFF state.

The operation has been confirmed by the close agreement between simulated
and measured return loss and radiation pattern of the proposed antenna. Figure 6
shows the simulated return loss characteristics and surface current distribution of the
proposed antenna. The radiation pattern is depicted in Fig. 7.

The Friis transmission equation is employed to estimate the realizable gain of the
proposed patch antenna. Table 2 provides the gain characteristics of the proposed
antenna. A harmonic free operation has been evidenced from the antenna charac-
terization at both conditions. This is highly desirable in human vital sign detection
applications as the vital signs are very tiny in nature and the harmonics may suppress
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Table 2 Gain Switch state | Frequency Gain (dBi)
characterization (GHz)
Simulation Measurement
OFF 5.6 7.7 42
ON 3.36 7 2.2

them. Further, more the individual band radiation pattern is highly directive with
considerable gain. All these features are obtained with a very small antenna dimen-
sions. Hence, the proposed antenna structure may be useful in the portable human
NIVSD REF sensors.

The proposed antenna is very compact, low cost and easily reproducible. It does
not suffer from the higher order harmonics. Park et al. [4] had reported a compact
antenna structure. However, it is omnidirective radiation pattern and static in nature
in terms of operative frequency. The approach in [5] suffers from the drawback of
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large size with omnidirective radiation pattern. The approach reported in [6] is having
directive nature of radiation pattern with large size.

For non-invasive human VSD sensors, the antenna must be highly directive, low
cost and compact in nature. With the same antenna prototype two different operational
bands may be achieved. Hence, the proposed antenna prototype may be useful for
non-invasive human vital sign detection RF sensors. In future, the proposed antenna
structure may be modified for continuous in-band tuning. This may help to select
an optimal frequency for the detection of tiny human vital signs for a particular
application.

4 Conclusions

Aninverted U slot DGS inspired frequency reconfigurable inset-fed microstrip patch
antenna is designed. The resonance at ON condition is sensitive to the DGS and the
switching operation. This design may be easily incorporated with microwave circuits
for practical application where a directive nature of radiation is required with compact
size. In future, the proposed antenna structure may be modified to achieve the in-band
tuning to select an optimal frequency for a specific NIVSD application.
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Asymmetric Double U-Slot )
Multi-frequency Antenna i
for WLAN/S5G Communication

Sraddhanjali Mohapatra, Debaprasad Barad and Subhrakanta Behera

Abstract A compact microstrip planar antenna with asymmetrical slot width on sin-
gle dielectric layer has been investigated for multi-frequency operation. The antenna
isespecially designed for 5G communication and WLAN communication. The geom-
etry of the proposed antenna comprises of a single dielectric layer with a single
radiating element, in which the rectangular patch is introduced with dual U-Slot to
achieve multiple resonances. The antenna is excited by a transmission line feeding,
presents on the same layer. The antenna first resonates at 4.2 GHz, later resonates at
5.2 and 5.8 GHz. Proposed patch configuration shows improved bandwidth of 180,
350, and 250 MHz with the offset transmission line feed and asymmetric slot. Both
symmetric and asymmetric behavior of dual U slot has been studied. The antenna
was fabricated using a single FR4 substrate of dimension 16 x 20 x 1.56 mm?.

Keywords Single dielectric layer - Multiple frequency + Single port
Transmission line feed - 5G - WLAN * Wi-MAX

1 Introduction

In this era of wireless communication system, the electronic devices usually need
antennas to operate for a variety of signals. With the expansion of information indus-
try has emerged the miniaturization of the electronics products, so that an antenna
with multi-frequency application capacity, compact size, high efficiency and low
cost has developed into an essential basic for the unification of wireless communi-
cation system. An antenna with multi-band operation can facilitate the multi-tasking
communication system. The Microstrip patch antenna is popular for its excellent
characteristics like low cost, light weight, easy fabrication and facility to print on
the same board as transceiver or receiver. For achieving the same, the interest goes
towards the development of more and more RF bands into a single chip [1-3].
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In [4], a compact U-slot antenna is proposed WLAN/Wi-max communication
with dimension 10 x 26 mm?. A metamaterial inspired triple band antenna [5] is
proposed for reconfigurable multi-band application. The said contribution is some-
what complex in configuration. The work mainly contributes a compact microstrip
planar antenna module applicable for multi-functional wireless communication. Par-
ticularly the antenna is usable in mobile communication such as under 6 GHz 5G
communications and also in WLAN/Wi-Max Communication [6, 7].

In this work, a compact microstrip-fed antenna using a single radiating element
with dual U slot for tri-band operation is presented. Integration of multiple techniques
on antenna patch reduces the physical size of the antenna and enhances the antenna
performance. Parametric study of the antenna with symmetrical and asymmetrical
slot width has been reported for achieving better resonance characteristics. The show
resonances at 4.2, 5.2, and 5.8 GHz. Also exhibits good gain response of maximum
4 dBi.

2 Antenna Design

The proposed tri-band antenna is designed using a single FR4 dielectric substrate
having a dielectric constant (g;) 4.4, thickness of (h;) 1.56 mm, loss tangent (tan §)
of 0.02. This single layer architecture uses a dual side laminated substrate in which
the antenna geometry is implanted on top surface and the ground was implanted on
the bottom surface.

2.1 Antenna Configuration

The conventional antenna structure comprises of a rectangular radiator patch of
dimension 16 x 20 mm? with a microstrip-fed transmission line feed of dimension
9.5 x 3 mm?2. In this discussed architecture, both the antenna radiator and feed line
is placed on the same layer and a conductive plane is considered as ground plane,
which is placed below to the antenna patch as demonstrated in Fig. 1. In which,
Fig. 1a depicts the cross-section view and the Fig. 1b depicts the geometry of the
proposed antenna. The fullwave simulation of the designed antenna has been carried
out using Method of Moment (MoM) EM solver.

In the beginning a regular rectangular planar structure is considered as a conven-
tional antenna patch. Wherein, a simple transmission line is considered for exciting
the radiator patch. The designed patch is able to contribute single RF band. Later,
the conventional structure is optimized with symmetric and asymmetric U-slot to
acquire the desired multi-resonance characteristics. The physical dimension of the
proposed antenna is given in Table 1.

The physical dimensions of the antenna are determined from following equations

(8].
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Fig. 1 Configuration of single-layer microstrip-fed antenna for multiple frequency operation. a
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Table 1 Physical dimensions  pyrameters | Descriptions Values
of the proposed antenna
€ Dielectric constant 4.4
h; Thickness of substrate 1.56 mm
tan Loss tangent 0.0018
Lp Length of the patch 20 mm
Wp Width of the patch 16 mm
Lf Length of the feed 9.5 mm
Wt Width of the feed 3 mm
UL Length of the U-slot 8 mm
Uw Width of the U-slot 1 mm
W 1 2 1
= X
2 f,/Io€o € +1
1
L=—"-—— —2AL 2)
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€opf= —— + - 3)
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The optimized dimensions of the antenna are acquired during the full wave sim-
ulation and from [9].
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Fig. 2 Configuration of dual U-slot for multi-frequency operation. a Dual U-slot. b Optimized dual
U-slot

The configuration of the slot architecture comprises of two U-slots of length
Up and width Uw. In the beginning, the antenna characteristics are observed with
this symmetrical dual U-slot as shown in Fig. 2a. Later, the existed dual U-slot is
optimized with stub loading. The newly loaded stub is placed in the suitable top
portion and marked with a red dash line as shown in Fig. 2b. This stub of dimension
2.5 x 1 mm? makes the U-slot asymmetric.

During the first iteration, a symmetric U-Slot is introduced on the antenna patch.
Even if with this optimization the resonance characteristics is improved, but the
required characteristic is not achieved. Again, another symmetric U-slot is added
alongside the first U-slot. This combines development makes a dual U-slot config-
uration which is able to provide multi-resonance characteristics. But the antenna
still needs improved impedance matching and also enhancement of the gain charac-
teristic is desired. The discussed dual U-slot architecture is optimized periodically
to improve the antenna characteristics. The rigorous analysis has been concluded
that the asymmetric configuration of the dual U-slot yields improved impedance
characteristic and the gain response of the proposed antenna is enhanced.

3 Result and Discussion

The proposed antenna with asymmetrical double U-slot has been investigated rigor-
ously; the corresponding results are discussed in this section. Figure 3 depicts the res-
onance characteristics. From this it is clearly demonstrates that the proposed antenna
exhibits, multi-resonance characteristics. The resonance characteristics comprise of
two graphs; the dashed graph represents the S;; parameter of conventional rectan-
gular patch and the solid graph represents the S|; parameter of the proposed antenna
patch which is well below —10 dB reference line. The proposed antenna shows
improved operational bandwidth of 4.1-4.28 GHz at first resonance, 4.95-5.3 GHz
at second resonance, and 5.68-5.88 GHz at third resonance However, the antenna



Asymmetric Double U-Slot Multi-frequency Antenna ... 85

Reflection coefficient S11(dB)

-40
== Proposed Antenna === Conventional Antenna

-45
3.6 4 4.4

4.8 5.2 5.6 6
Frequency (GHz)

Fig. 3 Resonance characteristics of the proposed single-layer antenna

(@) (b)
o 0
-~ -5
=
=-10
£
5-15
3
E
2 -20
H
3
.25
H
S
2-30
T TN SR S SR— —— Simulated
. —— Measured
3.6 4 44 4.8 5.2 5.6 6

Frequency (GHz)

Fig. 4 Experimental study of the proposed multi-band antenna. a Fabricated prototype. b Measured
S11 parameter

shows improved impedance bandwidth of nearly 350 MHz. It has been observed that
the antenna yields good gain response at each resonance as demonstrated in Fig. 4.
The proposed antenna shows gain response up to 4 dBi.

The proposed antenna geometry is fabricated using a single FR4 substrate as dis-
cussed in Sect. 2. The proposed geometry is implemented on one side of the substrate
following the photolithography process, wherein the other side is considered as the
ground plane. A Sub miniaturized Version A (SMA) connector is mounted on the
microstrip line feed at the extreme bottom of the same layer. The final fabricated pro-
totype of the proposed antenna is depicted in Fig. 4a. It has been clearly demonstrated
that the prototype is comparable to a coin.
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Fig. 5 Gain response of the proposed antenna

The antenna resonance characteristic is observed from the Agilent Vector Network
Analyzer (VNA). From Fig. 4b, ithas been clearly observed that the measured result is
well agreed with each other. The antenna first resonates at 4.2 GHz, later it resonates
at 5.2 and 5.8 GHz. The antenna shows an improved band of operation with the
asymmetric slot in the center of the patch.

The asymmetric slot structure contributes more current path, as a result maximum
edge excitation occurs. This extra edge radiation improves the output characteristics
such as enhanced gain response at each resonance. It has been observed that the
antenna yields good gain response at each resonance as demonstrated in Fig. 5. The
proposed antenna shows gain response up to 4 dBi. Also, it has been realized the
measure gain response has a good agreement with the simulated result.

The radiation pattern of the proposed antenna is shown in Fig. 6. The radiation
characteristics at first resonance are shown in Fig. 6a, the corresponding character-
istics at second and third resonances are shown in Fig. 6b and Fig. 6¢ respectively.

However, owning all the notable characteristic the single-layer, single-feed planer
antenna with asymmetrical double U-slot is proposed for multi-frequency operation
with improved output characteristics.
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Fig. 6 Radiation pattern at each resonance. a Radiation pattern at 1st resonance. b Radiation pattern
at 2nd resonance. ¢ Radiation pattern at 3rd resonance

4 Conclusion

A Compact Linearly polarized microstrip antenna for multi-frequency WLAN and
5G application has been presented in this study. The asymmetric behavior of dual U
slot at radiator patch is carefully analyzed for achieving multiple resonance charac-
teristics. The microstrip-fed transmission line fed enhances the impedance profile of
the single layer antenna, wherein the impedance bandwidth 180 MHz at 4.2 GHz,
350 MHz at 5.2 GHz, and 200 MHz at 5.8 GHz is realized. The proposed antenna with
slotted architecture yields good gain response of 4dBi, 3.4dBi, and 4.2dBi respec-
tively. However, owning all these characteristics the compact antenna is proposed for
multi-functional 5G communication and Wi-MAX/WLAN communication system
along with C-Band wireless application.
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Performance Analysis of Optimal Versus m
Energy-Based Selection of Receiver oo
Antenna for MIMO Systems

Nitin Deotale and Uttam Kolekar

Abstract The paper reports the performance analysis of antenna selection at receiver
end. The optimal and energy-aware antenna selection techniques are compared for
multiple input multiple output (MIMO) antenna systems. The analysis is carried out
with a very simple cost function, i.e., CDF. The performance analysis is carried out
with Simulink tool of MATLAB. The plots of CDF versus channel capacity and
bit error rate (BER), for each case, are taken into consideration for the analysis of
antenna selection. It is found that the antenna selection at the receiver side is more
impactful in MIMO system.

Keywords Antenna selection + CDF - Channel capacity + MIMO - SNR

1 Introduction

The channel capacity in the communication system can be drastically improved by
using multiple transceiver antennas. However, the system will become very com-
plex, bulky, and costly due to the requirement of RF front ends for every transceiver
antenna. This drawback can be overcome by using antenna selection mechanism,
i.e., to use only a specific set of antenna. This approach reduces the implementation
cost and circuit complexity with increased operational reliability. The antenna selec-
tion strategy may be employed at the transmitting/receiving or simultaneously at
both ends. Antenna selection at transmitter side benefits a better synchronization of
selection mechanism at receiver side. However, it suffers from the static nature of the
operation. The antenna selection at receiver side eliminates the staticness involved in
transmitter selection mode but at the cost of exhaustive search for the best fit among
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Fig. 1 MIMO system with antenna selection

all available antennae. Hence, there is a trade-off between the selection of antennas
in MIMO system. The present work is motivated from this trade-off and attempts to
put forward a very simple technique for antenna selection at receiver side. Multiple
input multiple output (MIMO) was first reported in 1987 with computer simulations
[1]. Since its first report, MIMO antenna occupied the attention of academicians and
industry for research investigation due to its suitability for next-generation commu-
nication systems. Figure 1 shows the generalized diagram of a MIMO system with
antenna selection.

The rest of the paper is organized as follows: Sect. 2 describes the experimental
verification of the MIMO antenna selection criteria. The paper is concluded in Sect. 3
with a discussion of future research direction.

2 The Technology Overview

Many notable works have been reported various approaches for the MIMO antenna
selection. Maximization of channel capacity and received SNR are the two dominant
selection criteria used in MIMO antenna selection. S. Sanayei et al. reported a MIMO
selection technique in [2]. MIMO transmit antenna selection based on channel con-
dition was proposed by Deotale et al. in [3]. Adaptive MIMO antenna selection via
discrete stochastic optimization was discussed in [4]. Antenna selection and power
allocation techniques at transmitter over correlated channels for MIMO applications
were discussed in [5]. However, very few contributions of the report describe the best
policy of MIMO antenna selection and its location. Table 1 summarizes the state of
the art in MIMO antenna selection.

Table 1 Brief comparison of MIMO antenna selection techniques

Contribution Strategy Operational side

Deotale et al. [3] Orthogonal block coding Transmitter

Berenguer et al. [4] Discrete stochastic Transmitter
optimization

Zhang et al. [6] Cross-entropy optimization Receiver
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In the present work, a comparison between optimum selection and energy-based
selection strategies is carried out with an aim to predict the best location for antenna
selection. MATLAB-based MIMO model is developed for the experimental veri-
fication. The cumulative distribution function (CDF) is used to verify the channel
capacity.

3 The Strategies for Antenna Selection

3.1 Optimal Selection

Consider a MIMO system in which T, =the transmitter antennas, Rr =the receiver
antennas, I, =number of selected transmitter antenna, I, = number of selected receiver
antenna. Under null antenna selection condition, I, =7, and I, =Rr. The signal
received by antenna a at time ¢ is given by y,(#) and written as

30 = o X w00, o

where £ is the fading coefficient between a specific transmitter and receiver antenna
and n is the complex Gaussian noise corresponding to the receiver antenna.
The signal received by all receiver antennae can be written as

y=./pxH +n, 2)

where H is a matrix to show the simultaneous signal transmission from available
antennas and n =the noise sample vector.

Under the absence of CSI at the transmitting end, the maximum channel capacity
can be obtained only if the antenna power is distributed equally among the available
antenna. The capacity of a MIMO system with all antennas is given as follows:

C = log det(IT, + %HHH). 3)

To maximize the capacity at receiver end, the receiver selects best Rr antennas.
Hence, the resulting capacity can be given as

Csel :argmaxs(l:l)(logdet[lm+Tiffof]), “)
r

where H is calculated by omitting the unwanted antenna calculation columns from

H and s (fl ) = Set of all such matrices.

To reduce the computational complexity for optimum antenna selection, many
notable works [2—4] have been reported so far. An experimentation is carried out for
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the verification of channel capacity with 7, =3, R, =5, and I, = 1-4 with SNR of
20 dB with 5% outage capacity. The capacity is verified by plotting CDF. Figure 2
shows that when the selection mechanism is employed, a capacity of around 25 bits
per channel use is achieved (when R, =1, =5). A decrease to 23 bits and 21 bits
per channel is observed when I, =4 and 3, respectively. This is not a considerable
drop- when complexity reduction is considered. The noticeable reduction in channel
capacity is observed when Ir =1 and 2. This phenomenon can be credited to the
fact that the independent channels are not possible simultaneously when I, < T, The
observations in Fig. 2 are confirmed in Fig. 3.

Figure 3 depicts the CDF plot of the capacity for certain cases with a cap for
antenna selection. In all cases, the number of transmit antennas is T; =3. Here, the
capacity when Nr =L, =1 is lower to the capacity for Nr =5, Lr =1 by only 1.5
bits/channel use. This condition is the result of Lr < Nt, and thus the capacity is set
by Lr. In disparity, when Nr =Lr =3, the capacity is inferior in comparison with
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Fig. 4 BER analysis for optimum channel analysis

the condition Nr =5, Lr= 3 by about 3 bits/channel use. Figure 4 shows BER plot
of optimal selection method.

3.2 Energy-Based Selection

The received SNR can be improved by energy-based antenna selection in MIMO sys-
tems. This approach is attractive and feasible too as it is a practical one in comparison
with the channel capacity maximization approach.

This strategy has been found applicable when the number of selected antennas
is Lr =1. For other conditions, increasing SNR, generally, does not result in the
enhancement of the channel capacity. Hence, this criteria may lead to a capacity loss
for all the cases, which do not satisfy Lr = 1. This indicates that the capacity is more
susceptible to the number of antenna elements and allied phase shifts rather than the
SNR.

Let us select two antennas, with highest gain, from the available Nr antennas.
However, the channel gain of these antennas and the remaining antennas may be the
same. As a consequence, output capacity will be less in spite of the maximization
of SNR. On the other hand, if antenna pickup is initiated on the basis of maximum
capacity, then the optimal selection algorithm will select one of these antennas (with
high gain). The second antenna may be selected from the pool of the unselected
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Table 2 CDF plot analysis

Selection approach | Lr Effect on channel capacity

Outage capacity
Energy based 4 Worsens by 0.5 bits/channel use 102

Loss increases to 1.8 bits/channel use
Loss reduces to 1.2 bits/channel use

(remaining) antennas. This approach may result in the selection of a high-rank chan-
nel with improved capacity than the random selection strategy.

Figure 5 shows a CDF plot of the capacity of a (71, Rr)=(3, 5) MIMO system for
the selection of receiving antenna. Table 2 summarizes the observation from CDF
plot. Figure 6 shows the BER plot for optimal selection and energy-aware selection.

The results discussed in Table 2 indicate that the maximum degradation is expected
when the uncertainty is maximum. This has been indicated by the case when Lr
=3. The capacities for both selection criteria are indistinguishable when Lr =1.
Majority of the reported work had concentrated over the issue of antenna selection
at transmitter side. A few contributions had reported different criteria for antenna

selection over receiver side. Table 3 provides the state of the art of the proposed
work.
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Table 3 State of the art of the proposed work

Contribution Operational side

Remark

Deotale et al. [3] Transmitter

Selection process is complex
due to orthogonal block coding

Berenguer et al. [4] Transmitter

Selection process is complex
due to discrete stochastic

optimization
Zhang et al. [6] Receiver Selection process is complex
cross-entropy optimization
Present work Receiver Selection process is simple as

CDF of channel is used for
decision

4 Conclusions

In this analysis, with the optimal selection method, as antenna positions are varied, a
degradation from 25 bits to 21 bits are observed. Whereas, in energy-aware selection
method a degradation of 0.5 bits per channel is observed. The selection of antenna
is stuck up with the requirement of feeding mechanism and CSI calculation. The
accurate selection is possible only when variation in the channel condition is slow.
Hence, the present approach provides a simple and accurate way for the antenna
selection in MIMO systems. In future, analysis for different coding technologies

will be initiated for MIMO antenna selection.
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Public Auditing for Shared Data in Cloud | M)
Storage with an Effective User Dismissal e

S. Samundiswary and Nilima Dongre

Abstract Cloud computing is an extensive technique which is changing the IT
infrastructure swiftly. Data storage and sharing is the foremost and significant
research area in cloud computing. Major security issues in cloud storage include
missing folders, privacy settings, synchronization issues, etc. One of the topmost
exigent research issues in data storage is data integrity. This research study identifies
the security issue in data storage and achieves data integrity and privacy by providing
public auditing using third-party auditor. To attain an effective key sharing, Shamir’s
secret sharing technique is exploited. The proposed system supports an efficient user
dismissal by group admin in case if any user is found troublesome while sharing
data in cloud storage. To provide a beneficial auditing for users, batch auditing is
additionally presented to reduce the auditing time.

Keywords TPA - Cloud service provider * Proxy re-signature
Shamir’s secret-sharing scheme

1 Introduction

Cloud computing provides many incredible benefits to end users. IaaS, SaaS and
Paas utility services are the prime service recommendations to the client. Although
cloud service providers offer many extraordinary benefits, still many organizations
fail to implement it because of security concerns. The most used cloud computing
service by users is cloud data storage, which minimizes the local data management
and user overhead. Personal data, medical records and administration information
demand a more secure place to store. In such cases, cloud storage fails to ensure
data protection. Along with this; data breaches, cyberattacks, data loss, software and
hardware vulnerabilities, malware injection and wrapping attack possibility are few
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Request data auditing

Data auditing response

Group Admin and Users TPA

Fig. 1 Public auditing in cloud data storage

other concerns. There have been few cases, where some server faults with CSP have
occurred in the past [1].

Data integrity in cloud storage is a pessimistic concern, since the possibility of
external and internal data loss is supreme. Hence, data integrity must be validated in
cloud storage ahead of doing any data manipulations like search, computation, etc.
Some of the conventional data correctness technology makes use of downloading the
whole data from cloud and checking the signature correctness like MD5 hash value,
RSA signature, etc. Such techniques lead to expensive computation and resource
cost (Fig. 1).

Many research works have been done to protect data integrity in semi-trusted cloud
[2-7]. In these research works, a signature is attached with each data block. A com-
mon attribute considered in the referred work is public auditing, which is achieved
using third-party auditor to reduce group admin responsibility. This research work
not only includes public auditing but also considers how to maintain the identity of
user from TPA during auditing process. Along with auditing and identity preserva-



Public Auditing for Shared Data in Cloud Storage ... 99

tion, user dismissal is the most important attribute to be considered in data sharing. In
this work, mischievous user is removed from the group because of security concerns.
During this time, the removed user signature must be re-signed by group agent using
proxy re-signature technique.

2 Related Work

Previous research works have provided public auditing technique to achieve secure
cloud data storage as introduced by Cong Wang [2]. In this paper, author has proposed
a protocol to achieve privacy-preserving public auditing using TPA as a verifier. To
attain user’s identity privacy, homomorphic linear authentication tag is used. This
scheme also supports data dynamics like block-level insertion, modification and
deletion. Another protocol was designed by Jilangto Li [3] as public auditing for low-
performance end devices in cloud. In this, the author has concentrated auditing for
devices like mobile phone and PDA’s data in cloud using online and offline signatures.
To design an online/offline signature, Chameleon hash function has been used. Since
the author focused only on low-performance device, this protocol is not effective for
large data auditing. Boyang Wang [4] introduced an alternative concept ring signature
and provided a new dimension in public auditing of cloud storage with new feature of
data sharing. To achieve block-less verifiability, the author recreated ring signature
as homomorphism authenticable ring signature to attain user’s identity preservation.
Although the system attains block-less verifiability and non-malleability, it fails to
attain user revocation. This system only focuses on static group of data sharing and
as aresult user cannot be added or removed from the group in between. To overcome
ORUTA drawback, Boyang Wang designed a new public auditing system called
KNOX [5], where the author applied homomorphic authenticable group signature to
audit large group data in cloud. HAGS system consists of algorithms such as KeyGen,
Join, Sign, Verify and Open. Finally, the author achieved storage correctness, identity
privacy, large group support and traceability. Kai He [6] proposed a new protocol,
which uses proxy re-signature concept mainly to attain user removal in group sharing.
The author tried a user revocation without resigning revoked user signature. Users
in the group are divided into pairs and each pair has a key called challenged key,
which is preserved in CSP to use for re-signature in future user revocation. In this
case, the author failed to focus on collision between revoked user and CSP. Jiawei
Yuan proposed an integrity checking system with multi-user modification [7]. In
this, the author applied new techniques like polynomial-based tag and proxy tag
update techniques to avoid collusion between misbehaved user and cloud service
provider. Instead of sending single-block tags for each user; multiple authentication
tags are composed for all users and sent to the verifier for integrity proof verification.
The security of the system is based on CDH, BDH and SDH technique. Recently,
Tao Jiang [8] concentrated on avoiding collusion attack and therefore ensured an
efficient user revocation by utilizing technique vector commitment and verifier-local
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revocation group signature. This model does not work on data blocks; here vector
commitment is applied on entire database of users to achieve zero-knowledge proof.

3 Proposed System

Although many public auditing systems have been designed previously, still an audit-
ing system that resolves all integrity problems in cloud storage is yet to be designed.
In this section, we provide a system, which satisfies public auditing with the help of
TPA and privacy preservation by not disclosing the user information to TPA, consid-
ering the collusion resistance by utilizing single-use unidirectional proxy re-signature
technique introduced by Giuseppe Ateniese [9] and Shamir’s secret-sharing scheme
[10] to share keys to users in the group.

3.1 System Outline

The proposed approach contains four main entities namely: Group admin, Group
users, Third-party auditor and Cloud server. Data admin uploads the data to cloud
server, which he wants to share with his group members. Along with the uploading of
data, admin generates keys for accessing the data, which is shared amongst authorized
users using Shamir’s secret-sharing scheme. Admin dismisses the user when the user
disobeys the rules of data sharing in group. Group user can access and modify data
from CS. File uploaded by admin is split into blocks and stored on server. Such data
blocks are downloaded and decrypted using separate private key of each user. User
applies their own signature when the data is modified by them in CS. The TPA audits
the data stored by users on server without seeing the information of data. The auditor
only checks the hash value of data blocks instead of entire data. Cloud server is a
major entity involved in this system, which helps in storing and sharing of user’s
data remotely. It stores keys and data separately to avoid attacks. Along with this,
it contains proxy, which translates signature of dismissed user to the most existing
user signature. This proxy internally uses unidirectional re-signature algorithm to
achieve the above property. This technique avoids the collusion between dismissed
user and cloud server.

3.2 Scheme Illustration

Key Creation: The group sharing public key is Px; = gz;. Whenever a user is dismissed
from the group, a new public key is created by admin and distributed to all users.

User’s private key is Sy; =i , which is distributed to all users through Shamir’s
sharing scheme. Group admin constructs a polynomial equation as follows:
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where s = 1/¢;. The admin generates d random x" and computes secret shares as X,
=1(x,) and sends (X, X;,) shares to all users in a group through secure channel.
Signature Creation: When user modifies blocks of data in a file, he/she must

apply their own signature by using their own secret key on corresponding block as
shown below:

o = (h(idk)ﬂle (gaj)mkj)giv @)

where ig is block identifier of block k. SHA 512 hashing technique is applied to
generate signature of users (Fig. 2).

Rekey Creation: Cloud generates a random number R and sends to admin, admin
then selects the most existing user from the user list and such user replaces the
signature of revoked user. Most existing user u, computes a value &;/R and sends it.
All users update the rekey in the group for further sharing of data. Proxy stores the
keys of user in the group and verifies the equation.
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e = (01, ) = e(h(idmi_ (§)" ., pra)- 3)

Internally, the proxy uses proxy re-encryption technique to translate one user
signature into another without the secret key. Signature of user is csfm = csf“ and proxy
sends the user’s re-signature value(x, Gfk)) to cloud server, where the re-signature
of user (x,, X,) is converted to (X, cfk)).

Re-Signature Creation: Cloud server computes re-signature of revoked user after
receiving from proxy. The re-signature of revoked user in block m; is updated. Finally,

the revoked user signature is translated to the most existing user’s signature.
AnOR
o/ = m(o])". 4)

TPA Request: To audit the data, TPA sends challenge request message based on
user request. For auditing, data blocks are sent to cloud.

CR={L,R XY}l <j>s}, (5)

where L =indices of selected blocks, R =random number and X% is value received
from admin.

Cloud server Response-Cloud generates proof based on TPA request and sends it
back to TPA.

Prf ={wi}l <i>d,n}. (6)

TPA Proof verification: TPA compares the request equation and proof for check-
ing integrity. It returns TRUE if equation holds true and if not it returns FALSE. It
later sends it to group admin and users based on the request.

Batch Auditing:

TPA utilizes batch auditing method to audit many block requests from different
users at the same time. Such batch auditing reduces time and increases the system
efficiency. TPA sends batch TPA request to cloud server and cloud server replies back
Batch Proof to TPA, which is again verified by TPA and then it is communicated to
corresponding users and admin.

4 Experimental Analysis

In this segment, we have discussed the performance of our proposed design, which is
implemented using JSP and Servlets. Group admin generates public key and private
key using Java cryptography extensions (JCE). Private key is distributed to users using
Shamir’s secret sharing scheme. Each user uses the private key to update the blocks
and applies hashing. Users who have public key are authorized to access the shared
data. Whenever user revocation takes place, public key is newly distributed to avoid
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dismissed user to access the files. All experiments are tested under Windows 7 with
2.67 GHZ Intel R core(TM) 17 CPU and 4 GB RAM. The files shared to group users
are text files. Performance of (i) Key generation time taken with respect to number of
users (ii) Auditing time of TPA with respect to number of user requests (iii) Integrity
verification, and finally comparison of batch auditing and single auditing with time
is shown in Fig. 3, Table 1.

5 Conclusion

In this research work, group admin shares the data with authorized group members.
To achieve data integrity in sharing data storage, public auditing system is designed
newly. To avoid collusion between dismissed user and cloud server, single-use proxy
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Table 1 Comparison of an existing auditing system and the proposed system in cloud data storage

Techniques Existing system Proposed system

Private key No sharing technique Shamir’s secret-sharing scheme

Proxy re-signature | Bidirectional and re-signature | Unidirectional method and applied by
applied by admin the most existing user

Public key Single key for all users Only to authorized users. Created newly

after every user dismissal

Batch auditing Available Available
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re-signature is utilized, and to reduce the admin workload TPA is introduced for
auditing. The most existing user in the group re-signs when the user is dismissed
from the group. Along with this above property, the identity of user is preserved from
auditor, and SHA 512 hashing algorithm is applied by users to sign the data block.
To improve an auditing time, our system also contains batch auditing mechanism.
Public key of an authorized user is changed when any user is dismissed from the
group. As a result, it restricts the dismissed user to again get involved in the sharing

group.
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Lightweight Effective Encryption )
Algorithm for Securing Data in Cloud L
Computing

Basel Saleh Al-Attab, H. S. Fadewar and Mahmoud E. Hodeish

Abstract Communication in the environment of cloud computing is implemented
through the Internet and its backbone. Some issues of network security in the cloud
environment are caused by its essential characteristics such as resource pooling,
virtualized nature, elasticity, and other measured services. Though many algorithms
have been used to secure the data communication in the cloud environment, some
problems in the use of such algorithms still exist. Some of such problems are the
mathematical complexity, key and security weakness, time complexity, and slow
performance. In this paper, an algorithm called hyper data encryption (HDE) is
proposed to combine the symmetric ciphers, secret sharing, and Diffie—-Hellman key
exchange concepts in order to enhance the security and solve the mentioned problems.
Performance analysis is conducted in terms of key-space analysis, key sensitivity
analysis, correlation analysis, information entropy analysis, time complexity, and
execution time. The results show that the proposed algorithm is better in a cloud
environment, which can provide strong security and high performance.

Keywords Cloud computing - Cryptography - Secret sharing - Key exchange

1 Introduction

Cloud computing is one of the most recent core technical topics in the network
security field. It refers to a model for enabling resource pooling, convenient, and
ubiquitous, which can be easily delivered by various types of service that provide
interaction based on demand access [1]. Cloud computing is suitable for accessing
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data anywhere at any time and it has an ability to handle the increasing online users on
networking sites, video conferencing, and online surfing. In other words, cloud com-
puting has eliminated the necessity for clients to be present at the software, hardware,
and storage space located. Thus, cloud computing provides a flexible environment
for data exchange [2]. Since the communication in cloud computing environments
is via the Internet and its backbone, security requirements have become an essential
task. There are many security issues, which are the mathematical complexity, key and
security weakness, time complexity, and slow performance. Thus, several security
issues of the technologies and technology systems mentioned above are appropriate
to be used for the cloud computing [3]. Network security is considered as one of the
major security concerns of cloud computing, which is concerned with both internal
and external attacks [4, 5]. It provides a secure communication between users and
cloud servers. Having a secure network is necessary to transmit a secure data [6]. To
ensure the security of data exchange over networking, many technologies and tech-
niques have been proposed, where cryptography is the most efficient. Cryptography
includes the conversion of plaintext into ciphertext. Frequently, it is a technique used
to transfer contents safely by ensuring that only the intended receiver can discover
them [7].

The paper is organized as follows: the related work is discussed in Sect. 2 and in
Sect. 3, the preliminary notations are defined. The proposed method is explained in
Sect. 4 and in Sect. 5 the experimental results are shown. The performance analysis
is discussed in Sect. 6. Finally, the paper is concluded in Sect. 7.

2 Related Work

Many cryptographic algorithms have been proposed to provide security for cloud
computing. This section presents a review of some popular algorithms and some
of the recent studies that investigated the cryptography for cloud computing. The
popular cryptographic algorithms are categorized as advanced encryption algorithm
(AES), data encryption standard (DES), and international data encryption algorithm
(IDEA). DES is a commonly used symmetric key algorithm invented in 1974 by
IBM. Many proposed algorithms have recently proven that the DES algorithm is
unsecured [8]. DES used small key size which results in weak security, easily bro-
ken. In addition to this particular drawback, DES is also observed to work slowly
on software [9]. AES is declared as O.S. FIPS NIST in 2001, an unbreakable algo-
rithm with high efficiency. However, AES has some shortcomings such as it needs
more processing and requires more rounds of communication as comparing to DES.
Regarding the IDEA, James L. Massey of ETH Zurich and Xuegialai designed the
block cipher algorithm IDEA, which has been introduced in 1991. It is worth remind-
ing that the algorithm came through some adjustments to be known later as IDEA.
In fact, IDEA consists of a high number of weak keys, which is considered as its
main drawback. In addition, a new attack on round six of IDEA is detected [10]. In
a recent investigation on cryptography for cloud computing, cryptography for cloud
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computing and cloud security on the base of public key values has been tackled by
many contemporary scholars such as Lyer and Sanyal [11]. They discussed an AES
encryption algorithm with multi-key (128, 192, 256) bit cipher key used to cipher
and decipher data. Their study confirmed that the security of AES is better than RSA
security for cloud computing. Meanwhile, AES has an ability to be used in public
and private clouds as well as in the virtual machine. In this regard, the main idea for
a multivariate key cryptography and homomorphic encryption has been proposed by
Ustimenko and Wroblewska [12]. They found that algebra has an important role in
cryptography in order to secure the cloud computing security. Several researches on
cloud computing security have investigated the secure paths of cryptography such as
data integrity and privacy [13]. Such studies only have examined the concealment of
information from clients and users. Therefore, a secure way is based on advanced AES
encryption for hiding information sessions between clients and servers to construct
cloud computing platforms [13]. In this model, the asynchronous key system and
AES-based file encryption systems for exchanging data or information are included.
Atyero and Feyisetan [ 14] have explored the secure delivery of data sessions from the
cloud and noted serious issues on such delivery. In order to address serious security
concerns in terms of access to data cloud, they proposed the use of homomorphic
encryption. Regarding symmetric and asymmetric algorithms, Bhardwaj et al. [15]
have emphasized on symmetric algorithms for security consideration on which one
should be used for cloud computing environment that requires data and links encryp-
tion. They examined the symmetric algorithms of various encryption techniques and
concluded that the AES is a better candidate for key encryption. Kaushik et al. [16]
have proposed a hybrid symmetric cryptography process for protecting data stored
at cloud server from any malicious activity, on which it combines substitution cipher
and transposition cipher techniques for the encryption and decryption of data. Any-
way, some of the cryptographic algorithms have weak security and others require
high processing. Therefore, there is a dire need to design an algorithm to be proper
for cloud computing in terms of security and processing. In this study, hybrid data
encryption (HDE) algorithm is proposed to serve the security of cloud computing
with high performance and low processing. It is a hybridization between symmetric
key, secret sharing, and key exchange.

3 Preliminary Notations

3.1 Secret Sharing

In secret sharing schemes, the secret is spirited into a number of shadows and dis-
tributed among n participants. Where any (k <= n) stacks their shadows together the
secret can be recovered. A visual secret sharing (VSS) proposed by Naon and Shamir
[17] is a special method of secret sharing. It is used to encrypt the secret message in
visual form by splitting it into n shares, then it will be transmitted securely via the
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Fig. 1 Basis matrices of
VSS
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Internet or any other communication channels. The secret message can be decrypted
when a sufficient number of shares are stacked together using OR of XOR operation.
The proposed method is to use the concept of VSS in encryption and decryption
purpose based on XNOR operation. To illustrate the idea behind the concept of VSS
[18], 2-out-of-2 scheme (2 subpixels) is explained in Fig. 1.

The mentioned scheme is applied on binary-valued images with values belonging
to [0, 1]. A binary image pixel is divided into two subpixels, out of which white (1)
or black (0) is randomly chosen depending on the current pixel as shown in Fig. 1
in this scheme. Choose one of the two rows of white, if the image pixel is white,
or choose between one of the two rows for black, if it is black. A random column
permutation of the white pixel and the black pixel is done from Sy to S| to generate a
given matrix as Cy and C, that represents white and black pixel, respectively, which
produces two vectors V and V; corresponding to the occurrence of the pixel, i.e.,
either white or black in a secret image as shown in Fig. 1. If the pixel is white then
Vo will be outputted, which is of either 7 0 or 0 I value with gray-level Y2 and if the
pixel is black then V| will be outputted with either 7 7 or / I value.

3.2 Diffie-Hellman Key Exchange

The Diffie-Hellman (D-H) key agreement algorithm is a method that allows two
parties (devices and users) to communicate over a network by establishing a shared
secret key without exchanging any secret data. The security of this algorithm is based
on solving discrete logarithmic problem. Suppose that Alice and Bob are to agree on
a session key over insecure networks. The parameters g and p are public.
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3.3 Transpose of Matrices

The way of turning all the rows of a given matrix into columns and vice versa forms a
matrix. The transpose of a matrix A is expressed as A”. Transpose matrices are proper
in cryptography because it helps in restoring the original data after being encrypted.
This can be proved through the following transpose matrices property:

If A represents a matrix, then

(ADHT = A. (D

Equation (1) shows that the transpose of a transpose matrix is the original matrix.
To illustrate that, the following example is given:

ABCD AEI M ABCD
A—|EFGH| yr | BFIN| yrr |EFGH
I JKL CGKO I JKL
MNOP DHLP MNOP

4 The Proposed Method

In order to enhance the security of cloud computing with high performance and
low processing, the new algorithm HDE is proposed with hybridization between
symmetric key, secret sharing, and key exchange, where the key exchange technique
is used to generate a key, and the secret sharing technique is used for encryption and
decryption procedures with aspect of the symmetric key technique. HDE consists of
four procedures namely key generation, secret sharing, transpose, and swap, which
are working together for encryption and decryption purposes. The detailed steps of
the procedures are described as follows.

4.1 Key Generation Procedure

The key generation algorithm is based on D-H algorithm in order to enable the user
and cloud exchange key that can then be used for subsequent symmetric encryption
of messages securely. The proposed algorithm has modified the D-H algorithm to
generate and exchange a key matrix with the size of 4 x 4 rather than exchanging sin-
gle key in the classical D—H algorithm. It is to say that this is one of the contributions
of this paper. In addition, the private key of user and cloud is generated randomly
based on the concept of the master random grid as a matrix with the size of 4 x 4.
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4.2 Secret Sharing Procedure

The concept of visual secret sharing applied on image data is used in the proposed
method, whereas in this method, it is applied on text data with (2, 2) access structure
without expansion of data. The basic matrices of this procedure are produced on the
base of XNOR operation that will be used in the encryption procedure.

Co= 01 C, = 00 .
10 11
Here, each word (W) of each block will be converted into binary form (8-bits)
with values belonging to [0, 1]. Then through the above matrices, each bit will be
split into two sub-bits randomly according to visual secret sharing concept. After

all the bits of the word being scanned, two shares of the secret will be generated in
binary-valued forms.

e Procedure

1. Take the first block of the message.
2. For each block, take a first word (W) which is converted into 8-bit binary.
3. For each bit, determine its value:

a. If 0: Randomly select any row from Cy. Randomly assign one element of the
selected row into the first share and the other into the second share.

b. If /: Randomly select any row from C;. Randomly assign one element of the
selected row into the first share and the other into the second share.

4. Repeat Step 3 till all words of block shared.

Repeat Steps 1 to 4 till all blocks of messages shared.

6. Convert the share 1 and share 2 into their original form.

hd

Cryptographically, confusion and diffusion are two properties of the operation of
a secure cipher. Confusion can be used drastically to change the data from the input
to the output. Whereas diffusion is used to make a change in many characters of the
output by changing a single character of the input. Two procedures, called transpose
and swap, are used in the proposed algorithm in order to make such confusion and
diffusion for the data and key.

4.3 Transpose Procedure

Apply the transpose of matrix operation on the input matrix data by turning all of its
rows into columns and vice versa using Eq. (2).

Output = (input)T, 2)
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where input indicates the input matrix data and output indicates the output matrix
data.

4.4 Swap Procedure

Take the input data matrix by swapping all the upper triangular entries above the
main diagonal with the lower triangular entries below the main diagonal as follows:

Vaij € A :swap(aij,aji);i #j,i,j=1,...n. 3)

Input Output
Based on the previous procedures, the ciphering and deciphering processes works

as follows:

4.5 Encryption Procedure

1. Divide D the secret message M into blocks B, each block with the size of 16 bytes
(4 x 4 matrix).

DM) — B, : VB; =B;[4,4]&B; = 16byte, i=1,...,n.

Pass each block to the secret sharing procedure SH in order to produce two shares
of secret messages (secret 1 and secret 2).

VB, B > SH(B;) = (secret 1 &secret?2), i =1,...,n.

Take the generate key K of key generation procedure and perform XNOR operation
between K and the two shares of secret messages as follows:

S1 = K ® secret 1
S, = K ® secret 2, 3)

where ® denotes the XNOR operation.
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Apply the transpose procedure on the S; and S». Here, the S; and S, are represented
as two matrices with the size of (4 x 4). The transpose operation is used to make the
rows of the original matrix as columns of the new matrix and vice versa.

ST, = Transpose (S1)
ST, = Transpose (S2). 4)

Take the key into swap procedure
K| = swap (k). 5)

Take ST ; and ST, then perform XNOR operation between them and K; in order to
produce the final encrypted shares of the secret.

Final _Sl = ST] ® Kl
Final — S, = ST, ® K. (6)

Repeat the previous steps from 2 to 6 till all blocks of the secret message are being
encrypted.

Transmit the final shares of encrypted messages into user/cloud through one or two
secure channels.

Figure 2 shows the overall structure of the HDE encryption procedure.

4.6 Decryption Procedure

Apply the reverse process of the encryption procedure, but at the secret sharing
process just perform the XNOR operation between the two shares of secret (secret 1
and secret 2) in order to recover the original message.

Plaintext = secret 1 Q secret 2. 7

5 Experimental Results

Experimental results are conducted in this section to present and verify the feasibility
of the proposed method. The experiment is conducted on text data type with 128 bits
key size and the block size is 128 bits. In key generation procedure, the key with
the size of 128 bits, which is formulated as a 4 x 4 matrix is generated based on
the modified D-H key exchange. Key exchange is based on the case of the prime
number q =353 and a primitive root of 353, in this experiment o = 3. User and cloud
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Fig. 2 HDE encryption Plain Text- 16 bytes (128 bits)
procedure | N I S I N Y I

Secret Sharing

W Key 16 bytes

@-:.—Gﬁ—-—:-é

Ciphertext-16 Ciphertext-16
Bvtes (128 bits) Bvtes (128 bits)

generate a private key matrix with size of 4 x 4 based on the RG concept as shown
below:

291 206 289 150 149 246 24 144
User A — 347 38 92 110 Cloud B — 33 247 113 190
258 320 210 57 211 226 187 254
121311 7 63 166 11 231 342

Each of them has to compute its public key. User computes YA =3 (user A) mod
353, and cloud computes YB =3 (cloud B) mod 353.

107 259 208 78 26 334 256 295
215 43 128 293 YB — 67 296 145 271
186 58 152 105 103 198 59 303
10 45 69 247 18 244 106 335

After they exchange public keys, each can compute the common secret key. User
computes k= (cloud B) user A mod 353, and cloud computes k= (user A) cloud B
mod 353.
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Table 1 An example of data after being encrypted in HDE

Text ABCDEFABCDEFABCD

Key 143 50 86 132 1327278 150 91 148 110 132
1919827

HDE 1 “E4*1UJ,7]~OiE

HDE 2 I x 8= Va(<:fijAhce

297 352 182 337
59 38 177 70
153 231 49 76
304 101 286 127

The key generated based on exchange process is used to encrypt the data in the
encryption procedure. Three subprocedures are included in the encryption procedure
as secret sharing, transpose, and swap. Suppose that the data of such block data with
key is shown in Table 1 along with the HDE 1 and HDE 2.

The block data is taken into secret sharing procedure in order to produce two
ciphers of data. Each word (w) should be converted into 8-bits binary. For example,
the w = “A”, and the 8-bit binary values after being converted are as follows: A=
01000001. Now randomly two shares of binary values belonging to [0, 1] will be
generated as follows:

Share 1 00110011
Share 2 10001101
Share1® Share 2 01000001 —————sell “A”

After finishing the remaining steps of the encryption algorithm, two ciphers will
be generated as shown in Table 1. By reversing the steps of the encryption procedures
the original data is recovered. Briefly, in HDE algorithm, size key of 128 bits is used.
HDE works on 4 x 4 matrices. It consists of key exchange, secret sharing, matrices
transpose, and swap. Due to the use of one round, it works fast on both software and
hardware.

6 Performance Analysis

Various analyses are conducted to measure the performance of the proposed method
with comparison to different cryptographic algorithms such as DES, AES, and IDEA.
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Table 2 A form of data after being encrypted and decrypted in scheme and the compared algorithms

Cryptography technique Original secret Encrypted data Decrypted data

DES ABCDEFABCDEFABCD | ++5Clr A P «?{A ABCDEFABCDEFABCD

AES ABCDEFABCDEFABCD | +iijoK?hTM@ ABCDEFABCDEFABCD

IDEA ABCDEFABCDEFABCD | Oi++0 m{WyQ% ABCDEFABCDEFABCD

HDE 1 ABCDEFABCDEFABCD | “Ea *!UJ,7]~ O;E ABCDEFABCDEFABCD

HDE 2 ABCDEFABCDEFABCD | Ix8=-Yi(=-:fijAhce ABCDEFABCDEFABCD
Table 3 Key size and space of HDE and the compared algorithms

Cryptography technique Key size Key space

DES 64 264

AES 128 2128

IDEA 128 2128

HDE 128 2128

6.1 Visual Assessment

It needs to be performed on the encrypted output. If an attacker has an ability to
deduce some meaningful information by visual assessing the encrypted result, then
the scheme is said to be abortive in the first step itself. So, for a scheme to be
successful, the attacker should not be able to deduce any meaningful information
out of the encrypted result. As encrypted output shown in Table 2, a hacker has an
ability to deduce some meaningful information by visual assessing the encrypted
result. It is to say that the proposed algorithm is successful due to that and there is
no relationship between the original secret and the encryption result.

6.2 Key-Space Analysis (Brute-Force Attack)

Encryption schemes should be highly sensitive toward very small change in the key
used during encryption. Using a large key space ensures resistance of the technique
toward brute-force attacks, which will need a maximum complexity of 2 ¥~ to
find the correct key. Table 3 shows that the key size and key space of the proposed
algorithm, AES, and IDEA are the same, but the generated key in the proposed
algorithm is key exchange based on the modified D-H algorithm. In addition, the
master RG is used to make randomness. So, there is no chance for brute-force attacks
to break the proposed algorithm.
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6.3 Key Sensitivity Analysis

Key sensitivity analysis is performed with the aim to check the sensitivity of encryp-
tion scheme toward change in initial conditions. It means that a slight change in
the encryption key should produce an entirely different ciphertext. Due to usage of
the randomness with the D—H algorithm to generate the key, it is proved that the
proposed algorithm is more sensitive key than the compared algorithms.

6.4 Statistical Analysis

This analysis is done to analyze the confusion properties of an encrypted data. Eval-
uation of correlation coefficients shows the relation between the encrypted data and
original data. Correlation analysis can specify the technique that has better confusion
properties and can resist statistical attacks.

6.4.1 Correlation Analysis

This analysis calculates the correlation among the encrypted data and original data.
A good encryption technique should result in an encrypted data with zero correlation
ideally. In order to calculate the correlation between plaintext, the following formulae
should be used:

cov(a, B)

" = /D@ Jp®)

1 N
cov(e, f) = 1 D (e — E(@)(Bi — E(B))
i=1
1 N
D) =5 > (ai — E())*
i=1

1 N
D(B) =5 D _Bi—E®)’, ®)
i=1

where o and B denote two values for which correlation needs to be calculated, N
is the total number of elements obtained from the data, whereas E(a)=mean of «,
and E(B)=mean of B. As shown in Fig. 3, the IDEA has a small value of correlation
coefficient, while the HDE is better as compared to DES and AES.
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Fig. 3 Graphical representation of the correlation analysis

6.5 Information Entropy Analysis

The amount of randomness can be measured by information entropy. Mathematically,
the entropy H(S) of message m can be expressed as follows:

n—1

H(S) =) P(Slog, ©)
i=0

1
P(S)’

where P (S;) indicates the probability symbol S;, log is of base 2. If there are 256
possible outcomes of the message S with equal probability, the H(S) =8, which is
a standard value for this case. The value of entropy close to value 8 indicates that
encrypted output is highly random in nature. The randomness in encrypted data is
measured by entropy. In comparison to the method of Entropy, the HDE provides
satisfying results that come close to the ideal value 8 as shown in Fig. 4.

6.6 Time Complexity

For the key size of 128 bits, an attacker needs to find 2'?® possible keys. Thus,
the time complexity of 2'?® complexity of finding the correct key is of O (1) on
average. Indeed, the time complexity of the HDE is equal to the AES, but it has high
performance due to the reason that there are no more iterations as in AES and the
rest of the compared algorithms.
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Fig. 5 Execution time of encryption for different file sizes

6.7 Execution Time

Execution time is the time, which will be taken by the algorithm for the encryption and
decryption of file. Figure 5 shows the execution time of encryption in milliseconds
for the compared algorithms with the respect of different sizes of file. Figure 6 shows
the execution time of decryption in milliseconds for the compared algorithms with
the respect to different sizes of file. It is clearly shown that the HDE takes less time
than the DES, AES, and IDEA for encryption and decryption, i.e., HDE is better
than the other algorithms.
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Fig. 6 Execution time of decryption for different file sizes

7 Discussion

In this section, we present a brief discussion of our proposed algorithm based on
security features of data encryption in cloud computing.

Key Space: HDE uses a large key space, which helps in resisting the brute-force
attacks because of exchanging a key in matrix form rather than exchanging a single
key as used in traditional D—H. Since the key exchange method is used, the security
level will be increased.

Time Complexity: There is no large time complexity due to the removal of the
requirements of more rounds and iterations of the symmetric key methods.
Security: HDE is a secure algorithm, because of using a complex structure such
as secret sharing, transpose, and swap procedures. As a result of merging between
secret sharing and symmetric key concepts, the proposed method has an ability to
offer a high security with no minimum correlation between the input and output.
Reliability: Secret sharing made the proposed algorithm more reliable and secure
due to producing two shares, where each share can be known as a component
of data, which contains incomplete information about the original data. Hence, it
seems like meaningless information.

Integrity: Due to the use of the transpose and swap procedures, a small change in
input data will bring a drastic change in the enciphered output.

Storage: The proposed algorithm is useful for distributed storage system in cloud
computing environment because of using the secret sharing concept in order to
provide a reliable access to data over individually unreliable nodes.
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8 Conclusion

Data and network security is an important problem in cloud computing environment
that needs to be firmly encrypted. Therefore, cryptography is one of the efficient
techniques to ensure the security of data. In this study, hybrid data encryption (HDE)
algorithm is proposed, which includes using the concepts of symmetric key algo-
rithm, secret sharing, key exchange, and mathematical algebra. Therefore, it enjoys
all the features of its components to be proper for the security of cloud computing.
Performance analysis with comparison to some popular cryptographic algorithms
like DES, AES, and IDEA is offered. Moreover, the analysis has proved that the
proposed algorithm is robust, secure, and sensitive with respect to the key length
and randomness. In addition, it is more efficient for cloud computing environment
with respect to its rapid processing data and processing time. The future work is to
enhance and develop an algorithm for cloud security with respect to the lightweight
cryptography features.
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Predictive and Prescriptive Analytics )
in Big Data Era i

Prachi Deshpande

Abstract The notion of data analytics and its real-time application is important in
the big data era owing to the voluminous data generation. Predictive and prescriptive
analytics provides the future trends from the available data effectively. This will help
to decide the usability of the data and thereby its retention for future applications.
The paper reports the predictive and prescriptive analytics notion in big data regime,
various platforms for its analysis, and the future research directions.

Keywords Analytics - Big data - Data science

1 Introduction and Driving Force

The present era is of information explosion with Internet of Things (IoT) and very
soon the Internet of Everything (IoE) will ensure the connectivity of millions of
gadgets and devices to the Internet [1]. According to [2], today 2.5 Exabyte (10'®)
of data is created every day and 90% of the data is created in the last 2 years. Such
an enormous data, generated from various user-driven applications, paved the way
for many new avenues across different fields starting from household to business
applications. Academicians and industry referred such a huge data with a notion of
big data.

The term big data was first announced by Cox and Ellsworth in 1997 [3] in the
context of data handling and processing capacity of available computers. Soon the
term big data became the catchphrase for the academicians and industry. Big data
can be characterized by five Vs as shown in Fig. 1.

Increased social media applications have increased the volume as well as the
variety of data generated. It is expected to have 5 million mobile phone users in the
world. The biggest challenge in front of big data is its processing and veracity. Only
real-time processing of such a voluminous data will help to capitalize the usability
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Fig. 1 Bigdata p
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of the data in the decision-making process. Value of the generated data is another
important concern of big data. To increase the maximum gain out of the generated
data, its analytics in different forms are required.

1.1 Classification of Data in Big Data Era

The data generated from different sources may differ in terms of'its scale, distribution,
domain, representation, and its density. Figure 2 depicts the classification of data in
big data era.

Data science technology had defined, categorized, and processed such a data in
efficient manner. Data science is an interdisciplinary field, which extracts meaningful
information from huge data by using scientific techniques, methods, and processes.
With the advent of data science technology, it becomes easy to predict the behavior
of users. This aspect is known as data analytics. The increased use of social media
has given rise to the big data in terms of online social network data.

Mobile and IoT data is another source of big data. With the emergence of 5G
technology, the analysis of such data becomes an important concern for data scien-
tist/analytics. With the advent of the concept of smart cities, the online social media
data will very soon consist of geographical data in real-time mode. This will shift
the research paradigm toward building of 3D geographic database of the locations.
This advancement will shift the data science to a new direction of spatiotemporal
data, the data with many features for selection and analysis. The spatial big data may
consist of vector, raster, and networked data. The advancement in the spatiotemporal
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Fig. 2 Data types in big data
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Table 1 Normal data and big data

Data

Parameter Normal data Big data

Volume In Gigabytes (GB) In Tera (TB) or Peta (PB)
bytes

Data management By RDBMS Hadoop, MapReduce, NoSQL,

and high-performance
computing

Growth interval

Measured in hours or daily
basis

No such fixed scale for
measurement

Data format

Structured

Structured, semi-structured, or
unstructured

Data access

GUI-based interactive

Batch processing or real-time
system

data will give rise to the notion of real-time streaming data due to the real-time IoT-
based day-to-day applications. Further, increased use of multimedia data in social
networking, especially image data arises as a new source of big data. The storage,
analysis, and retrieval of such data will be a challenge in the coming era (Table 1).
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1.2 Data Processing in Big Data Regime

The problem of voluminous data processing has been solved by the data science in
the last decade. The data science used various tools for the analytics of such a huge
data. Figure 3 depicts the block diagram of a typical data processing architecture.

However, value of the gathered data will play a big role in next-generation com-
munication technology. The principle issue in big data is its storage and processing.
The data storage aspect is resolved by the advent of cloud-based distributive comput-
ing. The availability of the voluminous data from various sources poses a challenge
of its category-wise processing and further analysis to decide its usability (value).
To decide the value of the gathered data and to ripe maximum output from it, the
notion of predictive and prescriptive analysis will be useful.

Section 2 describes the fundamentals of prescriptive and predictive analytics. The
upcoming research challenges and the open issues in the prescriptive and predictive
analytics are described in Sect. 3, and the paper is concluded in Sect. 4.

2 The Predictive and Prescriptive Analytics in Big Data

2.1 The Predictive Analytics

Data analytics has a wide range of methodologies and techniques to analyze the
available data. They are broadly classified as descriptive, diagnostic, predictive, and
prescriptive analytics [4]. Figure 3 shows the evolution of the predictive and pre-
scriptive analytics.

The descriptive analytics is generally performed at the initial stage of data accu-
mulation. It helps out to get a reasonable insight into the nature and pattern of the
data. The descriptive analytics mainly concentrated on “what” with the help of clas-
sification, clustering, and segmentation of the data.

Once it is understood “what”, the next stage is to concentrate on “why”. This
aspect of analytics is known as diagnostic analytics, which is carried out with the
help of machine learning algorithms. Both the descriptive analytics and diagnostic
analytics are largely dependent on the incidences, which have already occurred in
the past. However, these two approaches have limitation to predict the futuristic
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behavior of the user and the cause-action strategy to deal with it. Here comes the
need of prediction-based forecast and the redial action (prescription of the pattern) for
the user behavior based on available data. Predictive analytics uses machine learning
algorithms and statistical analysis techniques to analyze current and historical data
to make predictions about future trends, behavior, and activity.

2.2 The Prescriptive Analytics

The business opportunities are very stringent, and hence the entrepreneurs always
wish to capitalize the available opportunities. However, having the insight on pre-
vious behavioral patterns and futuristic trend forecast will not be sufficient to take
advantage of business opportunities. There is a trade-off between the insights gener-
ated and optimal operational courses of actions [5]. Hence, it is the need of the hour
to utilize the analytics to transform information into valuable data (insights) so as to
act upon them effectively to meet their objectives [6—8]. Prescriptive analytics helps
to overcome this gap and is considered as the next frontier in the business analytics
[9].

Prescriptive analytics is related to both descriptive and predictive analytics. While
descriptive analytics aims to provide insight into what has happened and predictive
analytics helps to model and forecast what might happen, prescriptive analytics seeks
to determine the best solution or outcome among various choices, given the known
parameters.

It provides organizations with adaptive, automated, and time-reliant sequences of
operational actions. It answers the questions like “What”, “Why”, and “when” and
very importantly “how” should be done [10]. However, in the preview of big data,
analytics engine must be dynamic enough to provide the best possible cause—effect
relationship for the decision-makers in the enterprise. This requirement can be met
by the virtue of an adaptive mechanism, which will best utilize the predictive and
prescriptive analytics at a given time of instance. Figure 4 shows the conceptual block
diagram of an adaptive prescriptive and predictive analytics mechanism (Table 2).

Table 2 Predictive versus prescriptive analytics

Parameter Predictive analytics Prescriptive analytics

Nature of outcome Provides only a prediction of | Provides deterministic
outcome outcome

Base data requirement Historical and present data Historical and present data

Type of insights Projections of various Ascertainment of a set of
outcomes outcomes

Processing of big data Machine learning algorithms | Artificial intelligence

Decision-making process Descriptive analytics Both descriptive and

based on predictive analytics
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2.3 The Prescriptive Analytics Platforms

There are several commercial and open-source platforms available for the predictive
and prescriptive analytics. This section briefly reviews the various available tools and
their features. A beginner may use one of these tools for the research work (Tables 3

and 4).

Table 3 Predictive analytics tools

Name

Technology

Key features

Availability

RapidMiner studio

Machine learning

Visual workflow
design and unified
platform

Proprietary

KNIME platform

Modular data
pipelining

Churn analysis, credit
scoring, and social
media sentiment
analysis

Open source

IBM predictive
analytics

Statistical analysis

Hands-on predictive
analytics and direct
deployment into
business processes

Proprietary

Minitab

Statistical analysis

Smart data import and
automatic graph
updating

Proprietary

TIBCO spotfire

Data mining

Location analysis, big
data analysis, and data
wrangling

Proprietary

DataRobot

Machine learning

Drag and drop dataset
and machine learning

automation

Proprietary
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Table 4 Prescriptive analytics tools

Name Technology Key features Availability
Ayata Machine learning and | Adapted and Proprietary
operation research automated, integrated

prediction and
prescription, and
secure SaaS delivery
model

AIMMS Web-based solutions | Customized saluting, | Proprietary
on-site or cloud-based
support, and virtual
solution environment

NGData Personalization and Adaptive and just in Proprietary
engine software time operation
LIONoso Machine learning Healthcare solutions, | Proprietary

R&D facility, learning
from data, and
optimization

Profitect Data warehousing Intelligent data Proprietary
transform, multiple
business technology
support, and real-time
customer feedback

IBM prescriptive Data mining and Automate complex Proprietary
analytics machine learning decisions and
trade-offs, risk
analysis, increase
agility, and efficient
resource management

3 The Open Research Issues of Predictive and Prescriptive
Analytics

Big data is available in almost all aspects of life as data generation takes place in
every form of human behavior. It benefits both research and industrial fields such
as health care, financial services, and commercial recommendations. Slowly but
steadily, business and enterprise houses are adopting the prescriptive analytics as the
best alternative to drive valuable insights from the user-driven big data. This paves
the way to explore many new avenues for research and development and subsequent
employability aspect too. The trusted area for the futuristic research will be as follows:

A. Smart City

The notion of smart cities has paved the ways for great changes in fundamental
facilities of transportation. Possessing certain features such as a large scale, diversi-
fied foreseeability, timeliness, city traffic data, sanitation, and security represent the
scope of big data. To ensure hassle-free life, accurate decisions need to be initiated
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in these areas, which in turn depend on the valuable insights available from the big
data generated from the users.

B. Healthcare Applications

The notion of automated health assistance is now becoming prevalent all over the
globe. With the advancement of [oT technologies, tiny body area sensors are deployed
with the users, which continuously monitor the human vital signs. Mechanisms are
under test, which generates automated alerts for the human health to the self as well
as the medical service providers. In this process, a huge data is generated in terms of
basic signals and images too. The storage, processing, and retrieval of such a huge
data will be the next-generation research challenge. With the help of predictive and
prescriptive analytics, pinpoint decisions may be initiated to provide better services
to the users.

C. Content Recommendation

Increased use of multimedia content on social network has now acquired a day-to-day
activity of human life. Users are now more cautious about expressing themselves.
For this purpose, users seek the help of various online services for multimedia appli-
cations. With the help of predictive and prescriptive analytics, service providers may
put forward the best alternatives for the users.

D. User Behavior Prediction

Many of the network big data predictions are based on data from online social net-
works. Big data is used for predictions based on ranked data such as elections, car
performance, and other areas in business and politics. Using the predictive and pre-
scriptive analytics, policy-makers may frame deceive policies regarding the various
sociopolitical, economical, and educational strata.

E. Security and privacy of user data

With the global business digitalization driving the corporate world toward the risk of
cyberattacks more than ever before. The predictive and prescriptive analytics of big
data has the potential to offer protection against the cyberattacks. Based on the huge
data, the security service providers can easily predict the behavior of eavesdroppers
and prescribe the corrective measure against them. It is believed that the security
analytics will emerge next generation.

F. Application of Artificial Intelligence

Along with big data, the notion of artificial intelligence (AI) and machine learning
is storming the world these days. These are the set of technologies that empower
connected machines and computers to learn, evolve, and improve upon their own
learning by reiterating and consistently updating the data bank through recursive
experiments and human intervention. These characteristics empower the machines
to predict and thereon prescript the user trends and behavior (Fig. 5).

In the future, it is expected that the IoE and big data boundaries will vanish and
it will become a synonym. In view of this, the scope of research in the area of
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Fig. 6 Research directions in the prescriptive analytics

prescriptive analytics will accommodate all areas of engineering and technology,
science, and humanities (Fig. 6).

4 Conclusions

The paper reports the predictive and prescriptive analytics in big data. It is believed
that the next-generation data processing technology will be largely dominated by
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the predictive and prescriptive analytics along with big data and IoT. The concept of
IoE will be totally dependent on the predictive and prescriptive analytics. In future,
research may be undertaken on the Al-based prescriptive and predictive analysis of
big data.
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Abstract Nowadays communication is through social media for almost all activities
like business, knowledge, personal updates, etc. This leads to the generation of large
amount of data related to different activities. Hence, social media have become a vital
content of our life. But going through this huge data for analysis is a tedious and
complex task. There are many solutions to overcome this problem. Data reduction,
indexing, and sorting can be the solutions. Further, which will be used for visualiza-
tion, recommendation, etc. Indexing techniques for highly repetitive data group have
become a relevant discussion. These techniques are used to accelerate queries with
value and dimension subsetting conditions. There are different types of indexing with
the suitability of data type, data size, dimension, representation, storage, etc. Index-
ing is of vital need as whatever electronic text collection is available, it is mostly
large scale and heterogeneous. Hence, the motto is to find an improved approach for
text search as it is used right from the help services built into operating systems to
locate file on computers. Tree-based indexing, multidimensional indexing, hashing,
etc., are few indexing approaches used depending on the data structures and big data
analysis (BDA). Indexing’s need is to address the speed of search. So, size of index
shall be a fraction of original data and to be built at the speed of data generation to
avoid delay in result. Here, few indexing techniques/search structures are discussed
based on data structure, frame work, space need, simplified implementations, and
applications.
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1 Introduction

Collection of belief and variant is related in some meaning and differ in some other
and can be defined as data. Collection and analysis are carried out for decision-
making. So, data is used to provide a wealthy asset for the knowledge finding and
decision-making. A database is well organized to make access, manage, and update
task easily. Big Data (BD) is a fresh grammatical element used to refer the datasets
that are larger in size like yottabytes (YB) and have better complexity [1]. As we are
in the BD age, there is a nascent need for knowledge extraction from huge data.

The present methods of BD process can be applied with some improvements to
overcome some characteristics of the issues as shown in Fig. 1 [2].

As mentioned in Fig. 1, indexing plays an important role in order to speedup the
execution time. Indexing is preferred as an efficient method to overcome the cost of
disk operations like reading, writing, deletion, insertion, modification, query speeds,
etc. It can be used in both traditional relational databases that are used to manage
structured data and other technologies that manage semi-structured and unstructured
data. In Big Data, indexes are a list of tags, names, subjects, etc., of a dataset with
references, where data can be found. The purpose of Big Data indexing is to share
the datasets according to a measure that will be used often in query.

Costmay be added for maintaining and updating index file dynamically if required.
Data is stored in a distributed system when a single machine finds difficulty to hold
the BD. So, the index of BD is supposed to be built on distributed system. Similarly,
new query theory should be bucked up because BD not only means huge in size but
it is also complex in structure, high dimensional, and heterogamous. Hence, it is no
more advisable to have longstanding techniques for indexing with small structured
datasets. To face these challenges, researchers have come up with several methods
depending on priorities like dimension, structure, time, data complexity, space, etc.
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2 Indexing

Dimension setting, space saving, and simple implementation-based queries are used
to extract the information for BDA. But it brings different challenges in different
levels of data analysis due to multimedia data size, and the duplicate and similarity
measures in data are extracted [3, 4].

Queries with value and dimension subsetting conditions are commonly used by
researchers to find the useful information from BD. Indexing methods play an impor-
tant role in supporting queries on high-dimensional BD efficiently. Further, some
indexing is applied in BD to carry extraction tasks from huge complex scalable
datasets with capability, and hence it is merely difficult to perform manual explo-
ration on such data. Prompt high-throughput indexing technique would affect the
performance of data query results [5]. Hence, a suitable indexing technique is essen-
tial to effectively access huge data such as semantic indexing-based approach [6],
bitmap indexes [7] graph query processing [8], etc.

There are numerous indexing techniques available. Still, research is going on for
progressive survey that finds the action and outcome of techniques to handle indexing
in BD issues.

3 Indexing Techniques

The recent work in indexing suggests the way to improve the performance without
comprising in quality. Few of such techniques are discussed further along with the
dataset used.

A method, which relies on the selection followed by the order of a set of refer-
ence objects by their distance to every database objects named as permutation-based
indexing [9]. These ordered permutations are used to understand the computation of
the exact ordering distance values in between the submitted query and the objects
related to database. The number of reference points plays an important factor in
permutation-based indexing. These points have to be increased with respect to data
size. Similarly, aggregation and summary of the ordered lists per object are also
required, specifically for large-scale data.

The quantizing scheme for the data into a given number of buckets in order to
summarize concisely and use is still to be investigated. Approximation is made with
the help of ranking of the values of distance between the objects and reference
objects, which is well exposed by Mohamed et al. [10]. A candidate selection is
carried out as a result for a K-NN query with the help of data structure called metric
permutation table (MPT). Work exhibits that the MPT performs better with respect
to search time even if the number of reference objects increases; however, it requires
more memory. Hence, the performance of this technique, reference points, and its
distribution are interdependent in the dataset and the indexing technique. In order to
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reduce the search time, this work can be experimented with clustering or any other
unsupervised approaches.

String B-tree [11] acts similar to combo of B-trees and Patricia trees for internal-
node indices, where addition of extra pointers is done to speedup the search and
update the operations. This is successfully applied to database indexing.

Adaptive semi-supervised recursive tree partitioning (ART) framework [ 12] is rec-
ommended for BD set like patients’ information. This helps to identify and acquire
patients with identical clinical or diagnostic structure. The framework is config-
ured for semi-supervised settings with better performance with respect to time and
retrieval. Tree-based methods are mostly unsupervised, follow euclidean space, and
do not consider label information. But this is not the case in tree-based approach
recommended by authors [13].

The tree is built recursively with following two terms to make it more efficient.
(1) Supervised term for indexing, i.e., prior supervision knowledge (2) unsupervised
term, i.e., geometric structure of the patient vectors. Binary space partitioning tree
is built with the above two terms along with a constant A to balance the contribu-
tions from both terms. It is a common problem in partition-based method that the
deeper indexing tree is created by high dimensions. It takes long retrieval time. So,
the sampling-based approach is used to overcome the problem of huge data vector.
Further, k-means clustering is added with data matrix with the reduced data dimen-
sionality. Eventually, this leads to the efficient time management. This framework
can also handle huge data until it is represented in terms of vectors.

Data management [14] of video using spatial indexing and field-of-view (FOV)
query is carried out, where video frame is labeled with spatial extent of its reporting
area termed as field-of-view (FOV). These video frames are trimmed into slices of
pie with location and orientation information. Hence, conventional spatial indexing
approach such as R-tree is not suitable for indexing efficiently. For example, multi-
level grid-based indexes can take care of location and orientation, but cannot manage
skewed distribution because the distribution of UGVs’ locations is nonuniform as
it is used in popular locations. Hence, the authors worked for advanced R-tree to
tackle locations, orientations, and view distances in rotation to filter and optimize
with better scalability and efficiency.

The proposed R-tree focuses on the location points identified by camera that are
added as index nodes to store the orientations. The R-tree generates small mini-
mum bounding rectangle (MBR) to minimize their dead spaces while performing
the orientation filtering.

Optimization technique adds a second variable that uses orientation information,
which is achieved during node split and merge operations. FOVs’ viewable distances
are added as third variable during the filtering and optimization process.

In augmenting R-tree, position length and extra positioning are the basic needs
in the enhancement of the index performance. Optimization techniques are used to
demonstrate this fact in augmenting R-tree. The pruning of an object/index node
and FOV object/index node report (all the FOV objects in the index node) are the
possible solution(s). This prune or report decision is taken by algorithm. Pruning
activity is carried out, if FOV object overlaps with the range query object. R-tree
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index node is decided by pruning and total hit strategies. Utilization of orientation
and view distance information are key activities for the merge and split operations.
Hence, the second and third variations significantly improve the demonstration of
the recommended approach compared to R-tree and grid.

Regression [15] determines the index and weight in the index compilation method
of BD. Authors have also worked on analysis of multiple integration strategies for
index compilation. Strategies like integration of BD and classical methods, data
integration, integration of index system, and integration of data weight are analyzed.

R. Suganya Devi et al. have proposed a prompt method to crawl and index [16] the
links associated with the specified URLs. Depth-first search is used to crawl the links
from the specific URL that leads to hierarchical scanning of web links. Metadata such
as title, keywords, and description are extracted and accessed via source code for the
analysis work to be carried out as a result of web crawling. Building the database
of web pages and links of WWW are carried out followed by recrawling to keep
the contents of the database current. One can put effort to minimize the bandwidth
required and make it accessible to the next level of links.

Sparsifying dictionary [17] is used for inverted indexing, where particular regres-
sion [18] is applied to allocate the text files to buckets. The optimized dictionary
is applied to decrease the data dimensionality. Use of sparsifying dictionary is car-
ried out by focusing on the strength of the original vector on a few coefficients of
a high-dimensional state. Results have better quality and improved computational
time compared to the well-known indexing trees.

The iMinMax(6) [19] is a tunable index schema. Points are found in high-
dimensional spaces to map with the points in single dimension values. Maximum
or minimum values among all dimensions are determined to find the points in high
dimensions based on the edges. Stable 6 for each dimension is suggested for better
result.

Value and dimension subsetting queries play an important role in mining infor-
mation from multidimensional array. Aim is to accelerate the query with value and
dimension subsetting conditions. A 2D-Bin will build an index for the blocks’ value
ranges, which is an efficient way to avoid accessing unnecessary blocks for value
subsetting queries.

Swift array [20] divides multidimensional array into blocks, where each block
stores the sorted values as it will reduce the cost of processing value subsetting
queries. It is used as storage layout with indexing, which will help to speed the query
execution. Hilbert space-filling curve [21, 22] is applied to improve the data locality
for dimension subsetting queries. As a future development, compression techniques
can be used as support to Swift array in order to reduce the data in the block.

Skyline algorithm with sorted positional index lists (SPIL) [23] is used with reward
of index-based algorithms and generic algorithms. It acquires interesting points from
an immense data positioning. SPIL is fetched by skyline criteria until the candidate
positional index is found in all of the participating lists. The SPIL is generated for
each attribute and is arranged in ascending order of attribute. Retrieval is carried out
in round-robin fashion. Skyline will eliminate the candidate positional index whose
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corresponding tuple is not a skyline result, as SSPL will figure out the scan depth of
the involved SPIL.

In the succeeding level, SPIL will perform an ordered and selective scan on the
table. This action will refer the candidate positional indexes, which is obtained in
previous level to compute skyline results. As compared to LESS [24], skyline needs
added activity called preprocessing although it performs better on BD as compared to
LESS. Improvement can be worked on preprocessing with reduced implementation
complexity and space requirement. Multilevel key ranges are referred by fast indexing
technique. Multiple searches can be performed by using single pass on the indexing
structure to reduce the price of execution.

This method works for any large number of objects’ sorting based on keys. Imple-
mentation is based on the B +-tree technique, which is similar to indexed sequential
access method (ISAM).

An approach of FB +-tree [25] is quite competent for performing regular searches
without going to disk. Hence, it suits well for high buffer size, appropriate tree
configuration, and popular queries.

Multimedia exploration framework [26] is suggested for social media analysis
in emergency management with online analysis (e.g., by standard incremental term
frequency—inverse document frequency), geo-tagging by entity recognition related
to a location, and an interactive visualization of the results. Events are clustered by
location and followed by online sub-event detection/new terms, so that the rarely used
terms can be removed and new essential terms are added. This activity is followed by
dynamic indexing with high number of indexing terms followed by learn and forget
method as a suggestive idea. In future, this art can be automated by reorientation of
the parameters for learn and forget task.

Ideas of phrase indexing method [27] based on the term discrimination model
are discussed by Fagan and Joel, where non-syntactic phrase construction method
and related issues are covered. Whereas, Al-Shalabi et al. [28] have discussed 3-
and 4-g term indexing. The authors have presented an innovative idea of single
term and dual term query to calculate the similarity between query and documents.
Martin Krallinger et al. [29] have provided an extensive and clear description of
fundamental concepts, technical execution, and current technologies for targeted
retrieval of chemical documents through automatic recognition of chemical entities
in the text. Few selective articles are represented in Table 1 as sample review.

4 Discussion

Data accumulation and handling is a present-day challenge and indexing may be
one of the solutions for improved search. Due to heterogeneity and size, the indexing
plays an important role to reducing the search time, writing, memory usage, etc. Prior
to indexing, sorting out the noise and validating the veracity of the data are issues to
be sorted out. Ranking based on relevance and identification of tricks in unstructured
data are areas to work. Scope exists in schema mappings [10] to work due to the



Indexing in Big Data

Table 1 Sample review

139

Literature Features Advantages Constraints/future scope

Ferragina B-trees and Patricia trees are | Efficient with Updating may be time

etal. [11] combined for internal-node | parallel-disk model consuming, whereas
indices search is fast

Han et al. Skyline criteria till candidate | Low-space overhead to | Preprocessing to

[23] positional index are found in | decrease the I/O cost minimize complexity
all of the participating lists. | importantly and space requirement
Retrieval in round-robin
fashion

Geng et al. | Swift array is used and It is suitable for large compression and MPI

[3] blocks are placed in the order | datasets (message passing
of a Hilbert space-filling interface)-10 can reduce
curve to improve data the data in the block
locality

Mohamed | Quantization schema is used. | Minimum memory Clustering or any

and The technique is associated | usage and improved unsupervised approaches

Marchand- | with MPT as a simple data search precision may reduce search time

Maillet structure for fast response

[10] time and effective memory
usage

Devietal. |Crawling the links and DEFS algorithm is used Minimize the bandwidth

[16] retrieving all information for complete hierarchical | required and make it
associated with them is scanning of accessible to the next
carried to facilitate easy corresponding web links | level of links
processing for other uses

Wang [12] | The tree structure is Framework is configured | Time consuming to
recursively built with two for semi-supervised follow indexing with
terms (1) supervised term for | settings with better prior supervised
indexing performance knowledge regarding
(2) unsupervised term from pairwise constraints
patient vector

Lu [14] Spatial indexing and Advanced R-tree is used | A method for flock
querying of field-of-view to tackle locations, insertion of video can be
(FOV). frames are trimmed | orientations, and view experimented to index
into slices of pie with distances with scalability | huge videos
location and orientation and efficiency

Borge [18] | Large-scale Dictionary is optimized | Addition of learned or
high-dimensional indexing | to reduce dimensionality | customized dictionary
algorithm based on sparse for indexing
approximation and inverted
indexing

Pohl [26] Clustered by location and Dynamic indexing with | Automate by

online sub-event
detection/new terms to add
new terms and vice versa

high number of indexing
terms followed by learn
and forget method

reorientation of the
parameters for learn and
forget task
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limitations of artificial intelligence, which are generated by automatic processes.
These can be worked out by domain experts. Block size plays an important role in
dimension subsetting queries [3]. Hybrid tree approach [11] utilizes more memory,
and hence limits to minimum dimension access. Inverted indexing stands as support
for high dimensions but takes more time to process and limits the search space.
Redrawing the changes [16] in web page consumes time particularly during flock
insertion.

Many repositories provide data in different levels to test the methodology, so
the selection of right repositories is essential. New schema [19] are introduced to
map the points from high dimensions to single dimensions which need stable 6.
Sorted positional index lists [23] need an activity called preprocessing with reduced
implementation complexity and space requirements. Learned and customized dictio-
nary can support indexing apart from reducing the dimensions [18]. Bandwidth with
proper scale is to be provided to handle the redraw changes [16] in heterogeneous
data. Techniques are to be addressed for flock insertion of data [14] during online
process. Handling semantic conflicts [30, 31] using LSI can be extended with taking
care of scalability and performance to support semantic retrieval of documents.

5 Conclusion

This discussion is focused on frameworks, data structures, types of arrays, tree struc-
tures, and mapping approaches for indexing. With the knowledge of automatic phrase
indexing [32] and other discussions [31, 33], a content is in thought process to imple-
ment a recommendation system, where few constraints of discussed methods can be
overcome.

Data Sources Data Indexing Data Analysis

DATA SOURCES
(Twitter or
Facebook)

indexed Data
Storage

Fig. 2 Integration and indexing model
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As mentioned in Fig. 2, we target to design a semantic data relations learning
(SDRL) module to learn the semantic data relation among the social data to efficiently
classify data for accurate integration and indexing. The parameter-based refined set of
social data is then matched against a semantic relation data knowledge as a part of the
semantic similarity-based indexing. A key part of this process involves enhancing
in the data indexing. The basic idea of the proposed approach is to improve the
indexing with semantic relevant data terms, and then find the similarity measure of
the semantically enhanced indexing with the classified social data description vectors
generated in the semantic annotation refinement phase. For evaluating this similarity,
we will employ LSI [31]-based Indexing technique that uses cosine measure as the
similarity metric.
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DataSpeak: Data Extraction, )
Aggregation, and Classification Using Big | @@
Data Novel Algorithm

Venkatesh Gauri Shankar, Bali Devi and Sumit Srivastava

Abstract A huge amount of data is coming due to large set of computing devices. As
abirth of the variety of data, data processing and analysis is a big issue in big data ana-
Iytics. On other hand, data consistency and scalability is also a major problem in the
large set of data. Our research and proposed algorithm aims to data extraction, aggre-
gation, and classification based on novel approach as “DataSpeak”. We have used
k-Nearest Neighbors with Spark as reference and produced a novel approach with
modified algorithm. We have analyzed our approach on the large dataset from travel
and tourism, placement papers, movies and historical, smartphone, etc., domains. As
for ability and accuracy of our algorithm, we have used cross validation, precision,
recall, and comparative statistical analysis with the existing algorithm. Our approach
returns with the fast accessing of data with efficient data extraction in a minimal time
when compared to the existing algorithm in same domain. As concerned with the
data aggregation and classification, our approach returns 98% of data aggregation
and classification based on the data structure.

Keywords Big data - Big data analytics - Classification + kNN
Spark framework

1 Introduction

Data is characterized as the amounts, characters, or images on which operations are
performed by a PC, which might be put away and transmitted as electrical flags and
recorded on attractive, optical, or mechanical account media as Google show us [1].
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The idea of big data is not much; as the name proposes, “Big Data” alludes
to overflowing measures of data which are too extensive to ever be handled and
investigated by customary devices, and the data is not put away or oversaw effectively.
Since the measure of big data increments exponentially, more than 500 TB of data
is transferred to Facebook alone, in a solitary day, it speaks to a genuine issue as far
as investigation [2, 3].

1.1 Classification of Big Data

Classification is important description for measurement of varieties. Nowadays, a
large set of data is created from various online networking sites like Twitter, Face-
book, and from various exchanges done in organization’s databases, from inventory
network situations which supplies huge amounts of data, for instance, given a num-
ber of scanners and so forth. This huge amount of data as big data is also classified
into the five types of big data. The first classification of big data is Structured data,
concerns all data which can be put away in database with row and column. They
contain relational key, and can be effectively mapped into pre-outlined fields. Struc-
tured data is exceptionally sorted out data that transfers conveniently into a relational
database. It is moderately easy to insert, store, query, and examine, however, it must
be entirely characterized as far as field type and name [4].

The next classification is Unstructured, which is the content written in different
structures like web pages, messages, email messages, pdf records, word reports,
etc. Unstructured data is likewise characterized in view of its source, into machine-
created or human-produced. Machine-created information represents all the satellite
pictures, the scientific data from different examinations, and radar data caught by
different aspects of technology [4].

The third classification is Semi-Structured, which is a type of structured data
that does not acclimate with the formal syntax of data models related to relational
databases or different types of data tables, however, regardless contains labels or dif-
ferent markers to isolate semantic components and uphold pecking orders of records
and fields inside the data [4].

The fourth one is Quasi-Structured, indicates the bunch of text data with volatile
data style, which will be manipulated with work, framework, and interval. As for the
example of Quasi-Structured data, the best example is website click-stream dataset,
which will contain some impurities in dataset and structure [4].

At last, Quasi-Unstructured data is the eventual fate of big data, and is neither
organized nor unstructured. Big data will be organized by instinctive strategies (i.e.,
“genetic algorithm”), or utilizing inherent patterns that rise up out of the data itself
and not from rules forced on dataset by people [4]. See Fig. 1.
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1.2 Characteristics of Big Data

Volume [5] is presumably the best-known property of big data; this is nothing unex-
pected, considering more than 90% of all present data was made in the recent years.
The present measure of information can really be very stunning. For example, as
approximately 350 h video are uploaded to YouTube every minute. Velocity alludes
to the speed at which data is being produced, delivered, made, or invigorated. Without
a doubt, it sounds amazing that Facebook’s data stores upwards of 300 petabytes of
data, yet the speed at which new information is made ought to be considered. Face-
book claims 600 terabytes of approaching data everyday. Variety [6] with regards
to big data, we do not just need to deal with organized data, yet in addition, Semi-
Structured and for the most part unstructured data also. Most of big data is by all
accounts unstructured, yet next to sound, picture, video documents, online network-
ing interface, and other text artifacts, there are additionally log records, click infor-
mation, machine and sensor information, and so on. Variability [7], in case, of big
data alludes to a couple of various things. One is the quantity of irregularities in
the data. These should be found by peculiarity and anomaly detection techniques,
if any important analysis happens. Big data is likewise factor in light of the large
number of data measurements coming about because of numerous unique data sorts
and sources. Variability can likewise allude to the conflicting pace at which big data
is stacked into your database. Veracity is one of the awful qualities of big data. As
any or the greater part of the above properties increment, the veracity (certainty or
trust in the data) drops. This is like, yet not the same as, legitimacy or instability.
Veracity alludes more to the provenance or dependability of the data source, its spe-
cific circumstance, and that it is so important to the analysis centered on it. Like
veracity, validity alludes to how exact and rectify the data is for its intended usage.
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As indicated by Forbes, an expected 60% of data scientist researcher’s opportunity
is spent purging their data before having the capacity to do any analysis. The advan-
tage from huge data analytics is just tantamount to its hidden data, so you have to
receive great data administration practices to guarantee predictable metadata data
quality and normal definitions. Vulnerability [8, 9] in big data brings new secu-
rity concerns. All things considered, a data rupture with big data is a major break.
Tragically, there have been numerous big data ruptures or breaches like data theft,
smartphone sensitive data leakage, and network data leakage. Because of the velocity
and volume of big data, in any case, its volatility should be deliberately considered.
You now need to set up rules for data currency and accessibility and also guarantee
fast recovery of data when required. Ensure these are plainly attached to your busi-
ness needs and procedures. With big data the expenses and complexity of a storage
system and recovery process are amplified. Current big data visualization [5] tools
and technology confront specialized difficulties because of restrictions of in-memory
technology and poor adaptability, usefulness, and response time. You cannot depend
on traditional graphs when endeavoring to plot a billion data of lines, so you require
distinctive methods for representing information, for example, data classification and
clustering or utilizing tree maps, sunbursts, parallel points, and coordinates, network
or modeling diagrams. Value [5] is the end amusement for big data. In the reference
of tending to volume, velocity, variety, variability, veracity, vulnerability, validity,
volatility, and visualization, which takes a huge time, exertion, and assets—you need
to make it certain that your business is getting an incentive from the data, i.e., noted
as value of data.

2 State-of-the-Art: K-Nearest Neighbors

KNN can be utilized for both classification and regression predictive issues. In any
case, it is all the more generally utilized as a part of classification issues in the
business. KNN is very impressive in case of following three vital stages:

e Easily interpret output.
e Calculation time or execution time.
e Predictive capability.

KNN is based on nonparametric methods that are great when you have a tons of
data and no earlier learning, and when you would prefer not to stress excessively
over picking only the correct features [10, 11]. K selection is shown in Fig. 2.
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Fig. 2 KNN K-value selection

2.1 K-Nearest Neighbors: Working Steps

e Choosing the estimation of K in K-nearest neighbors is the most basic issue. A
little estimation of K implies that noise will impact the outcome, i.e., the likelihood
of over fitting is high. Consider the value of k = n'/2,

e Arrange the calculated Euclidean distances in nondecreasing order for all training

samples, /> ", (x; — yi)?.

— Sort the Euclidean distances and find the nearest neighbors with the set on
minimum distance (value K).

— Collect the family of all the nearest neighbors.
Let k; represent the number of points exist to the class among K points, i.e.,
K=>0.

— Find the predicted score of the query object, i.e., the majority category of nearest
neighbors (if k; > k;, i not equal to j), then value in class (i) [12].
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Fig. 3 Spark framework
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2.2 K-Nearest Neighbors: Limitations

e As soon as training set is very huge, it takes too much time in analysis [11].
e In case of test set data, the distance should be calculated between test data and all
the training set data. Hence, so much time may be needed for the testing [12].

3 State-of-the-Art: Spark Framework

Apache Spark [13] is an open source, wide range data handling tool with uncov-
ering advancement APIs that qualifies data specialists to fulfill extraction, machine
learning, or SQL workloads, which request rehashed access to data collections. It is
planned such that it can perform batch handling (preparing of the already gathered
activity in a solitary cluster) and data streaming (manage data processing). It is a
broadly useful, cluster processing tool.

Spark is planned such that it coordinates with all the big data tools. For instance,
Spark can get to any Hadoop data source and can keep running on Hadoop clusters.
Spark stretches out Hadoop MapReduce to the next level, which incorporates iterative
enquiries and stream handling. Spark framework is shown in Fig. 3.

4 Related Work

Elegendy et al. [14] presented the features of big data in all perspectives with its
generation and characteristic of big data in different scenarios. Demetrious et al.
[15] proposed the article on big data with its opportunities in big data. They have
explained many issues and good practices of big data in many contexts. He et al.
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[16] gave his view on mobile network big data with the possible user social data,
daily life mobile activity, and different app repository. EMC [17] showed a view
for data science perspective and its option in future. It also explained many data
science tools on big data analytics. Venkatesh et al. [18] proposed a framework
as Anti-Hijack, which identifies session and intent vulnerabilities using honey pot
technology. They analyzed big data of Android malware for security concern. Fu
et al. [19] suggested a framework as EFANNA which is described as fast nearest
neighbor-based algorithm, which emphasizes in divide and conquer techniques. They
also took a large set of dataset as large data and the fast processing of big data with
high throughput. Georgios et al. [20] demonstrated big data and its classification in
the form of storage system and visualization. The state-of-the-art in this article is
totally concentrated on cloud computing issues and options in social network as well
as many data repository. Raghavendra et al. [21] addressed many big data aspects in
computing with fast and efficient approach. The main scenario of this article is based
on validation visualization, verification, and big data management. Yang et al. [22]
presented the idea of new cloud storage challenges on big data platform. Innovation
and challenges of big data consist of processing capability and analogical skills. This
paper also emphasizes on digital earth sources with big data computing. Tsai et al.
[23] explained about big data analytics survey and analysis in many scenarios. This
paper also concentrated on many of data mining algorithms like k-means, kNN, etc.
This paper also discussed many issues with many data mining algorithms.

Our novel approach is based on enhanced K-Nearest Neighbors algorithm (KNN).
We have worked on many large sets of big data. We have proposed a fast extraction,
aggregation, and classifiaction algorithm over KNN with Spark. In the next section,
we will present the novel algorithms with high-performance result over three char-
acteristics velocity, value, and volume.

5 Experimental Setup and Algorithm

Our proposed algorithm based on data extraction, aggregation, and classification
based on novel approach as DataSpeak. Our approach has used K-Nearest Neighbors
and producing a modified novel approach with Spark (which is taken as a retrieval
tool). We have executed and analyzed our proposed framework on the large dataset
from travel and tourism, placement papers, movies and historical, smartphone, geo-
graphical, satellite, genetic, click streamed domain, etc.

The process steps of our proposed model “DataSpeak” is given below:

Retrieve the dataset from the repository using Spark.

Arrange the whole dataset in increasing order

Choose the value of k=Number of element in Quartile-1 (i.e., Q1) and store the
value in dataset.

e Arrange the calculated sample distance for all quartile training sample. If (xi, yi)
is test set data, then Dist(D) =
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(la — xi| +1b — yi])

e Sort the sample distances of all quartile and find the nearest neighbors with the set
on minimum distance (value K).

Collect the family of all the nearest neighbors.

Find predicted score of all the query objects.

Classify the data on the basis of prediction category.

All quartile values as Q1, Q2, Q3, and Q4 give the extracted and aggregated data.
On the basis of aggregated data, we can classify the big data repository, i.e.,
it is Structured, Unstructured, Semi-Structured, Quasi-Structured, or Quasi-
Unstructured.

We are emphasizing on huge training set and evaluating the whole procedure with
modified kNN. In case of distance calculated between test data and the training data
is also calculated in easy steps. The proposed algorithm of Data Speak is given in
the Algorithm 1.

Algorithm 1: DataSpeak: Modified kNN Algorithm with Data Extraction
Data: k, Xi, Yi
Result: Classification of Dataset and its Value
initialization: k, Q;
while Calculating the sample query distance do
Start Spark for retrieval;
Query distance with Quartile;
Set data as increased order;
Data extracted;

while Retrieve the data set using spark do
if (Q1==k then
Sample distance of QI;
Data retrieval start;
Category of nearest neighbors;
Predicted classification of query;
Data extracted;
else if (02==k) then
Sample distance of Q2;
Data retrieval start;
Category of nearest neighbors;
Predicted classification of query;
Data extracted;
else if (03==k) then
Sample distance of Q3;
Data retrieval start;
Category of nearest neighbors;
Predicted classification of query;
Data extracted;

else
Sample distance of Q4;
Data retrieval start;
Category of nearest neighbors;
Predicted classification of query;
Data extracted;

6 DataSpeak: Dataset Collection

We have executed and analyzed our proposed framework on the huge dataset from
travel and tourism [24], placement papers [25], movies and historical [26], smart-
phone [27], geographical [28], satellite [29], genetic [30], click streamed [27], etc.
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Table 1 DataSpeak: dataset  pagaget sources Dataset category Size of data (Mb)
for analysis
Knoema Travel and tourism | 230
Vyoms Placement papers 150
IMDB Movies and 360
historical
Google Smartphone 256
Rtwilson Geographical 310
Google earth Satellite 243
engine
KDD Genetic 156
Google Click streamed 196

We have given fast accessing of data with efficient data extraction in a minimal
time when compared to existing algorithm in same domain using same dataset. As
concerned with the data aggregation and classification, our approach returns 98%
of data aggregation and classification based on data structure using the following
dataset collection. See Table 1.

7 DataSpeak: Result and Analysis

As for the result of “DataSpeak”, we have used the proposed modified kNN algo-
rithm with Spark framework. Our approach gives fast accessing of data with efficient
data extraction and classification in a minimal time when compared to existing kNN
and modified algorithms concept. As concerned with the data aggregation and clas-
sification, our approach returns fast processing of data aggregation and classification
when compared to many proposed researches. See Table 2 and Fig. 4a.

To justify the training and test set, we use to check the precision and recall on
the basis of tenfold-based cross validation, the whole dataset is split randomly into
ten subsamples. These subsamples (A1-A10) are equally divided. Out of ten sub
samples, nine are taken for training set and the rest of subsample is taken as a test
set. See Table 3 and Fig. 4b.

For the classification and aggregation of data structure, we have maintained a
confusion matrix. Confusion matrix creates a comparative analysis of data extraction
and produces an output in the form of data classification and aggregation. See Table 4.
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Table 2 DataSpeak: time elapsed and comparative analysis
Dataset Dataset Size of data | DataSpeak:Time MKNN or Label
sources category (Mb) elapsed (ms) kNN:Time
elapsed (ms)
Knoema Travel and | 230 1736 1967 A
tourism
Vyoms Placement 150 976 1030 B
papers
IMDB Movies and | 360 2167 2213 C
historical
Google Smartphone | 256 1630 1819 D
Rtwilson Geographical | 310 1360 1421 E
Google earth | Satellite 243 1589 1611 F
engine
KDD Genetic 156 1043 1112 G
Google Click 196 1380 1568 H
streamed
Table 3 DataSpeak: accuracy and ability (10-fold)
Group Test set Training set | Recall Precision H-Mean
Al Al A2-A10 0.81 0.82 0.812
A2 A2 Al, A3-A10 |0.79 0.80 0.806
A3 A3 Al-A2, 0.78 0.79 0.795
A4-A10
A4 A4 Al1-A3, 0.81 0.83 0.825
A5-A10
A5 A5 Al-A4, 0.81 0.82 0.81
A6-A10
A6 A6 Al1-AS, 0.82 0.84 0.832
A7-A10
A7 A7 Al-A6, 0.79 0.81 0.805
A8-A10
A8 A7 Al-A6, 0.80 0.81 0.812
A8-A10
A9 A8 Al-A7, 0.82 0.84 0.835
A9-A10
A10 A9 Al1-A8,A10 |0.81 0.83 0.823
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Fig. 4 DataSpeak: visualization

Table 4 DataSpeak: confusion matrix of data classification and aggregation

Dataset Structure (%) | Unstructured | Semi- Quasi- Quasi-
(%) Structured Structured Unstructured

(%) (%) (%)

Structure 97 01 01 0.5 0.5

Unstructured | 0.5 99 0.1 0.3 0.1

Semi- 01 0.5 98 0.3 0.2

Structured

Quasi- 01 0.5 0.2 98 0.3

Structured

Quasi- 01 0.1 0.5 0.4 98

Unstructured

8 Conclusion and Future Work

Our approach “DataSpeak” is a more robust approach for extraction, classification,
and aggregation in big data. We have tested approx 2 GB of dataset and the result
with respect to these dataset is approximately 98%. Our approach overcomes the lim-
itation of kNN, and we have checked the accuracy and ability of the proposed work
“DataSpeak” with statistical approaches like cross validation, precision, recall, con-
fusion matrix, and comparative analysis. Our approach gives fast accessing of data
with efficient data extraction and classification in a minimal time when compared to
existing kNN and modified algorithms concept. As concerned with the data aggre-
gation and classification, our approach returns fast processing of data aggregation
and classification when compared to many proposed researches. As for confusion
matrix, it creates a comparative analysis of data extraction and produces an output
in the form of data classification and aggregation with the result of 98% accuracy. In
the future, we will work with some extensive analysis on more network dataset.
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Design and Implementation of Internet )
of Things Based Multi-sensor Device oo

Ravikant Khamitkar and Farid Valsangkar

Abstract As the technology use in the world progresses the multiple devices and
things will co-operate with each other to achieve high reliability and accuracy in
the information sharing and processing for better future. To achieve this, the inte-
gration of various sensors in single device is designed with the help of standard
enclosure and wireless communication technology. The device consists of various
physical parameter sensors like temperature, humidity, light intensity, proximity are
integrated in single enclosure which communicates its parameters over wireless stan-
dard 802.11 a/b/g/n. The access to the information and or sensor data is achieved
using Secure Message Queuing Telemetry Transport (SMQTT) standard protocol.
The Multi-sensor Device have 32-bit controller based chip ESP8266 programmed to
establish the communication with other devices using IBMs Node-Red programming
tool running on Raspberry Pi. The data is logged locally on the memory of Rasp-
berry pi. The data is accessible from outside network with secured authentication.
The display of sensor data is done on the Node Red based user interface for easy
access.

Keywords SMQTT - Node-Red * Raspberry pi

1 Introduction

With technological advancement for information acquisition and analysis it is nec-
essary to use it for optimum benefits of mankind. The things and devices getting
connected to each other through the wireless and wired channel, the networking of
these devices through the Internet gives access and control effortlessly. The use of
multiple sensors for information acquisition is required many times for various appli-
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Fig. 1 Multi-sensor system overview

cations. The integration of multiple sensors in single package with communication
through the wireless and wired channel can be achieved using various protocols like
SMQTT, AMQP protocol. The SMQTT is used for the implementation of practical
setup of multi-sensor device [1, 2]. The coding is done using Node-Red program-
ming tool running on Raspberry Pi platform. The Sensors are connected to ESP8266
having 32 bit controller and it communicates with Raspberry Pi over wireless chan-
nel using IEEE 802.11 standard. The user interface is designed using Node-Red
user interface and is accessed using IP address of Raspberry pi Device running the
SMQTT broker and Node Red tool.

2 Hardware Overview

The overall system is having the two parts one is Multi-Sensor nodes (ESP8266) and
central node (Raspberry Pi) with Node-Red tool. As shown in figure it can be seen
that the multi-sensor devices are connected to raspberry pi based SMQTT broker
(Mosquitto) using Wi-Fi network [3]. The ISP is also connected to Wi-Fi network
for internet connectivity. The mobile device is also connected to Wi-Fi network and
it can access the various devices sensor data using Node-Red based user interface
(Fig. 1).
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Fig. 2 Architecture of Multi-sensor device

The individual multi-sensor device consists of ESP8266 connected with one pin
Temperature and humidity sensor (DHT11), Ultrasonic Sensor for proximity detec-
tion, Light Intensity Sensor (LDR) and indication LED. The DHT11 is connected to
ESP8266 board through single pin 2 and vcc and gnd pins are connected on the board.
The Ultrasonic sensor is connected to pins 13 (Trigger) and 12 (Echo) on board. The
Light intensity sensor is connected to pin AO of the ESP8266 board. The LED is
interfaced to board via pin 5 for indication purpose. The Board communicates with
Raspberry pi based SMQTT broker and Node-Red tool over Wi-Fi network. The
Raspbian OS is running on Raspberry pi with mosquitto (MQTT) broker and the
IBM Node-Red programming tool [4]. This acts as central node for communicating
with different multi-sensor devices. The Raspberry pi locally stores the data from
various sensors of different nodes and is also visible and available for different users
via the Node-Red based user interface (Fig. 2).
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Flow 1

‘BAF andpoind w hifp response
Fig. 3 Node Red based system design
Table 1 SMQTT topics, publishers and subscribers
Topic name Publisher Subscriber
Room/lamp Switch LED on board
Room/temperature DHT11 (Temp.) UI Chart
Room/humidity DHT11 (Humidity) UI Gauge
Room/light Light Intensity Sensor UI Gauge
Room/proxydist Ultrasonic Sensor (Distance) | UI Bar Graph

3 Software Overview

The software used for the design of the system consists of Node-Red programming
tool, Mosquitto SMQTT broker running on Raspberry Pi and the Arduino IDE for
ESP8266 board programming. The ESP8266 is programmed to collect the data from
the various sensors and publish the data through SMQTT broker via particular topics.
The Raspberry pi based Node-red have user interface which subscribe to the topics
of SMQTT broker to collect and display the sensor data on screen.

From the Fig. 3 it can be seen that there are five MQTT topic nodes which are
connected to the user interface nodes. The data coming from four different sensors
is combined and given to the sensor database file. This file stores the data locally
[5-7]. The database also can be used to access through the cloud like blinky app,
maker.io, etc.

The SMQTT protocol have total five topics as listed below (Table 1).
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Fig. 4 Flow of software interface

The Security is used for the Wi-Fi network access via the SSID and Password
encryption. The User interface and administrator access for Node-Red is allowed
through authentication process only. This helps to avoid unauthorized access to the
sensor data and its use.

Flowchart for the system work is as follows (Fig. 4).

4 Result and Discussion

The system gives the sensor data output display on the user interface for the authen-
ticated users only. The sensors connected to ESP8266 board sends the data to the
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Sensor name Min Max Unit
range
Temperature 0 80 °C
Humidity 0 100 %
Ultrasonic sensor 0 300 CM
(Proximity)
Light intensity 0 100 %o
Sensorl Sensor2
Temperature Light_Intensity
80
a5
» a
111
: 28
153200 15:4200 155400 v b
Humidity Proximity
500
s
250
60 - -

Fig. 5 User interface for the sensor device

Table 3 Comparison with Arduino Based System

Particular Arduino based system ESP based multi sensor device
Base device used Arduino ESP8266

Working frequency (MHz) 16 80

Number of sensors connected |4 4

Protocol used for GSM/GPRS Wi-Fi/SMQTT

communication of DATA

Model of communication

Client-Server

Publish-Subscribe

central node consists of Raspberry pi [4]. The low to high range of the different
Sensor Parameters is as shown in the Table 2.

The User interface is shown below consists of a Switch for led (lamp) control.
There are two groups of Sensors for display as Sensorl and Sensor2. Sensorl have
Temperature and Humidity display. And Sensor2 have Light intensity and Proximity
display. The user interface is updated every three seconds (Fig. 5).

The data is stored on the raspberry pi using Local file storage node in the configu-
ration of the system. The comparison of Multi sensor device is done with the system
based on Arduino in [4] as based on the following parameters (Table 3).
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5 Conclusion

From the implementation of multi-sensor device it can be concluded that the Node
Red platform provides customizable programming options for configuration. The
options for selecting the communication protocol like SMQTT, AMQP, etc., gives
flexibility in design. The security can be added for authentication as well as message
passing over the end-to-end network. The easy replication of the multiple device
makes it scalable. The cost-effective implementation is possible for the common
use. The implementation cost of multi-sensor device will be less as compared with
the device off-the-shelf available in market with same number of sensors.
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Internet of Things for Irrigation )
Monitoring and Controlling L

R. J. Muley and V. N. Bhonge

Abstract The three things that the world runs on are water, wheel, and fire. Agri-
culture is largely based on water, its proper usage, storage, and management. This is
a very key issue. With the advent of technology, manual systems evolved from being
mechanized to being automatic and recently to being smart. The technology wave
of Internet of Things can further ease the tedious task of watering and irrigating the
fields, especially in the water scarce regions as well as in situations where fields are
far away from residential areas. Also it saves the excess use of water for any crop.
Erratic climate behavior in the Indian subcontinent in the last few years has led to
extreme water scarcity in many regions. This paper proposes an irrigation monitoring
and controlling system based on Wireless Sensor Network (WSN) and Internet of
Things. The WSN remotely collects the data from the fields and transfers it to the
cloud. The wireless sensor network uses two sensors: DHT and soil moisture sensor.
A management server accesses the information over the cloud, a graphics user inter-
face processes it and generates a feedback. This feedback is based on a user-selected
crop name (stored in database) in the GUI. The information is sent over the cloud
via IoT gateway. In this work, the hotspot from the mobile phone is used as an IoT
gateway. The ESP8266-12E is used as controller as well as a Wi-Fi module. The
feedback device is a 12 V DC pump. Whenever the soil moisture level senses dry
soil (0-min %), the management system will generate a feedback signal to switch on
the pump.

Keywords Internet of things (IoT) - Wireless sensor network (WSN) - IoT
gateway
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1 Introduction

Agriculture is the livelihood of people in many countries. In recent years food scarcity
is increasing so productivity and food security are important issues. To increase pro-
ductivity more precise farming technique and support from environmental conditions
plays crucial role. Farmers face problems such as fertilizer abuse, diseases on crop,
reduction in arable land, water waste, fragmentation of land, etc. [1]. Fertilizer abuse
and diseases on crop can be stopped by providing ample of fertilizers on loan basis
at the time of plantation and providing insecticides and germicides at concessional
rates. Fragmentation of land should stop if issues on farm land are solved by mutual
understandings. By utilizing arable land periodically, its infertility can be avoided.
Water waste needs special attention, since rain water needs to be stored other than
natural resources and wastage of water also occur while watering the farm, so usage
of water should be done properly. Due to mismanagement of water resources many
areas are facing drought like situations. Water resources are not able to provide
sufficient water to farms over duration of a year. In traditional technique, farmers
supply water periodically, he remains present during watering hours even at night.
There may be situations of irregular supply, more or less supply of water, which can
affect the development of crop. Irrigation can be regulated by automation in farming
technique. An automated system can be installed in farms which will continuously
monitor the moisture level of soil and according to need water will be supplied. One
of the applications in irrigation was started with SMS commanding system where
based on soil humidity water was supplied [2], with a disadvantage that farmers were
not informed about the irrigation status and it did not consider the condition or type
of soil.

Another solution was proposed based on Wireless Sensor Network (WSN) [3].
WSN involves sensors, communication modules and data processing modules, which
monitors soil parameters remotely. It has disadvantage that monitoring can be realized
at short distance by constructing wireless network in ad hoc manner. Data from WSN
cannot be sent over long distance, because it lacks uniform standard communication
protocol.

The third solution is the newer one based on WSN and has capability to trans-
mit data using Internet anywhere, an Internet of Things (IoT). IoT bridges the gap
between communication technologies and sensor network so that network commu-
nication can be done easier and network devices can be managed. IoT has proved a
real time solution to many applications such as home automation, healthcare, indus-
trial Internet, weather [4] etc. With the advent of 10T, it has become very easy to
handle regular task on just a click. It makes use of growing internet technology more
efficiently and created work environment where internet devices are connected to
smart phones [5]. As IoT takes help of WSN, sensors installed on farm can send data
to farmer even if he is not able to reach the farm. With this data available, he can
send command to system which will operate accordingly [6].

Many researchers are working in this field, Rajlakshmi and Mahalakshmi [7] pro-
posed IoT-based crop field monitoring and smart irrigation automation system which
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communicate wirelessly from field to famers and conveys real-time information of
farm. System includes soil moisture, temperature, humidity and light sensors which
capture data and processed by Arduino microcontroller. The data when reaches to
farmer, decision is made to turn ON or OFF the irrigation system. Light sensor, LDR
is used to know the lighting status so that photosynthesis action input can be known.
NRF24L01 wireless module is used to transfer data over wireless by Zigbee and
GPS/GPRS technology. Farmer is provided with web-based application to monitor
the farm data. Bhanu et al. [8] proposed WSN based monitoring of soil parameters
for effective irrigation, according to soil type water holding capacity varies so authors
have provided solution to monitor soil water content. Humidity sensors senses the
water content and data is sent through wireless network to server and then to farmer
so that irrigation event can be started or stopped. WSN system mainly consists of
sensors, transreceivers and microcontroller devices. Abedin et al. [9] worked on IP
based WSN for smart irrigation systems; it uses architecture of WSN and IoT, which
analyses moisture level in the field. Communication from farm is done by 6LoW-
PAN, RPL and IEEE 802.15.4 g protocols. Cambra et al. [6] proposed an IoT Service
Oriented Architectures (SoA) for agriculture monitoring; it uses aerial images along
with IoT and SOA so that it can be applied to large farms. The system presents multi-
media platform for precise agriculture. The farm region is monitored by AR Drones
and irrigation scheduling is done via IoT. Such system covers an area of 12 km. Khe-
lifa et al. [10] proposed smart irrigation system in Algerian environment. Irrigation
system is operated from long distance using 6LoWPAN WSN which connects the
Zigbee network with Internet. Pump is operated to turn ON or OFF the water supply
to farm field.

2 Architecture of Internet of Things for Irrigation
Monitoring and Controlling

The architecture of proposed system has three parts as shown in Fig. 1:

1. Wireless Sensor Node
2. IoT Gateway
3. Management System: PC with Internet (software GUI).

The functions of each part is as explained below:
1. Wireless Sensor Node (WSN):

There are four WSN in the system. Each WSN comprises of two sensors as input
and a 12 V DC pump as output. The input sensors are: DHT11, soil moisture sensor.
These things are connected to the internet by a Wi-Fi module-controller: the ESP8266
12-E. Each is explained in detail as follows:
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Fig. 1 Architecture of proposed system

A. Soil Moisture Sensor:

This sensor collects the moisture data from soil. If the soil is dry, it will be much
resistive and hence the value shown will be high. The comparator shows these values
from O to 1023 levels. The more the value tends towards 1023, the dry will be the
soil [11].

B. DHT-11:

DHT-11 is useful to measure the atmospheric temperature and humidity. This sensor
calculates the relative humidity of the air [15]. In this work, temperature near the
roots is considered. The sensors are mounted on the acrylic sheet and at a height of
1 inch above the ground level.

C. Wi-Fi Networking Solution:

ESP8266-12E [12] offers a complete and self-contained Wi-Fi networking solution.
For this system, it is configured as a client. It is programmed using Arduino IDE.

D. Pump:

A feedback is generated to the output device: a 12 V DC submersible pump [13], used
for model purpose. For commercial applications, it can be changed as per requirement
of user.

These three things (DHT, soil moisture sensor, and pump) upload the data on the
Dweet URL created for each thing.

2. IoT Gateway:

The path over which the data is sent or received over the cloud is called as the IoT
gateway. This could be any general router. The hotspot from mobile phone is used as
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Fig. 2 Hardware
implementation of WSN

an [oT gateway. The model of the mobile is MOTO G (Third Generation). It provides
the hotspot with an SSID and password at a 2.4 GHz band.

3. Management Server:

The management GUI-A Graphics User Interface (GUI) is designed using open
source application Software PROCESSING. It is an open source project initiated by
Casey Reas [14]. Presently it operates under the non-profit Processing Foundation,
501(c) (3). The PROCESSING Software is a flexible software sketchbook and a lan-
guage for learning how to code within the context of visual arts. The PROCESSING
software is free and open source and runs on MAC, WINDOWS and GNU/LINUX
platforms. It is used to monitor and control the WSN.

Figure 2 shows the implemented hardware. Each WSN is numbered 1, 2, 3 and
4. Each is implanted on four parts of the field.

3 Methodology

Figure 3 shows flowchart of the working of system for one cycle. Switching ON the
system, the ESP8266-12E collects data from two sensors. The data collected at an
interval of 1 s, is temperature, humidity and soil moisture. ESP8266-12E collects
data from the sensors and sends to their destined Dweet API via IoT gateway. Dweet
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Fig. 3 Flowchart of methodology

is a messaging and alert system for IoT. It is fast, free and easy to use. ‘Dweeting’
means sending data from the thing to the cloud with web API. User can configure the
Dweet API console. The information on Dweet is safe and secure, due to its locking
provision. It is accessed by the management system, a decision is taken based on
the database minimum and maximum. The decision is either to switch ON or switch
OFF the pump. It is then again uploaded to the destined Dweet API. This upload is
accessed by the destined WSN and action is initiated. Following are the URL that
can be used to retrieve the Dweets for this system:
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Fig. 4 Dweet result for node 3

For node 1: http://dweet.io/get/latest/dweet/for/farm001
For node 2: http://dweet.io/get/latest/dweet/for/farm002
For node 3: http://dweet.io/get/latest/dweet/for/farm003
For node 4: http://dweet.io/get/latest/dweet/for/farm004

Figure 4 shows the results from above Dweet URL.

For pump 1: http://dweet.io/get/latest/dweet/for/pump001
For pump 2: http://dweet.io/get/latest/dweet/for/pump002
For pump 3: http://dweet.io/get/latest/dweet/for/pump003
For pump 4: http://dweet.io/get/latest/dweet/for/pump004

These APIs will be accessed by the respective WSN as well as the management
system. To access or view these Dweets, simply enter the URL in browser and the
Dweets for last 24 h will be shown. If there are no Dweets in the last 24 h, then the
browser shows the following message:

{“this”:"failed”,’with’:404,’because”:”we couldn’t find this”}

4 Results

To monitor and control the irrigation activity, a database is created according to crop
and its minimum and maximum soil moisture level. The database is as mentioned in
Table 1. The Dweet results are explained as follows: from Fig. 4, the soil moisture
reading of node 3 is very high; i.e., more than maximum limit for Jowar crop. It shows
that the soil is moist enough as required for the crop. Hence, the pump is turned off.
Similarly that will be the case of nodes 3 and 4. From Fig. 5, the soil moisture level
of node 1 is below minimum for the crop hence the pump is turned ON. The graphs
in the right side show the temperature, humidity and moisture readings for all the
four nodes with respective colors as specified in the bottom.


http://dweet.io/get/latest/dweet/for/farm001
http://dweet.io/get/latest/dweet/for/farm002
http://dweet.io/get/latest/dweet/for/farm003
http://dweet.io/get/latest/dweet/for/farm004
http://dweet.io/get/latest/dweet/for/pump001
http://dweet.io/get/latest/dweet/for/pump002
http://dweet.io/get/latest/dweet/for/pump003
http://dweet.io/get/latest/dweet/for/pump004
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Table 1 Database

Temp (*C)  Humi %

Temp ("C) Humi %

Temp (°C) Humi %

Temp (*C)  Humi %

R. J. Muley and V. N. Bhonge

Crop Min Max
Rice 22 32
Wheat 25 26
Cotton 20 50
Bajra 21 63
Barely 18 58
Jowar 18 55
Beans 23 32
Citrus 23 32
Maize 25 51
Sorghum 23 65
Soyabean 14 45
Sunflower 32 50
Apricots 52 80

PUMP

node 1

Fig. 5 GUI developed to monitor and control Irrigation activity
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5 Conclusion

In this work, irrigation monitoring and controlling is implemented with WSN and
IoT technology. Also, an effective solution is provided to monitor the three basic
parameters of field: temperature, humidity, and soil moisture. The management sys-
tem with feedback is designed appropriately. The whole system has the advantage
of small volume and high reliability. This system brings innovation to the existing
technology in the irrigation and improves the safety features, hence proving to be an
effective development in the agriculture industry. Irrigation monitoring system con-
firms that the field is not over irrigated and all the data is well recorded for prediction
purpose. In future, sensors and actuators can be added as per the need of user and
application.
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Abstract Power saving is the important issue nowadays, and it is more critical in
hostels because of some irresponsible students who leave the room without switching
OFF the tubes lights and fans. So, for controlling this wastage of electricity in hostels,
we have tried here to develop this system that helps in monitoring and managing
the electrical power requirement. In this system, IR sensors sensed the presence of
students in the room with the help of counter. When it counts one, it means students
enters the room, this counter increases and so on. When the student leaves the room,
it decreases the count and when it reaches up to zero, this indicates that no one is
present in the room. At this time, after few seconds, the switches will automatically
turn OFF, if it is ON, and this information will be sent to the server/cloud where
the authorized person can see or watch all the activities in the room. Here, we need
only Internet for watching the online process. This will be in the form of notification
where it will show the room number, OFF time. The other feature of this system
is, when such notifications will be seen on the screen, one SMS will be sent to the
student about Rs. 100/- penalty or punishment. Internet of Things plays a vital role in
this system. This promotes students to become responsible about careful utilization
of electricity.
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1 Introduction

Power saving is an increasingly important issue for all hostels providing accom-
modation for the students. There is number of existing systems, which are used for
power saving in the hostels but having limitations like Monitoring System. As most
off students tend to forget to turn off the lights or fans on their way out of the room,
the Monitoring System controls the wastage of power by monitoring the occupancy
in the room and turning ON the lights/fans in every room that is unoccupied. To
maintain daily monitoring, the record is complicated and time-consuming for the
hostel management. Hostel Rooms Power Management and Monitoring System are
proposed to reduce the energy wastage due to some irresponsible students in the
hostel. The system makes automatically monitor the status of rooms that is it empty
without switched off the tubes lights and fans in the room or how many students
present in the hostel room by means of IR sensors. To build this system, we have
used the latest software, Arduino which is used for programming and compiling,
OrCAD for circuit design. Also, we have used PHP and HTML for web application
and for data management. To sense the number of occupancies in the room, we have
used IR transmitter and receiver.

2 Related Work

Different authors have proposed their concern method in the field of electrical energy
conservation.

The main goals of energy management system are energy cost reduction and
energy conservation [1]. This management task is supported by hardware and soft-
ware information systems. It means that we should control switches of any room
from remote control devices [2]. It provides convenience to user in a busy sched-
ule. This system is convenient and helpful to elderly or disabled persons. In 2002, a
new distribution automation technology is used to control distribution voltages for
reducing energy uses and control demand and regulation [3].

Fuzzy technique is used [4] to control the street lights and lighting the enterprises.
Using this technique, the control system can sense the natural light and switches
the lights automatically. Earlier, large number of sensors was required for home
automation and energy monitoring. Here, only a single sensor has been used [5].
ZigBee controller has been used to control the dimming light effect on our home
appliances [6]. Optical multiplexing is used to switch the devices digitally with high
speed [7]. To use the energy efficiently, the dynamic switching is used in real time
[8]. The energy saving depends on whether the room occupancy or unoccupancy is
implemented using multi agent system like wireless or Ethernet network [9]. Han
et al. [10] have explained how energy conservation is realized and monitored using
ZigBee hub. Microcontroller has been used for efficient energy management in the
room using IR remote control [11].
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In [12], the author Luigi established an integrated lighting control concept for
utilization of improved lighting design practices, improvements for unoccupied and
daylight hours. Wei et al. [13], proposed a system to achieve real-time monitoring and
control, and improve the energy saving of building intelligently. The wireless sensor
and actuator networks (WSANS5) has been used for energy management systems [14].
Akpama et al. [15], mentioned that reduction of demand of power through improved
efficiency of devices and procedures. The awareness of new technologies and the
cost implication of their application of energy efficiency are explained. The gateway
has shown how much energy is required and consumed in summer. Bjelica et al. [16],
proposed web applications to interact with remote devices. Asynchronous API calls
are used. Liang Hsu et al. [17], mentioned continuous consumption of electricity in
greenhouse. Control solutions have been introduced to use the indoor energy effi-
ciently [18]. The Energy Management in South Africa is important issue because of
budget cuts and increased financial restrictions. This article focuses on the detailed
site audit of all the electrical loads at a tertiary institution. The recommendations
include various techniques that can be used to reduce, even further, the cost of elec-
trical energy on campus [19]. The case study of university building has been taken for
explanation and presents a technique to manage a building power for energy saving.
This case study explained schedule events in general purpose classrooms with mini-
mum energy consumption [20]. Baraka et al. [21], used an Arduino microcontroller
has been used for home automation. The energy-saving devices can be used when
devices are not switched off by the users while leaving the office. The future Internet
smart grid application is used to automatically adapt light, heating, ventilation and air
conditioning, and power save modes of PCs and laptops to the presence or absence
of users [22]. Goyal et al. have explained an energy audit, survey, and analysis of
energy flow for energy conservation in an institute [23]. Energy audit at a Hostel
has been held to estimate the energy consumption daily, monthly, and annually [24].
Arduino microcontroller based Small Smart Home System using WLAN network is
developed for household appliance control [25]. The Arduino-based system records
data when there are power failures [26]. The system is responsible for providing
real-time clock and date needed in the data logging operation. The system shows
display in real time, the consumed average power in watt along with its price [27].
Controlling of home appliances through a single device is explained in this paper
[28]. S. Bhuvaneswari et al. proposed a priority concept to switch the electrical appli-
ances, so as to manage electricity effectively [29]. G. Mendez et al., have explained
the support system for energy conservation using sensors, actuators, and agents [30].

Dey et al. [31], carried out the study PV-based microgrid to secure the load
demands of a university building. The system is modeled in MATLAB Simulink
software (SimPower). Reena et al. considered Building Automation System (BAS)
for research [32]. Chaphekar et al. explained the technique for reduction in energy
cost by reduction of energy consumption. The author has carried out energy audit
at College of Engineering, Pune5 (COEP) hostel campus for this study [33]. On the
basis of the comprehensive survey given in the paper [34], the authors have tried
to implement this system. Recently, IoT-based technology is getting popularity due
to its ease, flexibility, and accuracy in the operation over distance [35]. Hence, we
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adopted IoT-based approach for the online monitoring. The main benefit of checking
hostel room’s status about tubes, lights, or fans at anytime from anywhere.

3 Proposed System Software and Hardware Architecture

The proposed system is built around Arduino version 1.6.9 for the ATmega328
and ESP8266. Arduino is the latest module, which is used for programming and
compiling. For circuit design, we used OrCAD 9.2 version. For web application and
for data management, we used PHP and HTML. IR transmitter and receiver are used
for sensing the presence of student in the rooms.

3.1 Hardware Implementation

The modules used like ESP8266 Wi-Fi Module for on-chip wireless networking,
the Atmega328P Atmel AVR Arduino microcontroller to optimize the power con-
sumption versus processing speed, IR sensor where infrared radiation is smaller than
microwaves but longer than visible light wavelengths that is 0.75-1000 pm and the
optocoupler, also known as opto-isolator which is sensitive to light.

3.2 Software Implementation

Algorithmic steps:

Start
Initialized the IR MODULE, DIPLAY, ARDUINO, ESP8266.
Now, initialize the web page with the help of boot program.
According to entry or exit to the room, increment or decrement of the counter
is done.
5. Running program for counter mode for each entry is IR 1, increment counter
counts its 1.
6. Running program for counter mode for each exit is IR 2, decrement counter
counts its 0.
7. Now, counter check whether it is “0” or not.
8. Ifitis not “0” then it returns to step 7.
9. Ifitis “0” then check status of optocoupler sensor for light ON or OFF.
10. Show this status to web page.
11. Now, check the switches is ON or OFF.
12. If yes, then make relay to turns OFF the switch. Otherwise, no action can be
done.

bl NS
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Fig.1 Our implemented system

13. This information is saved on web page as an excel sheet.

14. When whole steps are done, then if light switch is ON and our system turns
OFF, then system send a SMS for penalty of 100 Rs. to the students at their
mobile number.

4 Experimental Result

The below Fig. 1 shows the implemented setup of our project work.

For online status check, here, is the website http://elpro.org.in/myproject/pow
er_management/HTML/index.html. This website is first copied to the Google for
checking room status. Figure 2 shows the webpage of our project. This is the main
page, from where we login to the sites. Here, we need ID and PASSWORD.

After login and project’s switch ON, it shows the default value of room status
which is 2, after checking the entrance or exit from the room, Fig. 3 shows the room
status on LCD display. Here, room No. 3 status is zero and it means room is empty.

As an example, Table 1 shows software implemented results of the online status
of the rooms on the authorized person’s personal computer, few comparative reading
is also added related to similar work.


http://elpro.org.in/myproject/power_management/HTML/index.html
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Fig. 2 Webpage of our system

Fig. 3 RI, R2, R4 has two students and R3 is empty

Figure 4 shows the SMS to the students who leave the room without turning OFF
the switches of fans and tubes lights. This process proceeds after the above steps are
done.
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No one present in room at
time :2017-10-31 18:20:24
and still lights are on. So
you got fine of Rs 100.

No one present in room at
time :2017-10-31 18:20:24
and still lights are on. So
you got fine of Rs 100.

No one present in room at
time :2017-11-11 11:59:57
and still lights are on. So
you got fine of Rs 100.

Fig. 4 SMS for fine to the student’s mobile

5 Conclusion

We have presented the idea of online monitoring using Internet of Things. The main
benefit from this project is that we can check the status of hostel rooms at anytime
from anywhere only by Internet. The system can also send a SMS for penalty to the
registered mobile number. The implemented system proves to be effective in energy
conservation. This system is specially designed for power conservation. Some future
scope to implement this system is supermarkets, airports, pharmaceutical compa-
nies, animal farms, libraries, hospitals, container yards, shipping, warehousing, car
parking, etc.
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WAN, and WLAN Topologies for VoIP L
Services Using OPNET Modeler

Poonam Chakraborty and Aparna M. Telgote

Abstract Visual and Vocal communication can be transferred through Circuit
switched Network or Packet Switched Network. Public Switched Telephone Net-
work (PSTN) is not an affordable option therefore over existing packet switched
network, Voice over Internet Protocol (VoIP) has become a preferable alternative
due to its reduced cost. However, despite its reduced cost it has so many challenges
which affect its successful deployment. This is because; the quality of VoIP is mainly
affected by jitter, delay, packet loss and some other parameters. This research was
carried out to evaluate voice quality in VoIP experimentally under different scenar-
ios using OPNET network simulator. A VoIP network was simulated using Riverbed
modeler academic edition 17.5 and the behavior and quality of VoIP was studied and
analyzed under different scenarios. The results of the analysis and the performance
evaluation are presented in this paper. This work can guide researchers and design-
ers to design a network for VoIP services and its deployment. It can also guide the
operators to choose speech compression technique for better voice quality.

Keywords Voice over Internet Protocol (VoIP) - Quality of Service (QoS)
Mean Opinion Score (MOS) - Jitter

1 Introduction

With the advancements in telecommunication technologies there evolved the concept
of converged network. The converged networks uses technology that in turn uses
Internet as a medium to transmit data, voice and video information in the form
of packets uses packet switching. It has numerous benefits by providing add-on
to both the service providers and users [1]. The VoIP technology converts voice
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Table 1 Mean Opinion Score | Quality Scale of listening effort
Score (MOS)
5 Excellent No effort is required
4 Good No considerable effort is required
3 Fair Moderate effort is required
2 Poor Considerable effort is required

sample to binary code, which is then stored and transferred in the form of packets.
These packets are then transferred together with thousands of other different or
same data packets on some existing network transmission line [2]. In case of circuit
switching in PSTN, a dedicated channel is reserved over the whole duration of a
call, whereas with the packet switched internet, bandwidth is consumed only when
voice packets are delivered. But Voice over Internet Protocol (VoIP) technology
improves the bandwidth and facilitates creation of new varied services. In packet
switched network data traffic delays are acceptable in the data traffic flow or the
system is asynchronous and extremely sensitive to errors, while in case of voice
traffic significant delays are not acceptable or the system is synchronous and more
tolerant of errors [3].

If we intend to make the system more efficient and also to provide better quality of
service, VoIP is the solution in any business or organization [4] that helps in adding
more features, cuts down operational costs and increases the interaction between
employees and customers [5]. Though VoIP has many advantages such as reduced
cost, accessibility, etc., but it has some challenges such as security and QoS [6, 7].

VoIP security [8] should not be overlooked by the users as this technology has
some inherent security risks and threats associated with it that can affect the orga-
nization’s confidentiality, integrity, and availability. This security risk result from
its architecture which is different from that of the traditional circuit switched based
telephone network [9].

2 QoS Parameters of VoIP Traffic

In VoIP, the major factors that affect Mean Opinion Score (MOS) which is measure of
voice are jitter, echo, speech compression, and packet loss. It is based on a perceptual
scale of 1-5 as shown in Table 1.

The factors like jitter, echo, speech compression and packet loss that affect MOS
are discussed below [10].
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Table 2 Comparison of CODEC Bit rate in Te MOS

CODEC Kbps
G711 64 0 4
G.726 32 7 3.85
G.728 16 7 3.6
G.729 8 11 3.7
G.723.1 6.3 15 3.6
G.723.1 53 19 3.9

2.1 Jitter

It is defined as the latency in the variation in arrival rate of voice packets at the
receiver/destination. The main effect of jitter control is its impact on latency and
packet loss. The packet loss increases if the jitter size exceeds the size of the buffer,
and the VoIP packet is discarded. In order to minimize the packet loss if the jitter
buffer size is increased then the end-to-end latency is increased as more time is
spent in the buffer. This results in a degradation of performance due to high latency.
Therefore, the requirement is that there should be a trade-off between latency and
packet loss.

2.2 Echo

Sometimes the speakers own voice leaks in their own receiver path. This is called
echo—the audible leak-through of a speaker’s voice into their own receiver path.
The “leak through” occurs at the end of the instrument used or in an analog circuit
instrument. Sometimes there is poor insulation between transmitter and receiver
cables and it can also cause leak-through.

2.3 Speech Compression

It uses predictive coding that reduces the bit rate required for transmission of the
voice carrying stream. Impairment factor (Ie) is considered the impact caused by
speech compression due to distortion of the voice during the compression technique.
Comparison of Codec is presented in Table 2 [11].
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Table 3 ITU-T specification  Network Good Acceptable | Poor
for delay and jitter parameters
Delay (ms) 0-150 150-300 >300
Jitter (ms) 0-20 20-50 >50

2.4 Packet Loss

It defines success rate of packet transmission and the measures is given in terms of
percentage. The ITU-T guidelines for the delay and jitter for the different types of
call quality, as listed in Table 3.

3 Methodology

Many challenges are faced by designer of VoIP. This research was carried out to
evaluate voice quality in VoIP experimentally under different scenarios using OPNET
network simulator. A VoIP network was simulated using Riverbed modeler academic
edition 17.5 [12] and the behavior and quality of VoIP was studied and analyzed under
different scenarios. In this research paper the focus is on QoS [13].

The aim of this research [14, 15] is to investigate the effect of the following factors
on system performance:

e Increasing the number of VoIP clients
e Traffic arrival distributions

e Voice codec schemes

e Conference call

o Effect of Interference

4 Implementation Scenarios and Results

4.1 Scenario-1 Analysis of Parameters with Respect
to Number of Nodes in LAN

Initially only two clients are taken and simulation done. Later the number of
nodes/clients increased to twenty and fifty respectively. The network has star topol-
ogy. The components used are Ethernet switch, router, Ethernet workstations and 10
base-T Duplex links as shown in Fig. 1.
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Fig. 1 LAN network model with 2, 20 and 50 nodes
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The Jitter, delay and MOS outputs obtained are shown in Figs. 2 and 3 respectively.
The blue, red and green line indicates two, twenty and fifty nodes respectively. Note
in all the graphs the x-axis represents the time in milli seconds.

Figure 3 shows that a slight amount of delay always occurs. Delay is affected by
the total number of clients placing a VoIP call. The increase in delay with the number
of clients is quiet expected because the packets are likely to take more time so as to
select the correct receiver client out of all the clients.
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Table 4 Result of analysis of VoIP parameters with respect to number of nodes in LAN

Nodes Delay Jitter MOS Packet Packet Traffic Traffic
delay end-to- sent received
variation | end

delay

2 Remains |0 Remains | Delay in | Delay Low Same as
constant constant | packets increases Traffic
at at4.3612 | observed |at 145s sent
0.236 ms from

110's

20 Slight Peak is Starts Delay in | Delay Medium | Same as
variation | observed | from packets increases Traffic
at start with 4.36121 observed |at114s sent
then maximum | but settles | from

constant | value of down at 101 s
at 0.25 ms | 9.8 ns 4.36115

50 Noticeable | Peak is Starts Delay in | Delay High Same as
variation | observed |from packets increases Traffic
at start with 4.36121 |observed |at100s sent
then maximum | but settles | from
constant | value of | down at 100 s
at 33 ns 4.36104
0.292 ms

The MOS value decreases with increase in the number of VoIP clients. This is
because voice quality in VoIP is basically bandwidth dependent. As the number of
client increases the bandwidth available also decreases and hence the quality of voice
and MOS decreases. The various other simulation results of the analysis of VoIP with
respect to the number of nodes in LAN is shown in Table 4 below.

From the result summarized in Table 4 we can observe that the quality of VoIP call
deteriorates as the number of clients in a VoIP network increases. When the VoIP
clients increases, overload happens and causes larger fluctuation in jitter, longer
end-to-end delay, lower MOS value and more packet loss.

4.2 Scenario 2: Local VolIP Versus Long Distance VoIP

Inlong distance VoIP network two subnets are added on the map and each represents a
company or office. The cloud symbol represents the Internet. In Local VoIP Network
LANsS, it has been modeled as subnets. Each LAN contains an Ethernet switch, a
Cisco router and various workstations. The configuration used here is star as shown
in Fig. 4.

One way to assign the VoIP application to our model can be made under the
Application Definition. Application configuration files contain settings specific to
an application. This file contains configuration settings that the common language
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Fig. 4 Local and long distance VoIP call model in LAN

Fig. 5 Traffic sent and
received observed in local
VoIP call model

118212427 3 3336394245

runtime reads and settings that the application can read. Application configuration
and profile configuration are used together to generate the traffic.

After simulation we observe that the traffic received is less than the traffic sent
in Long Distance VoIP call model. On the other hand the Traffic Sent and Received
in the Local VoIP call model is exactly the same. Hence a local VoIP call has no
packet loss even if some small amount of delay is present. But on the other hand
a Long Distance VoIP call does suffer some amount of packet loss since the traffic
sent and received is not the same. The red line represents traffic sent and the blue
line represents traffic received as shown in Figs. 5 and 6.

The summary of various simulation parameters are listed in Table 5.
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Fig. 6 Traffic sent and
received in the long distance
call model
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Table 5 Result of local VoIP and long distance VoIP calling

Scenario | Delay Jitter MOS Packet Packet Traffic Traffic
delay end to end | sent received
variation | delay

Local Maximum | Very Value of |Remains |Constant |Low as Same as

VoIP delay of | negligible | 1.1 moreor |at0.ls compared | Traffic

0.177 ms | almost O s | through- | less toLong | sent
out constant distance
at VoIP
0.118 s

Long Delay Jitter is Maximum | Increases | Increase | High as Is less

distance | increases |increasing | value of | with time. | with time. | compared | than

VoIP with with time. | 3.29 then | Maximum | Maximum | to Long | Traffic

maximum | Maximum | drops to | value of | value of |distance |sent
of 1.4s value is 1.1 7.00 s 945s VoIP
0.556 ms | eventually

4.3 Scenario 3: Ethernet Versus WLAN

Initially a scenario of by WLAN and LAN network with 20 nodes is constructed.
The quality of the VoIP call in both the approach is compared in a LAN or WLAN
network as shown in Fig. 7.

The ITU standards specify that the jitter should be less than 75 ms but not greater
than 40 ms. Jitter is almost O in case of a LAN network, however jitter increases with
time.

The ITU standards specify that the jitter should be less than 75 ms but not greater
than 40 ms. Jitter is almost O in case of a LAN network, however jitter increases
with time and the peak value of approximately 2.2 ms is observed in case of WLAN
[16]. Jitters show tremendous variations in a WLAN network as compared to a LAN
network. The various other parameters were simulated for the LAN and WLAN
setup. A comparative analysis of Ethernet and WLAN is given in table number 6.
From Table 6, we can conclude that Ethernet is better as compared to WLAN when it
comes to variations in factors that influence performance of a VoIP call. High cabling
costs, more infrastructure size and immobile devices make it difficult for an Ethernet
model to be implemented in real life.
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Table 6 Comparison of Ethernet versus LAN
Parameters Ethernet WLAN
Jitter Low High
MOS High Low
Packet end to end delay Low High
Packet delay variation Low High
Traffic sent Same as WLAN Same as LAN
Traffic received Same as traffic sent Traffic is lost

4.4 Scenario 4: Audio Codec Schemes

Here two different encoder schemes G.711 and G.729 are used as shown in Fig. 8. In
both the cases silence suppression is enabled G.729 is the one that offers high quality
as well as robust speech performance quality at the price of increased complexity.
The G.729 speech coder is an 8 kbps Conjugate-Structure Algebraic-Code-Excited
Linear Prediction (CS-ACELP) speech compression algorithm approved by ITU-T
[17, 18]. G.729 requires 10 ms input frames and on the other hand generates frames
of 80 bits in length. With the vocoder processing signals of 10 ms frames and 5 ms
look-ahead, the total G.729 algorithmic delay comes out to be 15 ms.

In the profile configuration we select the various codec schemes for example
G.711 as shown in Fig. 9. The simulation results obtained for various parameters
using audio codec schemes G.711 and G.729 are as listed in Table 7.
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Fig. 8 Model for audio
codec schemes

Fig. 9 Application
configuration in the G.711
network model

5 Conclusion
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The research aimed to increase the QoS in VoIP. There are various approaches for
simulations like ns2, Wandl, Opnet Modeler, etc. The use of Opnet Modeler helped
us to simulate the various scenarios as it is open free software (academic version)
and uses simple modeling techniques. After implementing in Opnet modeler various
scenarios, it was found that all the parameters like delay, jitter, packet delay variation,
packet end-to-end delay, MOS, traffic sent and traffic received increases with the
increase in the number of nodes (clients). With the increase in the LAN distance
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Table 7 Result of Audio Codec Scheme G.711 and G.729

Scenario | Delay Jitter MOS Packet Packet Traffic Traffic
delay end to end | sent received
variation | delay
G.711 Less. 0s Almost Very less | Constant | Very Low | Same as
Maximum constant | almostin |at0.19s Traffic
value of value of 1 | s sent
0.188 ms

G.729 High. Starts Value of 4 | As high | Increases | Very High | Is less
Maximum | with jitter asls t03.7s than
value of | of O s then Traffic
0.5s rises to sent

0.5 ms

there is no improvement in the output values, rather the parameter values increases
and so the Quality Service (QoS) deteriorates. In the wireless scenario it was observed
that the output parameters increase with the increase in the number of nodes (clients).
To optimize the network encoder scheme G.711 and G.729 was implemented and it
was found that by using G.711, there was an increase in the bandwidth which is good
for any communication system. So we can conclude that by using G.711 encoder
the bandwidth efficiency increases tremendously. Also in future we can implement
various other sophisticated methods to improve the QoS.
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Intelligent Attribute Based Encryption )
(TABE) Mechanism for Health Records Creck o
in Cloud

Ranjith Kumar Vollala and L. Venkateswara Reddy

Abstract Various possible definitions are to be found in appropriated figuring. A
vast bit of them focuses on the development in a manner of speaking. Research has
been done to merge all these particular definitions to come up with one uniform
definition. Conveyed processing can best be depicted as a mammoth pool which
contains gear, programming and diverse organizations that can be gotten to through
the “cloud”. Each one of these advantages can be gotten to at whatever point generally.
A significant part of the time the provider of the cloud offers his organization as pay-
per-use. This infers there is high versatility in the use of these organizations as extra
resources are always available. Moving fragile data from in-house IT system to a
cloud arrange has transformed into a mind-boggling and testing undertaking. This
paper proposes another protected technique to secure customer fragile data. In this
methodology, we are considering therapeutic administrations data. We are using
multilevel quality based encryption plot for securing customer’s wellbeing records.
The trial comes to fruition demonstrate ideal results over existing techniques.

Keywords Encryption + Health care - Cloud - PHR - Key

1 Introduction

Public Health Record (PHR) has been created as a patient-driven model of the strate-
gic of well-being data by utilizing the cloud innovation. PHR could be viewed as the
answer for the better administration of a person’s well-being, and as the instrument
that will enable the patient in connection with social insurance suppliers through the
capacity to give his/her own particular therapeutic history. Moreover, PHR enables
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a patient to make, recover and deal with his/her own well-being information record
starting with one place then onto the next place, through a cloud server. For instance,
Alice may first observe a specialist at Clinic A. At that point the specialist alludes
her to Specialist B. Alice may likewise need to take the blood test at research facility
C. At last Alice goes to Hospital D for obtaining restorative treatment. By utilizing
PHR, Alice does not have to bring along or exchange his/her paper-based therapeu-
tic record among various medicinal services suppliers, which adds to the change
of patient’s solace level by utilizing cloud innovation. In medicinal services space,
the quickest developing region is m-Health or portable human services. It means
that entrance to medicinal services information or electronic wellbeing records of
patients is given through cell phones. This has turned into a reality because of the
approach of new advances and accessibility of administrations of 3G and 4G [1].
As individuals of all kinds of different backgrounds are utilizing cell phones and a
little hand held gadgets, the utilization of electronic social insurance records should
be possible through cell phones [2]. In the human services space, the patient care is
changing from individual contact with specialists to different means. Remote well-
being observing frameworks, telemedicine is some new ideas that are getting to be
a noticeably main stream as of late. There is proof of versatility and interoperability
of wellbeing administrations. The most recent systems administration innovations
like Long-Term Evolution (LTE), 4G and WiMAX guarantee better approach for
rendering data to clients. These advancements empower hand held gadgets likewise
to make utilization of media therapeutic information [3].

Tragically creating and sending a portable social insurance framework includes
time, cash, and register assets. The issues here incorporate confinement to get to
human services information, earlier ventures on inheritance frameworks, stockpiling
and preparing necessities and the absence of dependable unified storehouse. A doc-
tor’s facility is a medicinal services association giving patient treatment by master
doctors, specialists and types of gear. A report from a social insurance accreditation
amass says that miscommunication amongst patients and human services suppliers is
the purpose behind the hole in giving crisis therapeutic care to individuals in require.
In creating nations, ignorance is the significant key root for passing’s coming about
because of dubious infections constituting a genuine general medical issue. Ratio-
nally influenced, diversely capable and oblivious patients cannot convey about their
medicinal history to the therapeutic professionals. Human services are encountering
an emotional change in data trade since the most recent decade. The definition edges
of circulated figuring are very gone head to head in regards to today. Disseminated
registering incorporates the sharing or limit by customers of their own information
on remote servers had or worked by others and gets to through the Internet or distinc-
tive affiliations. Appropriated registering organizations exist in various assortments,
including data amassing goals, video areas; evaluate game plan goals, singular health
record locales and some more.



Intelligent Attribute Based Encryption (IABE) Mechanism ... 199

2 Related Works

Security and protection in the social insurance distributed computing are something
other than client benefits and secret word authorization. Distributed computing stages
are multi-area conditions in which every space can utilize diverse security, protection,
approaches and methodology, and trust prerequisites and possibly utilize different
components, interfaces, and semantics, secure information reinforcement procedure,
outsider confirmation. Such areas could speak to exclusively empowered adminis-
trations or other infrastructural or application segments. In human services cloud,
security ought to be the best need from the very first moment. In restorative admin-
istrations cloud applications, a bit of the security and insurance issue and essentials
are orthogonal to the strong cloud advantage model or cloud association indicate
used. Around there, we rapidly demonstrate these issue and necessities. Security in
Cloud Computing involves developed security plans, for instance, encryption, and
get to organization, firewalls and interference disclosure. In inside Clouds handling
the IT office can present all open security game plans which looks well yet in outside
security of cloud computing depends upon the service provider of cloud (CSP). Few
providers do not give in the option of safety game plans, as others let the utilization
of customer safety necessities.

Part based access control (RBAC) [1] has been utilized to build up a broadened
rendition, Open Architecture for Secure Interworking Services (OASIS) [2], to give
a more adaptable access control system. Desert garden was utilized as a part of [3] to
offer a hierarchical security administration framework to oversee get to control for
approved faculty. The entrance control instrument acquainted approving different
human services suppliers with seeing Electronic Health Records, along these lines
sharing required EHRs. Then again, RBAC is deficient to deal with the adaptability
expected to share EHRs due to their various basic and semantic nature. The patient-
driven approval structure proposed in [4] considers totaling EHRs from various social
insurance suppliers into virtual composite EHRs, at that point utilizes an entrance
control conspire for composite EHRs [5] to give access to just approved clients. This
work accepts patients utilize e-Consents [6] to control the sharing of their EHRs.
E-Consents empower patients to give or withhold access to their electronic wellbeing
data. A Unified Data Schema (UDS) reference display, as openEHR [7] and HL7, was
produced to characterize nonspecific semantics and legitimate connections between
quiet data components in EHR cases. The UDS permits a virtual piece of EHRs with a
specific end goal to be collected. It likewise characterizes three properties (birthplace,
affectability, and protest sort) for every hub that will be utilized to keep patients’ del-
icate therapeutic data from being accidentally uncovered. Upon the patient’s demand
and e-Consent, particularly asked for EHR cases for a patient from various clinics
are accumulated utilizing the UDS progressive structure to frame a virtual composite
EHR. An entrance control approach is then created to recognize the approval impact
on the collected virtual composite EHRs. Authors [8—10] discussed several threats
and solutions regarding cloud data. Makers have developed concentrated piece of the
assurance setting and security point of view in the e-cloud appropriated registering.
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The key areas that impact the specific parts of security and assurance in social
protection fogs are: data accumulating and getting ready, organization of e-cloud
Infrastructure, convenience and customer experience. A huge bit of these issues can
be overpowered by the providers of appropriated figuring organizations, frameworks
of help of the e-human administrations system and customers themselves. The legal
points suggest the security order and headings in the countries where use dispersed
figuring. Courses of action on the arrangement of security sanctioning in the
European Union and the United States are shifting. Assurance in the US is scattered
among various assorted territory specific laws and these portions join the social pro-
tection fragment for the HIPAA. A few methodologies and arrangements have been
proposed or executed. For example, the Netherlands executed a concentrated national
EHR framework [11]. The framework utilizes a detached privacy assurance system:
control and caution [12]. In this procedure, a checking framework logs all get to an
EHR, given that all social insurance suppliers can get to every single patient datum,
while the notice framework assesses the consistence of each entrance with getting to
approaches that execute the law. It is discovered that, by and large, unlawful gets to
are around 9% of all solicitations by medicinal services suppliers [12]. Creators [13]
proposed a conveyed approach for ensuring the classification of EHRs. The principle
thought is to epitomize the EHR information of every patient alongside the entrance
approaches into a substance called dynamic package [14] and to store the package in
the vault of the essential medicinal services supplier of the patient. Notwithstanding
consolation from the government few state bureaus of adjustments have actualized
electronic therapeutic records frameworks This parallels the free world where paper
curative records keep on predominating [15]. There are numerous applications,
for example, SONY’s Lifelog’s, Google Fit, and open m-Health accessible in
the market, which measure day by day physical exercises, for example, strolling,
running, bicycling, and transportation. They can likewise quantify diverse wellbeing
related parameters, for example, heart rate, calorie level, and glucose level. The use
case of the examples comprises web applications, building servers, [16].

3 Proposed Work

We display another structure as appeared in Fig. 1 called personal health record
Agent. Here Agent is a line involving the Server of cloud and users. Here each
client is going to upload his health record and particular key is given to agent. After
that agent will generate control key from the user key. Then both keys are used for
encryption kept in the appropriated stockpiling for the authenticity time allotment.
After the authenticity time span, the Ck and its looking at information key is detached
as of the dispersed stockpiling.

Algorithm for encryption

Input: PHR Key
Output: Cipher text
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Fig. 1 Proposed model

Friends \

Agent

PHR owner Doctor

1. Start

2. Select any integer ‘s’
Ck=m.es

Cipher Text CT =m mod Ck

Inside the legitimate era, if any entrance is asked for by the Ck the information key
for encrypting text by unscrambling with the Ck. Using the information key records
are decoded and given to client.

Algorithm for Decryption

Input: Control key
Output: Plain text
1. Select Ck

2. Decryption text=

Once the authority time is over, the Ck is removed from server and also consequent
phr key is also removed. Regardless of the possibility that the scrambled substance
is burglarized, with the control key alone client can’t decode the substance, on the
grounds that the substance is encoded with information key. This guarantees time-
based repudiation of access ideal for the clients of the information in the cloud.

4 Results

We consider Table 1 configuration for testing our method.

As shown in Fig. 2 the encryption time for the proposed system is giving a better
result than the existing system. Here random key generation is faster so it will take
less time for encryption. There are 100 attributes taken. We have ranged attributes
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Table 1 System Cpu Intel core i3 processor
configuration
Ram 8 GB
Hard disk 2TB
oS Windows 10
No of Nodes 8
encryption time
400
330

__—
N S el
B S—

time
in ms

190

120

50

15 30 50 75 100

no of attributes

Fig. 2 Comparison of encryption time

from 15 to 100 in X axis. We calculated the time in milliseconds that is shown
in y axis. For encrypting the 30 attributes existing ABE takes 250 ms whereas the
proposed IABE takes only 150 ms. This shows the efficiency of the proposed system.

As shown in Fig. 3 the Decryption time for the proposed system is taking higher
time than the existing system. Here number of iterations is more that is why decryp-
tion time is higher than existing one. As described in the Fig. 2 for encryption here
also we conducted experiment for decryption time also. The proposed IABE decryp-
tion algorithm takes more time than existing ABE for decrypting attributes. It is
because of the no of iterative steps involved in decryption.

5 Conclusion

The explained work is for securing personal records of health and sharing in cloud.
Allowing for to some degree tried and true servers of cloud, we battle that to totally
comprehend the client-driven thought, clients ought to have total manage of their hold
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Decryption time

500
" /
-

e g
5 c / == |ABE == ABE

230 -.—-_""—'—_

140

50
15 30 50 75 100

no of attributes

Fig. 3 Comparison of decryption time

security during scrambling their health reports to let to know there data. The structure
watches out for the stand-out issues talked by various health record proprietors and
customers, in that we colossally diminish the versatile nature of key organization
while enhancing the security guarantees differentiated and past works. Here use of
IABE to scramble data of health records, so user pat be able to let get to by singular
customers, and additionally unique customers from open territories with different
master parts, capacities, and affiliations. In addition, we overhaul an TABE plan to
manage beneficial and on-ask for customer renouncement and exhibit its security.
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Latent Class Analysis (LCA) Based )
Approach for Finding Best Hotels i

Vijay Singh, Bhasker Pant, D. P. Singh and Santosh Kumar

Abstract Researchers shows a huge interest in Latent Class Analysis (LCA) in
various domains over the last two decades. We proposed a new Latent Class Data
Analysis using Statistical modeling approach to categorize better and worst Hotel
to Stay. The main objective of this study was to find the unobserved classes in the
Trap Advisor dataset. The results allow to identify new entry of the Hotel and detects
whether it lies in Good Hotel category or in worst Hotel category. For evaluation and
demonstration purpose freely, available Trip Advisor dataset is used.

Keywords Latent Class Analysis (LCA) - Statistical modeling * Trip advisor

1 Introduction

As the number of hotels and tourists is increasing so rapidly, it is difficult to esti-
mate whether the hotel is good to stay or bad. Many travel websites like Trip Advisor
(https://www.tripadvisor.in/) or Orbitz (https://www.orbitz.com/) provide the recom-
mendations to users based on some previous history or personalized data. As the data
size increases day by day, there is an open challenge for everyone to extract relevant
information from the existing dataset. Latent Class Analysis (LCA) is one of the ways
to detect the unobserved group from the observed data. LCA is like conventional clus-
tering techniques, but the difference is that it works on log-likelihood while others
work on distance measure. LCA can be applied with dichotomous as well as with
polytomous variable. LCA is somewhat like factor analysis, and it is used to classify
groups based on maximum likelihood membership. Nevin L.Zhang [1] proposed a
Hierarchical class model for cluster analysis; his major contribution was to develop
an algorithm for learning Hierarchical latent class model from data. Although LCA
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is a concept of early 60’s and lots of research have been published on this topic. In
the current era of Big Data, still, the concepts play a vital role. Kenneth et al. [2]
performed a data analysis on school going students using multilevel LCA. They did
a drug use and a health-related survey among the school going students and generate
the meaningful groups to healthy environments and detect the school level behavior.
Latent class growth analysis [3] is used to analyze the physical activities among
women. Most of the data sample shows that very less physical activity. Suleyman
Cetintas et al. [4] proposed student performance evaluation system using probabilistic
latent class model . For demonstrating the methodology, they used real-world, large-
scale dataset and considered almost all information attribute regarding students to
identify unobserved groups and educational contents. Another interesting study was
done by Jeonghoon Ahn [5] for classifying patients using LCA. Their work focuses
on antipsychotic drug therapy and they investigate Sociodemographic, resource and
Clinical utilization. Analysis of measurement error in consumer expenditure survey
was done by Clyde [6]. They use approximately 30,000 cases in the tenure of 4 years
(from 2005 to 2009) and analyzed subgroups to measurement error in consumer
expenditure report. Nema Dean and Adrian E.Raftery [7] proposed the method, how
to select the suitable variable for LCA? They used head-long search algorithm for
selecting clustering variable and they demonstrated their work on two real-world
datasets. Christopher DuBois and Padhraic Smyth et al. [8] analyzed sequence of
dyadic interaction between individuals in the social network scenario. They used
two algorithms for this expectation—maximization and Markov chain Monte Carlo
based sampling and evaluated the system on large-scale dataset having attribute of
receiver, sender, and event type. They investigate real-life issues like missing data.
Jaewoo Choi and Woonsun did a runtime detection of Motives for using social media
usage among the UG students. They applied LCA and multinomial logistic regres-
sion on the dataset collected from 840 Korean UG students. The main finding of
them is that, the Motives are a very important predictor of latent class membership
of social media usage [9]. George B. Ploubidis and his team-mates used LCA in
a different scenario altogether in the analysis of GHQ-28 social dysfunction items.
Their work focuses on person-centered analysis model, classes an individual by a
dichotomous latent variable, and investigates social functioning classification [10].
Another interesting domain where LCA is applied is by Arthur L.C. Antoine and
Keith R. Molenaar, in the field of highway design and construction project catego-
rization [11]. Their analysis explores the characteristics of the project including the
facility type, the size of the project, and the complexity of the project. Their analysis
shows the effective and defensible implementation of LCA of project classification.

1.1 Review of Latent Class Analysis (LCA)

Here we present the brief review for better understanding of this article. Latent
class is a statistical approach and it is a subset of structural equation modeling? The
main motto behind the Latent Class analysis is to and out the hidden groups from the
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observed dataset using the log-likelihood [12]. Latent class Model analogous with the
scenario in which P is an Observed dichotomous variable consisting I groups (a=1,
2,3, ..., A), Variable Q is an observed dichotomous variable consisting J groups (b=
1,2, 3, ..., B), While the variable R is a latent dichotomous or unobserved variable
consisting S groups (c=1, 2, 3, ..., C). Let n(z,gR represents the join probability
in group a on variable A, similarly in group b on variable Q and in ¢ on variable
R. Let 7°F representing the conditional probabilities in class a on variable P, anCR
representing the conditional probabilities in group in group b on variable Q, similarly
Let 7 R representing the conditional probabilities in group c on variable R. The Latent
Class Model by McCutcheon [12] can be represent in this condition as follows:

POR _ _R_PR_OR
T[abc _ncnac T[In
Fora=1,...,A;b=1,...,B,c=1,...,C (1)

According to the above-mentioned model P and Q are conditionally independent
to each other, given the group level on variable R, shown in Eq. 2.

N L
POR _ abc _ _PR_BR
Tape = R Tac Tpe > (2)
T[C
POR _ mhoF . . T . .
where 7, " = =% is the conditional probability in group a on variable P and in

group b on variable Q, given that observation in group c on variable R.

The evaluating measures of LCA are important and that are shown in Fig. 1. The
measures are Evaluating the fit of an LCA, Model-based measures of fit, Model
comparison measure, Distributional comparisons and entropy. In the model-based
measures, log-likelihood and the Chi-square test are involved. In the model compar-
ison measure Akaike Information Criterion (AIC) and Bayesian Information Crite-
rion (BIC) are used. Distributional comparison consists predicted item means and
predicted item covariance. Entropy is used to evaluate the classification certainty
(Macready and Dayton 1977). X test is using to compare the sets of response pat-
terns with the response patterns expected and the Chi-square test perform better in
the scenario where the sample size is larger, and the number of manifest variable
are less. If the too many cells consisting zeros, then the Chi-square test is not valid.
The log-likelihood is nothing but the model formulation over the joint distribution of
the data and used to observe responses of each parameter. The Akaike Information
Criterion (AIC) is used to evaluate the goodness of fit of a model that considers the
number of model parameters(q). AIC evaluating formula is shown in Eq. 3.

AIC =2q —2logL 3)

There is other information criterion besides mentioned above and most of them
are entropy-based.
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Fig. 1 Evaluating measure
of LCA

Model Based

Comparision
Based

LCA evaluating Evaluating
measure the fit

Distributional
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2 Materials and Methods

Here, our main concern how to detect or predict the Good performer or Bad performer
in the context of Hotel based on attribute categories. Therefore, statistical modeling
approach LCA is applied to Trip Advisor dataset and the promising results. The
subsequent section is organized as

e Trip Advisor Dataset Description.
e Preprocessing of Data.

e Latent Class Analysis.

e Comparisons of Results.

2.1 Preprocessing of Data

One of the main challenges while doing a data analysis task in a huge data an efficient
preprocessing of data is required, to accomplishing this task Text Mining(tm) R
package and python program are used JSON format dataset is converted into comma
separated file. Rating are given in the numeric form with a range 1-5 percentage
Value P, is calculated by the formula mentioned in Eq. 4.

Y X % 100

P,
nx*xS5

, “4)
where n is the number of ratings available. Sample data is shown in Table 1.

These percentage value p, six decision class level are embedded with the table.
These classes are with their numeric values Excellent (1), very good (2), good (3),
moderate (4), below moderate (5), worst (6). Then normalized the dataset to dichoto-
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Table 1 Sample data

Table 2 A sample data with
dichotomous values

Table 3 Conditional
probabilities of each class

209

Hotel name Service Cleanliness
Best Western | 91.5 87.6

Grace Inn 49.45 68.23
Phoenix

Holiday Inn 78.56 69.3

Hotel name Service Cleanliness
Best Western | 1 1

Grace Inn 2 2

Phoenix

Holiday Inn 1 2

Conditional probabilities of each class

Service Class 1 Pr(1):0.9670 | Pr(1):0.0330
Class 2 Pr(1):0.1397 | Pr(1):0.8603
Cleanliness Class 1 Pr(1):0.9979 | Pr(1):0.0021
Class 2 Pr(1):0.3108 | Pr(1):0.6892
Value Class 1 Pr(1):0.9496 | Pr(1):0.0504
Class 2 Pr(1):0.0862 | Pr(1):0.9138
Quality Class 1 Pr(1):0.9408 | Pr(1):0.0592
Class 2 Pr(1):0.1534 | Pr(1):0.8462
Room Class 1 Pr(1):0.7147 | Pr(1):0.2853
Class 2 Pr(1):0.1667 | Pr(1):0.8339
Location Class 1 Pr(1):0.8922 | Pr(1):0.1078
Class 2 Pr(1):0.0475 | Pr(1):0.9525

mous values. If the percentage value P, is greater than 70 then the value replaced by
1 otherwise replaced by numeric value 2. The sample output is shown in Table 2.

2.2 Latent Class Analysis (LCA)

In this section Latent Class Analysis is applied to find the hidden unobserved classes
within the Trip Advisor dataset. After getting the normalized data from the prepro-
cessing stage, applied Latent Class Analysis using the R library poLCA. Here the
two cases are considered to implementation of latent class analysis. In the first case
two-classes latent classes are used and the conditional probabilities are shown in
Table 3, while in the second case two-classes latent class regression using Deci-
sion attribute as a covariate is used to detect the groups as “Good” versus “Bad”.
Conditional probabilities of the second case are shown in Table 4.
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Table 4 Conditional

T Conditional probabilities of each class
probabilities of each class

Service Class 1 Pr(1):0.9639 | Pr(1):0.0361
Class 2 Pr(1):0.1346 | Pr(1):0.8654

Cleanliness Class 1 Pr(1):0.9970 | Pr(1):0.0030
Class 2 Pr(1):0.3035 | Pr(1):0.6965

Value Class 1 Pr(1):0.9413 | Pr(1):0.0602
Class 2 Pr(1):0.0900 | Pr(1):0.9100

Quality Class 1 Pr(1):0.9398 | Pr(1):0.0602
Class 2 Pr(1):0.1450 | Pr(1):0.8550

Room Class 1 Pr(1):0.7181 | Pr(1):0.2819
Class 2 Pr(1):0.1529 | Pr(1):0.8471

Location Class 1 Pr(1):0.8870 | Pr(1):0.1130
Class 2 Pr(1):0.0461 | Pr(1):0.9539
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Fig. 2 Classes; population share

Estimated class population shares are 0.6411 and 0.3589. The predictive class
membership are 0.6389 and 0.3611 shown in Fig. 2. There are total 9256 observations
are taken and the number of estimated parameters are 13. The residual degree of
freedom we get is 50, while the log-likelihood is —22678:26. The AIC and BIC value
are 45382.53 and 45475.26 respectively. The log-likelihood ratio G? is 1930:829 and
Chi-square (X?) value is 2495:23. Decision attribute is considered as a covariate to
predict class membership as “Good” versus “Bad”. Estimated class population shares
are 0.6457 and 0.3543. The predictive class membership is 0.6428 and 0.3572.

In the second case latent class regression is applied and the total number of obser-
vations 9256 is taken. Number of estimated parameters are 14 including Decision
attribute. Residual degree of freedom is 49, and the maximum log-likelihood is
—19068. The AIC and BIC value are 38165:08 and 38264:94 respectively. The Chi-
square (X?) value is 2467.341. Fit for the two latent classes are shown in Table 5.
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’Iiable 5 Fit for two latent Fit for two latent classes
classes Coefficient | Std. err t value Pr(>ltl)
(Intercept) | —10.77433 | 0.31213 —-34515 |0
Decision 2.90822 | 0.08479 34300 |0
Decision as a predictor of persistent performance of the Hotel
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Decision category, low to high

Fig. 3 Class distribution (on training data)

3 Results and Discussion

This study examines the Trip Advisor dataset on the various attribute using the latent
class analysis. Results are promising, Fig. 3 shows the perfect inverse graph and
the point where the two groups intersect each other (an equilibrium point). A point
where there is uncertainty that the object belongs to “Good” or “Bad” class. Figure 3
shows the class distribution (on training data), Fig. 4 shows the class distribution (on
testing data), while Fig. 5 shows the comparison on the test cases.

4 Conclusion

Predicting Hotel performance is an important task. This paper proposed a system
that is capable enough to predict “Good” or “Bad” Hotel based on attributes using
statistics modeling Latent Class Analysis. The systems perform better when there are
sufficient data. It is observed that proposed LCA method produced better results on
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Decision as a predictor of persistent performance of the Hotel
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the function ally independent variables. The proposed methodology can be applied
to another similar type of datasets.
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Abstract Influence is a phenomenon occurring in every social network. Network
science literature on Influence ranking focuses on investigation and design of compu-
tational models for ranking of nodes by their influence and mapping the spread of their
influence in the network. In addition to this contemporary literature seeks efficient
and scalable influence ranking techniques that could be suitable for application on
massive social networks. For this purpose joint and conditional probabilistic models
could be a way forward as these models can be trained on data rapidly making them
ideal for deployment on massive social networks. However identification of suitable
predictors that may have a correlation with influence plays a major role in deciding
the successful outcome for these models. The present investigation proceeds with
the intuition that interaction is positively correlated with influence. Furthermore,
through extensive experimentation it identifies a joint probabilistic model and trains
it on interaction characteristics on nodes of a social network for influence ranking.
A qualitative analysis of these models is presented to highlight its suitability.

Keywords Social network analysis + Social influence analysis
Network centrality + Influence Ranking

P. Nerurkar ()
Department of CE & IT, VITI, Mumbai, India
e-mail: pranavn91 @gmail.com

A. Pavate
Department of CE & IT, Atharva CoE, Mumbai, India
e-mail: gavkare@gmail.com

M. Shah
Department of CE & IT, Rizvi CoE, Mumbai, India
e-mail: mansishah928 @ gmail.com

S. Jacob
Jagdishprasad Jhabarmal Tibrewala University, Jhunjhunu, Rajasthan, India
e-mail: samueljacob@atharvacoe.ac.in

© Springer Nature Singapore Pte Ltd. 2019 215
B. Iyer et al. (eds.), Computing, Communication and Signal Processing,

Advances in Intelligent Systems and Computing 810,
https://doi.org/10.1007/978-981-13-1513-8_23


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1513-8_23&domain=pdf

216 P. Nerurkar et al.

1 Introduction

Social influence is referred to as the behavioural change or alternation in performance
of actions of an individual brought about due to interchanges conducted with other
individuals. It has known to be the causal link for other well documented phenom-
ena seen in social networks such as social competition, peer pressure, homophily,
information spread, network evolution. Influence is also important in constraining
the flow of dynamics within a network [1].

In online social networks, social influence may depend on factors such as strength
of relationships between nodes, distance between the nodes, number of paths for
traversal from a node to its neighbors and characteristics of the individuals in the
network [2]. However, for the purpose of developing a computational model that
shall measure influence quantitatively and qualitatively, a statistic based measure is
required. Statistic based measures proposed in the literature for measuring influence
are centrality, between-ness, closeness, decay etc. These methods focused only on the
structural characteristics of a social network to calculate the influence of nodes in it.
Influence Maximization technique goes beyond such simple statistical measures and
provides an alternate method to measure influence. However it is a subset selection
problem and hence is fundamentally different from Influence ranking which is a
measurement problem. Hence it is not the focus of the present inquiry.

Joint and conditional probabilistic frameworks could be the suitable methods
to measure influence. This is because such techniques have been experimentally
verified on wide range of scenarios. The advantage of these methods is that they can
be trained rapidly on data. This makes them suitable for deployment on massive social
networks such as Twitter, Facebook etc. However, a key aspect that determines the
success of these methods is the selection of suitable predictors for training them. This
inquiry selects statistics about user interactions for training four probabilistic models.
Extensive experiments are then performed using these frameworks on Twitter data.
Standard evaluation metrics are used to select the most optimal model out of these.
The aim of this work is to extend the literature on use of probabilistic models to rank
nodes on influence.

2 Review of Literature

The edge and node measures for calculating centrality are techniques that rely on
structural features which ignoring attribute level data of a node or interaction char-
acteristics of a node in the network. To overcome these drawbacks Influence Maxi-
mization technique and Probabilistic Generative models were proposed.
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2.1 Quantifying Influence

A formal computational definition for influence is proposed in [3]. The nodes are
x; and x; and ¢ and ¢ — 1 are the time instants, a;; denotes value of the adjacency
matrix at time instant # for nodes i and j.
N N |
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The numerator is the conditional probability that two nodes that were not linked at
instant ¢ — 1 are linked at ¢ have seen increase in their similarity. The denominator
calculates the conditional probability that two nodes that were not linked at # — 1 see
an increase in their similarity at ¢ as compared to # — 1. This method however does
not differentiate the influence from various angles [2].

2.2 Influence Maximization (IM)

The formal definition of the problem is: Given a social influence graph G (V, E) with
V, E representing vertices (individuals) and edges (social relationships) respectively.
P (u, v) is the probability that v is activated by an already active node u sharing a
directed edge (u, v). Independent cascade model allows a small sets of seed nodes
to be activated. Then a node u can activate its neighbor v with probability p(u, v).
Influence spread is denoted as the maximum number of nodes activated. The problem
is to maximize the influence spread [4]. IM is an NP-hard problem and hence a greedy
approximation algorithm is used that can theoretically guarantee influence spread is
within 63% of the optimal influence spread. However, the greedy algorithm requires
the evaluation of the influence spread given a seed set. This step is time consuming.

In contrast to this line of work, statistics of interaction by nodes were also explored
for measuring their influence in the network. Interaction occurs in the network
through activity performed by the node, response received from its neighbors on
such an activity, propagation of activity further throughout the network, activating
reaction from nodes not directly connected to each other etc. Klout rank is one such
measure that ranks nodes in a network as per their influence based on their statistics of
interaction [5]. These statistics are collected from multiple social networks of which
the node is a participant. Klout rank uses a feature vector of 3600 attributes which are
statistics of user interaction on the social platform and analyzes interactions between
the user and other participants on the social network to generate a score. Alexy et al.
have investigated use of machine learning for calculating influence ranks based on
data generated from social network activity by the users [6]. Behnam et al. modelled
influence of a node in a network based on metrics such as number of followers and
ratio of affection [6]. The purpose of the current inquiry is to advance the existing
knowledge in the field of influence analysis by providing experimental evaluation of
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conditional and joint probabilistic learning techniques to model influence of nodes
on social networks.

3 Mathematical Model

Learning techniques build a function g € G, where G represents the hypothesis space.
Function g : X — Y maps the input space X to the output space Y. If F denotes the
space of scoring functions f such that f : X %« Y — R then g is as shown in Eq. 2.

g(x) = argmax f(x, y) (2)

Then a suitable conditional probability model or joint probability model is chosen for
mapping f to g. For a conditional probability model, g is calculated as P (y|x) and for
a joint probability model g is P (x, y). A method to choose the appropriate model is
structural risk minimization in which a regularization penalty called L, norm which
isy” j ﬂf is incorporated in to the cost function J(0) to minimize over-fitting.

3.1 Learning Technique for Ranking Influential Nodes

Conditional probability model or joint probability models are then used in the below
technique to identify the most suitable model amongst them for comparing influences
and ranking nodes as per their influence.

Algorithm 1: Influence Ranking model

1 Set initial seed for random numbers;

2 Set the training control values;

3 Set the tuning grid for parameter search;

4 for each parameter set do

5 for each re-sampling iteration set do

6 hold out specific samples;

7 Pre process the data (Center and Scale);
8 Fit the model on the remaining samples;
9 Predict the held out samples;

10 Calculate the average performance across held out predictions;

11 Determine the optimal parameter set;
12 Fit the final model to all the training data using optimal parameter set ;
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Table 1 Description of the Sr. No.

Name Description
data-set — -
1 Training set size 5500
2 Test set size 5952
3 Feature vector 8
4 Classification Binary
Table 2 Attributes in the Sr. No Feature list Sr. No Feature list
feature vector -
1 Follower count 5 Following
count
2 Listed count 6 Mentions
received
3 Retweets 7 Mentions sent
received
4 Retweets sent 8 Posts

4 Experimental Study
4.1 Data-Set

Data-set used for the experiment consists of features extracted about user interaction
characteristics (Tables 1 and 2) from Twitter—an online social network [6]. Twitter is
a graph G = (V, E) with n nodes having k attributes which have been formed using
its interaction characteristics. These have been collected from the nodes activity
observed over an online social network. Any two nodes, A, B of G are picked and
a feature vector x; is built by combining their individual interaction characteristics
i.e. x; = a;, b;. This is used to build a dataset X that contains training samples of
the form (x1, y1)...(x,, y») such that x; is the feature vector of the ith example. The
corresponding class label of x; is y; which represents the human judgment about
which one of the two individuals in x; is more influential. Thus y; € 0, 1 such that
y; = 0 means first user is more influential and y; = 1 means that the second user is
more influential.

Learning models described in Sect. 4.2 are used in the Influence learning strategy
proposed in Sect.3.1. Performance metrics used for selection of the appropriate
model are Accuracy, Kappa, Area under the ROC curve, specificity, sensitivity, Log-
loss, Precision and Recall.
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Tab}e 3 Parameters of the Model nhid actfun
Optimal Ex-LM model - -
Ex-LM-1 14 Radial basis
Tab}e 4 Parameters of the Model mTry Metric
Optimal Rf model
Rf-1 2 Accuracy
Rf-2 1 ROC
Rf-3 3 Logloss
Rf-4 7 AUC
4.2 Result

4.3 Artificial Neural Network: [7, 8]

This model is a single hidden layer feed-forward neural network whose tunable
parameters are number of hidden units (nhid) and activation function (actfun)
chosen using the random hyper-parameter optimization [9]. The optimal model was
chosen by fivefold cross validation repeated 5 times on the basis of Accuracy metric
(other metrics aren’t calculated for this model as it doesn’t give class probabilities)
(Table 3).

4.4 Random Forests (Rf): [10]

Random forests were the next model trained on the interaction characteristics. Tun-
able parameter is the number of trees (m7'ry) for this model. Four different optimal
models were selected one each for the metrics Accuracy, Area under ROC curve
(ROC), Area under Precision-recall curve (AUC) and logloss. fivefold cross valida-
tion was used with 5 times repeat (Table4).

4.5 Stochastic Gradient Boosted Trees (GBM): [11]

Stochastic Gradient Boosted Trees were the next model trained on the interaction
characteristics. Tunable parameter is the boosting iterations (n.trees), maximum
tree depth (interaction.depth), (shrinkage) and minimum terminal node size
(n.minobsinnode) for this model. Four different optimal models were selected one
each for the metrics Accuracy, Area under ROC curve (ROC), Area under Precision-
recall curve (AUC) and logloss. fivefold cross validation was used with 5 times repeat
(Table5).



Analysis of Probabilistic Models for Influence Ranking in Social Networks 221

Table 5 Parameters of the Optimal GBM model

Model n.trees interaction.depth shrinkage | n.minobsinnode Metric
GBM-1 2695 2 0.06 12 Accuracy
GBM-2 190 1 0.42 13 ROC
GBM-3 32 2 0.56 12 Logloss
GBM-4 196 10 0.32 20 AUC

Table 6 Parameters of the Optimal xgbTree model

Model nrounds | max- eta gamma | col-bt | min-cw | subsample | Metric
depth

xgbTreel | 573 10 0.09 |5.01 0.64 19 0.91 Accuracy

xgbTree2 | 816 1 0.4 3.02 0.55 11 0.49 ROC

xgbTree3 | 901 1 0.06 7.65 0.64 8 0.72 logloss

xgbTree4 | 175 2 0.05 2.7 0.59 13 0.81 AUC

4.6 Extreme Gradient Boosted Trees (xgbTree): [11]

Extreme Gradient Boosted Trees model was trained on the interaction characteristics.
Tunable parameter are the Boosting Iterations (nrounds), Max Tree Depth (max —
depth), Shrinkage (eta), Minimum Loss Reduction (gamma), Sub-sample Ratio
of Columns (col — bt), Minimum Sum of Instance Weight (min — cw), and Sub-
sample Percentage (subsample) for this model. Four different optimal models were
selected one each for the metrics Accuracy, Area under ROC curve (ROC), Area
under Precision-recall curve (AUC) and log-loss. fivefold cross validation was used
with 5 times repeat (Table 6).

Optimal models selected from the above procedure were selected evaluated on
the test data. Based on the evaluation metrics it can be inferred the xgbTree models
fit the test data better than other ML techniques applied on the training dataset.
xgbTree models are ensembled predictors of balanced decision trees and also have
the advantage of not overfitting the data.

Table 7 demonstrates that Extreme Gradient Boosted Trees (xgbTree) were found
to be the most appropriate probabilistic models amongst those reviewed in this study
for influence ranking on the Twitter dataset. xgbTree model supports parallelization
of tree construction, cache optimization of data structures and algorithm to make
best use of hardware, distributed computing and out-of-core computing for very
large datasets that do not fit into memory for training very large models using a
cluster of machines [12].
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Table 7 Results of Optimal ML based model on test data

Model Accuracy Kappa ROC Sensitivity Specificity
Ex-LM-1 0.66 0.32 - - -
Rf-1 0.77 0.54 0.77 0.77 0.78
Rf-2 0.77 0.54 0.77 0.76 0.77
Rf-3 0.77 0.54 0.77 0.76 0.78
Rf-4 0.77 0.54 0.77 0.76 0.78
GBM-1 0.78 0.57 0.78 0.76 0.79
GBM-2 0.78 0.55 0.78 0.77 0.78
GBM-3 0.78 0.56 0.78 0.76 0.79
GBM-4 0.76 0.52 0.76 0.74 0.77
xgbTree-1 0.79 0.57 0.79 0.77 0.8
xgbTree-2 0.77 0.53 0.77 0.75 0.78
xgbTree-3 0.78 0.57 0.78 0.77 0.79
xgbTree-4 0.79 0.57 0.79 0.77 0.8

5 Conclusion

This inquiry was conducted on the intuition that interaction occurs between entities of
any social network and this could play an important role in modelling of influence.
Hence statistics related to interactions made by entities in a social network were
utilized to model influence and rank the entities as per their influence. Joint and
conditional probability based techniques were used such as Neural networks, decision
trees, ensembled predictors to conduct the inquiry. Based on the evaluation of the
performance of the learning techniques on the data it was concluded that Extreme
gradient boosted trees were the most suitable amongst the techniques used. The key
advantage of this technique over other methods would be that it could scale well over
massive online networks compared to other influence ranking models.
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Abstract Massive increase in population around the world and the advent of more
and more number of people moving to cities for livelihood has increased the demand
for better transportation and infrastructure. It has given rise to conflicts between
multiple smart city services and demands the better project management. Here, we
are putting forward a fresh approach for smart city project management using the
live data feed through which we detect the conflict in real time, which in turn helps
the authorities for better decision-making.

Keywords Smart city services - Cloud computing - Data mining
Project management

1 Introduction

Everlasting growth of road framework, vehicles, and their movement problems have
transformed into a boundless issue in nearly all urban regions around the globe. In
the midst of crest hours, it is mind-bogglingly typical that an emergency vehicle
can jam in long vehicle line for a long duration. This negatively impacts the general
well-being and national economies [1]. Due to this, it is possible the rescue operation
may be badly affected in the emergency hours. A decent administration method in
post fiasco circumstance necessitates informing each and every concerning vehicle
and also on the route of the emergency vehicle so they can clear out and offer a way
to the emergency vehicles.
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Lately, the Internet of Things (IoT) is fixated on structures, conventions, frame-
works, and administration for the sensible interconnection of diverse things, to
establish sending, and a development of noteworthy worth included administrations
[2]. The weight of the IoT things, administrations, and stages is sustained by dis-
tributed computing and cloud computing stages. With the IoT being a multidisci-
plinary ecosystem, it is right now being utilized in regards to circumstances asking
for consistent data getting ready and providing responses, for example, related and
self-decision vehicle circumstances [3].

In this paper, we simplify the fundamentals of what outlines a smart city, which
we require as a city in ease of use and in which the ICT is mixed with standard
frameworks, and supervised and synchronized using new digital advancements. With
these advantages, citizens, government authorities and other organizations can work
together to understand the city in a better manner. We put our idea for building up
new information of urban issues, for instance, response for emergency services.

2 Literature Survey

Past centuries witnessed the monstrous growth of industrialization and as an effect
of its humongous urbanization, which in turn makes ways for new and incredible
cities—at first in Europe, and then worldwide. The new employment possibilities
on horizon have resulted in the massive immigration of rural population from rural
villages into these new but unplanned cities. In 1900, just 13% of world populations
were in the city area; and by 1950, the mark reached 29% [1].

Cities are expanding swiftly and with the expanding urban populaces, the devel-
opment should be accelerated all the more effectively. Developing cities have restric-
tions on land usages, and they are defining their new lifestyles and traditions, which
are beyond the authority reach to get easily controlled. City boundaries are tough to
characterize being based on economics more specifically. It often causes animosity
among various authorities involved [3].

The smart city vision must be endorsed through open, controlled, and consolidated
urban working frameworks to maintain a strategic distance from traders forcing
business models and offer an unchecked data to all citizens instead of removing
virtual gated assemblies and corporate enclaves. Urban execution directly depends
not only on the city’s advancement of smart capital but also on the openness and
nature of human and social capital.

The critical test that we and the rest of the society go up against is gripping as we
develop new digital innovations; we use those same advancements to think about the
systems, their application, usage, and impact on society.
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3 Problem Statement

The proposed work aims to develop a smart city management system wherein real-
time multiple service operation and the conflict detection will be available.

4 System Overview

Smart city platform has diverse troubles that can be of distributed nature in terms of
architecture and they support us to see distinctive service challenges to settle themin a
collaborative way. Other computing architecture can similarly be improved on a very
basic level to grow the confounding and heterogeneous architecture. Following this,
we illuminated an instance of one of the architectures by investigating the resource
model. We in like manner exhibit various sorts of use cases, which can be associated
with smart city architecture and to the known computer architecture.

A. Resource Model

The physical computing provision accessible to smart city project operations incor-
porates computation and communication sources. Computation sources incorporate
equipment apparatuses required to perform computation tasks, while communication
implies to the instruments vital for cooperation among jobs executing on other com-
putation nodes. This includes communication bandwidth, latency, network topology,
and conceivable safety efforts [4].

B. Present Computation Patterns and Use Types

Diverse sorts of applications can be accommodated by smart city platforms. These
applications are extended on resources of the same computing group and furthermore
resources of different computing groups depend on the application [4].

Nowadays, increasing the number of vehicles on roads increases the problem
of traffic congestion. Due to which it takes more time for an emergency vehicle
to reach its destination. To overcome this, relied on all statistics, traffic congestion
should be minimized or controlled. So, the proposed system is built in real time.
This application works as the lifesaver. Cloud plays an important role in emergency
vehicle and all other transportation vehicle or commercial vehicle [4].
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5 Implementation

5.1 Big Data Acquisition Unit

For our experiment, an API data feed is used for live sensing of data from remote
areas and at runtime, the framework is designed to filter and validate the data and
store it to the NoSQL architecture for further processing.

Algorithm I. Filtration and Load balancing algorithm

Input: Live data feed process dataset
Output: filtered data in fixed size block and send each block to processing mechanism
Steps:

1. Filter related data, i.e., processed data. All other unnecessary data will be dis-
carded.

2. Divide the data into appropriate key—value pair.

3. Transmit unprocessed data directly to aggregation step without processing.

4. Assign and transmit each distinct data block of processed data to various pro-
cessing steps in data processing unit.

Description: This algorithm takes live data and then filters and divides them into
segments and performs load balancing algorithm.

In Step 1, related details are filtered out.

In Step 2, filtered data are associated with different key value pairs and each pair is
different numbers of sample, which results in forming a data block. In next steps,
these blocks are forwarded to be processed by the data processing unit.

5.2 Data Processing Unit

Discarding the unwanted data and preserving the application critical data should be
the basic function of any data primary processing architecture and since we are using
the cloud to facilitate our processing environment, it is feasible to process and filter
massive amount of data in real time.

Algorithm II. Processing and calculation algorithm

Input: Filtered data
Output: Normalized disruption data.
Steps:

1. For each network rail operator performance, categorical data like G for good, A
for average is extracted.

2. Normalize the disruption data for all the three modes

3. Persist the data into data store and forward it.
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Fig. 1 Smart city data flow
diagram
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Description: The processing algorithm calculates the results for different parameters
against each incoming filtered data and sends them to the next level.

In Step 1, the calculation of good and average along with the trend and furthermore,
in the next step, the results are transmitted to the aggregation mechanism.

5.3 Analysis and Decision Unit

This unit is used for further processing and gives the aggregated result of the overall
data processed. Various types of application-specific algorithms and business logic
classes are written in this unit. The algorithm can change from requirement to require-
ment and dependent upon the analysis and processing needs of the application, as in
our case we are proposing the conflicts on different services in terms of disruption
percentage.

Algorithm III. Multimodal summarization algorithm
Input: Normalized disruption data.
Output: Final result summary

1. Gather the data from data store in normalized format.

2. Apply summarization for individual modal pie from the total disruption data
capture.

3. Persist the final disruption summary into data store.

Description: Here, the data is collected and the results from each modal are processed
against all and then combine, organize, and stores these results in NoSQL database
(Fig. 1).
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6 Experimental Results

Experiments were carried on live data stream available on www.tfl.gov.uk data
source. There are multiple services data stream available out of which in this system
we are taking three different data as inputs (Bus, Train, and Metro). We are using
the live feed for data aggregation, and the unwanted data is filtered out and the data
is preprocessed for classification step. In the next step, as discussed above, we are
tracking the transport services for possible number of conflicts arriving from daily
runtime activity, and cloud server Linode has been used as our processing and hosting
platform. Our server consists of 4 GB RAM, 2 core processor, and 80 GB HDD with
a static bandwidth of 100 Mbps (Fig. 2).
Our system has the following advantages:

1. It improves the efficiency of traveling.
2. Reduces the overhead of the passenger.
3. Reduces disruption.
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7 Conclusion

Conflicting services pose genuine security dangers and operational disappointment
in a smart city environment. These undertaking centers details on the issue of con-
tentions. In particular, it (i) traces a few qualities of services that contribute toward
clashes (conflict), (ii) proposes conflict taxonomy classification as far as starting
point of contention.

Furthermore, watchdog architecture is intended for blocking activities from all
administrations, and recognizing and settling conflicts.

1. Intelligent transport system is proposed for controlling traffic congestion in favor
of emergency vehicle at the time of emergency cases.

2. It provides advance warning in emergency situation and increases the customer
satisfaction and also saves critical minutes of a person’s life.

In future, almost all cars may have integrated intelligent transport system, which
will be in a network, communicating with each other by sending important data about
the traffic, arrival of emergency vehicles’ alert, etc., for example, live data recording
and mapping of emergency vehicles.
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Abstract In modern scenario it has become inherent to employ of Wireless Sen-
sor Networks (WSN) for government and other sectors including defense. Sensor
networks can be employ in society, industries, military areas, roads, forests, etc. In
a traditional networks it becomes complicated to employ denser node deployment
and other problems, e.g., node failure, energy consumption and asymmetric are also
prominent. Sensor nodes usually works on battery-powered source and these nodes
do not operate for longer time without any manual intervention and it is a very tedious
and time-consuming task in forest and defense areas. Hence, it becomes a necessity
to reduce energy consumption of sensor, it will also increase energy lifetime. Tra-
ditional algorithms like Radio Aware (RA), Distance Source Routing (DSR) and
Directed Diffusion (DD) do not solve problems like network connectivity and asym-
metric links. To overcome this problem Optimized Mobile Radio Aware (OMRA)
technique is demonstrated in this paper.

Keywords Wireless sensor networks - Directed diffusion (DD) - OMRA

1 Introduction

Wireless sensor networks have wide applications in society, industries, military areas,
roads, forests, etc. A WSN network is nothing but huge number of small sensor nodes
(e.g., heat/humidity sensor) which has different capabilities like sensing capacity,
data processing, and communication. These capabilities are necessary for some appli-
cations like military applications, monitoring and fire detection. One of the problems
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Fig. 1 Typical wireless sensor network

is to replace/recharge sensor node batteries [1]. Because of this minimizing energy
consumption is very important.

Motivation for OMRA algorithm is energy consumption in WSN, which is one
of the existing problems in WSN. Node failure, asymmetric communication and
energy conservation are existing problems in WSN. Different routing algorithms can
be used to solve some existing problems of WSN. In proposed OMRA algorithm,
network disconnection may occur after removing failed node [2, 3]. Due to limited
transmission range of WSN nodes, there will not be direct communication between
nodes even after detecting common event [4, 5]. In this paper, enhanced optimized
mobile radio aware (OMRA) routing algorithm is proposed. RA routing problem has
been handled by OMRA algorithm. By using this algorithm, nodes can be moved
to new location which in turn helps in energy saving and also, keeps nodes within
communication range (Fig. 1).

In this algorithm, intermediate nodes are choose by considering multiple factors
such as node failure, sink node to current node distance, communication radius and
airtime cost for each available path. Proposed OMRA algorithm always choose best
route amongst source and sink. A nonlinear programming model is used to enhanced
the flow rate to sink node and reduce the consumption of energy [6].

2 Related Work

Direct Diffusion (DD) is used in distributed network as it is data centric protocol.
To overcome the disadvantages of DD protocol, two totally different routing ways
are developed. Main technique focuses on increasing the network period of time by
utilizing sensing element node energy properly. In [7-9], the authors planned the
ideas of clustering to cut back the energy consumption and increasing the network’s
period of time. In [10], the minimum remaining energy and gradient depth were used
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to choose successive hop. In [11], the authors realized that time-sensitive information
traffic and load-balanced routing theme was not supported by DD. This motivated
them to design a Real Time (RT) filter that provided reduced end to end delay and a
Best Effort filter (BE) that gives higher energy potency.

Previous work attempted to solves the problems of Directed Diffusion (DD) pro-
tocol and increase the network lifetime. They addressed different kinds of issues, e.g.,
energy conservation and load balancing, etc. But, in case of lossy WSNs reliable data
transmission was not guaranteed in previous work as they considered network as a
stable network. Also, previous work did not thought of asymmetric communication
link problems in WSN.

The RA routing algorithmic rule was proposed to deal with the issues of lossy
WSNs [12] by providing QoS, responsiveness and reduction of overheads in unstable
WSN:s. It also provides a reliable information transmission for even a lossy WSNs.
Steps of RA algorithm:

(1) Get radio information
(2) Select the node
(3) Fast reroute scheme.

RA algorithm has one disadvantage that is network disconnection occurs while
removing failing node.

In [13], the optimum device displacement drawback in WSNs that deals with the
mobile sensors nodes is introduced. Then on linear programming model proposed
in this paper uses totally different situation that permits to adaptively reconfigure
the network and repair itself underneath the unpredictable runtime circumstances.
In [14], a technique was developed to schedule flows at intervals that maximize
the network lifespan. In [6], two general flows- based square measure involving
information extraction for relentless energy and less total energy usage was proposed.

2.1 Algorithm Design

Figure 2 shows the flowchart explaining the working of OMRA algorithm. The
various steps in the algorithm is given below

e Define a system:
e Let O be OMRA protocol, O={}
e Identifying the input:

Let, O1 = {N, Pkr, Pks, t, Rt, Oi}
o0={0l1,.....}

N={Njlj=1, 2, ...} where N is nodes

Pkr =Packets received

Pks =Packet sent

Rt =Data transfer rate from node to sink O1
Nj = {Imn, Pmn, Fm, Ri, LE, Rc},
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Use the GNP model to calculate
flow values found in the flow matrix
and their corrosponding transmission power

Weight Function

Fast Reroute Function

Dose j
have failure?

Compute the

(Optimal Flacement|
Function

airtime cost for node j

Imn =Node m to node n information flow rate
Pmn =Link m to n transmission power

Fm =Node m’s faireness index

Ri=Max source rate for given node

LE = All node’s limited energy

Rc =Max communication radius

e Identify the Weights:
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Wmn = Fmn + Pmn (1)

Pmn is Tx power
Fmn is normalized min valu of flow rate

Fmn = fmax — Imn 2)
where, fmax =Max information extracted from WSN.

In terms of functions,

(1) Weight Function:

Wmn = Fmn + Pmn 3)

Pmn in Tx power
(2) Least weight function:

Node_PH = min(Wmn), path from source to sink
(3) Fast re-route function:

ifNode_PH =TRUE then select Node_PH else find next least weight Node_PH

The GNP model is used in OMRA algorithm to calculate WSNs flow rate. Advan-
tage of GNP model is that it can balance out the min every consumption and max flow
rates. The GNP model hybridizes two nonlinear optimization models. The energy
required for each sensor node is addition of transmission energy and reception energy.
Equation 4 shows the reception energy and Eq. 5 takes care that the outflow rate is at
least as large as in-flow rate for sensor nodes except the aggregators. For aggregator,
Eq. 6 is used and o denotes the data reduction ratio.

n n+l n n
max Y=Y Pu+ C((1 —o0)( Y Fi) +a ) fu 0
k=1 k=1 k=1 k=1

Such that

n n+1
o fu<) fu ®)
k=1 k=1

n+l

(X f)a—om <3 fi ©
k=1 k=1
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Fig. 3 Data flow architecture

2.2 Dynamic Programming and Serialization

The enhanced OMRA algorithm makes use of the following functions to improve
the performance of WSN and its data flow architecture is shown in Fig. 3.

1. Fast Reroute Function: Fast reroute function algorithm checks the availability of
the selected path. Algorithm for fast reroute function is as follows.

Data: Data Tx-RX path

If sensor node N has a data

Then N sends RTS signal to node which is intermediate and has highest priority
Else wait for incoming data

End If loop

If N reaches to sink node then return

Else if N receives CTS signal before timeout occurs then

N sends out the data to node which is intermediate and becomes N

Else follows the priority and send it a signal RTS

End all if loops.

N VoSN kWD =

WEIGHT FUNCTION: Weight function algorithm is given below is used for
finding the weights of all links.

Data: Table count of network flow

1. Letii=1,;
2. while ii<table_cnt do
3. while jj<table_cnt do
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4.

if ii<n then

5.5i=1;

6.
7.
8.
9.
10
11
12

13.
14.
15.
16.
17.
18.
19.

ifjj <n and fiijj =0 then
ifjj =1 then

Fiijj =fmax - fiijj;
Wiijj = Fiijj + Piijj;
. else

.end if

Jdi=ii+ L

else

end

i=ii+1;

else

return; end

end

end

3. LEAST WEIGHT FUNCTION: Least weight selection function that choose the
path with least weight from node to sink. Algorithm for Least Weight Function
is as follows.

D
. Se

00 1O\ AW

ata: Function weight

tj=1;

.if j<n then
k=1,

.if k<n then

. if Wjkf=0 then
. Sjk=wijk

. else

k=k+11

9. end
10. else

11.S

elect node which is intermediate and has smallest Sjk

12.j=j+1
13. end

14. e

Ise return,;

15. end

OPTIMAL PLACEMENT FUNCTION: Optimal placement function that is used
in case of node failure using algorithm mentioned below.

AN S e

If neighboring nodes are connected then
delete failed node from WSN

else

if recovery node for given node is available
then replace failed node with recovery node
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else

If recovery node is available for given node

then remove failed node and add nearer recovery node to WSN
9. else

10. k=node number which is failed

11. end

12. ifk<n

13. then move the next node

14. else return;

® N

15. end
16. end
17. return;

18. end; return

Enhanced OMRA finds all flows from source to sink and calls corresponding func-
tions to find the optimum route.

3 Results and Discussions

3.1 Tools Used

Linux OS

NS-2 (Network Simulator) tool
GCC compiler

tcl-devel tool

libX11 and Xtdevel tool.

3.2 Results of Experiments

The proposed algorithm is implemented in NS-2 and the results are given below
Simulation Environment: Proposed OMRA is simulated in NS2. To check efficiency,
proposed algorithm is compared with routing protocols such as Radio Aware (RA).
Simulation parameters are given below shown in Table 1.

(1) Simulation Results: Parameters which are considered for testing proposed
OMRA protocol are shown in Table 2.

As mentioned in tabular format of the obtained result, it is observed that the
implemented system is more superior to techniques currently in vogue. The problems
of data links failure is reduced to a large extent, energy conservation is improved a lot,
average energy per node is only 0.0497473 which is 10-20% improved if compared
to traditional methods. There are only 29 number of packets have been dropped,
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Table 1 Simulation variables A on of WSN 500 x 500
Total nodes in WSN 110
Initial energy 101
Noise level 0.0001
Cost per bit (CPB) 0.00005
Data reduction ratio (Delta) 0.48
Aggregation cost in WSN 1
Receiving power of nodes 0.01
Transmission power of nodes 0.02
Total simulation time 200
Table 2 Simulation results
Parameter OMRA Algorithm RA algorithm
Number of packets sent in 620 620
WSN
Number of packets received in | 591 501
WSN
Packets delivery ratio in WSN | 95 81
(%)
WSN Control overhead 9584 9890
WSN Normalized overheads: | 16.274 18.75
routing
Total delay 0.044023 0.639021
Total throughput 14641.2 23464.9
WSN: Jitter 0.262275 0.45343
Number of dropped packets 29 119
Dropping ratio in WSN 4.67 19.19
Total energy consumption of | 4.92498 6.46532
WSN
Average energy Consumption | 0.00797473 0.010419
per node
Overall energy in WSN: 955.072 1002.435
residual
Average energy in WSN: 9.65025 10.63430

residual
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Fig. 5 Average energy versus fairness index

which is about five percent of total packets send which can be ignored considering
simulation environment. Speed of communication also seen a marginal improvement
over traditional technique.

Fairness index is the terminology used in WSN to determine whether applications
or users are getting fair share of resources available. Figure 4 shows fairness index
versus dropping ratio. From Fig. 4, it can be seen that dropping ratio in WSN (with
OMRA algorithm) is less compared to dropping ratio in WSN (with existing RA
algorithm). This proves the effectiveness of OMRA algorithm in terms of drooping
ratio (Fig. 5).
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4

Conclusion

The proposed algorithm considers the fact that network can be stable or unstable.
Also, links across the nodes can be asymmetric or symmetric. Due to this approach,
proposed algorithm solves instability and asymmetric link problems in WSN. For
many existing algorithms, it is not possible to maintain network connection during
network instability which is solved by proposed algorithm. The proposed enhanced
OMRA optimizes the RA routing algorithm and has low communication complexity.
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A Study on LoRaWAN for Wireless m
Sensor Networks e

S. Subashini, R. Venkateswari and P. Mathiyalagan

Abstract Wireless sensor network plays a tremendous role in various fields such as
agriculture, environmental monitoring, military applications, health care, etc. There
are many challenges in designing wireless sensor network that are specific to the
application under consideration. The developments of Internet of Things with inter-
connected physical objects improve the application space, flexibility and sophisti-
cation of wireless sensor networks. LoORaWAN is a long range wide area network
which uses low power and unlicensed Lora Band for wireless communication among
battery operated devices. The characteristics such as transfer rate 300 bps to 50 kbps,
low power and very low duty cycle makes LoRaWAN a potential candidate for I[OT
applications. In this paper the possibility of implementing LoRaWAN for variety of
wireless sensor network application have been analyzed.

Keywords Wireless sensor network (WSN) - Internet of things (IoT)
LoRaWAN

1 Introduction

Wireless sensor network is a collection of low-powered sensor nodes to collect the
data from the environment such as temperature, moisture, humidity, etc. The collected
data is processed by the processing subsystem and accessed by the users remotely
from the server through various communication technologies [1]. The sensor nodes
depend on batteries for power supply and energy harvesting by means of solar panels
in the node is also possible. There are many challenges in wireless sensor network
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such as energy conservation, fault tolerance, security, cost, and middleware. Wireless
sensor networks are applied in a wide variety of applications such as environmen-
tal monitoring, industrial monitoring, agricultural monitoring, pollution monitoring,
disaster management, and military applications [2].

The growth of sensor network lead to the development of Internet of Things
(IoT) Internet of Things (IoT) is a network which connects many physical objects
and devices with embedded sensors, computing power and networking capabilities
[3]. These objects are connected by various technologies such as RF identification
(RFID) WiFi, ZigBee, and other wireless technologies. The Internet of Things (IoT) is
offering solutions towards various applications such as smart city, smart agriculture,
smart home, intelligent transportation and in various industries [4].

With the development of Internet of Things (IoT), the WSNs will undergo a
new revolution and its applications can be more interesting and exciting. In order to
integrate these applications into IoT, many challenges to be resolved such as latency,
interoperability, range coverage and bandwidth. A suitable wireless technology plays
an important role in solving these issues. The IoT application involves remote mon-
itoring in different environments and has to avoid expensive installations. Many
protocols like SigFox, NB-IoT and LoRa came into picture and comparison is given
in [5]. LoORaWAN is a type of Low Power Wide Area Network (LPWAN) technology
designed for IoT applications to address such issues [6]. It possesses various advan-
tages like reliability, scalability, delay tolerance, interference immunity and achieves
arelative long distance. The LoRaWAN will have different capabilities as per appli-
cation requirements. Hence the motivation of this study is to analysis LoORaWAN in
wireless sensor network point of view.

The rest of the paper is organized as follows. The Sect. 2 presents the LoORaWAN
architecture, device classes, specification and energy performance. The Sect. 3
presents the applications of LoRa for various IoT based WSN applications. Finally
the paper is conclusion is given in Sect. 4.

2 LoRaWAN

LoRais a LPWAN protocol with long range and low power suitable for smart sensing
technology in infrastructure based systems and industrial applications. The devices
having limited energy and the traffic initiated by both the sensors and actuators are
gaining advantage by LoRa due to its low power and long range [7]. LoRa uses chirp
spread spectrum (CSS) modulation with varying spreading factors and bandwidth [8,
9]. The spreading factor ranges from 7 to 12 and the gateway receives multiple trans-
mission depending on the spreading factor leads to high interference immunity. Itis a
new technology by Semtech Corporation operates at various ISM bands 433, 868, and
915 MHz [10]. LoRa is referred by physical layer and MAC layer where the former
uses chirp spread spectrum technique and the later uses LoRaWAN for medium access
control mechanism [7]. The trade-off between the power consumption and transmis-
sion range is achieved in LoRa compared to Bluetooth, Wifi and cellular networks.
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2.1 LoRaWAN Architecture

LoRaWAN network is star of stars topology as shown in Fig. 1 which defines a
communication protocol that works on the top of the LoRa physical layer. The
components of the network are end devices, gateways, network server and appli-
cation server. The end devices are equipped with sensor nodesthat are responsible
for information gathering and send to the gateways by one hop mechanism. They are
connected to multiple gateways which forward the data to the network servers. The
network servers are responsible of filtering the duplicate packets, security, sending
the acknowledgements and forwards data to the application server [8].

End nodes in Solar powered Smart sensing in Sensor nodes in water
Transport system Agriculture Monitoring

Gateways

—p Network server

Secured by AES

encrvotion

{ \ Application servers

Fig. 1 LoRaWAN network architecture
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2.2 Device Classes

There are three types of classes (A, B and C) in LoRaWAN according to specific
application needs which are described as follows.

Class A. It allows bidirectional communication, having lowest complexity and low
energy consumption. The transceivers of the end devices are in deep sleep mode
for the maximum duration and wake up infrequently for data transmission [9]. The
devices receive the downlink messages in their one or two receive windows after
each upstream transmission in the appropriate time slots [9].

Class B. It also provides bidirectional communication and with an additional advan-
tage of scheduled time slots to receive the data. The beacon messages are used
for synchronization between the end devices and the gateway to make the network
servers aware of the listening time of end devices [5—7]. The class B devices receive
slots for downstream transmission without upstream transmission as in class A [11].
Class C. The class C also allows bidirectional communication with more receive
slots for continuous downlink transmission except during data transmission [12].
This class of devices achieve lowest latency than class A and class B but the energy
consumption is high [6].

2.3 LoRaWAN Specification

The features of LoORaWAN is analyzed by many researchers [6, 8, 13] and compared
with other leading technologies. The specification of LoRaWAN is listed in Table 1.

Table 1 LoRaWAN Features LoRaWAN
specifications Modulation Chirp based spectrum

Data rate 300-50 kbps

Link budget 154 dB

Interference immunity Very high

Scalability Yes

Transmission range 15-30 km

Battery lifetime 8-10 years

Energy efficiency High

Bandwidth 433, 868, 915 MHz
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2.4 Energy Performance of LoRa

Many researchers measure the energy consumption of the sensor node using first

order radio model [14]. The energy required for transmission of data of n bits over
a distance d is

Er(n, d) = Erx(n) + ETamp(n’ d) (1)

Er(n, d) = Eryn + Erump.n.d” @)

The energy spent for receiving data of n bits is
Er(n) = Erx(n) = Egx.n 3)

Carles Gomez measured the energy consumption by the end devices by consid-
ering the various states of devices and the energy consumed in each state as given in
Eq. 1 [12]. Average current consumption of an end device is represented by Eavg

1 N
Tint i=1

Eavgfua = T;.1;, €]

where Tj,: denotes the time between two consecutive data transmissions by the end
devices, N denotes the number of states of the end devices, T; denotes the duration
of the state i and I; denotes the current consumption of nodes in state i. The current
consumption is measured in various states such as wakeup, sleep, transmission,
radiooff, etc.

3 Analysis of LoRaWAN for WSN Application

The following Table 2 summarizes the various loT-based applications, their require-
ments and the suitability of protocols.

A framework of Google applications are used for resource management in con-
struction site. The IoT platform enables coordination among the persons, vehi-
cles, location to share the information among them. The information from multiple
domains is merged for monitoring and controlling in terms of logistics and techno-
logical requirements. The machine to machine technology is facilitated by mobile
networks for their good coverage, high throughput and low deployment cost but the
high energy consumption and operational cost leads to the searching of technologies
with low power and long distance like LoRa [15].

The wireless sensor network used to predict the landslides in the unstable slopes
needs continuous monitoring resulting in high energy consumption. The system
continuously monitors the overall shape deformation of the slopes to prevent the
landslides. The IMST’s iM880A low power radio module is using LoRa modulation
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Table 2 LoRa for IoT based applications

S. Subashini et al.

Typical application of | Requirement Suitability of Literature survey
sensor networks protocols

Water quality Continuous Zigbee, Wifi, LoRa Internet of things
monitoring monitoring, Efficient enabled real time

data transmission

water quality
monitoring system
[20]

Resource management | Faster monitoring and | LoRa A platform using IoT
at construction site controlling for quality
management of
construction [15]
Landslide prediction | Continuous LoRa Implementation of
monitoring LoRa to predict
landslides for long
range communication
[16]
Agriculture Distributed Zigbee Wifi, LoRa IoT applications in
measurements agro-industrial and

environmental fields
[17]

Underground sensor
networks

Periodic monitoring

Wifi, Lora

IOT based
underground grid
system [18]

Marine environment
monitoring

Periodic data
collection

LoRa

Wireless Sensor
Network for
marine-coastal
environment
monitoring using
unmanned aerial
vehicles and buoys
[21]

Smart city

Continuous
monitoring

IEEES802.11p
IEEE802.11n
LoRa

A mobile sensor
network based bus
assisted smart city
sensing for
environmental data
collection [19]

to achieve long range and high interference immunity. The combination of forward
error correction techniques and spread spectrum modulation increased the range of
LoRa modulation. The 868 MHz band provides high interference immunity with
minimized power consumption. The LoRa covers a range of 30 km suitable for
the positioning of sensor nodes and anchor node which are placed at a distance of
10-15 km [16].

The agricultural monitoring involves measurement of the physical and environ-
mental variables using wireless sensor network and remote sensing technology. The
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applications of air monitoring, water monitoring and soil monitoring measures the
data in a periodic and continuous manner. The continuous monitoring makes the
devices to wake up continuously leads to depletion of energy. The sensed data is
transmitted either between the end devices or between the end devices and gateway
or a two way communication in terms of sensor and actuator network. The LPWAN
technologies such as SigFox, LoRa, NB-IOT are adopted in IoT-based agricultural
applications to achieve high energy conservation, long range with low cost. Many
researchers analyzed various technologies and found LoRa is best suited for smart
agricultural applications [17].

An under ground safety hybrid (USAH) architecture is proposed to increase the
accuracy and reliability where the sensor nodes collect the data periodically com-
bined with aperiodic sensing. The WAPUS (Wireless Access Point for Underground
Safety services for Sinkhole detection) comprises of multiple network connections,
two RF modules, NXP Cortex-A7 dual processor with 1 GHz DDR 3 memory and
4+ UARTDports. The system involves periodic monitoring for low power consump-
tion and whenever the threshold value increases aperiodic sensing takes place. The
WAPUS system designed for sink hole detection applications increased the accuracy
using the hybrid scheme [18].

In [19] P. Cruz et al. proposed a system to minimize the delay in mobile sensor
networks in IoT applications. They have used sensor nodes fixed in buses to collect
the data and the bus stops act as sink nodes. The sensor nodes transfer the data to the
sink node which transfers to the task manager node. There are many bus stops in the
city and all the bus stops cannot take part as sink node and this is formulated as Integer
Linear Programming problem to reduce the network delay. The network delay is the
maximum travel time between two sink nodes. An approximation algorithm using
a greedy based approach is proposed to select the sink nodes in order to reduce the
network delay.

The IoT-based applications needs to confront a considerable measure of difficul-
ties in terms of interoperability, security, bandwidth, latency and other performance
issues. As sensors are deployed in machines, things and various environments in this
network, energy conservation is a significant task. To address these challenges and to
enable the communication anywhere, anytime and by anything, LoRa WAN is more
suitable.

4 Conclusion

In this paper, different applications of sensor network have been studied with
LoRaWAN. This paper also gives insight into the LoORaWAN architecture, device
classes and its specification. As it mostly uses unlicensed spectrum band in the sub
GHz range and it requires very low power 140-160 decibels (dB) path to connect
devices in miles of ranges, LoRaWAN is a promising technology for future IOT appli-
cations. Despite its advantages there are many challenges that need to be addressed
to integrate this technology into a given application.
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Avalanche Effect Based Vertical Handoff = m)
System for Wireless Communication er

G. U. Mali and D. K. Gautam

Abstract Nowadays, due to increasing usage of the wireless technologies the mov-
able node infrastructure always inviting lots of threats to worsen the network. Among
these network failures is biggest and disturbing factors. Like a boon to this problem
vertical handoff technology is acting like an effective approach in a wireless network.
So many of the methodologies are introduced to handle vertical handoff more effi-
ciently, but all are having one or another problem in the process. The proposed paper
puts forwards an idea of vertical handoff situation awareness to minimize decision
time as compared to other methods by comparing the hash keys at the pool manager
of a wireless network pool with another network pool for successful handoff. There-
fore, definitely our method enhanced the overall performance by taking a decision
in a short time compared to vertical handoff system suing fuzzy logic.

Keywords Pool tile based vertical handoff (PTVHO) - Received signal strength
(RSS) and mobile ad hoc network (MANET)

1 Introduction

In a heterogeneous wireless communication network, a mobility management system
is used to transfer the data between nodes, in which handover is the main factor to
maintain between space to base station. When a mobile node is moving towards
another location from its current location, there is a need to change connection
because of that role of handoff is an important. Currently, in the world normally all
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the digital mobile equipment is moving so mobility is an important issue, therefore,
to overcome this problem there is a method known as handoff. If a handoff executed
within same technology, called horizontal handoff and executed within different
technology called vertical handoff [1].

Wireless Network is a wired free network set up among network nodes and uses
radio signal frequency for communications between network devices. The setup of
wireless (also called WiFi) network is simple and it avoids costly cable connec-
tion between different network nodes. Radio waves are use of wireless network for
connections such as cell phone, laptop, etc. Wireless networks main types named
as WAN, MAN, PAN, and WLAN. The two main components used to setup wire-
less connection between devices are wireless routers and wireless clients. Operating
modes in wireless networks are of two types first is Infrastructure mode in that device
is associated with adapters of a wireless network to a set up a wired network with
the support of wireless routers and the second is Ad hoc mode where two wireless
devices are directly connected without the help of a wireless router.

Atpresent lot many methods of vertical handoff are proposed. Normally algorithm
uses only RS as a parameter. (MADM which consider the many attributes to select a
good network of available networks. In [2] all methods are compared like for an Ideal
Solution proposed order preference similarity [4], Simple Additive Weighting [3],
Grey Relational Analysis [5] and Analytic Hierarchy Process [6]. But the problem
of handoff not solved any such a MADM Methods so this article proposed a fuzzy
based vertical handoff system to overcome all the drawbacks of vertical handoff
algorithms.

To improve the handoff probability, handoff solution based GPS proposed by
Debabrata sarddar for wireless system. Direction of mobile terminal velocity (MT)
decided to use GPS. By using this they ensured efficient handoff. In this method
actually they stored a different time interval angles into the memory and compared
with specific interval. therefore for accurate result they required to stored a huge
data. So it requires a memory with high capacity [7].

From that mainly decision of handoff is taken by the mobile user velocity with
the network coverage area and find the critical speed for the particular network
coverage area as per application at the time of handoff is essential proposed by Jain.
Here they used mobile velocity and coverage range for vertical handoff decision.
This decision improves the case as well as reducing no. Of unwanted hands-off. But
this proposed method requires to be considered more parameters for proper vertical
handoff decision [8].

Goyal [9] proposed a model based on dynamic decision proposed by for deci-
sion of vertical handoff in wireless networks (ADDMVHO). This system considered
dynamic factors like the RSS, mobile velocity and static factor too in the right ver-
tical handoff decision to select the strong network at best time among the available
network. So in that method a one handoff management center (HMC) also taken
input from base stations (BS) and network interfaces And after analysis of this valu-
able information it will go for vertical hand off decisions. The algorithm used in this
method has a different phases. The first phase is Priority phase where all the ineligible
and unwanted removed from all available candidate networks. Then in next Normal
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Fig. 1 Overview of the proposed model

Phase is executed for user specific preferences concern to network interface usage.
In last Decision Phase is used to choose best network by taking vertical handoff
decision.

Latency is also a important issue therefore latency reducing purpose a new ver-
tical handoff system proposed by Rana [10]. When wireless node moves from its
current location to another location, it updates with a new address from the subnet
of a particular network after analysis of router advertisement given by the access
router. Then wireless node updates itself with new address. Then it start to verify this
address whether any duplicate address is there in same radio range. For that purpose
it performs DAD(Duplicate Address Detection) process. If duplicate address is found
then again mobile node gets new address, updates it and perform the DAD operation
till it will get original address. It takes once it receives a new address for vertical
handoff. But up to certain level, it minimizes the latency so to reduce the same and for
the proper vertical handoff decision needs to consider more parameters too. The rest
of the paper is organized as follows. Section 2 presents the design of our approach.
Section 3 presents the result and discussion Sect. 4 provides the conclusion of this
research paper.

2 Proposed Mehodlogy

Proposed methodology of vertical handoff situation awareness can be seen in the
below Fig. 1.

Step 1: initially in our system the source evolves the shortest path that is discussed
in our past research work.

Step 2: for better understanding considers shortest path is available to be {S, P, Q,
R, M, N, O, D}. In that Nodes {S, P, Q, R} belongs to pool X and Nodes
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{M, N, O, D} belongs to pool Y. As the pool is established and source node
is started with transferring the data using 2PC protocol [11].

Step 3: Here in this step all nodes on its data hopping it creates an instance path
belongs to the respective pool and keep creating a hash key using MD5
hashing algorithm on each hop and sends back to the respective pool man-
ager to keep an eye for pool changing. So, according to this all the nodes of
Pool X and Pool Y are creating a hash key for the routing path.

Step 4: Avalanche effect- Here in this phase of the proposed model pool manger
of Pool X keep recording the hash key received by its nodes {S, P, Q, R}.
And comparing each hops hash keys with the previous one. As the node R
transfers the data it creates the hash key for its instance destination node
that is M ‘s pool routing path which is {M, N, D} and sends it back to pool
manager of pool X.

And now the hash key of the node R and hash key of the Node Q is compared by the
pool manager of the pool X. The small differences in hash keys create an avalanche
effect in the difference. This difference indicates the change of the data transfer in
between the pool though nodes X and Y. This eventually triggers the vertical handoff
decision making. This can be shown in below mentioned algorithm 1 [14].

ALGORITHM 1: AVALANCHE EFFECT

//" Input: Sender Data D
Destination Node Dn
// Output: Vertical handoff Decision through Avalanche Effect
Step 0: Start
Step 1: Set vertical handoff Flag=false
Step 2: Add Pool managers M1 into pool P1, and so on Mn to Pn
Step 3: Add node Nn to pool Pn
Step 4: Activate all pool managers Mn
Step 5: Select Data D by source node Sn
Step 6: Select Destination node Dn
Step 7: Identify the shortest path Pth
Step 8: WHILE D € to Dn
Step 9: For each Hop H
Step 10: Routing path hash key HC and HP
Step 11: HC — Pi
Step 12: HP —Pi
Step 13: IF HC # HP
Step 14: Set vertical handoff Flag=false
Step 15: End IF
Step 16: End For
Step 17: End While
Step 18: return flag
Step 19: Stop
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Table 1 Comparison of vertical handoff time

Sr. No. Fuzzy logic based vertical Avalanche effect based
handoff descision (time in vertical handoff descision
milliseconds) (time in milliseconds)

1 25 17

2 40 34

3 44 41

4 60 50

5 60 54

6 70 61

7 80 65

8 82 66

9 82 71

10 84 71

3 Result and Discussion

The proposed system of vertical handoff situation awareness system is deployed in
real-time scenario by using 20 computers of windows and each device processor
is core i3 processor and 4 GB of primary memory with Dlink 2 antenna router.
And proposed system is developed on the Java platform by using Netbeans 8.0 as
IDE.

For evaluation decision-making speed of the proposed technique is compared with
the methodology of [12] for vertical handoff. The accumulated results are tabulated
in the below Table 1 for the time parameter by comparing first 10 hands-off time
with that of the traditional fuzzy logic method [14].

In the above plot in Fig. 2 red worm belongs to our proposed sys-
tem of vertical handoff using avalanche effect which crawling below of
blue worm which belongs to vertical handoff decision on fuzzy logic based.
By observing above plot it is clear that our proposed system takes a
very less time for decision than system design using fuzzy logic. This is
because of using the pool tile (PTVHO) method along with an avalanche
effect which eventually takes off the burden of handling handoff of nodes
[14].

When it is compared with the movement—aware-based vertical handoff [13].
Below plot in Fig. 3 clearly indicated that our method PTVHO reduces no. of handoff
[15].
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4 Conclusion

This paper proposes an idea of collecting the routing information of defined attribute
for the instance network pool and creates hash key using MD5 Algorithm. And this
info send to pool manager for each hop. As the network pool changes it affects the
hash key of attributes so an avalanche effect is happening, which triggers the handoff
process during the routing process. Means it takes a less decision time also in the
same way it reduces the number of vertical handoff too.

In the coming edition of our research this idea will be deployed and compared
with many other methodologies that eventually triggers the vertical handoff process.
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Energy-Aware Approach for Routing )
Protocol by Using Centralized Control oo
Clustering Algorithm in Wireless Sensor
Networks

Nada Al-Humidi and Girish V. Chowdhary

Abstract Routing in wireless sensor networks (WSNs) has a primary task for data
transfer from source to the sink. Due to restricted battery power of the sensor nodes,
there is a necessity to take in consideration while designing a routing protocol
in WSNs the power saving of sensor nodes. Several routing protocols employing
hierarchical-based clustering technique have been proposed for WSNs, however
most of them still have such challenges which can be represented in minimizing
the energy consumption and maximizing the network lifetime, simultaneously. In
this paper, an improved method EACCC is proposed by extending the centralized
clustering technique in order to achieve higher efficiency for energy, longer lifespan
of network and network scalability. The performance of EACCC is evaluated and
justified through extensive analysis, analytical proof, comparison, and implementa-
tion. The results show that the proposed method is highly efficient and effective in
term of balancing the consumption of energy and prolonging network lifetime.

Keywords WSNs - Routing protocol - Centralized algorithm - Network lifetime

1 Introduction

Currently, WSNs have become the furthermost exciting networking technologies.
With restricted power ability, the sensed collected data is offered to the sink. “WSNs
consist of a huge number of low-cost, restricted power, and multifunctional wireless
sensor nodes with sensing computation capabilities and wireless communications.
These sensors communicate via a wireless medium within the short distance and
collaborate to accomplish a common task, such as environment monitoring, and
industrial process control” [1]. Because of the limitations of network resources such
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as energy, storage, bandwidth, several network constraints and requirements, the
routing protocols designing for WSNs is challenging. Generally, routing protocols in
WSNss are classified in two categories: proactive and reactive protocols [2]. Proactive
routing protocols keep track of routes to all destinations in routing tables whereas
reactive protocols acquire routes on demand and avoid saving information about the
network topology. Depending on the structure of the network routing protocols may
be classified into three categories: location-based routing, hierarchical-based routing,
and flat-based routing [3]. Due to higher energy efficiency, lower data retransmission
and network scalability, the routing protocols hierarchical-based are the most efficient
protocols in WSNss. In such a protocol, the whole network is grouped into clusters
where every cluster has a leader called as cluster head (CH) and used for aggregation
of data and data transmission, and for data sensing other sensor nodes (non-CH) are
used. The main challenges with the clustering algorithms are the selection of the
CH and managing the clusters, several routing protocols based clustering have been
proposed as a result of these challenges. The rest of the paper is organized as follows.
Section 2 elaborates the previous research works and in the Sect. 3, the preliminary
notations are defined. The proposed method is described in Sect. 4 and Sect. 5 shows
the results and performance analysis. In Sect. 6 the conclusion is presented.

2 Related Work

Heinzelman et al. [4] designed the LEACH (Low Energy Adaptive Clustering Hier-
archy) protocol. The operation in LEACH is divided into different rounds, in which
every round run two phases: setup and steady-state. Clusters are formed and one
node is selected to be a cluster head (CH) in every cluster in setup phase. Every
sensor node is generated a random number between 0 and 1(r), r is compared with
the threshold value 7'(n) in such a way that the sensor node becomes a CH in the
current round if r is less than 7T'(n), otherwise, it will be a member node. The CH is
selected according to the following probability:

]‘) .
T(l’l) — l—px(rmod1/p) ° lfl’l €G

0 ,otherwise

After selecting the CHs, a message is broadcasted to all sensor nodes by the CHs.
Based on the strength of the received signal the sensor nodes will be decided in which
CH will be joined and sent a message for joining to the selected CH. Every CH sets
up TDMA schedules for all member nodes of its cluster. In steady phase, the cluster
members transmit their data to CH according to their TDMA schedule, CH aggregate
the data then transmit it to the base station. However battery depletion is avoided and
communication between sensor nodes and the base station is less in LEACH, but the
CH selection has wasted the energy during setup phase, and there is no guarantee for
CH distribution. Lindsey et al. [5] presented a PEGASIS (Power-Efficient GAthering
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in Sensor Information Systems) protocol, which is an improvement of the LEACH
protocol. In every cluster, PEGASIS forms chains from sensor nodes, in which each
sensor node transmits and receives data only from its neighbor and only one of
these sensor nodes in the chain is elected to transmit data to the sink. The collected
data transfer from one node to another, aggregated and lastly is sent to the sink.
PEGASIS protocol avoids so much clustering, but the chain shaping overhead is
introduced, and it leads to the problem of a packet delay. Manjeshwar et al. [6]
design TEEN (Threshold sensitive Energy-Efficient sensor Network) protocol for
reactive networks. If the sink has interesting attributes, then an event will report to
the sink. A trade-off between the energy consumption applications and accuracy is
provided. It is appropriate for real-time applications, but it is not appropriate for usual
applications of data gathering. Heinzelman et al. [7] proposed LEACH Centralized
protocol (LEACH-C). In this protocol, a centralized algorithm is run at the base
station to select the CHs based on their energy information, and then it broadcasts a
message to all sensor nodes to inform them about the CHs ID. LEACH-C is forming
better balanced clusters, but it is not robust and relatively high overhead. Bakaraniya
etal. [8] proposed K-LEACH (Kmedoids-LEACH)protocol. K-medoids algorithm is
used for forming the clusters, and Euclidean distance is used for selecting the cluster
head. All nodes in K-LEACH are homogeneous, as the clusters are formed only in
the first round there is no improvement in the network lifetime. Arumugam et al. [9]
proposed EE-LEACH (Energy-Efficient LEACH) protocol for data gathering. In EE-
LEACH protocol, for each cluster the cluster head is selected to optimize the resource
utilization and reduce the energy consumption. So, the nodes with the highest residual
energy will be selected to forward the data to sink. EE-LEACH provide better ratio
of packet delivery, but it is lack to provide the integrity of data. Sindhwani et al. [10]
proposed V-LEACH protocol. In V-LEACH a vice-CH is selected besides having a
CH in the cluster that can take the role of the CH, when the CH die. So the cluster
nodes’ data will always send to the sink, but it increases setup phase, and reserve
a node in each round. Alnawafa et al. [11] proposed a multi-hop technique (MHT-
LEACH) as an improvement of LEACH, based on LEACH protocol the CHs is
elected then based on threshold distance value all CHs are divided into two groups,
external group and internal group. The internal CHs transmit their data to BS directly.
While each CH in the external group establishes a special routing table for choosing
the next hop to the BS. In [12] Alnawafa et al. proposed an improvement for MHT-
LEACH which is refer as IMHT-LEACH, instead of dividing the CHs into two
groups, all CHs are distributed into a number of levels. Data is transferred among the
CHs from the upper levels towards the lower levels until it reaches the BS. However,
most of the existing routing algorithms have a problem with selecting of the optimal
cluster head, performing the clusters and requiring high processing. As a result, there
is a dire need to design an algorithm to be a proper for WSNs in terms of selection
an optimal cluster head, and performing less processing. In this paper, a proposed
method Energy-Aware Centralized Control Clustering (EACCC) is introduced with
the objective of reducing the energy consumption average and enhancing the lifetime
of network. The centralized control clustering technique is used for the selecting of
the CH in the proposed method.
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Fig. 1 First-order radio energy model

3 Preliminaries

3.1 First-Order Radio Energy Model

Many suggestions about the radio characteristics, including the effect of the perfor-
mance of different protocols and energy spent in transmit and receive modes. Trans-
mitter and receiver based on this model are shown in Fig. 1. For an individual sensor
node, energy dissipation depends on the amount of data to be transmitted, transmis-
sions number, receiving number and distance between transmitter and receiver [13,
14]. In the Fig. 1 the distance between the sender and the receiver is presented as (d)
and L is the number of bits per packet transmission.

Electronics energy consumption for data transmitting (E7,(L)) and electronics
energy consumption for receiving the data E,(L) are the same and it is given by
formula (1) as follows:

ETx(L) = ERx(L) = Egec ¥ L (1)

where E,.. is the energy spent per bit to run the transmitter or the receiver cir-
cuit. For transmit L-bit packet within distance d between any two sensor nodes, the
transmission energy cost is calculated by the formula (2) as follows:

ETx (La d) = ETxelec * (L) + ETxamp (L, d) = Eelec * L+ Eamp (L, d) (2)

where E,,, the amplifier of energy consumption, it can be also expressed in the
terms of € or g,,. The g4 correspond to the free space model (fs), which is used
when the distance between the source and the destination is less than dy, and the
&mp refers to the multipath model (7mp) which is used when the distance between the
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source and destination is equal or greater than dy. Where dj is the threshold distance.
So the formula (2) can redefine as in formula (3) as:

(Eelec*L)"'(st*L*dz), lfd Sdo
Ery(L,d) = o (3)
(Eelec*L)+(8mp*L*d), ifd>dy

4 Proposed Method

The objective of the work is to propose an improved routing technique EACCC
used for cluster heads selection and forming appropriate clustering so as to avoid
the problem of random selecting of the CHs, guarantee that the CHs have enough
energy to transmit data to the base station (BS), and offer uniformity distribution
for CHs through the network area. The EACCC aims to reduce the spent of total
energy in the network and prolong the network lifetime by maximizing the number
of alive sensor nodes and reducing the data to be transmitted through the technique
of data aggregation. The process of the EACCC is depending on the centralized
control cluster algorithm which is implemented at the BS [11]. At the beginning
of the EACCC, all sensor nodes send their information about residual energy and
location to the BS, BS will divide the network area into four regions, and depending
on information which is sent by sensor nodes the BS determines in which region the
sensor nodes will be. The method runs in rounds, in which every round starts with
a step of cluster head selection at the cluster head will be chosen, then the cluster
forming step at which clusters are formed. Last step is the transmission of data to
the BS.

4.1 The Suggested Network Model

Besides the first-order radio energy model, assumptions for the network model have
to be listed in order to perform the proposed method.

e All sensor nodes are distributed randomly in a 2-Dimensional network field, energy
constrained, stationary, and aware of their geographical locations and residual
energy.

e A static BS is situated either inside or outside the sensor network area with unlim-
ited energy supply.

e The sensor nodes are cluster head or cluster member node.

e The sensor nodes have the capability of power control to change their power of
transmitted.

e Sensor nodes can be either homogeneous or heterogeneous.
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Fig. 2 EACCC flowchart

4.2 Method

The algorithm of the proposed method EACCC comprises two steps. At the first
step, the network area is divided into regions based on the information sent by sensor
nodes. The second step consists of three phases: selection of cluster head, cluster
forming, and data transmission phase as explained below. The EACCC’s flow chart
is presented in Fig. 2.

First Step. At the beginning, all sensor nodes send their current energy status
(how much energy is remaining in the sensor node) and locations to the BS. In order
to offer uniform distribution of CHs through the network i.e. reduce isolated nodes
number, the BS divides the network area into four regions (r;, r», 3, r4), in such a
way if the network field’s size is M * M, then the regions’ size will be as following
formulas (4)—(7).

r=(0— M/2,0 — M/2) 4)
1= (M2 — M,0 — M/2) (5)
ry = (0 — M/2, M/2 — M) (6)

ra=(M/2 — M, M/2 — M) (7)
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Second Step. The second step will operate in rounds, in which every round run three
phases, which is cluster head selection, cluster forming, and data transmission. These
phases are described as following:

Cluster Head Selection. All sensor nodes (SNs) will send their current residual
energy status and locations to the BS. Suppose N is the SN number, and » is the
SN number in every region which be defined in the first step, the BS computes the
energy average as defined in formula (8) and the distance average from SN to BS as
defined in formula (9) based on the information sent by SNs.

Eag =Y E(SN)/n ®)

i=1

Daye = Y _d(SN;, BS)/n, )

i=1

where E(SN;) is the sensor node’s residual energy. For every region, to ensure that
only SN with a high level of energy and nearer to the BS are selected as CHs for this
round, the SNs with an energy level above the average of energy (E(SN) > E,,)
and with the distance less than the average of distance to the BS (d (SN, BS) < Daug)
are qualified to be a CH candidate. Among the eligible cluster head candidate (K),
the optimal No. of cluster heads is calculated by the formula (10) as in [15], and
the CHs will be chosen if the eligible CH satisfy the formula (11) and (12) in every

region.
[ n 2 (10)
Ko ri) — —— %
P 27 diops

maxi=1- g (E(C H;)) an

min;—1_xd(CH;, BS) (12)
K

diops =y _d(CH;, BS)/K (13)

i=1

After selecting the CHs in every region, the number of the CHs (CH.N) in a whole
network will be calculated as in formula (14). Then the BS will broadcast the CH
nodes ID.

CH.N = Kopt(r]) + Kopt(rz) + Kopt(r3) + K()pt(r4) (14)

Cluster Forming. During this phase, all sensor nodes should keep their receivers
on. By using the CSMA MAC protocol, every CH elected in this round broadcasts an
advertisement message to all the sensor nodes. Based on the received signal strength
(RSS) of the message, the non-CH node decides in which CH it will belong. Once
the sensor node decided, it must inform the selected CH that it will be a member
of your cluster by transmitting this information to the CH. After receiving all the
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messages from the sensor nodes which are included in the cluster, the CH creates
TDMA schedule to tell every sensor node member in the cluster in which time it can
transmit data, and then broadcast back this schedule to the sensor nodes member in
the cluster.

Data Transmission. Assuming sensor nodes sense data, and need to send these
data. During their allocated transmission time, they can send these data to the CH.
In order to minimize energy dissipation in non-CH sensor nodes, the radio of these
sensor nodes turns off until the node’s transmission time is allocated. Once CH
receives all the data sent by non-CH sensor nodes, it performs the functions of signal
processing to compress these data into a single signal, and send these data to the BS.

4.3 Analytical Proof

Challenge 1. Select cluster head.

Issue. If we use the distributed algorithm which uses the random selection of CH,
then CH may have not enough energy to reach to the BS. Therefore, the data which
was sent by the member nodes to the CH in that cluster will be lost.

Proposition Use the centralized algorithm to select the CH.

Proof In centralized algorithm, BS will calculate the sensor node’s residual energy
average and average of distance from sensor nodes to the BS for every region
based on information which is sent by sensor nodes E,,, = Z?:l E(SN;)/n,
Dy = Z?:l d(SN;, BS)/n . The sensor node which satisfies: E(SN;) > E,,, and
d(SN;j, BS) < Dy, will be elected as a CH. Among the eligible selected cluster head
nodes, we select an optimal CHs in order to guarantee that the selected CH have
enough energy to reach to the BS, and energy consumption will be less as the dis-
tance from the selected CH to BS is less, so for each sensor node which satisfies the:
max;—i_ g (E(SN;)), min—;_, xd(E(SN;), BS), will be elected as a CH in this round.

Challenge 2. Number of CHs.

Issue. A large enumeration of the selected CH will produce a less number of member
nodes. It also will reduce the efficiency of the routing protocol. At the same time,
the data collection reliability will be affected.

Proposition An optimal number of the CH.

Proof Let K is the CH’s number in the region r, then optimal number of CH depends
on how many sensor nodes in the region, what is the dimensions of the sensors field,
and what is the average distance from a CH to the BS. It will be computed from the
formula (10). Suppose if we have 500 sensor nodes distributed randomly in network
field, number of sensor nodes in region rl is 150, and average of distance from CHs
to BS is 0.765 then the optimal number of CH in r1 is:

Kopiey) = v/150/27 % 2/0.765 = 13
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Table 1 Parameters of

: ] Parameter Value
simulation
Sensor field 25 x 25 m?
No. of sensor nodes 500
BS position (0,0)
Initial energy Homogenous 0.1 J
Heterogeneous 0.1-0.3 J

Transmission range S5m
Eelec 50nj/bit
Emp 0.02 pj/bit
Data packet size 2000 bit
Control packet 24bit

Challenge 3. Isolated sensor node.

Issue. The random selection of the CHs may result in isolated sensor nodes which
may be located far away from selected CHs and communicated with the BS by
spending too much energy.

Proposition Divide the network area into regions.

Proof Suppose we have N sensor nodes distributed randomly in network filed
(M * M), the BS divides the network area into four regions (11, 13, 13, 4), the size
of regions will be as in formula (4-7). Based on information sent by sensor nodes
to the BS, the BS will determine in which region the sensor nodes will be. The pro-
posed method will be done in every region, in such a way that every sensor node
will be either a CH or member node so we guarantee that the uniform selected CH
among the whole network area. In addition, to form a cluster the CH will broadcast
an advertisement message to all sensor nodes in the region. As the non-CH node
decision for joining based on the RSS of the advertisement message, so we ensure
that every sensor node will receive the advertisement message.

5 Result and Performance Analysis

EACCC, LEACH [4] and EE-LEACH [14] clustering algorithm for WSNs are sim-
ulated to prove the efficiency of the proposed algorithm. There are 500 sensor nodes
deployed randomly in the 25 x 25 m? with the transmission range 5 m and 2000 bit of
the data packet size. The parameters used in the simulation are presented in Table 1.
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Table 2 Number of died nodes versus rounds

N. Al-Humidi and G. V. Chowdhary

Routing protocol | Homogeneous Heterogeneous

Ist node died 50% node died Ist node died 50% node died
LEACH 115 257 117 543
EE-LEACH 134 284 131 583
EACCC 190 358 318 627

5.1 Performance Evaluation on the Basis of the Sensor
Nodes’ Energy

To evaluate the EACCC performance, the initial energy of the sensor node is taken
through homogeneous and heterogeneous. 0.1 J is taken as initial node energy for the
homogenous nodes and from 0.1 to 0.3 J as initial node energy for the heterogeneous
nodes. The comparison between the LEACH, EE-LEACH, and EACCC is taken
when the first node dies and 50% of sensor nodes die as the evaluation criterion for
the simulation with respect to the type of the sensor nodes initial energy which is
homogenous or heterogeneous. Table 2 shows for the homogenous nodes, the nodes
are started to die in LEACH at round 115 whereas in EE-LEACH first node died in
the round 134, and in EACCC first node died at round 190. At round 257 the 50%
of sensor nodes died in the LEACH, and at round 284 the 50% of sensor nodes died,
whereas in EACCC 50% of sensor nodes died at round 358.

For the heterogeneous nodes the first node died at round 117 in the LEACH, at
round 131 first node died in the EE-LEACH, and at round 318 first node died in
EACCC. At round 543, the 50% of sensor nodes died in the LEACH, at round 583
50% of sensor nodes in the EE-LEACH, whereas in EACCC 50% of sensor nodes
died at round 627. So it has been cleared that the number of alive sensor nodes is
increased in EACCC, therefore the network lifetime is prolonged.

5.2 Performance Evaluation on the Basis of Efficiency
Metrics

The performance evaluation shows the efficiency and performance of the EACCC
over the LEACH, and EE-LEACH through the following metrics: network lifetime,
total network energy, end-to-end time delay, and number of failed nodes.

Network Lifetime. It can be defined as “the time passing from the initial deployment
of the network to the moment of the connectivity reaching the specified threshold”
[16]. So in EACCC, the network lifetime is calculated as the length of time from
deployment of the network until either the first node or 50% nodes died, i.e., the
rounds number. Figures 3 and 4 show that the lifetime of network in EACCC is
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longer than that in LEACH, and EE-LEACH for the homogenous and heterogeneous
nodes at first node died or 50% of nodes died.

Total Network Energy. Energy consumption can be calculated by the formula (3).
Figures 5 and 6 show that the total network energy in EACCC is more than in LEACH,
and EE-LEACH which means the energy consumption is minimized in EACCC in
the case of the first node died or 50% nodes died for the homogeneous nodes or
heterogeneous nodes.
Number of Failed Nodes. The node can be considered as the failed (dead) node, if
the energy of sensor node is less or equal than 0. Figures 7 and 8 show that the failed
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nodes number in the EACCC is less than in LEACH, and EE-LEACH in another
word the alive nodes number is more in the EACCC in the case of first node died or
50% nodes died for the homogeneous nodes or heterogeneous nodes.

End-to-End Time Delay. It can be defined as the delay average between the data
packet sending by the source and the same data packet receiving at the specific
receiver, with the delay due to route acquisition, retransmission delays, and pro-
cessing at intermediate nodes [17]. Figures 9 and 10 show the time delay between
the LEACH, EE-LEACH and EACCC. The EACCC takes less time to aggregate
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data and sends it to BS than LEACH, and EE-LEACH protocols for all cases of the
simulation.

6 Conclusion

The main idea behind the design of protocol in WSNs is to keep the sensor nodes
operating as possible, thus extending the lifetime of the network. In this paper, an
improved method EACCC is proposed by using a centralized clustering algorithm
for cluster heads selecting and the clusters forming in order to prolong the network
lifetime and reduce the spent of the total energy in the network. The performance
evaluation of EACCC is done through extensive analysis, analytical proof, and com-
parison. The results and performance analysis show that the EACCC has a better
performance than LEACH protocol, and EE-LEACH protocol with respect to the
lifetime of the network, total energy of network, No. of failed nodes, end-to-end
delay, and routing overhead metric.
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