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This volume is dedicated to
Professor Debesh Chakraborty who has
inspired many researchers and scholars to
investigate various economic and social
issues both within and outside India. He was
himself a tireless pursuer of input–output
research, and his guidance opened up many a
new dimension of socioeconomic
investigation using various methodologies,
chief among which was, of course, input–
output economics. This edited volume is a
humble offering to “him” whose mentorship
we shall always remember with profound
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which “he” spent his last days ignoring his
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homage to the life member of IORA and
founding member of IIOA who has literally
and figuratively dedicated his life to input–
output research. He will be missed but the
memory of his greatness as an economist and
a wonderful human being will live with us
forever.



Preface

Applications of the input–output analysis, originally formulated by Leontief, have
reached new heights through the collective imagination and execution of the I–O
community. The evolution of a new generation of input–output models to address
the growing concerns of society stands testimony to the versatile exercise of this
form of analysis. In recent years, the use of this model has been extended through
enhanced methodologies to better investigate the socioeconomic phenomenon.
Moreover, research in this field has allowed nuanced datasets to develop where data
had previously not even existed.

Input–output analysis facilitates the integration of alternate models of economics
to simulate and analyze complex trends in economies. Its diverse use in the analysis
of trade, agricultural markets, regional variations, productivity in manufacturing
units, services sectors, energy, and environmental concerns—to name a few—
explains its ever-growing importance in the methodology of academic research in
the social sciences. The model allows accurate identification of intersectoral
dependencies and linkages that play a gargantuan role in the field of policy making.
The overarching theme of this tool of analysis is its malleability and potential for
modeling a diverse range of economic issues and evaluating the policy directions
that governments across the world head toward.

Since 2014, the Government of India has undertaken numerous new schemes,
under various ministries, and launched significant fiscal and monetary drives to
support them. The complete implications of most of these moves remain largely
unknown, and the trends indicate that it will take several years to understand them.
At this crossroad, it is really a daunting task to grasp even a thin directional
indication toward which the economy of the largest democracy of the world is now
heading. In fact, our economy has taken a route through which not many countries
have passed in their pursuit of growth.

In this effort, the 19th National Conference of the Input–Output Research
Association of India (IORA) jointly organized by the Gokhale Institute of Politics
and Economics and University of Mumbai was held from January 11 to 12, 2017, at
the Gokhale Institute of Politics and Economics, Pune. The publication based on the
conference very well captured few unique ideas furnished by some reputed
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scholars, who made some sincere efforts to extend the basic analytical tool under
“Input–Output Framework” and perceive the possible impacts of some very
important policy decisions adopted by the Government of India very recently and
have been able to come up with few interesting policy suggestions to guide our
future course of action. The purpose of the book is to highlight the versatility of the
Leontief model that is now being extended to cover a diverse field of policy issues
ranging from agricultural productivity to science and technology and from carbon
hot spots to energy and environmental consequences.

It embodies the vast scope of input–output analysis to capture the larger eco-
nomic dynamics, as well as presents the broad spectrum of research engagements
by researchers in this expanding field. At the same time, it also aims to address the
technique and methodology attributable to the computational framework of input–
output method.

Overall, the approach of this book is quite unique in the sense that it did not
confine its treatment within the boundary of rigorous mathematics only, rather it
tried to offer a set of new “Developmental Ideas” and combine its analysis with
some prolific assessment of recent government policies adopted so far. This book
provides a fresh perspective on the ever-growing relevance of input–output analysis
in problem solving, even today.

Pune, India
Montreal, Canada

Kakali Mukhopadhyay
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Introduction

Kakali Mukhopadhyay

Research in input–output has advanced ahead of the traditional framework of input–
output to include other mathematical and statistical techniques. This has allowed
studies in this area to go beyond the general equilibrium framework. The work of
Quesnay (1694–1774), Walras (1834–1910) and the brilliant interpretations and
reformulations by Leontief (1953) led to the development of the fundamental
principles upon which the input–output model was based. Quesnay’s ‘Tableau
Economique’ provides an iterative solution to the structural interdependence in the
economy: Leontief was able to move this formulation to a more general one and, in
the process, expand the capabilities of the model.

As developed over the years, the input–output model captures the full system
effects, sector-by-sector analysis, supply chain linkages and also allows various
scenarios to be modelled. These make it more advantageous than other economic
models. An interesting feature of input–output analysis has been its widespread
adoption throughout the world, transcending the distinctions between developed
and developing, and between centrally planned, socialist and market economies.
The adaptability of the input–output structure to various extensions including
analysis of government constitutes the novelty of the framework.

The 19th National Conference of the Input–Output Research Association of
India (IORA), jointly organised by Gokhale Institute of Politics and Economics and
University of Mumbai, was marked by two keynote speeches by eminent econo-
mists fetched substantial value addition to the programme. One of our distinguished
keynote speakers Thomassin was invited to talk on ‘Advances in Input–Output
Modeling’ considering the input–output contribution to the world economy so far.
His speech was primarily devoted to the evolutionary path of input–output analysis
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from its inception to current advances by different statistical organisations of the
world. It also captured some major breakthrough in this field so far from the three
continents—North America, Europe and Asia.

Another eminent key speaker Sengupta addressed the august participants on the
topic ‘Development of a New Generation of Input–Output Model to Address the
Issues of Human Wellbeing and Sustainable Development: an i2Sim Approach’.

In addition to these two keynote speeches, a wide range of areas addressed by the
research scholars and practitioners in the conference included methodological
developments in input–output modelling, regional modelling, agriculture, manufac-
turing and service sector-related modelling. Other fields discussed in the conference
were trade, energy and environment. Furthermore, we considered the applications of
the Leontief model to other problems plaguing the economy—especially India.

A selection of the papers is presented here. One of the authors conducts
investigation into the model’s applicability in the field of agriculture—a persistent
problem area for governments in the developing world due to the stagnation that
has crept into the sector and worsened by its subsequent neglect.

Agricultural productivity is a central problem of most developing countries that
face persistent stagnation in this sector. The use of I/O modelling extensions allows
a novel approach to the peculiar problems associated with agricultural productivity
and surplus labour employment.

Ghosh’s paper uses the I/O framework to resolve the apparent contradiction
between the Leontief system, which leads to a reduction in total output when there
is an increase in the efficiency of intermediate inputs, and the neoclassical system
technological progress, which leads to higher output. The same is applied in the
context of Indian agriculture where water and roadways are among the most vital
but scarce resources in Indian agriculture. With the objective to increase water
efficiency in the irrigation supply chain over a time period of 10 years (2014–2023),
the NITI Annual Report 2014–15 endorses Pradhan Mantri Krishi Sinchai Yojana
(PMKSY) as one of the major activities to be undertaken in promoting Indian
agriculture. In a similar fashion, the Pradhan Mantri Gram Sadak Yojana (PMGSY)
has also been launched to build road networks across the country. The present
exercise calculates elasticity of final demands with respect to intermediate inputs,
which is expected to provide some insights for successful targeting and imple-
mentation of the PMKSY and PMGSY programmes.

Input–output tables have also been used by various scholars to analyse the
impacts of productivity changes in manufacturing sectors. The increasing capacity
building and speed of technological innovation have allowed large-scale
data-intensive empirical evidence that allows for the accounting of productivity
changes in any economy.

An innovative study by Kuroda, Ikeuchi, Hara and Huang aims to develop a
recursive dynamic model of science, technology and innovation policy for ana-
lysing socio-economic impact through decomposition of sectors and to analyse the
Internet of things (IoT) implementation for information allocation and processing to
accelerate its productivity for manufacturing. The data used in the model were
sourced from Japan’s input–output table with the expansion of the tangible and
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intangible capital investments by considering long/short run variables, labour
market modelling, value-added and wage determinant, government balance sheet,
foreign and the final demand variable. By reviewing the economic impact through
examination of several alternative policy options of government investment in
science, technology and innovation, changes of economic structure could be fore-
seen with implications, such as work hour change, accumulation of tangible and
intangible knowledge stock. The study demonstrated policy options by introducing
different levels of the processing efficiency index (P index) in the activity divisions
of marketing, planning, R&D, etc. Simulation results for manufacturing sector
show the efficiency improvement would increase the production, public and private
R&D investment and consolidate the knowledge stock for the expansion of
knowledge infrastructure that rose total factor productivity.

Given the exponential expansion of service sector in this century and its prime
importance to most governments across the developing world, the input–output
table provides an effective structural framework to focus on service sector-related
problems. Karar and Karar Mukhopadhyay seek to measure the contribution of the
unorganised services sector using an input–output structural decomposition analysis
framework. The study aims to investigate the unlikely growth of the services sector
in the Indian economy and the nature of structural change the country experienced
between 1983 and 2012. The results suggest that in place of technological
advancement, India developed drastic changes in demand, mainly domestic
demand. The monumental rise in domestic consumption and investment demand,
and not export demand, has sustained the drive towards services field. Such studies
find that the revival of technology upgradation and removal of domestic regulations
on internal trade and financial intermediaries pose the main challenges to the
growth of the Indian services sector. The growth of exports must also be facilitated.
Such an analysis provides an empirical framework for sound policy recommen-
dations concerning one of the main sectors of employment in India.

The versatility of the input–output tables comes from the fact that it is malleable
to scholars as a tool of analysis. Unlike sectors like manufacturing and agriculture,
tourism is not presented explicitly in the national accounts and in the supply and use
tables, although its elements are embedded in other sectors of national accounts,
like hotels, transport services, food and beverages. The study by Munjal is a novel
attempt to recognise tourism as a separate sector in the framework of the supply and
use tables and subsequently in the input–output tables using the relevant ratios
obtained from the Tourism Satellite Account (TSA) of the economy. It is a unique
tool to document the direct GDP and employment contributions of tourism to
national economies. The inter-linkages of tourism sector with other sectors of the
economy is assessed and quantified. Also, for the first time for the Indian economy,
the impact of hypothetical ‘disappearance’ of this sector is realised through the
input–output models using the hypothetical extraction method (HEM).

Input–output models also appear to have far-reaching consequences for energy
economics modelling. Another extension of the Leontief framework is to account
for inter-industry energy flow by converting the general input–output matrix to a
‘hybrid’ energy input–output matrix. Energy input–output analysis typically
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determines the total amount of energy required to deliver a unit of product to meet
the final demand, both directly as the energy consumed by an industry’s production
process and indirectly as the energy embodied in that industry’s inputs. In
Chaudhuri’s paper, energy input–output framework is used for the analysis of
household energy requirement for India for the year 2007–08. The result shows
large differences in total energy consumption pattern in rural and urban sectors and
substantial differences among income classes too. The study attempted the impact
of various policy options by introducing different levels of the processing efficiency
index in the activity divisions of marketing, planning, R&D, procurement, opera-
tion and sales, conservative, the deviations of economic variables in the production
process. Results suggest that for the manufacturing sector, the efficiency
improvement would increase the production, public and private R&D investment
and consolidate the knowledge stock for the expansion of knowledge infrastructure
that would in turn raise TFP and the human resource. This study aims to addi-
tionally address the critical problem of technology gap that is unavoidable in the
face of industrial expansion.

Joshi and Sharma construct a social accounting matrix for the Indian economy to
provide keen insights into the developmental impacts of renewable energy. The
study focuses on two established categories of solar deployment, namely domestic
content requirement (DCR) and open, and involved the construction of independent
solar I–O blocks as a new sector in the national input–output table. The analysis
finds that the greater wage generation occurs for urban households in medium and
high skill category which is associated with solar deployment strategy. DCR
deployment appears to have higher backward integration and higher cross-sectoral
linkages. Domestically manufactured solar panels are expected to have a wider
distribution effect in terms of wages even to the lower deciles of per capita
expenditure. Therefore, DCR appears to be a better strategy for inclusive economic
growth along with green growth. The paper provides an exercise in investigating
the possibility of energy technology development while considering inclusive
distribution of welfare from such developments and in that allows for a mechanism
to analyse policies.

Since the late 1960s, the input–output model has been extended by several
researchers to explore problems related to pollution caused especially by domestic
economic activities. In 1970, Leontief himself attempted this form of extension.
The study by Tariyal has used the demand-driven model by Leontief (1936) which
is extended to environmental input–output framework using sectoral emission
output coefficients with the help of satellites emission data from World Input–
Output Database (WIOD). It enables comparative analysis of carbon hot spots
responsible for CO2 emissions in India and China. The analysis allows us to
identify the sectors that deserve more attention for mitigation policies for India and
China. The analysis of the results reveals that Indian and Chinese ‘Construction’
sector has had the largest domestic CO2 footprint among all sectors in 1995 and
2009. However, ‘hot spot’ analysis has revealed that the requirements from the both
Indian and Chinese ‘Electricity, Gas and Water supply’ (EGWS) sector contribute
significantly to the footprint of the ‘Construction’ sectors. This finding should
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indicate to policymakers that significant gains can be made in terms of reduced CO2

emissions either by reducing the ‘Construction’ requirements for output from
EGWS or by making EGWS less emission intensive.

Verma and Pal attempt to analyse the incidence of environmental taxes in the
rural and urban consumers’ groups using an environmentally extended social
accounting matrix (ESAM) framework. Relative price changes of the commodities
and their shares in households’ consumption basket have been used to compute
their tax burden. The results thus obtained show that eco-taxes become overall
progressive in the rural sector and the degree of overall progressivity increases in
the urban sector due to these transfers, thereby making these taxes more equitable.
The study will help policymakers in understanding the implications of environ-
mental taxes and to design the pathways of reduction of carbon emissions to meet
the Paris Accord.

India’s fast-expanding intra-industry trade (IIT) is a key factor behind the con-
siderable rise in merchandise export. Given the perpetual conflict between trade
growth and environmental concerns, it is an important task to find out whether such
rapid growth in IIT has any detrimental effect on the environment. Towards that
goal, Dasgupta and Mukhopadhyay measure the shares of pollution content of
India’s ‘inter-industry trade’ and ‘IIT’ and its impact on the environment. The study
applies the Grubel–Lloyd index to estimate the shares of IIT (including vertical and
horizontal) in India’s total trade with the USA and the EU (27). The paper observes
that the shares of the vertical IIT are dominant over those of the horizontal IIT and
found that India’s export in IIT with the USA and the EU (27) are pollution
intensive. The results of pollution in terms of trade also reinforce evidence on the
pollution haven effect.

The use of input–output models has also been increasingly used to understand
issues related to global value chains (GVCs) and product fragmentation. It has
contributed to the demystifying and structural analysis of issues related to inter-
national trade—a very important development strategy in most developing coun-
tries. Sikdar explores the indirect effects of tariffs and non-tariff measures on the
manufacturing sector of the Indian economy. India has seen increasingly strong
participation in GVCs for chemicals, electrical equipment and other manufactures
and service GVCs, particularly business services owing to the use of Indian
intermediates in exports of other countries. The paper provides the detailed bilateral
restrictiveness index for the inputs of manufacturing industries to India over time
and hence investigates the path of NTMs to the downstream industries and the final
absorption in the context of the Indian economy.

Unlike many other branches of regional economics and regional science, the
development of regional and interregional models occurred almost contemporane-
ously with the growth of interest in national-level input–output modelling. While I–
O models were originally carried out at the national levels, it was eventually
extended to investigate and reflect unique features of regional or sub-national
problems. The problem in this regard varies in two respects primarily—(a) the
structure of production in a particular region may be different from the national
input–output data, and (b) the effect of exogenous trade in particular sectors may be
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much higher than the national case. India is marked by large and highly diverse
variations across its geographical extent due to climate and soil characteristics. The
input–output model, in this context, plays a centrally important role in addressing
these problems peculiar to specific regions. The following papers extend the model
to analyse problems varying from Finland to China and the capital formation across
states in India. The last model discussed uses the model to investigate the variations
in employment creation in both skilled and unskilled sectors.

Flegg and Tohmo review the available empirical evidence on the performance of
Kronenberg’s Cross-Hauling Adjusted Regionalization Method (CHARM) for two
contrasting regions: Uusimaa, the largest Finnish province, and the central Chinese
province of Hubei. In the case of Hubei, CHARM is used to construct a detailed
regional input–output table with 42 sectors including 17 different types of manu-
facturing. CHARM does not generate realistic estimates of Hubei’s sectoral exports,
imports, trade volumes and supply multipliers. This outcome is attributed to the
difficulty of getting satisfactory estimates of regional technology, heterogeneity and
final demand for this data set. This problem is, in turn, linked to the relatively small
size of Hubei, which generates around 4% of China’s GDP. By contrast, Uusimaa
produced 34.6% of Finland’s national output in 2002. These findings highlight the
crucial importance, especially in relatively small regions, of adjusting for any
known divergence between regional and national technology, heterogeneity and
final demand. Various strategies are explored for implementing such adjustments.

Bhanumati and Mukhopadhyay prepare the supply and use the input–output
table for four regions across the nation to provide a comprehensive picture of the
economy by presenting estimates for capital formation of each institutional sector
and external and inter-state trade. The study focuses on Odisha, Gujarat, Punjab,
Haryana, Maharashtra, Karnataka, Tamil Nadu and West Bengal. The eastern
region covers Odisha and West Bengal. It is a well-endowed region especially with
coal, minerals and water, but has remained poor and underdeveloped as compared
to the western region (Gujarat and Maharashtra). Perhaps, the explanation lies
elsewhere in human resource development and removal of institutional constraints.
Similarly, while the northern region (Punjab and Haryana) started out as agrarian
states, they have diversified into chemical industries, much to the advantage of their
economy. The southern states (Karnataka and Tamil Nadu) have monopolised the
textile industry, but the key question, here, is whether they need to look at alternate
industries, as the textile industry has since been outgrown by other industries. The
estimates also validated the general perceptions regarding Maharashtra’s significant
share in the national investment scenario and that the chosen eight states contribute
more than 50% of India’s total. It also found that contrary to general belief, Odisha,
Karnataka and Gujarat have been consistently investing a greater proportion of their
incomes on growth-related aspects than Maharashtra. The paper also attempts at
identifying ways to make use of available information to improve the regional
supply–use framework to include regional differences. Such distinctions play cru-
cial roles in the exercise of policy assessments.

The study by Sinha, Prabhakar and Jaiswal capture the role of key infrastructure
sectors such as roads and buildings and canal irrigation construction in the
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economies of two Indian states (Gujarat and West Bengal) to examine their
potential in generating employment and also to analyse the quality of such
employment using the new data set from the two states for the year 2009–10. The
employment multipliers in Gujarat are highest for rural roads construction and
irrigation canal construction in West Bengal. The induced effects for both formal
and informal employment are highest for buildings construction, which shows that
the effect of including households to take into account induced multiplicative effects
is high for buildings in the Gujarat economy. The induced effects for formal
employment are highest in buildings and national highways/urban roads con-
struction and for informal employment are highest in national highways/urban
roads construction in West Bengal. This shows that buildings construction and
national highways/urban roads construction generate employment in West Bengal.
They found that a 10% increase in investment in irrigation canals construction
sector leads to 86,446 extra workers being hired in Gujarat and 48,768 extra
workers being hired in West Bengal. Also, this shock leads to Rs. 12.98 billion
growth in Gujarat’s economy and Rs. 3.02 billion growth in West Bengal’s
economy. Similar investment in buildings construction sector results in 1,766,938
extra workers being hired in Gujarat and 3,628,008 extra workers being hired in
West Bengal. It may also be noted that the informal jobs created in the economy are
much higher than the formal jobs created in both the states. The investment impact
of the study sectors seems to have nearly similar impacts on the two states in terms
of growth but generally has a much higher impact in employment for West Bengal.
This reflects the labour-intensive nature of the West Bengal economy compared to
Gujarat.

Circling back to the beginning, as a part of his keynote speech, Sengupta
developed a new approach to modelling the Indian economy, with the objective of
optimising the use of a production system with inter-sectoral interdependence for
attaining a level of human satisfaction at the societal level without any requirement
of monetary evaluation of satisfaction at the abstract level. Furthermore, this new
alternative approach would allow observing and appreciating the difference
between an agnostic approach versus a guided approach to generate the GDP or an
appropriate well-being index of an economy, with their obvious differential policy
implications.

A reading of these papers will indicate their contributions towards solutions of
the theoretical and operational problems of this field and broadening of its scope.

Introduction 7



The Evolution of Input–Output Analysis

Paul J. Thomassin

Abstract The static input–output model has been used by academics and policy
analysts for decades to investigate real world problems and provide advice to policy
makers. From its initial development, the input–output model has continuously
evolved to incorporate more complex situations in a systematic manner. This
includes integrating other biological, physical and social models into the input–
output framework, developing dynamic models, and incorporating uncertainty to
better analyze these complex real world problems. This paper outlines the history of
input–output analysis and some of the specific country experiences. It explores the
conceptual extensions of the basic input–output model that have significantly
broadened its scope and discusses the numerous areas of application of input–
output models and the insights of these applications. Finally, the paper makes
suggestions on the future use of input–output analysis.

1 Introduction

Over the past few decades, substantial progress has been made in extending the
input–output framework beyond the simple static model. The scope of the model
has been expanded to capture the complexity of real-world problems in a systematic
and integrated manner. This paper investigates the evolutionary path of input–
output analysis from its inception, as developed by Wassily Leontief, to current
advances by BEA-Washington, Statistics Canada, and Eurostat. Now, 17 years after
Leontief’s death and 27 years after the creation of the International Input–Output
Association dedicated to input–output studies, it is time to ask the question: what
has happened to input–output analysis? Virtually all developed nations and many
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developing countries maintain sets of input–output accounts to complement their
national income accounts. This paper studies the evolution of input–output analysis
by reviewing some of the countries’ experiences with a focus on the works on three
continents: North America, Europe, and Asia.

Input–output analysis is borrowed from classical theory of general interdepen-
dence and aimed to explain the workings of an economy through directly
observable structural relationships. The original two-sectoral input–output system
was designed to appropriately describe production, consumption, and distribution in
a simple economy through a single process, coined “the circular flow”. In 1936, this
model was further developed with the support of the first input–output tables and a
mathematical model which preserved the concept of the circular flow. At the very
outset, it aimed to provide a detailed quantitative description of the various dis-
aggregated components of any economic system. The interdependence of sectors in
the economy is represented by a set of linear equations, the coefficients of which are
empirically determined.

The first input–output tables constructed by Leontief were those of United States
(US) for the years 1919 and 1929 which later culminated in the first input–output
conference in 1950. During this period, Leontief’s closed economy system was
transformed into the open input–output model and made it a key tool to answer
pertinent socio-economic questions relating to employment and the economy in the
period following World War II. This simple tool has, in recent times, developed
into a powerful one, continuing to answer questions of heightened relevance. With
researchers pushing the theoretical and practical boundaries of this form of analysis,
the input–output model has become an influential technique in various fields of
research and is not only limited to employment and industrial productivity.

The paper is comprised of eight sections. Section 2 captures the history of input–
output analysis. Section 3 discusses the country initiatives; Sect. 4 is devoted to
common issues in the input–output framework: productivity, technical change and
efficiency. The discussion of the numerous applications and extensions of input–
output models and the insights is given in Sect. 5. Section 6 discusses the global
models and their linkages at the national and regional levels using various inter-
national organization databases. The recent advances in input–output analysis are
presented in Sect. 7. The paper makes suggestion on the future of input–output
analysis.

2 History of Input–Output Analysis

Input–output analysis is generally associated with the work of Leontief, The
Structure of the American Economy 1919–1929 and Studies in the structure of the
American Economy, for which he was awarded the Nobel Prize in Economics in
1973. His work was conceived for the first time in 1927 at the Institute for World
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Economics in Kiel, Germany. It has been argued that the basis of input–output
analysis can be found in the classical political writing of early economists, such as
Quesnay, Walras, Marx, and von Bortkiewicz, and their emphasis on the circular
flow of the economy (Kurz and Lager 2000; Kurz and Salvadori 2000).

Leontief’s contribution can be distinguished from that of his predecessors
(Quesnay, Karl Marx, Leon Walras, and Ladislaus von Bortkiewicz) because of his
emphasis on empirical work. This was distinctly different from the mathematical
and theoretical developments of these earlier economists. While these earlier
authors tried to address specific questions in a limited context, Leontief’s
input–output analysis could address a wide variety of problems and provided a
means by which theory could be used to provide insight into real policy situations
(Baumol 2000).

Leontief joined Harvard in 1932 after a brief time at the National Bureau of
Economic Research in order to build his first transaction table of the US economy
(Kohli 2001a, b). He was able to design and estimate his first transaction tables
because of the increased availability of expenditure and revenue data. The advan-
tage of the Leontief accounting system was that it created a bridge between the
theory and measurement and its ability to address policy problems (Kohli 2001a, b).

His initial model worked within a closed system that, later, treated final demand
and value-added components exogenous which allowed for the analysis of the open
economy. The US government published input–output tables for 1947, 1958, and
1963 and since 1967 for every year ending in “2” or “7”.

During World War II, Leontief industrialized the defence sector in the input–
output tables, analysing the impact of war on demand for national and local
industries, thereby calculating the capacity constraint within the economy. After
years of practicing this sectoral modelling, he expanded the framework to incor-
porate the environment, presenting pollution calculations on a sector by sector
basis. The environmental equations within the system played the dual role of
pollution entering into the production function, both as input and output.

Since Leontief’s original work in the 1930s, the use of this model has been
extended to applications in the field of development economics and regional
variations. Until the 1940s, most of the input–output applications were based on the
original model by Leontief and were used to analyse macroeconomic flows within
and between countries. The main motivation behind the development of this model
was to increase the understanding of how different elements of the economic system
are interrelated.

Richard Stone modified the framework of input–output analysis during his years
spent as the Director of the Department of Applied Economics and the Programme
for Growth at the University of Cambridge. This framework became extremely
popular both nationally and internationally by developing a standard system of
national accounts. Input–output analysis became a framework of interest when he
was working on the new Social National Accounts. This ended up being extremely
important to the development of national accounting as a policy tool, not only in
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Britain, but in the rest of the world as well. Stone’s purpose was to present the
philosophy underlying his model, stressing its practical scope and then proceeding
with the illustration of the model itself, which represents the bulk of the work of the
Cambridge Growth Project. This further clarified Stone’s view on the need for
balanced intervention by a central authority to control the economy, in order to
progress towards socially agreed objectives. As observed by Pasinetti (1992), it is
essential to understand which relations in the economic system are independent of
the institutional set-up and which are not.

The social accounting matrix became an economic tool that has a wide-ranging
impact on the field of economics. Its application was not restricted to its original
form and has now been used in collaboration with other models to investigate a
wide range of issues especially social and environmental problems (Rose et al.
1989). Of late, greater advancement has been made in the areas of social accounting
for the forecasting of technological change by both economists and engineers.

The main contribution of the input–output model is that it presents a formal
numerical representation of the economy. It also allowed for the creation of data-
bases for several countries and regions and has been integrated into computable
general equilibrium models. In fact, despite the limitations of the model itself,
actual input–output tables along with various assumptions have been used for
various purposes. Input–output models will be in great demand from a diverse
range of fields for both academic and policy research across many countries.

Constructions of input–output tables:

Since 1991, supply and use tables have constituted the main statistics on the pro-
duction structure of the Dutch economy and form the basis from which input–output
tables are derived. The time series of supply and use tables start in 1987 which
facilitated the benchmark revisions of the Dutch national accounts and could be
derived from existing input–output tables (Kazemier et al. 2012). The main relation
consists of industry-by-industry input–output tables of the entire economy derived
by summing up each single commodity in the input–output table. This process is
time-consuming and expensive and is done for all benchmark revision years.

Due to the time-consuming and expensive nature of survey-based input–output
tables, a number of non-survey techniques have been developed to estimate input–
output tables. One form of non-survey estimation uses a composite cross-entropy
approach that allows an amalgamation of two kinds of apriori information from past
periods and regionalization (Vazquez et al. 2015). This method can use a number of
initial heterogeneous matrices to estimate the new input–output tables; however, it
can only be used with matrices that have semi-positive interior cells and margins.
The empirical application of the method on the input–output tables for the Euro
Area 2007 supports this adjustment process. Using two sets of data, when neither
process is applicable to all industry, therefore suggests and encourages the use of
the data weight prior estimators. This method allows the consideration of apriori
weights different from equal weight of two initial input–output tables where one
consistently performs better than the other. Moreover, modifications to the objective
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functions are possible when individual cells and blocks can be weighted in each
apriori, rather than the industries.

The commodity and industry technology assumptions form the basis for the
construction of commodity input–output tables. An extension allows input–output
econometric tests to facilitate the construction of appropriate hybrid technology-
based commodity input–output tables (Rueda-Cantuche et al. 2018). The study
provides weighted likelihood ratios of the commodity and industry technology
assumptions.While the tests should ideally lead to statistically significant conclusions
on the selection of the most appropriate technology assumption, but the tests are
affected by the heterogeneity in commodity classification. Given this heterogeneity,
the tests sometimes present inconclusive results due to the fact that the proposed tests
are not single tests of one assumption against the other but independent tests which
provide likelihood ratios for each technology assumption separately.

Raa and Rueda-Cantuche (2007) constructed a technical coefficient matrix in a
supply–use framework with competing commodity and industry technology mod-
els. They established a method that would encompass a single formula featuring
input–output coefficients for the amounts of commodities used by an industry to
produce another commodity. The framework allows the testing of which of the
models better fits the data, i.e. competing industry or industry technology. It can,
therefore, be used to apply both models to different inputs and provides a mixed
technology model.

While a large number of studies have been dedicated to updating input–output
tables, the general assumption is that the overall structure of the economy remains
unchanged during an interpolation period. However, the experience of rapid
development and fast speed changes suggests that such an assumption may be
incorrect. Wang et al. (2015) combine a matrix transformation technique and
forecasting to provide a new perspective on methods for updating input–output
tables assuming that there are statistically significant trends in economic structural
change. The authors combine the matrix transformation technique (MTT) and time
series models to extrapolate input–output tables with total value added during
targeted years. The paper finds that the comprehensive performance of the MTT is a
better method to proceed with.

3 Country Initiatives

Since its conception in the USA, other countries have found substantial use for their
input–output tables. Economists and social scientists have found relevance in its
ideas and sought to develop their own tools to create cohesive methodologies to
produce input–output tables.

Leontief first developed the US tables that were published in the Structure of the
American Economy, 1919–1929. It was a closed system that was responsible for a
bill of goods or set of final demands that were exogenous to the table solution. In
1939, attempts were made to analyse the effects of demobilization on employment
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and reconciliation with the national income accounts with the help of Duane and
Hoffenberg (1952). The system was the most accurate portrayal of the economy at
the time and generated interest among policymakers and academics alike. At the
end of the World War II, the Planning and Research Division of the Air Force set
up an inter-agency project known as the Scientific Computation of Optimum
Programs. Due to the increased funding, Leontief and the Bureau of Labour were
able to develop a detailed table of 450 industrial and 50 autonomous sectors.

Until 1968, no distinction was made between industries and commodities. In
1972, there was a major change in the presentation of input tables with the seg-
regation into make and use tables according to the proposal of the 1968 System of
National Accounts. It explicitly recognized the difference between industries and
commodities. The main problem associated with the US tables was the time lag in
generating.

The 1992 table was the last published on the Standard Industrial Classification
basis which included 498 intermediate sectors, and divided the government
expenditures into consumption and investment, with the former including an esti-
mate of the depreciation of government capital stock. Following this, the North
American Industry Classification System (NAICS) presented a shift in the classi-
fication of economic data which created a new information sector that including
publishing, motion pictures and sound recording, broadcasting and telecommuni-
cations, information services, and data processing along with new auxiliaries that
included establishments that served administrative management, storage, or distri-
bution functions within a large company. This and other innovations broke the
consistency and comparability between the 2002 tables and other input–output
tables. International standards of the presentation of input–output tables have also
evolved that are valued at basic prices instead of producers prices, which is in
correspondence with the System of National Accounts supply and use table pre-
sentation used internationally.

The development of the input–output concept in Russia had early beginnings.
According to Belykh (1989), V. K. Dmitriev made an early contribution in 1904 by
developing a system of equations in order to estimate full labour costs. His ideas
were largely forgotten until 1959 when V. S. Nemchinov brought them back when
input–output analysis was struggling to gain recognition in the USSR. One of the
controversial individuals within the development of the input–output concept was
A. V. Chayanov. He made significant contributions to mathematical economics by
addressing the problem of the optimal size of an agricultural enterprise and in the
modelling of a peasant household. The controversy revolves around whether he
utilized Dimitriev’s work to develop a modified account balance system for agri-
culture. Belykh (1989) argues that his approach was simply an accounting balance
approach and did not include an input–output balancing mechanism.

During the 1920s, planning was a main preoccupation in the Soviet Union
(Remington 1982). Part of the theoretical developments that occurred was the
interdependencies of all components of the economy. These interdependences were
often described as links in a chain. A. A. Bogdanov made several important con-
tributions. One was in the development of general systems theory, while a second
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was in the planning process (Belykh 1989). Bogdanov recognized that industrial
sectors were dynamic and each industrial sector had both forward and backward
linkages (Remington 1982). The process required an iterative approach in order that
all of the inputs would be available given the resource availability. The other system
element that was brought into consideration was “proportionality”, which repre-
sented the same concept as equilibrium. This was important because it recognized
that all sectors are part of a broader whole economy.

Two additional issues were investigated during this time. The first was to
identify the appropriate unit of measurement for both inputs and outputs. Several
suggestions were made; however, given the fall of the currency, the unit used in the
planning process was physical units (Remington 1982). The second issue to be
addressed was how to bring the system into balance. It was L. Kritsman who
proposed the idea of iterative balancing as a means of bringing things into equi-
librium. Though work was done in this area for planning the economy, there was no
mathematical formulation of the balancing method (Remington 1982; Belykh
1989).

The Soviet Union had developed a 38 sector inter-industry model of the Russian
economy using 1959 transactions. One of the major differences between the use of
input–output tables in centrally planned and market-based economies was the type
of analysis which were undertaken. In market-based economies at the time, input–
output models were used to estimate the industry requirements needed to fulfil
changes in final demand, while in centrally planned economies the analysis focused
on the material requirements of total output, i.e. intermediate demand by industries
and determined final demand (Miernyk 1968).

During the period of the USSR, inter-industry balance accounts were used for
planning and forecasting purposes. With the fall of the USSR, the Russian Statistical
Agency continued to develop input–output tables for Russia. The Russian input–
output benchmark accounts were based in 1995, and appropriate methods were used
to develop accounts in current prices from 1996 to 2003 (Baranov et al. 2016). One
of the problems with these accounts is that tables were based on the product and
industries that were in existence during the Soviet period. Once Russia went into
transition, these product and industry accounts did not represent the changing
industrial structure in the economy. As a result, the extrapolation of data to 2003 did
not accurately reflect the changing industrial structure of the economy. This problem
is being rectified with a new benchmarking exercise based on a new classification
system (Baranov et al. 2016). The experience with the Russian input–output tables
emphasizes the importance of taking into consideration changes in industrial
structure as economies go through a transition process.

The first experimental input–output table of Canada was for the 1949 economy
and was released in 1956. This table used a square industry-by-industry accounting
framework. Starting in the 1960s, Statistics Canada adopted a rectangular,
commodity-by-industry framework for its input–output tables. The development of
the input–output tables was originally designed at the national level; however,
periodically provincial or regional tables were developed by disaggregating the
national tables into regions. During this period, constant price and nominal price
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models were developed on an annual basis with an appropriate time lag (Statistics
Canada 2016a).

A major revision to the data collection system started in the 1990s. This revision
occurred because of the increased emphasis on provincial and territorial accounts.
As a result, many of the survey instruments were redesigned and sample sizes were
increased to generate provincial supply and use tables (Statistics Canada 2016b).
The current supply and use tables contain 470 product classes and 233 industrial
sectors in 14 regions (ten provinces, three territories, and one region “outside
Canada” that includes embassies, etc.). In total, there are approximately 1.5 million
cells in the supply and use tables.

The final demand table includes five major categories: household consumption
and non-profits serving households, business investment, government expenditures,
export and imports (Statistics Canada). The final demand table includes 470 product
classes, 280 final demand categories, and 14 regions.

The data collection system generates annual national and inter-provincial supply,
use, and final demand tables with a 3-year time lag. The input–output models
generated from these tables are more accurate for policy analysis. Recently, changes
in the definition of confidential data have allowed the tables to be published without
any data suppression.

The basic structure of the input–output model developed from the supply, use,
and final demand tables is as follows (Ghanem 2010):

g ¼ I � D I � b� að ÞRB½ ��1D I � b� að Þ Reþ xð Þ

where

g is provincial gross output matrix, which is a matrix of the vectors of gross
output by industry for each province,

I identity matrix,
D is a block diagonal matrix of each provincial market share matrix (14 regions),
R is the provincial commodity share matrix, composed of 14-by-14 sub-matrices,
B is a block diagonal provincial industry technology for each region (14 regions),
e matrix of domestic final demand for all provinces,
x is a vector of inter-provincial exports by commodity for each province,
b is a block diagonal matrix of inventory leakages,
a is a block diagonal matrix of scrap leakages.

The redesign of the data system to collect information at the provincial or
regional level provides an additional dimension to the analysis that can be under-
taken with the inter-provincial input–output model. The new data collection system
allows the industry technology and market share by industry to vary by province
and region. This is important in a country like Canada because of the spatial
variation in industries and the industry technology employed across the country.

The redesign of the data collection system allows for more robust analysis to be
undertaken to address policy concerns. The inter-provincial tables allow industrial
technology and market shares to vary spatially which provides an added dimension
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to the analysis. Further enhancement to the data collection system would suggest
that input–output models will continue to be used for policy analysis.

Publication of the first input–output tables for Japan occurred in 1955 for the
year 1951. These tables were provisional tables developed by Japan’s Economic
Planning Agency (EPA), The Ministry of International Trade and Industry (MITI)
with the support of related ministries and agencies. The 1951 tables consisted of
nine sections by the EPA and MITI and 182 sections by the agriculture and forestry
sectors. However, due to the two sections, unavoidable divergence occurred in
estimates as a result of different classifications and categorization. For the 1955
input–output table, a uniform code was created and distributed among six ministries
and agencies to make a cohesive system of national accounting with 1955 as the
benchmark year. Since the publication of the 1955 input–output tables, input–
output tables are compiled every 5 years (Ministry of Internal Affairs and
Communication Japan, ND).

From 1962 to 1963, a new framework was developed to compile the input–
output tables which were more consistent with the system of national accounting.
This allowed for comparability of long-term time series and international compa-
rability on the basis of the Standard Industrial Classification for Japan and the
International Standard Industrial Classification of all Economic Activities. Since
then, the system has continued with extensions till 1975 when the number of
ministries involved in data collection increased to 11 government ministries.
Various sectors were divided to enhance estimation. In 1995, the input–output
tables accounted for indirect taxes through the inclusive of the consumption tax. It
was also set up to comply with the recommendations of the 1993 System of
National Accounts. In addition, the changes reflected the economic and social
structure of Japan with new sector classifications. In recent times, Lagrange’s
method of indeterminate multipliers has been used for the aggregation of prelimi-
nary reports (Ministry of Internal Affairs and Communication Japan, ND).

4 Productivity, Technical Change and Efficiency

The creation of input–output tables and the following analysis form two separate
domains; economic accounting and forecasting, respectively. The implication of
robust economic accounting lies in the ability to investigate different kinds of
economic phenomenon. Questions of productivity, technological change, and effi-
ciency play an important role in determining a country’s economic growth over
time.

The question of total factor productivity (TFP) has remained an important issue
in the economic literature. Over the years, economists have attempted to answer the
question of TFP and its static and dynamic counterparts. The static and dynamic
input–output framework can address these questions. While traditional TFP is
defined in terms of growth accounting of a specific sector, the static unit TFP of a
commodity evaluates productivity growth on an economy-wide basis, including the
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more efficient use of factor inputs in all linked industries. The input–output model
can be used to estimate the impact of productivity change, for example the effective
rate of TFP proposed by Hulten (1978). The effective TFP is also identical to the
TFP of Peterson’s vertically integrated sector where each sector produces one type
of final output making use only of factor inputs. Petersen (1979) and Wolff (1985)
have used this approach to measure TFP for the UK and USA, respectively, using
Leontief’s static input–output framework. Aylin-Ahmavaara (1999) has proposed a
fully effective rate of TFP using the dynamic input–output framework to evaluate
capital as a produced input, whose formulation was based on a balanced growth
solution.

Economists are interested in both how an individual economy changes over time
and how economies compare at a given point in time. Jorgenson et al. (2007)
investigated the industry origins of productivity in the US economy over the period
1960–2005. They used aggregated estimates of value added, capital and labour input,
and total factor productivity across industries to estimate productivity by industry
over time. They found that the production possibility frontier was a good proxy for the
underlying growth rate in TFP by industry over time and that the aggregate TFP
growth is a good approximation of the Domar-weighted sum of TFP growth. Second,
they found a divergence between the aggregate value-added estimated from the
production possibility frontier and those estimates derived from the aggregate pro-
duction function. The difference in estimates comes from the assumption of equal
value-added prices used in the aggregate production function. Third, the authors
found that aggregate data can mask the heterogeneity of individual industry pro-
ductivity. They concluded that in order to understand productivity growth, individual
industry data must be included in the analysis (Jorgenson et al. 2007).

Technological change is often considered the basis behind productivity growth;
however, recently several authors (Raa 2005; Raa and Shestalova 2011; Raa 2017;
Shestsava2017) have incorporated estimates of efficiency change as part of pro-
ductivity analysis. Efficiency can be brought about by improvements in the orga-
nization of firms and sectors and a better allocation of resources between industries.
Raa and Shestalova (2011) identify the four main ways of measuring TFP:
(1) Solow’s aggregate production function model, (2) index numbers, (3) data
envelop analysis, and (4) the Domar aggregation approach. The latter approach is
the one most often associated with input–output analysis. The differences in the
estimates from these four approaches are the result of behavioural assumptions and
the prices used in the analysis. In the Solow aggregate function, it is assumed that
there is no slack in production and that there is proportionality between prices and
marginal products, while in the index number estimates, it is assumed that there is
no production slack and prices reflect marginal value. The index number estimates
of TFP reflect technological change. On the other hand, data envelop analysis uses
shadow prices and reflects the marginal values of the production function, which is
based on observed behaviour. Data envelop analysis provides an estimate of
inefficiencies within the economy. Raa and Shestalova (2011) developed a new
approach using the Domar aggregation that takes into account the technological
change components of the Solow and index numbers and the efficiency
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measurement of data envelop analysis. The technological change component can be
measured using the structural input–output approach, while efficiency can be
measured by the improved allocation of productive factors across industrial sectors.
This advance allows for both technological change and efficiency to be measured in
productivity analysis.

This discussion brings us to the issues surrounding capital, labour, energy,
material, services (KLEMS), and productivity. Broersma and van Moergastel
(2007) used the supply and use tables of the Dutch economy from 1987 to 2001 to
investigate intermediate input use by commodity and industry. The estimation of
intermediate inputs is needed in analysing productivity growth. Their extrapolation
method provided reasonable estimates of the published inputs in current prices. The
method can also be used to estimate the volume of intermediate inputs. They
concluded that this method is a useful tool to generate capital, labour, energy,
material, and service (KLEMS) data that can be used for productivity analysis
(Broersma and van Moergastel 2007).

The most common comparison of productivity is for an individual country over
two points in time. As new technologies and globalizations have become a larger
issue, there is growing interest in international comparisons of country output,
input, and productivity growth. Inklaar and Timmer (2007) undertook a study that
compared seven industrialized countries in terms of their use of inputs to produce
output at a detailed industry level. The seven countries included in the analysis were
France, Germany, the Netherlands, UK, USA, Australia, and Canada. They used a
“level comparison” to measure gross output rather than value added for each of the
countries and industries. Eurostat and EU KLEMS data were used to provide the
necessary data on labour (two types—university degree and non-university degree),
capital (two types—information and communication technology (ICT) and
non-ICT), energy, materials, and services, while individual country data were
available for the USA, Australia, and Canada for these items. The authors netted out
intra-industry trade from the data sets. The results indicated that there was very little
difference in the structure of production, with the exception that the USA used more
skilled labour and more ICT capital (Inklaar and Timmer 2007).

Imports are becoming a more important component of the industrial structure of
industries and countries. Accessing imported goods and services can be a means of
increasing the productivity and competitiveness of industries within a country
(OECD 2012). In order to address this issue, Gu and Yan (2017) estimated effective
multifactor productivity (MFP) growth for a number of countries including Canada.
Effective MFP measures productivity growth for products instead of by industries
and takes into account productivity gains in both domestic and international
upstream industries; i.e. productivity growth is not only in terms of increased
productivity of the product but also the indirect increase in productivity of the
intermediate input going into the product. The data used in the analysis were the
World Input–Output Database and the EU KLEMS database. Using this informa-
tion, capital, labour, expenditure shares of final demand and the Leontief inverse for
several countries were estimated. Gu and Yan (2017) concluded that MFP for
Canada was partly due to the productivity gains in intermediated inputs that were
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imported from other countries, in particular the USA, and that Canada gained more
from increased productivity of imports than other countries.

Measuring productivity based on firms and industries within a country’s
boundary may not be a good means of measuring global value chains (GVCs)
because GVCs fragment production across firms, industries, and countries. As a
result, GVCs are similar to vertical integration across countries and industries.
KLEMS data tend to be country- and industry-specific. Timmer (2017) identifies a
new methodological approach that is based on the input–output approach by
Leontief that uses the cost equations generated in the model. Traditionally, KLEMS
data are used to estimate productivity as the gross output of an industry as a
function of intermediate inputs and domestic factor inputs, while this new approach
estimates productivity using the final output of the product as a function of domestic
and international factor inputs (Timmer 2017). Using this approach, the production
function is estimated using only factor inputs, both domestic and international. The
benefit of this approach is that it addresses the question of intangible capital,
specialization in labour skill and capital-intensive activities, and the fragmentation
of production that occurs across the GVC. The case study of the GVC for the
production of German automobiles illustrated the methodology and the data
requirements. The data used in the analysis were the World Input–Output Database.
This approach identifies tasks and the factor inputs going into these tasks and how
these tasks combine to generate output. This allows for a greater understanding of
labour and capital substitution both domestically and internationally (Timmer
2017).

5 Extensions of the Input–Output Model

Richard Stone followed a methodological approach similar to Leontief in that
quantitative foundations were used to make theory relate, effectively, to empirical
data. This included the integration of input–output tables within the Social National
Accounts, his research on the social accounting matrices (SAM), and the adjust-
ment and updating of the technical coefficients (RAS method). His ideas flowed
from a concern about society as a whole and by the desire to make it better. Stone
incorporated a variety of tools and methods and concentrated on reconcile theory to
empirical evidence. Moreover, Richard Stone’s contributions to input–output
analysis went hand-in-hand with his more general contributions to economics
(Stone and Pesaran 1991).

Social National Accounting proved to be an important innovation to the whole
framework of national accounting by using an industrial breakdown of the business
enterprise sector in such a way as to enable the construction of input–output tables
similar to those developed by Leontief. Stone aimed to complement the two con-
cepts so as to make the input–output analysis more flexible and capable of exten-
sion to many other aspects of economic activity, apart from production. In addition,
Stone presented transaction models, that is, models of economic interdependence
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which involve a matrix of transactions and a matrix of responses. He explained
these using static and dynamic models, such as an elementary static model on
Keynesian lines, the input–output model of Leontief, and Goodwin’s model of
labour and capital (Stone and Pesaran 1991).

According to Stone, social accounts are a consolidation without much regard to
the details of the commodity composition of production, but at the same time they
are too focused on the technological relationships which exist in the production
sphere. This led to the historical reconstruction of the first input–output tables for
the USA, the UK, the Netherlands, Denmark, Norway, and Italy. From this exer-
cise, it was concluded that a complete system of social accounts must be able to
handle transactors in all their aspects as producers, consumers, and accumulators. In
the international standard systems of national accounts, this classification is
achieved by a limited solution by which classification is reduced to “private” and
“public” (Stone and Pesaran 1991).

At the end of the 1950s, Stone’s efforts resulted in a book, Social Accounting
and Economic Models, which explained the principles of national accounting, and
showed how the various transactions can be laid out as matrices, known as social
accounting matrices (SAMs). The book also discusses the various models of
behaviour, an input–output system for production, a linear expenditure system for
the demand of non-durable goods, and dynamic demand functions for durable
goods. In 1962, Richard Stone and Alan Brown published A Computable Model of
Economic Growth, the first of a series of 12 volumes issued by the Department of
Applied Economics and known as the “Green Books”. In particular, Pyatt and
Round (1985) contributed to the development of SAMs at the World Bank, which
eventually produced a worldwide standard version which, with further extensions
and modifications, has been widely used to the present. Once the SAM was
developed, it turned out to be a very flexible and extendable analytical tool. Further
advancements were made when Stone and his colleagues developed a special
method of updating the technical coefficients, known as the RAS method. The
acronym indicates that the updating of the coefficients is made by pre-multiplying
and post-multiplying the matrix of technical coefficients “A” by two suitable
matrices “R” and “S”. The problem of variation of technical coefficients had been
illustrated by Leontief in his early work, but it was Stone who provided a com-
putational technique to be adopted at the international level. Stone showed that once
sufficient information is available, it is possible to integrate the information pro-
vided in the table by including more complex forms of relationship between inputs
and outputs. Having shown that transaction models can serve as a major method-
ological tool to extend input–output analysis, he explored the short-term forecasting
power of transaction models. They explained how economic models might help us
to reconcile the advantages of central planning with those of individual initiative.
The core issue is the availability of information and the feasibility of
decision-making dependent on the information (Stone and Pesaran 1991).

The first application of input–output analysis was to the educational system. The
second was the use of Markov chain methods for formalizing hypothesized rela-
tionships. The focus was on improvement of the growth model. When input–output
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analysis is applied to demography, a further difference occurs, as output coeffi-
cients, rather than input coefficients, are fixed. In this case, the model is better
defined as an “allocation model”. The market system has proved itself to be a
practical means of regulating the production and consumption of goods. However,
the market system has failed to provide a solution for externalities, especially
pollution. According to Stone and Pesaran (1991), a solution can be achieved only
through further improvements in science, rather than from a denial of science.

A prominent feature of the Leontief model is that its versatility facilitates the use
of the model to analyse problems in the field of social science, especially the
functioning of markets. Lopes and Neder (2016) discuss the dichotomous role
played by qualitative and quantitative analyses in shaping the ideologies underlying
the study of political economy. The two extreme ideologies in political economy
are capitalism and Marxism. Both of these extremes are theoretical forms of eco-
nomic organization. Capitalism is defined by the accumulation of surplus in terms
of profits, interest rates, etc. The model maximizes the utility of individuals by
identifying the objective function of profit maximization. Political economists have
argued that this does not take into account the essence of use value, incorporating
only the material expansion and pushing the limits towards higher growth. Marxism
is a different social organization that is based on a planning perspective. Despite the
differences in ideologies of Marxism and capitalism, input–output analysis can be
used to address the dynamic behaviour of variables in the political economy cov-
ering the qualitative and quantitative aspects of the economic models. Such analysis
is made by using the devices proposed by Sraffa, Leontief, and Lange to identify an
objective function for the whole system (Lopes and Neder 2016). The paper brings
out a classical phenomenon associated with input–output models, namely their
applicability to other systems and the versatility with which it can implement
changes to facilitate the investigation of economic problems.

Raa and Shestalova (2015a, b) identify the complementarity between the
quantity and value systems in input–output analysis as the basis of the comple-
mentarity approach to computable general equilibrium. Stochastic analysis is lar-
gely facilitated by the numerical weighting of the latter and the linear programming
approach. The duality of prices and quantities appears to allow for the connection
between them in a symmetric manner. Furthermore, stochastic analysis allows for
the analysis of uncertainty in the economy’s structure. Complementarity is used to
explain the inability to achieve targets set out in the Kyoto Protocol, and confidence
intervals are derived for consumption reductions (Raa and Shestalova 2015a).
Environmental regulatory constraints are associated with primary input constraints
and the numerical demonstration points towards the applicability of the model to
stochastic analysis of input–output scenarios.

Production inventory refers to the level of materials and supplies on hand for use in
manufacturing and is considered different from work-in-process inventory (value of
materials being used in production at any given time) and finished goods inventory
(value of goods to customers). Input–output analysis along with the Laplace trans-
formation has been used extensively in the academic literature surrounding produc-
tion inventory. The use of the Laplace transformation allows the imposition of timing
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properties in the Leontief input–output matrices with the help of the Leontief inverse.
Such a model helps in the analysis of assembly systems especially ones with capacity
requirements and safety stock problems. It can also be used in a broader sense for
industries with a divergent material flow (Raa and Shestalova 2015a, b).

Grubbstorm and Tang (2000) acknowledge the potential for simulating pro-
duction opportunities through both the input–output analysis and material
requirement planning (MRP) models despite their origins in different contexts. Both
models focus on the internal demand of products and the paper explores the par-
allels in theme and outcomes. It allows for the economic valuation of input items. It
can be further used in the study of capacity and structural requirements of pro-
duction assemblies and non-assemblies. The generalized input–output matrix
allows the model to capture the time quotient, the required amounts of components,
and the transformation solves the problems of treating differential equations of the
changes in stocks and flows and time lags along with acting as a
moment-generating function and for use as an economic evaluation principle. The
method has further implications in the study of performance of dynamic input–
output models on the macroeconomic scale.

The initial formulation of the Leontief environmental model extended the
original input–output table by adding pollution generation and identifying key
pollution elimination sectors and is essentially used in the analysis of common-pool
resources (CPRs). The paper by Allan et al. (2007) generates an empirical Leontief
environmental input–output system and endogenizes waste generation and waste
disposal activities. Its application can be extended into the analysis of other CPRs
such as highways and irrigation systems. It specifically demarcates the waste dis-
posal sector from the sewage and sanitation sector in order to differentiate waste
disposal by source to cater to the Scottish input–output accounts. It is important to
note that the application of the Leontief environmental model can be used with CPR
of waste generation and disposal. It also furthers the existing input–output database
through the incorporation of elements of green accounting.

Physical input–output models are an interesting and convenient tool for evalu-
ating environmental and economic policies. L’Abbate (2012) challenges the via-
bility of already existing circular flow of goods under a monetary framework and
proposes the input–output method in physical terms to evaluate the detailed inputs
that bypass the production threshold transformation. This includes the raw materials
extracted from natural resources in physical output terms along with the generation
of waste which comes along with different disposal methods and is not included in
the monetary flows in the system. Although Malthusian ideologies have been
challenged by neoclassical economists, the growth trajectory is no longer a single
subset of what benefits the economy which also takes into consideration the future
sustainability through the dynamic role of the environment in the system. The
proposed methodology of constructing physical input–output tables helps in
understanding the interaction of micro-macro material flows, identification of
physical units of natural resources that go into economy and income generation
(Timmer et al. 2015). This model aids in the detection of corrective policy measures
to sustain the growth within the environment domain.
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6 Global Databases

Independent databases of production, consumption, and distribution supported
individual country input–output tables. This allows countries and regions within
countries to undertake macroeconomic analysis with input–output models. More of
the analysis that is being undertaken would benefit from the integration of country
models. As a result, several attempts have been made to standardize databases that
could form the basis of input–output models.

The World Input–Output Database (WIOD) includes databases, accounting
frameworks, and models in order to help policymakers to strike the right balance
between growth, environmental degradation, and inequality taking into account
multiple countries. The core of the database consists of two sets of data, supply and
use tables and data on international trade in goods and services. These data sets are
then taken together with extensive satellite accounts and integrated into sets of
inter-country input–output tables. Flowing from the WIOD comes the World Input–
Output Table (WIOT) which is a combination of national input–output tables. The
advantage of this data set is that it recognizes the use of products based on their
origin, i.e. by a domestic industry or a foreign industry (Timmer et al. 2015).

The main characteristics that distinguish it from other databases (GTAP, OECD,
and IDE-JETRO) include:

1. Use of national supply and use tables (SUTs),
2. Flow from output and final consumption series to a time consistent series,
3. Explicit link to international trade statistics,
4. Explicit attention for trade in services, and
5. Extension with socio-economic and environmental satellite accounts.

Another example of the use of multiple databases is the Industry Forecasting at
the University of Maryland (INFORUM). INFORUM aims to improve business
planning, government policy analysis, and the general understanding of the eco-
nomic environment by using dynamic inter-industry macroeconomic models and
econometric models. These models combine the input–output structure of the
economy with econometric equations in a dynamic framework and enable policy-
makers to answer questions about the impact across industries, apart from just
forecasting (INFORUM 1967).

Aside for forecasting, EXIOPOL is dedicated to estimating external costs of a
broad set of economic activities for Europe. The database includes a detailed
environmentally extended input–output framework, with links to other
socio-economic models. Apart from applying these results to the present, it also aims
to evaluate the impact of past research in this field. Its greatest relevance is in its
orientation towards evidence-based policy questions (Tukker and Heijungs 2007).

Moreover, due to globalization, there has been increased interest in the applica-
tion of supply and use tables in combination with input–output tables, i.e.
enhancement of the statistical basis. This aids in the analysis of environmental effects
in the context of sustainable development, with tables on physical flows, extended

24 P. J. Thomassin



monetary tables, or social accounting matrices. The main intention of EUROSTAT
is to ease the compilation process, improve quality, and create a sense of coordi-
nation among the various methods used (Eurostat 1995, 2001, 2005, 2006).

The development of global multi-regional input–output (MRIO) models allows
the linking of political strategies to address global environmental challenges. The
models provide a strong base for the investigation of regional homogeneity and
heterogeneity and, through collaboration with the input–output community, could
allow the successful construction of national input–output accounts and global
MRIO models. There are also other possibilities in the realm of time series models
and global value chains (Weinzettel et al. 2011).

Currently, more effort has been directed to developing global multi-region input–
output (GMRIO) models; however, they fail to capture the heterogeneity of regions
within a single country. The importance of multi-scales lies in its ability to com-
prehensively analyse the interdependence of the global economy while preserving
regional differences. Bachmann et al. (2015) developed methods for integrating
multi-region input–output data sets from multiple spatial scales into a multi-scale
multi-region input–output model and demonstrated its feasibility. This model was a
Canada-centric model that included 47 countries and 13 of Canada’s sub-national
regions. It provides a tool for the analysis of global concerns in a more spatially
detailed focus. The main advantages of multi-scale models are that the analysis is not
restricted by the representation of the sub-regions and does not consider the impact
of exogenous states of individual sub-regions. The disadvantage, however, is that the
error quotient of the MSMRIO is higher than for a multi-region input–output model.
Moreover, the multi-scale approach is recommended for global studies focusing on
countries with a great degree of regional variation (Bachmann et al. 2015).

Dietzenbacher et al. (2013) provide their views on the future of input–output
analysis and the progress in areas of data collections, methods, theory testing, focus,
and scope. The authors foresee greater scope in exploiting sources of information and
linking input–output tables with other aspects of economic systems with improved
quality. Improved data will improve the accuracy of GMRIOs,MSMRIOs, and IOTs.
There is also the possibility of more accurate estimation as a result of increased data
availability and therefore increases the potential of more sensitivity analyses. The
authors also predict a new system of environmental accounts by the year 2038 and
foresee the possibility of abandoning national responsibility for account compilation
through the mandates of dynamic GIS and MDHS classification procedures to call
upon a new generation of information systems ranging worldwide.

7 Recent Advances in Input–Output

The widespread application of the input–output framework has lead to its rapid
evolution through mixed models of various kinds. These include models that take
into account carbon footprinting, disaster forecasts, and the monetization of losses
due to natural disasters, dynamics, and mitigating uncertainty.
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Carbon footprinting refers to the attempt to capture the total amount of green-
house gas emissions that are directly and indirectly resulting from an activity or
accumulated through the life cycle of a product. Wiedmann (2010) showed that
input–output analysis has the potential to contribute significantly to the practice of
carbon footprinting. The merging of these two practices is interesting for several
reasons. Input–output analysis uses a systems’ approach to understand the inter-
actions between different sectors of an economy. It has now become standard
practice to form extensive input–output tables for economies according to the
system of national accounts. Meanwhile, carbon footprinting is a much newer
concept that has emerged from a generalized description of total greenhouse gas
emissions due to manmade activities. Carbon footprinting is often used synony-
mously with the impact of climate change due to individual, communities, nations,
companies, and products.

Given the various definitions in the literature, there is a large ongoing debate
regarding the most appropriate method for carbon footprinting. Methodologically,
the “full life-cycle perspective” has been addressed using either a bottom-up or
top-down approaches. The bottom-up approach is based on process analysis (PA),
i.e. an Attributional Life Cycle Analysis, while the top-down approach uses an
environmental input–output analysis (EIOA) formulation. The former refers to the
environmental impact of individual products from “cradle to grave” using specific
primary and secondary process data which leads to truncation errors of unknown
size. It is also a costly and labour-intensive task. Environmentally extended input–
output analysis, on the other hand, provides an alternative economy-wide approach
that makes systems cut-offs unnecessary and is appropriate for larger entities such
as product groups, sectors, and countries. This latter approach assesses impacts
through the assumptions of price, output, and carbon emission homogeneity at
sector levels. It is a relatively resource-efficient form of analysis. Developments in
energy analysis in the 1970s and life-cycle analysis in the 1990s suggested that the
adoption of a hybrid method for carbon footprinting would be able to create an
all-encompassing system for analysis. More recently, the debate has shifted towards
the merging of the PA and EIOA systems to avoid underestimation of carbon
emissions and requires a strict standardization process for its success. This need has
been mirrored in the drives by the UK Department for Environment, Food and
Rural Affairs as well as the British Standards Institution, The World Resources
Institute, the World Business Council for Sustainable Development, and the
International Organisation for Standardisation to develop standards for carbon
footprinting of products and organizations. Input–output analysis for carbon foot-
printing provides an accounting of greenhouse gas emissions from a consumption
perspective on an individual, local, regional, or national level. It has wide impli-
cations for climate policy because it can be used from a consumption perspective to
estimate greenhouse gas emissions. Although it is not the only environmental
concern that can be addressed through this analysis, the use of input–output analysis
for the purpose of greenhouse gas accounting has the ability to support the cause for
evidence-based policy-making in countries and can be expanded to include eco-
logical and water footprinting.
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The extension of input–output analysis in the areas of short-term forecasting,
regional analysis, environmental issues, income distribution, and dynamic analysis
has been investigated to a great extent in the literature. In the area of environment,
Leontief et al. (1972) suggested its extension to take into account the generation of
environmental pollutants by economic activity and the resource costs of pollution
abatement. The integration of the environment into input–output analysis has been
furthered by Hartog and Houwelling (1974) and Cumberland and Stram (1976).

Another extension applies to a variety of models to assess the economic losses of
disasters through input–output and computable general equilibrium models. An
increasing number of scholars have developed hybrid approaches that combine both
or either in combination with non-economic methods. Natural disasters, which have
been rising in frequency with respect to extreme weather and climate events, lead to
large-scale destruction of economic value. Okuyama and Santos (2014) divide the
impacts of disasters into two types of losses and classify them according to stocks
and flows. Stock losses can be defined as damage that arises from the destruction of
physical and human capital. Tangible stock losses are generated by asset damage.
On the other hand, flow or production losses arise from business interruption and
interference in upstream and downstream supply chains. The latter generally is
often the main focus in the economic literature.

Steenge and Bočkarjova (2007) investigated the impact of post-catastrophe
economics through the input–output framework. They recognized that the size of
the catastrophe can have several impacts on the circular flow that exists in the
pre-catastrophe economy. These can include impacts on production capacity, labour
availability, and final demand. Using geographical information systems and other
spatial information can provide insight into the size of the impacts on industrial
structure, labour availability, and demand. The lost production capacity can be
integrated into the modelling framework using a diagonal matrix. Combining this
information; i.e. the lost production capacity in the diagonal matrix, with the
pre-catastrophe closed input–output model can identify the imbalances within the
circular flow of the economy. This provides a means of identifying the options for
the recovery process.

Li et al. (2013) expand on the work by Steenge and Bočkarjova (2007) to
include the time element into the recovery process. The time dimension is applied to
the recovery process by including labour loss and dynamic equations for labour
productivity capacity and capital production capacity. Using this information, a
rationing scheme can be devised to allocate intermediate consumption and to
estimate the new total production. This process can continue through time until the
point when total production capacity, total demand, and labour capacity are equal to
the pre-catastrophe total production. Li et al. (2013) incorporate size of the catas-
trophe, reduction in labour, and production capacity into a dynamic input–output
framework that takes into account the imbalance between labour, capital, and final
demand during the recovery period. Using simulations of the size of the disaster, as
well as behavioural assumptions, allows this approach to be used in the planning
process to develop contingency plans.
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The most popular models used in disaster impact modelling are social
accounting matrix (SAM) models, input–output models, and computable general
equilibrium (CGE) models. Most importantly, they are demand-driven models
which remain invariant to low- or high-income trends. Due to their linearity and
invariance to resilience methods, input–output models tend to overestimate the
impacts of disasters. Meanwhile, CGE models are expected to underestimate the
same impacts owing to the possible extreme price and quantity changes. In this
context, input–output and CGE models are generally used together to create hybrid
models or are coupled with other types of models such as biophysical models.
Using the Po River as an example, a comparison was made between multi-regional
input–output models (ARIO and MRIA) and a regionally disaggregated global
CGE model (IEES) (Koks et al. 2016). The study found that the economic losses for
the calculated flood scenarios showed varying results with relatively large differ-
ences. The differences between the ARIO model on the one hand and MRIA and
IEES on the other hand suggest differences in estimation and recovery paths of up
to a factor of 7. The differences can be traced back to the linear structure assumed in
the ARIO model as compared to the other two models and the ability to have
substitution in production, trade, or products in the latter two models. The linear
character of the ARIO model reflects outright negative impacts across all regions
affected, due to the disaster. Such a result may not be realistic due to the interde-
pendence between areas. This prompts the authors to suggest that flexible models,
such as MRIA and IEES, should be applied to assess the impact of multi-regional
disasters. Similarly, the speed of recovery is also crucial to the losses in the affected
areas. A quick recovery leads to lower losses and can be assessed by all three
models under consideration. This study suggests that model outcomes are sus-
ceptible to their underlying assumptions. CGE models appear to be better at
assessing natural disasters on economic activity including price effects and effects
on employment. A detailed assessment of cost-benefit ratios of specific resilience
measures can be successfully investigated with both MRIA and IEES models (Koks
and Thissen 2014). Moreover, while quantitative models have been useful in a
broad array of economic analysis and risk management issues, the underlying
structure of the applied model has the potential to distort the results. There are
additional problems of data quality, model limitations, and interpretation of results.
These problems, however, do not necessarily impede the scope for the growth of
such macroeconomic models.

Phimister and Roberts (2017) investigated how uncertainty in the exogenous
shock to a CGE model affects the macroeconomic results. The authors compared
the results of introducing an onshore wind sector into a regional economy. Two
versions of the model were developed and compared. The first version included an
onshore wind sector with a known size with certainty. In the second version of the
model, the size of the sector was uncertain. The authors used a Gaussian quadrature
approach to undertake the systematic sensitivity analysis around the size of the
sector. They concluded that the certainty version of the model underestimated the
GDP and welfare impacts when compared to the uncertainty version.
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Chen et al. (2005) extend the input–output model to include assets that are
accumulated and used in production and allow for the specification of asset
requirements per sector. It provides an alternative to the capital stock matrix in the
standard System of National Accounts. The extension involves taking the depre-
ciation of fixed assets into full account. Such a model allows for the calculation of
total holding coefficients that can express the amount of assets that are required to
be held in each sector for the satisfaction of final demand. The production systems
of modern economies are dependent on appropriate quantities of fixed capital,
labour, and financial assets. The scale of economic benefits accruing to the pro-
duction process is also determined by the quality and quantity of the inputs used
which includes assets. This model appears to have been influential by the context of
the Chinese economy and is applied to various areas including coal and energy
utilization. The paper also suggests the modified model’s application including the
development of key sectors for Chinese economic development, to predict eco-
nomic development indicators, to study relations between different regions in
China, and to study water conservancy issues in China and its major river basins.

Temurshoev (2015) critically analysed the research on input–output analysis
addressing the inherent uncertainty in input–output data. Errors in data can be
incorporated into data sets and models for a number of reasons including sampling
errors, measurement errors, and errors generated during the IO data compilation
process, confidentiality issues, aggregation errors, prices and deflation practices,
and reporting errors. Temurshoev (2015) reviewed a number of different approa-
ches to address uncertainty including deterministic error analysis, econometric and
other statistical approaches, random error and probabilistic approaches, full distri-
bution approaches, Monte Carlo analysis, Bayesian and entropy approaches, and
other techniques. He concludes that input–output researchers must include uncer-
tainty issues in their analysis and that it is no longer advisable for researchers to
draw their conclusions from only point estimates. The methods to address the
uncertainly issue will depend on a number of factors including the problem being
investigated and the data availability. Expanding the analysis to include sensitivity
analysis around uncertainty issues adds to the robustness of the analysis and
strengths of the conclusions that can be drawn (Temursho 2015).

Roy (2004) models the uncertainty in input–output models by incorporating the
inter-regional flow of output-generating spillover effects through capacity genera-
tion. Its main focus was on accommodating the joint influence of technology,
output capacities, and transportation costs on the pattern of intermediate and final
demand flows between regions. He further extended the model by generating
probabilistic supply functions as a tool within a potential CGE analysis.
Endogenizing certain variables which brought along with it uncertainty provided
insights into the interdependencies between output capacities, production technol-
ogy, and transport costs, and their influence on the pattern of multi-regional or
inter-regional flows. This provided an empirical picture to the theoretical founda-
tion, which is an essential piece for the development of an applied model.

Lenzen et al. (2010) incorporated uncertainty in the estimation of the carbon
footprint in the UK by using the Monte Carlo technique on a MRIO model.
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Uncertainty was incorporated into the model using stochastic random error terms.
Randomness in data collected for each variable was assessed followed by calcu-
lations of standard deviation, which were then used in the analysis. However, some
sources of systematic errors through time and space dimensions remain unanswered
due to the difficulty in data collection. Data modelling provided statistically sig-
nificant results with respect to CO2 emissions embodied in UK imports (EEI) that
were higher than those for exports (EEE) in all years from 1992 to 2004. They also
found that CO2 emissions from EEI were growing faster than EEE, thus widening
the gap between territorial (producer) emissions and consumer emissions. The
study, despite some limitations, could be used to understand the background
inter-linkages of trade industries’ ecological impact on the carbon footprint.

Another area that needs further investigation is the analysis of health care and
health services. Jewczak and Suchecka (2014) attempted to use input–output
analysis to analyse the healthcare system in Poland. They recognized that the
development of a System of Health Accounts, which is supported by the OECD,
provides a means of organizing health data in a systematic way. However, there are
still problems in the organization of the data in terms of flows within the modelling
framework. These definitional problems, both in terms of the health service sectors
and expenditures related to each service sector, remain a problem in the modelling
process.

Other researchers, such as Yamada and Imanaka (2015), have tried to address
these data problems by using an input–output model, data from a Statement of
Profit and Losses (P/L) for a variety of medical institutions, and a Monte Carlo
simulation to take into account a probabilistic sensitivity analysis. Using this
medical institution-based approach, the authors were able to estimate the economic
impact by treating the individual purchases in the intermediate demand as a final
demand change. Using this information, the authors were able to estimate the direct
plus indirect impacts of the healthcare system on the economy. However, the
question of better-defined data and health service sectors would improve both the
modelling and estimation procedures.

A recent approach to address the value of medical prevention was undertaken by
Sidney et al. (2017). Many health management companies are introducing
well-being improvement programmes as a means of preventing health problems by
decreasing the risk factors that are associated with them. Sidney et al. (2017) used a
well-being assessment survey to estimate a logistic model of disease prevalence and
combined this with an input–output analysis to provide a monetarization of the
well-being improvement programme. Further work is needed with both data col-
lection and model development in order to address this new dimension of health
improvement.

Non-communicable diseases, such as cardiovascular disease and type II diabetes,
are becoming a major concern in both developed and developing countries. Many
of these diseases are nutrition-related, in that individuals who are overweight or
obese are more likely to acquire these diseases. Mukhopadhyay and Thomassin
(2012) used a modified input–output model to estimate the impact of a change in
food consumption towards a healthy diet. The healthy diet was defined by the

30 P. J. Thomassin



recommended portions of food categories by the Canada Food Guide by age and
sex. This was compared to the actual food consumption patterns of Canadians. The
difference between actual food consumption and recommended food consumption
was used to estimate the change in final demand in food consumption. Additional
work on the impact of labour productivity over time as overweight and obesity rates
decreased can be undertaken to take into account the time dimension of a change in
food consumption behaviour.

8 Conclusion

Wassily Leontief’s great contribution to economics was the development of a
macroeconomic framework, i.e. input–output analysis, based on actual empirical
data that could generate policy-relevant analysis. Leontief firmly opposed arbitrary
theoretical foundations and strongly supported its roots in empiricism. The current
applications of computable general equilibrium models highlight the limitations of
input–output models when used in isolation and therefore have pushed for a sig-
nificant move towards integration with various other methods and models. The
usefulness of input–output analysis continues to grow because of its flexibility and
ability to be extended to address policy issues. The greatest support for this method
of analysis is indicated by the ever-growing demand in multifarious fields of
research.

Input–output analysis has evolved over the years from the initial stages of its
theoretical foundations based entirely on production analysis to an applied economic
model based on empirical data by Leontief (1936). An attempt has been made to
illustrate the evolution of the input–output method and identify future developments
to incorporate the various dynamic behavioural aspects of the economy. The paper
identifies the different areas of application of input–output analysis in various
countries, with some major model development in Canada. Input–output analysis
has been consistently used in production analysis, providing the pattern of change in
total factor productivity, technical efficiency, and explains the working of variables
such as capital, labour, energy, and materials. Richard Stone’s contribution to input–
output analysis was to provide an extended framework to input–output models that
linked the dynamic societal welfare dimensions with the economic sectors of the
economy. The development of the social accounting matrix increased the utilization
of this modelling approach among government ministries and agencies and provided
an expanded platform for further academic research.

Input–output models and analysis have evolved over time to become more of a
social model that can be used to evaluate various policy situations including the
environment, demand, intermediate inputs, imports, and microlevel attempts to
study global value chains. The input–output model can be extended or used con-
jointly to address a number of issues. For example, Grubbstorm and Tang (2000)
illustrated how an input–output model can be used with a material requirement
planning (MRP) model and the Laplace transformation to take into account the
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multi-level, multi-stage production inventory system which takes into account time.
Following the various applications, are the recent refinements introduced into the
model to incorporate uncertainty, making it feasible to test the carbon footprint,
disaster management, and ecological change. Recent works using the input–output
framework can provide a critical assessment of the health sector and have broad-
ened the scope for further analysis. This can include investigating the health
implications of medical prevention, the health benefits of consuming a healthier
diet, detection and treatment of diseases, and health expenditures. The versatility
and relevance of input–output analysis in a policy context suggest that this
framework has immense potential for its application in a variety of fields and
situations.

Finally, new theoretical developments are required to address current deficien-
cies in the modelling framework. These new theoretical developments will ensure
that the modelling framework will continue to address problem situations now and
in the future. Support for these new theoretical developments will be made with
new and more robust data sources that will assist in application development.
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Agriculture & Input–Output Modelling



Intermediate Input Technological
Progress Translated into Neoclassical
Terms—A Study with Reference
to the Indian Economy

Partha Pratim Ghosh

Abstract While the demand-driven Leontief system leads to a reduction in total
output when there is increased efficiency of intermediate inputs, in the neoclassical
system technological progress must lead to higher output. This paper presents an
explanation of technical progress that resolves the apparent paradox using India’s
Input–Output table for 2011–12. The idea of technological improvements has been
taken from two current programs of development, namely Pradhan Mantri Krishi
Sinchai Yojana (PMKSY) and Pradhan Mantri Gram Sadak Yojana (PMGSY) that
would lead to increased efficiency of irrigation and water resource usage and
increased efficiency of road connectivity across the country in a multi-sector
framework. This paper calculates elasticity of final demands with respect to inter-
mediate inputs, as also price effects arising out of changes in Input–Output coef-
ficients. Results indicate that in order to enhance efficiency of intermediate inputs
used in the agricultural sectors, it is necessary to adopt similar efficiency aug-
menting programs in other sectors of the economy as well. This will lead to a
balanced increase in productivity of all sectors and affect agriculture more
favorably.
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1 Introduction

Technological progress is believed to be the ultimate source of growth in main-
stream economics. Using the production function approach, the sources of growth
can be decomposed into increases in factors of production and technological pro-
gress, with the latter said to be playing a dominant role in maintaining growth of per
capita output. This is the supply-side approach to economic growth. The Leontief
Input–Output approach provides an alternative framework for decomposing the
growth of an economy into two broad sources, namely final demand and techno-
logical change. In this approach, technological change refers to changes in the
Input–Output coefficients. Unlike the neoclassical approach, improvement in
technology translates into lower output in the Leontief system. This apparent
paradoxical result can be explained by interpreting technical change in a way that
brings it in line with the concept of technical progress in mainstream economics.
However, all said and done, it appears that some basic issues of difference between
the mainstream approach and the Input–Output approach persist, in terms of the
economic paradigm that these two frameworks explicate.

Compiling and using India’s Input–Output table for 2011–12, this paper ana-
lyzes the effects of technological progress on various sectors of the economy,
especially the impacts on the agricultural sectors. The idea of technological
improvements has been taken from two current programs of development, namely
increased efficiency of irrigation and water resource usage and increased efficiency
of road connectivity across the country in a multi-sector framework.

A recently published document entitled ‘Pradhan Mantri Krishi Sinchai Yojana:
Enhancing Impact through Demand Driven Innovations’ (Research Report IDC-7,
ICRISAT Development Centre, PMO Strategy Document Series 2016), mentions
that the Pradhan Mantri Krishi Sinchai Yojana (PMKSY) has been launched by the
Ministry of Agriculture and Farmers Welfare, Government of India, to improve
water-use efficiency as one of its main objectives. This component of PMKSY has
been named ‘Per Drop More Crop.’ The report says that water-use efficiency can be
improved from the current level of 35–50% way up to 65–90% through large
scaling-up interventions of scientifically proven improved land, water, crop, and
pest management options. A government publication entitled ‘Operational
Guidelines of Per Drop More Crop (Micro Irrigation) Component of PMKSY,’ of
the Government of India, Ministry of Agriculture and Farmers Welfare released in
2017, gives a detailed description of the objectives, implementation strategies, and
various other aspects of the program.

Similarly, a study commissioned by the International Labor Organization
(ILO) under the technical assistance project for Pradhan Mantri Gram Sadak Yojana
(PMGSY) under the Ministry of Rural Development, Government of India, has
been published in 2015 with the title ‘Impact Assessment Study of Improved Rural
Road Maintenance System under PMGSY.’ This report evaluates the impact of the
development and maintenance of rural roads for connectivity with remote rural
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areas of the country. Among other benefits, the report documents the ‘Impact of
Rural Roads on Agriculture.’

The advantage of Input–Output methodology is its ability to assess the details of
inter-sector relations across the economy. Accordingly, it is able to assess the
efficacy of various developmental programs in a better way as compared to more
aggregative frameworks. It also serves to bring out the points of departure from the
neoclassical approach to the study of economic growth.

The paper is organized as follows. Section 2 discusses the framework of the
analysis. Details of the data source are provided in Sect. 3. Section 4 presents a
brief outline of impacts of selected aspects of PMKSY and PMGSY in the
above-mentioned studies conducted by ICRISAT and ILO, respectively. The var-
ious scenarios or experiments on increased intermediate input efficiency using
India’s Input–Output tables with special reference to agriculture are described in
Sect. 5. Results of the experiments and discussions on the same are provided in
Sect. 6. Finally, the summary and conclusions are given in Sect. 7.

2 Framework of Analysis

The extended Leontief Input–Output framework shows the various uses to which
the output of each sector can be put (along the rows of an Input–Output table) as
also the production structure of each sector (along each column of the table). The
column vector of sector-level outputs is given as x ¼ I� Að Þ�1f which is the
transpose of the row vector x0 ¼ V 0 I� Bð Þ�1, where A is the intermediate input
coefficient matrix, f is the column vector of sector-level final demand, B is the
matrix of supply coefficients, and V′ is the row vector of sector-level value added.
These two formulations arise from the balancing equations x ¼ Ziþ f ¼ Axþ f
and x0 ¼ i0ZþV0 ¼ i0Ax̂þV0 ¼ x0x̂�1ZþV0 ¼ x0BþV0, respectively, where
i represents the unit column vector and x̂ is the diagonal matrix of commodity
outputs. When intermediate inputs are used more efficiently, it reduces the Input–
Output coefficients which are the elements of A. By the power series approximation
of the Leontief inverse, the elements of (I − A)−1 would also be reduced.
Therefore, the total output required to sustain a given vector of final demand would
be lower. In the neoclassical system, output depends on measured inputs and their
productivity. Higher productivity must therefore lead to higher output in the neo-
classical framework. Apparently, there is a contradiction between the effects of
technological improvement in the Input–Output and neoclassical frameworks.

However, it has to be kept in mind that output in the Leontief system does not
mean net output as in the neoclassical system. Output in the neoclassical framework
is net output or value added. The Leontief output vector x is the total production
required to sustain a given vector of final demand and also produce the intermediate
inputs required in the process. If the vector of gross outputs x is given, lesser inputs
would be required for a given vector of final demand f. There is no contradiction
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between the two approaches once it is recognized that the total final demand or total
value added in the economy is the same as the output obtained from the neoclassical
production function. Let us consider the basic balancing equation x ¼ Axþ f .
Following a technological improvement, if the output vector x is specified, then
Ax will be lower and the difference will be sustainable provided that final demand
increases correspondingly. This is the same as an expansion of the production
possibility frontier that we obtain as a result of technological improvement in the
neoclassical framework. For any two time periods ‘t’ and ‘t + 1’ and a given set of
prices, we have

x tð Þ ¼ A tð Þx tð Þþ f tð Þ
x tþ 1ð Þ ¼ A tþ 1ð Þx tþ 1ð Þþ f tþ 1ð Þ
Dx ¼ DA:x tð ÞþA tþ 1ð Þ:DxþDf

Putting Dx ¼ 0;we get Df ¼ �DA:x tð Þ[ 0 since DA\0:

ð1Þ

Given the row vector of outputs x′, when the elements of input-coefficient matrix
A are smaller, total intermediate input requirements for producing the commodities
are lesser in value, i.e., i0Ax̂, or i′Z is smaller. From the balancing equation
x0 ¼ i0Ax̂þV 0, the value added in each sector must rise such that the new total
value added equals the new total final demand, since total final demand equals total
value added.

x tð Þ0¼ i0A tð Þx̂ tð ÞþV tð Þ0
x tþ 1ð Þ0¼ i0A tþ 1ð Þx̂ tþ 1ð ÞþV tþ 1ð Þ0
Dx0 ¼ i0DAx̂ tð Þþ i0A tþ 1ð ÞDx̂þDV 0

Putting Dx ¼ 0;we get Dx̂ ¼ ½0� and DV 0 ¼ �i0DAx̂ tð Þ[ 0 since DA\0:

ð2Þ

The row vector of value-added V′ is defined as v0x̂ where v′ is the row vector of
value-added coefficients that show the value added per unit of output of each sector
and x̂ is the diagonal matrix of sector-level outputs. Thus, v0 ¼ V 0x̂�1 and for a
given x′ we have Dv0 ¼ DV 0x̂�1. From the Input–Output table, we obtain the basic
macroeconomic identity V 0i ¼i0f. In the Leontief system, the scalar value of total
value added by all sectors together is given as Y ¼ v0x ¼ a0f where
a0 ¼ v0 I� Að Þ�1. Since Y ¼ V 0i ¼ i0f , we have v0ðI� AÞ�1 ¼ i0, so that

Y ¼ V 0i ¼ v0 x ¼ v0 I� Að Þ�1f ¼ a0f ¼ i0f : ð3Þ

The only plausible economic interpretation of this result is that the reduction in
the elements of (I − A)−1 is exactly balanced by increase in the elements of v′,
implying an increase in the total amount of primary inputs to maintain the condition
a0 ¼ i0, so that one rupee worth of final demand in any sector of the economy makes
its way through inter-sector relationships to generate value added of one rupee.
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In a purely physical quantity-based Leontief system, primary input requirement
(s) such as labor are given as

V 0
R ¼ v0RxR ¼ v0R I� ARð Þ�1f R ¼ a0RfR ð4Þ

where the subscript R indicates quantities. The elements of a0R are the total direct
and indirect primary input requirements for one unit of final demand of the various
goods and services so that unlike in Eq. (3) above, a0R is now no longer a unit row
vector. Now due to technological improvements, intermediate inputs are better
utilized and the Leontief inverse (I − AR)

−1 becomes smaller. Therefore, the ele-
ments of the row vector a0R become smaller too, leading to the possibility of a
reduction in total primary input requirements. However, if the total output vector in
real terms xR is given, then decreases in the elements of a0R are exactly balanced by
increases in fR and VR is unchanged.

The apparent contradiction between Eqs. (3) and (4) is due to the difference
between the neoclassical and Leontief systems. In the neoclassical system,
resources are fully employed. In contrast, the demand-driven logic of the Leontief
system derives primary input requirements from final demand. If lower input
coefficients exactly balance higher final demand, employment of primary resources
is unaffected. In general, increase in employment of primary inputs is possible only
through continuously rising final demand for a given set of technical coefficients. In
contrast, the neoclassical system would generate the production possibility frontier
T = R(f1, f2, …, fn) = where fj is the production of the jth commodity available for
final use and the total primary resource available in the economy is fully employed
by the invisible hand, ruling out any demand deficiency. Therefore, keeping gross
output unchanged, the only way to accommodate a reduction in the Leontief inverse
(I − A)−1 is to accept an increase in v′.

It is instructive to look at the Leontief system in terms of price formulations. The
price formulation, which is the dual of the quantity formulation, helps us to tie up
the various interpretations discussed in this section neatly. The Leontief price model
is given as p0 ¼ p0AR þwv0R ¼ wv0R I� ARð Þ�1, where w is the wage rate. It can be
used to show the effects of changes in primary factor prices on commodity prices
relative to base year prices. Any change in the technology matrix AR and/or primary
input coefficients will therefore lead to change in the prices of the commodities,
given the unit prices of primary factors of production. Defining the initial price
vector as p(0)′ and the new price vector as p(1)′, we get

p 0ð Þ0¼ p 0ð Þ0AR 0ð Þþwv0R 0ð Þ
p 1ð Þ0¼ p 1ð Þ0AR 1ð Þþwv0R 1ð Þ
Dp0 ¼ Dp0:AR 1ð Þþ p 0ð Þ0DAR þwDv0R ¼ ðI� ARð1ÞÞ�1 p 0ð Þ0DAR þwDv0R

� �
:

ð5Þ
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A reduction in Input–Output coefficients and/or value-added coefficients there-
fore leads to a decrease in prices of the commodities, given the primary input prices.
The effect of technological change on commodity prices at given primary factor
prices has been studied by Duchin and Lange (1995) for the US economy.

Dietzenbacher (1997) has shown the effects of changes in primary input prices
on commodity prices. Since x0 ¼ i0Ax̂þV 0, we have x0x̂�1 ¼ i0Aþ v0 which
implies i0 ¼ i0Aþ v0 where A is the matrix of intermediate inputs per monetary unit
of commodity output and v′ is the primary input cost per monetary unit of com-
modity output. Thus, reductions in the elements of matrix A would lead to lower
commodity prices relative to the base year for any given vector of physical final
demand quantities. The present paper uses the price formulations to find the effects
of a new intermediate input technology on commodity prices relative to base year in
the Indian economy, given factor input prices in the following way.

First, by specifying some exogenous changes in the matrix A for a given vector
x, the effects on the final demand vector f are determined from Eq. (1). Then,
Eq. (5) is used to calculate the effects of change in the Input–Output coefficients on
the prices of various commodities and the implications if any on the composition of
factor incomes in the economy at unit level of operations. It may be noted that the
second set of exercises can be interpreted in light of extensions of the principles of
‘inverse important coefficients’ and ‘fields of influence’ as developed by Sonis and
Hewings (1989, 1992, 1999).

3 Data

The CSO has very recently published the supply–use tables of the years (2011–12)
and (2012–13) for the Indian economy on its Web site (www.mospic.nic).1 The
tables provide data on 140 commodities and 66 industries. The supply table is
available in both basic prices and also purchasers’ prices, while the use table is
available in purchasers’ prices. Aggregating the trade and various transport sectors
and converting the use table into basic prices by adjusting for indirect taxes less
subsidies, trade–transport margins as also imports, a 135-sector commodity-by-
commodity Input–Output table was prepared for the year 2011–122 broadly along
the guidelines suggested by Miller and Blair (2009), using the industry–technology
assumption. The basic equations for generating the Input–Output table are

x ¼ Ui þ f from the use-table ð6Þ

1I am grateful to Professor Kakali Mukhopadhyay of McGill University and GIPE, Pune for
bringing this to my notice.
2I am also thankful to Professor Kakali Mukhopadhyay for important suggestions regarding the
preparation of the Input–Output table.

44 P. P. Ghosh



q ¼ Wi from the supply-table ð7Þ

Combining the two, we get

x ¼ Uq̂�1qþ f

¼ Uq̂�1Wiþ f

¼ Uq̂�1Wx̂�1xþ f

¼ BDxþ f

¼ Axþ f

balancing equation (1) mentioned above.
The use table contains disaggregated data on various components of value added

such as compensation of employees, operating surplus, net indirect taxes, and con-
sumption of fixed capital. It was used to obtain value added by labor and capital
separately and incorporated in the Input–Output table. A note on the construction of
the 135-sector commodity-by-commodity Input–Output table is given inAppendix 1.

4 Brief Review of Impact Studies3

This section reviews some of the relevant results from studies conducted by
ICRISAT and ILO to assess the impacts of PMKSY and PMGSY, respectively, on
the agricultural sectors in India. The Pradhan Mantri Krishi Sinchai Yojana has four
main components, namely Accelerated Irrigation Benefit Programme, Water For
Every Farm (Har Khet Ko Pani), Watershed Development, and Per Drop More
Crop or water-use efficiency. Together, these four components are envisaged to lead
to a net benefit of Rs. 23 lakh crores in 10 years’ time. An investment of Rs.
251,665 crores by the central and state governments together would be required for
this program. The total cost including farmers’ contribution would be Rs.
466,850 crores with an estimated benefit–cost ratio of 4.95:1 including full cost and
a benefit–cost ratio of 9.2:1 including farmers’ contribution. The maximum benefit
is envisaged from the Watershed Development Program. Enhancing the efficiency
of water usage through conjunctive use of soil moisture and irrigation water through
micro-irrigation along with the other components of PMKSY is expected to yield
good dividends for the agricultural sector in India.

The impact assessment report from ILO on PMGSY mentions several important
benefits for agriculture. Improvement in rural road infrastructure was found to have
lowered transportation costs and improved agricultural productivity. As a result,
production has increased with the use of improved seeds, better fertilizers, pesti-
cides, etc., in the study area. Almost a quarter of the sample farmers households

3I sincerely thank the anonymous referee for suggesting the incorporation of this section.

Intermediate-Input Technological Progress Translated … 45



interviewed in the study area reported increased use of fertilizers after construction
of rural roads, with the highest change being observed in Uttar Pradesh where
almost 47% of the farmers interviewed reported the same. Marginal improvements
were also noticed in the agricultural extension services enjoyed by farmers after
rural roads were constructed.

These findings suggest that the efficiency of intermediate input usage in Indian
agriculture improved due to programs such as PMKSY and PMGSY. The present
paper therefore attempts to examine the impacts of increase in intermediate input
efficiency through a series of experiments with special reference to India’s agri-
cultural sectors. This paper develops nine scenarios or experiments to investigate
the effects of improvements in intermediate input efficiency on the final demands,
prices, and the distribution of labor and non-labor incomes in the Indian economy
with special reference to Indian agriculture. The various experiments, results, and
discussions on the same are detailed in the next section.

5 Scenario Development

The first set of exercises was carried out by specifying exogenous changes in the
Input–Output coefficients for a given vector of gross outputs. Using the initial
matrix A and a final demand vector f = i, the gross output was calculated. Then
given this gross output vector and the new A matrix, the reduction in intermediate
inputs was obtained. The same was taken to be the increment in final demand
required for maintaining the basic balance Eq. (1). The exogenously specified
changes in A and the corresponding effects on f were noted. For a 1% decrease in
the Input–Output coefficients, the percentage increase in final demand of any sector
gives the elasticity of final demand with respect to the corresponding set of inputs.
The exercise considered nine scenarios or experiments.

Scenario (i): Efficiency of inputs from the construction sector to the agricultural
sectors increased by 1%. Interpretation of this experiment—it shows the effect of
reduction in intermediate input from construction sector to the agricultural sectors
(1–20), on the final demand for the agricultural sectors’ outputs.

Scenario (ii): Efficiency of inputs from the water supply sector to the agricul-
tural sectors increased by 1%. This experiment shows the effect of reduction in
intermediate input from water supply sector to the agricultural sectors (1–20), on
the final demand for the agricultural sectors’ outputs.

Scenario (iii): Efficiency of inputs from the fertilizer and pesticides sector to the
agricultural sectors increased by 1%. This scenario was developed since the use of
fertilizers and pesticides was expected to improve when the road connectivity in the
rural areas improved.

Scenario (iv): Efficiency of all agricultural sectors increased by 1%. This
exercise considered a simultaneous improvement in intermediate input usage by all
the agricultural sectors (sectors 1–20) of the economy.
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Scenario (v): Efficiency of the construction sector increased by 1%. This sce-
nario considered a decrease in the Input–Output coefficients of the construction
sector by 1%.

Scenario (vi): Efficiency of the water supply sector by increased 1%. This
scenario considered a 1% decrease in the Input–Output coefficients of the water
supply sector.

Scenario (vii): All-round increases in the efficiency of all sectors by 1%. In this
scenario, a simultaneous decrease in the Input–Output coefficients of all sectors of
the economy was considered.

After the above-mentioned scenarios, a second set concerning price effects was
developed as follows.

Scenario (viii): Effects on prices. The effects of changes in the Input–Output
coefficients on the prices are given by Eq. (5). Considering changes in the
inter-industry coefficients only, we get the new price indices after technical change
as p 1ð Þ0¼ v0½I� A 1ð Þ��1 which is the vector showing the percentage change in
price of the various sectors.

Scenario (ix): Effects on employees’ compensation relative to operating surplus.
In the Leontief Input–Output model, commodity prices are determined for a set of
given primary input prices such that price of each commodity is equal to its cost of
production. In a simple model with labor as the only primary input, given the
value-added coefficients v0, the system generates p0 ¼ v0 I� Að Þ�1 as explained
earlier in Eq. (5). The economic logic is that production can ultimately be traced
back to value added by labor, through the successive rounds of production of
commodities that are required to produce a given bill of output. If we now add
non-labor primary inputs, then a similar component would be added in the calcu-
lation of prices. This would generate information to compare labor and non-labor
incomes embedded in prices. Empirically, we obtain employees’ compensation and
operating surplus as some kind of broad measures of labor and non-labor incomes,
respectively, from the Input–Output table. Thus, we can identify two components of
value added, namely employees’ compensation and operating surplus, as two row
vectors v0L and v0K, respectively. Post-multiplying these by the Leontief inverse
gives us components of prices required just to cover the cost of production incurred
by these two factors of production. The ratio of prices—one for employees’
compensation and the other for operating surplus—can then be treated as a new set
of income distribution.

6 Results and Discussions

This section presents and discusses the results of the nine scenarios or experiments
mentioned above. It also attempts to explain the results of the various scenarios
through two conventional measures of interconnectedness, namely power of
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dispersion and sensitivity of dispersion, in order to provide an intuitive under-
standing of the observed results.

Scenario (i): The overall effect was quite small. Three agricultural sectors that
showed maximum responsiveness were other food crops, rubber, and kapas, among
which the highest elasticity was that of the other food crops sector. But the mag-
nitude of elasticity was found to be 0.02 only.

Scenario (ii): The three sectors that showed maximum responsiveness were
wheat, paddy, and sugarcane with elasticity of 0.02, 0.01, and 0.01, respectively.
Once again, the overall effects were low.

Scenario (iii): Coarse cereals, other food crops, and other oilseeds were the three
sectors with highest responsiveness of final demand. Once again, the magnitude of
elasticity was low—it was only 0.01 for coarse cereals and even lower for the rest.

Scenario (iv): The agricultural sector comprised paddy, wheat, coarse cereals,
gram, arhar, other pulses, groundnut, rapeseed and mustard, other Oilseeds, kapas,
jute, sugarcane, coconut, tobacco, tea, coffee, rubber, fruits, vegetables, and other
crops. An increased efficiency of 1% across all agricultural sectors leads to 1.16%
increase in the final demand for fertilizers and 1.08% increase in final demand for
wheat. The final demand for other food crops also increased by 1.03%.
Interestingly, financial services responded with an increase of 0.88%. The incre-
ment in paddy and edible oils and fats was 0.67 and 0.65%, respectively. Even
petroleum products and other livestock products increased by more than 0.5% each.

It is clear from experiments (i), (ii), and (iii) that higher efficiency of intermediate
inputs such as construction, water supply, fertilizers, and pesticides in the pro-
duction of agricultural sectors has a limited impact. On the other hand, experiment
(iv) shows that improved efficiency of all intermediate inputs taken together for
agricultural production shows higher elasticity of agricultural output. This leads to
the question whether an improvement in the usage of intermediate inputs into the
construction, water supply, fertilizers, and pesticides sectors individually from all
production of sectors of the economy would show higher elasticity of output of the
agricultural sectors.

Scenario (v): A very few sectors of the economy responded to this stimulus.
Elasticity of output of other food crops was 0.02, the highest among the agriculture
sectors. The maximum effect of 1% increase in efficiency of the construction sector
was an increase of 0.44% for iron and steel foundries. Nonmetallic mineral products
responded by an increase of 0.24% and real estate sector showed an increase of
0.18%, while cement increased by 0.17%. The other sectors responded even less.

Scenario (vi): Final demand for wheat and paddy increased by 0.02 and 0.01%,
respectively, the highest among the agricultural sectors. The highest response was
from the trade and transport sector with an increase of 0.28%, while other sectors
showed almost no change in their respective final demands. It is evident that the
elasticity or sensitivity of agricultural output with respect to improved efficiency of
intermediate inputs on the whole is not very high. This leads to the investigation on
the effect of all-round increased efficiency of all intermediate inputs in the economy.

Scenario (vii): True to the general equilibrium nature of the Leontief Input–
Output system, this stimulus generated striking response. In fact, the elasticity of
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output of agricultural sectors improved significantly. The change in final demand
and the elasticity of agricultural sectors (sectors 1–20 of the Input–Output table) are
shown in Fig. 1.

With reference to the agricultural sectors, it is observed that paddy, wheat, other
oilseeds, kapas, sugarcane, vegetables, and other food crops showed elasticity
greater than 1. Final demand for paddy and wheat increases by 2.16 and 1.62%,
respectively. Coarse cereals, gram, arhar, other pulses, and groundnut increase by
less than 0.5% each. Other Oilseeds and kapas each show more than 1% increase in
final demand. Final demand for sugarcane, vegetables, other food crops, and milk
also shows increased final demand by 2.04, 1.06, 1.14, and 2.78%, respectively.
Coconut, tobacco, tea, coffee, rubber and fruits respond by less than 5% each.

Apart from the agricultural sectors, there are a large number of agriculture-related
sectors in the Indian economy. These are sectors 21–29 and sectors 41–69. The
results in these sectors are shown in two groups in Fig. 2a, b, respectively.

Final demand for milk, other livestock products, rubber products as also paper
and paper products increases by more than 1% each while those of firewood, other
forestry products, inland fish, and marine fish respond by much less than 0.5%.

Elasticity of paper products and newsprint was 1.49 while that of cotton yarn and
cotton textiles and synthetic yarn and synthetic textiles was close to 1. Other
agriculture-related sectors did not show much sensitivity of final demand.

The response of sectors outside agriculture was more striking. For example, for
iron and steel foundries there was 2.9% increase in final demand. Similarly, the final
demand for financial services increased by 4.6% and in case of electricity it would
result in the augmentation of resources equivalent to 5.12% increase in final
demand.
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Fig. 1 Quantity effects on agricultural sectors (Source Results obtained from the present study)
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Fig. 2 a Quantity effects on agriculture-related sectors, Group (a) (Source Results obtained from
the present study), b quantity effects on agriculture-related sectors, Group (b) (Source Results
obtained from the present study)
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In all, thirty-five sectors responded with more than 1% increase in their
respective final demands and another twenty-three sectors showed increases of
more than 0.5% each. Both the construction and the water supply sectors show
more than 1% increases in final demand. The percentage increase in final demand of
all sectors taken together is 10.44%. The overall summary of main results for all
sectors of the economy is shown in Appendix 2.

Results of the above-mentioned experiments (i)–(vii) bring out the importance of
balanced technological progress in the economy highlighting the extent to which it
augments resources available for final demand. For the agricultural sectors as a
whole, the increase in final demand was 7.1%. It is clear that most of the sensitive
sectors are non-agricultural in nature.

We now turn to the second set of exercises which measure the effects of changes
in the matrix A on the prices of the various commodities, based on Eq. (5). After an
improvement in the efficiency of intermediate input usage, lesser amount of total
(direct plus indirect) primary factors would be required, leading to lower require-
ment of primary factor inputs per unit of final demand. Given the prices of primary
inputs, these changes translate into lower total (direct and indirect) primary factor
requirements each commodity at unit level of operations. Hence, prices decrease.
The following results were observed in this respect.

Scenario (viii): The price effects show a wide range of variation. An interesting
result that emerges is the low price sensitivity to agriculture and related sectors.
Food grains like paddy, wheat, coarse cereals, gram, arhar, other pulses, groundnut,
rapeseed and mustard, other oilseeds show low price sensitivity of around 0.3%.
Non-food grain agricultural sectors such as coffee, rubber, tobacco, other food
crops, sugarcane, vegetables, kapas, jute hemp, and mesta show similar low sen-
sitivity. However, agriculture-related sectors show more sensitivity of prices.
Figures 3 and 4 show the results for the agriculture-related sectors.
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Fig. 3 Price sensitivity of agriculture-related sectors (sectors 41–54) (Source Results obtained
from the present study)
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Some agriculture-related sectors showed price sensitivities greater than 1% but
less than 1.15%. These include processed poultry meat and poultry meat products,
processed fish and fish products, processed other meat and meat products, pro-
cessed fruits and processed vegetables, dairy products, cotton yarn and cotton
textiles, woolen yarn and woolen textiles, carpet weaving, silk yarn and silk textiles,
edible oils and fats, synthetic yarn, synthetic textiles. Inland and marine fish sectors
are much less sensitive to technical changes, with about 0.23% change in prices.
Milk, wool, eggs and poultry, other livestock products are a little bit more sensitive
at around 0.4%. It should be noted that processed agriculture-related products and
processed food products have high price sensitivity as opposed to basic agricul-
ture-related products such as food grains which have very low price sensitivity.

Appendix 3 summarizes the results on price sensitivities for all sectors of the
economy. As many as sixty-five sectors show price sensitivity of more than 1%.
Among these sectors, the ones that show maximum effects on prices are gems and
jewelry, petroleum products, coal tar products, inorganic chemicals, paints, var-
nishes, and lacquers, inorganic chemicals, communication equipments, fertilizers,
pesticides, organic chemicals, gas, motorcycles and scooters, aircraft and space-
crafts, other electrical machinery, other transport equipment, motor vehicles, soaps
cosmetics and glycerin, legal services. Price sensitivity of these sectors varies from
1.4 to 1.74%.

The core manufacturing sectors such as nonferrous basic metals including alloys,
iron and steel foundries, miscellaneous manufacturing, iron and steel casting and
forging, iron and steel ferroalloys, electrical industrial machinery, electrical cables
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from the present study)
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and wires, electrical appliances, electronic equipment including television, medical
precision and optical instruments, paper, paper products and newsprint, ships and
boats, rubber products have price sensitivities ranging from 1.29 to 1.38%.
Batteries, rail equipment, bicycles and cycle-rickshaws are a little more price
sensitive, about 1.39%.

Scenario (ix): The resulting ratio of employees’ compensation to operating
surplus (CE/OS) is observed to increase in certain sectors and fall in others. The
sectors that show an increase in the CE/OS ratio are shown in Appendix 4. The
sectors are grouped on the basis of similarities in their nature of production.

It is to be noted that the agricultural sectors do not show any increase in the CE/
OS ratio. However, some agriculture-related sectors do show such increase, as
listed in Group (a) of Appendix 4. All other sectors in Appendix 4 are
non-agricultural in nature. The sectors in Group (h) of Appendix 4, namely public
administration and defense, education services, human health and social care ser-
vices, community, social and personal services, recreation and related activities,
have higher coefficients for employees’ compensation than for operating surplus. So
for these sectors, an increase in the ratio of CE/OS is only natural. However, for the
other sectors in Appendix 4, we may consider the increase in the ratio CE/OS to be
a sign of reduction of inequality.

Experiments (i)–(ix) show that the effects of improved efficiency of intermediate
inputs on the agricultural sector are not very strong. Intuitively, it appears that the
agricultural sectors are not very strongly integrated with the economy as a whole.
Calculations of the power and sensitivity of dispersion verify this proposition.4

Power and Sensitivity of Dispersion
The power of dispersion of any sector is given by the ratio of its backward linkage
with the entire economy to the average linkage of all sectors of the economy. It is a
measure of the relative strength of the backward linkage of any given sector. On the
other hand, the sensitivity of dispersion is a measure of the relative strength of the
forward linkage of any given sector and is measured by the ratio of its forward
linkage of the entire economy to the average linkage of the all sectors of the
economy. Backward and forward linkages in the Leontief system are given,
respectively, by the column sums and row sums of the Leontief inverse (I − A)−1.
Denoting the Leontief inverse as [lij], the backward linkage of any sector ‘j’ is given
as 1

n

Pn
i¼1 lij, while the forward linkage of any sector ‘i’ is given as 1

n

Pn
j¼1 lij.

Therefore, the average linkage for the entire economy is measured by 1
n2

Pn
j¼1

Pn
i¼1 lij so that the power of dispersion of any sector ‘j’ is

Pn

i¼1
lij

1
n

Pn

j¼1

Pn

i¼1
lij
while

the sensitivity of dispersion of any sector ‘i’ is
Pn

j¼1
lij

1
n

Pn

j¼1

Pn

i¼1
lij
.

4My sincere thanks go to the anonymous referees for suggesting the incorporation of this part of
the study.
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The power of dispersion was less than unity for each of the twenty agricultural
sectors. It means that the backward linkage of the agricultural sectors is less than the
average linkage of all sectors of the economy. Similarly, the sensitivity of disper-
sion of thirteen agricultural sectors was less than unity. These sectors were coarse
cereals, arhar, gram, groundnut, other pulses, rapeseed and mustard, coconut, tea,
coffee, rubber, tobacco, fruits and jute hemp and mesta. The Seven agricultural
sectors showing above-average forward linkage were paddy, wheat, kapas, sugar-
cane, other food crops, other oilseeds, and vegetables. These seven sectors also
showed relatively higher elasticity of output and higher effects on prices in the
various experiments discussed above. The rankings of the agricultural sectors based
on calculations of the power and sensitivity of dispersion are presented in
Appendix 5.

Having seen these results, it is important to note once again that among the nine
scenarios developed, in Scenario (vii) where a simultaneous improvement in pro-
ductivity of all intermediate inputs was considered for the entire economy, out of
the 20 agricultural sectors seven (paddy, wheat, other oilseeds, kapas, sugarcane,
vegetables, and other food crops) showed greater than unit elasticity while the
elasticity of agriculture-related sectors was even more. This is because although the
agricultural sectors are not individually very well integrated with the entire econ-
omy, there are ripple effects when we consider simultaneous improvement in the
efficiency of intermediate inputs across all sectors of the economy, improving the
elasticity of all sectors, including the agricultural and agriculture-related sectors.
Thus, the benefits of improved intermediate input usage would be harnessed
properly when efficiency-increasing programs are adopted across all sectors of the
economy.

7 Summary and Conclusions

This paper discusses the concept of technological progress in light of Leontief
Input–Output model comparing and contrasting it with the standard neoclassical
treatment of technological progress. Empirical application is initiated by con-
structing India’s Input–Output table from the supply and use tables of 2011–12 and
using it to calculate the effects of increased efficiency of intermediate inputs with
special reference to Indian agriculture.

Water and roadways are among the most vital but scarce resources in Indian
agriculture. The Niti Annual Report (2014–15) mentions Pradhan Mantri Krishi
Sinchai Yojana (PMKSY) as one of the major activities to be undertaken in pro-
moting Indian agriculture. One of the objectives is to increase efficiency of water
used in the irrigation supply chain over a time period of 10 years (2014–2023). In a
similar fashion, the Pradhan Mantri Gram Sadak Yojana (PMGSY) has also been
launched to build road networks across the country. In the Input–Output frame-
work, efficiency of irrigation and water resource usage will be reflected in a
reduction of the intermediate input coefficients. It will lead to lower total direct and
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indirect input requirements of water. This will augment resources for final use.
Similar effects will follow from the PMGSY program. Strengths of these effects are
calculated in the Input–Output framework.

Both quantity and price effects of technological progress are calculated, with
special reference to the agricultural sectors. Results are extended to show the effects
of technological progress on the income distribution as well. On the whole, the
responsiveness of agricultural sector outputs and prices to increased efficiency of
intermediate inputs is lower as compared to non-agricultural sectors. The effects of
increased efficiency of intermediate input usage are more marked when the
improvements are spread over all sectors of the economy. Thus, programs like
PMKSY and PMGSY would be more effective when executed simultaneously with
other programs for increasing efficiency of intermediate inputs across the entire
economy.

Appendix 1: Construction of the 135 Sector
Commodity � Commodity Input–Output Table

i. Aggregation of supply table: The six sectors—trade (117) and railway/land/
water/air/supportive transport (120–124)—were aggregated into one sector
‘trade and transport.’ Accordingly, the aggregated supply table contains 135
commodity sectors.

ii. Construction of V matrix: The supply table has dimensions commodi-
ties � industries which is transposed to form the V matrix with dimensions
industries � commodities. The column totals of the V matrix are total
commodity domestically produced, at basic prices.

iii. Construction of D matrix: D is computed as V * q(d)−1 where q(d) is total
commodity domestically produced, at basic prices.

iv. Aggregation of use table: As in case of the supply table, in the use table also
the six sectors—trade (117) and railway/land/water/air/supportive transport
(120–124)—were aggregated into one sector ‘trade and transport.’
Accordingly, the aggregated use table contains 135 commodity sectors.
However, the aggregated use table thus formed is at producers’ prices. It has
to be converted into basic prices. This requires two matrices, namely the
matrix of trade and transport margins (TTM) and the matrix of taxes less
subsidies (TLS). The aggregated use table at basic prices is formed by
subtracting the TTM and TLC from the aggregated use table at producers’
prices, with dimensions commodities � industries. It also contains final
demand at basic prices.

v. Construction of B matrix: B is computed as U � x̂�1 where x is industry
output domestically produced, obtained from the supply table.

vi. Construction of domestic IO table a basic prices: The domestic Input–Output
coefficient matrix A is constructed as A = BD. This gives us the
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inter-industry domestic transactions matrix Z = Ax. Final use at basic prices
was obtained from the aggregated use table at basic prices. Final demand is
calculated by subtracting imports from final use.

vii. Summary of workings:

1. The supply table was adjusted for valuation in purchasers’ prices, to
obtain domestic supply q(d).

2. Accordingly, the domestic industry outputs ‘x’ were also changed.
3. B = U * <q(d)> ^−1 was calculated.
4. D = V * <x> ^−1 was computed.
5. A = B * D was obtained.
6. The balancing equation [q(d) = A * q(d) + e − m] was checked.

viii. Sectors of India’s Input–Output table for 2011–12:

Sector
No.

Name Sector
No.

Name

1 Paddy 31 Natural gas

2 Wheat 32 Crude petroleum

3 Coarse cereals 33 Iron ore

4 Gram 34 Manganese ore

5 Arhar 35 Bauxite

6 Other pulses 36 Copper ore

7 Groundnut 37 Other metallic minerals

8 Rapeseed and
mustard

38 Limestone

9 Other oilseeds 39 Mica

10 Kapas 40 Other nonmetallic minerals

11 Jute, hemp, and
mesta

41 Processed poultry meat and poultry meat
products

12 Sugarcane 42 Processed other meat and meat products

13 Coconut 43 Processed fish and fish products

14 Tobacco 44 Processed fruits and processed vegetables

15 Tea 45 Dairy products

16 Coffee 46 Edible oils and fats

17 Rubber 47 Grain mill products, starch, and starch
products

18 Fruits 48 Sugar

19 Vegetables 49 Bread and bakery products

20 Other food crops 50 Miscellaneous food products

21 Milk 51 Alcoholic beverages

22 Wool 52 Non-alcoholic beverages

23 Egg and poultry 53 Tea processed

24 Other livestock
products

54 Coffee processed

(continued)
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(continued)

Sector
No.

Name Sector
No.

Name

25 Industry wood 55 Tobacco products

26 Firewood 56 Cotton yarn and cotton textiles

27 Other forestry
products

57 Synthetic yarn and synthetic textiles

28 Inland fish 58 Wool yarn and woolen textiles

29 Marine fish 59 Silk yarn and silk textiles

30 Coal and lignite 60 Carpet weaving

Sector
No.

Name Sector
No.

Name

61 Ready-made garments 91 Industrial machinery for food and
textile industry

62 Misc. textile products 92 Industrial machinery (except food
and textile)

63 Leather footwear 93 Machine tools

64 Leather and leather products
except footwear

94 Other non-electrical machinery

65 Wood and wood products
except furniture

95 Electrical industrial machinery

66 Paper, paper products, and
newsprint

96 Electrical cables, wires

67 Publishing, printing, and allied
activities

97 Batteries

68 Furniture and fixtures 98 Electrical appliances

69 Rubber products 99 Communication equipment

70 Plastic products 100 Other electrical machinery

71 Petroleum products 101 Electronic equipment including TV

72 Coal tar products 102 Medical precision, optical
instrument

73 Inorganic chemicals 103 Watches and clocks

74 Organic chemicals 104 Ships and boats

75 Fertilizers 105 Rail equipment

76 Pesticides 106 Motor vehicles

77 Paints, varnishes, and lacquers 107 Motorcycles and scooters

78 Drugs and medicine 108 Bicycles, cycle-rickshaw

79 Soaps, cosmetics, and glycerin 109 Aircraft and spacecrafts

80 Synthetic fibers, resin 110 Other transport equipment

81 Other chemicals and chemical
products

111 Gems and jewelry

82 Cement 112 Miscellaneous manufacturing
(continued)
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(continued)

Sector
No.

Name Sector
No.

Name

83 Nonmetallic mineral products 113 Construction and construction
services

84 Iron and steel ferroalloys 114 Electricity

85 Iron and steel casting and
forging

115 Gas

86 Iron and steel foundries 116 Water supply

87 Nonferrous basic metals
(including alloys)

117 Trade and transport

88 Hand tools, hardware 118 Repair and maintenance of motor
vehicle

89 Miscellaneous metal products 119 Hotels and restaurant

90 Tractors and other agricultural
implements

120 Storage and warehousing

Sector
No.

Name Sector
No.

Name

121 Communication
services

129 Other business services

122 Financial services 130 Computer-related services

123 Insurance services 131 Public administration and defense

124 Ownership of
dwellings

132 Education services

125 Real estate services 133 Human health and social care services

126 Renting of machinery
and equipment

134 Community, social and personal services

127 Research and
development services

135 Recreation, entertainment and radio and TV
broadcasting, and other services

128 Legal services

This commodity � commodity Input–Output table was constructed from the
supply and use tables of 2011–12 containing 141 commodity sectors. Trade and
transport sector (117) in the above commodity � commodity Input–Output table
was obtained by aggregating six commodity sectors of the supply and use tables,
namely trade (117) and railway/land/water/air/supportive transport (120–124).
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Appendix 2: Final Demand Effects of 1% Increase
in Efficiency of Intermediate Inputs in All Sectors

(a) Sectors with more than 1% increase in final demand
Agricultural sectors: paddy, sugarcane, wheat, other food crops, kapas, other oilseeds, vegetables
Agriculture-based sectors: milk, other livestock products
Non-agricultural sectors: crude petroleum, petroleum products, trade and transport, electricity,
organic chemicals, inorganic chemicals, financial services, nonferrous basic metals, other
chemicals and chemical products, iron and steel casting and forging, coal and lignite,
construction and construction services, iron and steel foundries, miscellaneous metal products,
plastic products, synthetic fibers and resin, communication services, rubber products, other
business services, paper and paper products, iron and steel ferroalloys, fertilizers, gems and
jewelry, other nonmetallic minerals, drugs and medicines, hotels and restaurants

(b) Sectors with increase in final demand between 0.9 and 1%
Wood and wood products except furniture, iron ore, nonmetallic mineral products

(c) Sectors with increase in final demand between 0.6 and 0.9%
Cotton yarn and cotton textiles, natural gas, other non-electrical machinery, edible oils and fats,
electrical appliances, real estate services, industry wood, water supply, motor vehicles, synthetic
yarn and synthetic textiles, copper ore, electrical industrial machinery, industrial machinery
(except food and textiles), renting of machinery and equipment, hand tools hardware, insurance
services, rapeseed and mustard

(d) Sectors with increase in final demand between 0.5 and 0.6%
Machine tools, miscellaneous textile products, eggs, and poultry

Source Results obtained from the present study

Appendix 3: Price Effects of 1% Increase in Efficiency
of Intermediate Inputs in All Sectors

(a) Sectors with more than 1% decrease in price
Sensitivity of 1.4 and above: gems and jewelry, petroleum products, coal tar products, inorganic
chemicals, paints, varnishes and lacquers, inorganic chemicals, communication equipments,
fertilizers, pesticides, organic chemicals, gas, motorcycles and scooters, aircraft and spacecrafts,
other electrical machinery, other transport equipment, motor vehicles, soaps cosmetics and
glycerin, legal services
Sensitivity between 1.30 and 1.39: nonferrous basic metals including alloys, iron and steel
foundries, miscellaneous manufacturing, iron and steel casting and forging, iron and steel
ferroalloys, electrical industrial machinery, electrical cables and wires, electrical appliances,
electronic equipment including television, medical precision and optical instruments, paper,
paper products and newsprint, ships and boats, coal and lignite
Sensitivity between 1.15 and 1.29: rubber products, storage and warehousing, real estate
services, communication services, legal services, construction and construction services,
electricity, industrial machinery, tractors and other agricultural implements, publishing, printing
and allied activities, miscellaneous metal products, machine tools, other chemicals and chemical

(continued)
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(continued)

products, other non-electrical machinery, hand tools, hardware, plastic products, synthetic fibers
and resins, communication services
Sensitivity between 1.01 and 1.07: ready-made garments, miscellaneous textile products, drugs
and medicine, dairy products, processed other meat and meat products, processed fruits and
processed vegetables, cotton yarn and cotton textiles, woolen yarn and woolen textiles, carpet
weaving, silk yarn and silk textiles, edible oils and fats, processed poultry meat and poultry meat
products, processed fish and fish products, watches and clocks, storage and warehousing,
synthetic yarn and synthetic textiles

(b) Sectors with decrease in price between 0.5 and 1%
Sensitivity between 0.45 and 0.72: human health and social care services, insurance services,
public administration and defense, other business services, research and development services,
financial services, computer-related services, education services
Sensitivity between 0.74 and 1.00: alcoholic and non-alcoholic beverages, firewood, industry
wood, other forestry products, crude petroleum and natural gas, sugar, leather and footwear,
bread and bakery products, tea and coffee processing, repairs and maintenance of vehicles,
recreation entertainment and radio, renting of machinery, manganese ore, bauxite, copper ore,
iron ore and other metallic minerals, cement, wood and firewood products, miscellaneous food
products, nonmetallic mineral products, furniture and fixtures, grain mill starch and starch
products, community social and personal services, trade and transport sector, hotels and
restaurants

(c) Sectors with less than 0.5% decrease in price
Paddy, wheat, coarse cereals, gram, arhar, other pulses, groundnut, rapeseed and mustard, other
oilseeds, coffee, rubber, tobacco, other food crops, sugarcane, vegetables, kapas, jute hemp and
mesta, inland and marine fish sectors, milk, wool, eggs and poultry, other livestock products

Source Results obtained from the present study

Appendix 4: Sectors Showing Increase in the Ratio
of Employees’ Compensation to Operating Surplus

Group (a)

Processed poultry meat and poultry meat products, processed other meat and meat products,
processed fish and fish products, processed fruits and processed vegetables, dairy products,
edible oils and fats, grain mill products, starch and starch products, sugar, bread and bakery
products, miscellaneous food products, alcoholic beverages, non-alcoholic beverages, tea
processed, coffee processed, tobacco products

Group (b)

Coal and lignite, natural gas, crude petroleum

Group (c)

Cotton yarn and cotton textiles, synthetic yarn and synthetic textiles, wool yarn and woolen
textiles, silk yarn and silk textiles, carpet weaving, ready-made garments, miscellaneous textile
products

(continued)
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(continued)

Group (d)

Leather footwear, leather and leather products except footwear, wood and wood products except
furniture, paper, paper products and newsprint, furniture and fixtures, rubber products, plastic
products

Group (e)

Petroleum products, coal tar products, inorganic chemicals, organic chemicals, fertilizers,
pesticides, paints, varnishes and lacquers, drugs and medicine, soaps, cosmetics and glycerin,
synthetic fibers, resin

Group (f)

Iron and steel ferroalloys, electrical industrial machinery, electrical cables, wires, batteries,
communication equipment, watches and clocks

Group (g)

Construction and construction services, electricity, gas, water supply, storage and warehousing,
communication services

Group (h)

Public administration and defense, education services, human health and social care services,
community, social and personal services, recreation, entertainment and radio and TV
broadcasting, other services

Source Results from the present study

Appendix 5: Ranking of Agricultural Sectors by Power
and Sensitivity of Dispersion

S. No. Name Ranking out of 135 sectors by
power of dispersion

Ranking out of 135 sectors by
sensitivity of dispersion

1 Paddy 128 18

2 Wheat 121 25

3 Coarse
cereals

113 60

4 Gram 114 75

5 Arhar 122 107

6 Other pulses 118 82

7 Groundnut 126 93

8 Rapeseed
and mustard

119 55

9 Other
oilseeds

120 33

10 Kapas 129 23

11 Jute, hemp,
and mesta

116 99

12 Sugarcane 115 19
(continued)
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(continued)

S. No. Name Ranking out of 135 sectors by
power of dispersion

Ranking out of 135 sectors by
sensitivity of dispersion

13 Coconut 123 85

14 Tobacco 131 78

15 Tea 130 87

16 Coffee 124 83

17 Rubber 127 59

18 Fruits 117 76

19 Vegetables 132 34

20 Other food
crops

125 32

Notes (i) Power of dispersion of each of the agricultural sectors is less than unity
(ii) Sensitivity of dispersion of agricultural sectors with ranks above 34 is less than unity
Source Results from the present study
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Assessments of ICT Policy Options:
The Framework of Input–Output
Table Linked with Intangible
Knowledge Stock

Masahiro Kuroda, Kenta Ikeuchi, Yasushi Hara
and Michael C. Huang

Abstract The 21st century marks the prosperity of cyber systems that drastically
reshaped the social economy structure. Confronting the hyper-aging society with
shrinking population in Japan, rapid development of ICT/IoT has contributed to
social economic change nowadays while evaluating the effectiveness of policy
options thus becomes an urgent task for stakeholders. A new type of social eco-
nomic development with technology substitute of labor deserves more attention to
accommodate technology improvement in the society. In order to capture the
structural change, we develop a CGE model applying Japan’s input–output table
from 1995 to 2011 with the disaggregation of 95 sectors. In this model, the capital
stock has been distinguished into tangible and intangible capital to better interpret
the R&D capital formation and its spillover effect for technology realizations. Based
on the mechanism, a user-friendly application called SPIAS-e was developed for
policy option evaluation. Finally, the chapter demonstrated simulation results of
STI policy options scenarios on how new service platform with ICT would be
affected by R&D investments and technological improvement.
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1 Introduction: Toward the Evidence-based Policy
Making

The rapid development of cyber-physical systems with the stream of technological
change has drastically reshaped the social and economic structures. For this change
on the structures, the identification of science, technology, and innovation
(STI) policy has become much more challenging than ever before and it is essential
to provide more quantitative assessment to reflections on policy engagements to
policymakers. For the development of science and technology to cope with societal
challenges, it is important that scientists accurately grasp the societal expectation
for science, based on observations of the present states of sciences, and show
evidence-based alternative policy option to solve the societal problems.

Throughout the transition of economy, the social and economic structural
changes have made it necessary to develop policy alternatives to deal with chal-
lenges and to conduct prior and ex-post evaluations of policies. At this stage,
stakeholders are institutionally required to build policy formation process on a
circulated way and advocate the academia to discover societal challenges to identify
expectations for science to address challenges on designing policy options and
making mutual understanding policy implementation impact assessment and eval-
uation coping with the challenges. On such evidence-based procession of policy-
making, policymakers are suggested to be aquatinted with properties of science in
order to deepen the understanding of the properties in the modern sciences and
society.

The chapter includes three main sections: In the first section, we introduce the
history of science, technology, and innovation development and its implication for
the information revolution in the 21st century. In the second section, we specify the
concept of R&D capitalized into tangible and intangible asset while using Japan’s
input–output (IO) table of 1995–2011 for quantitative assessment of the R&D
investment. In the third section, we develop a recursive CGE model, SPAIS-e for
STI policy impact evaluation. Finally, we set a scenario and demonstrate the
simulation results of the changes of GDP, capital price, and employment of new
capital service platform. Policy recommendations for the compilation of IO table for
R&D for making evidence-based policy assessment are proposed accordingly.

2 The Advancement of Science and Technology
and the Structural Change of Society: The History
of Industrial Revolutions

The first industrial revolution started from eleventh to thirteenth century while
miller power was widely used as primary energy source. At that time, the cast iron
and other highly agriculture mechanism technology had substantially improved
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productivity. The prosperity has activated the urban commercial life and the
curiosity thinking with desire of pursuing knowledge, contributing the establish-
ment of university. The first information revolution was activated by the great
discovery period of fourteenth to fifteenth century—the invention of compass,
gunpowder, and the spread of letterpress printing has contributed to massive
knowledge expansion and resulted in popularity of knowledge for the social
material foundation in the fifteenth century.

The second industrial revolution in the sixteenth to eighteenth century was
stimulated by steam machine and coal energy. Despite that massive production was
made possible through mushroomed factories, creating social status of bourgeois as
well as urban slum. The boom of democracy spared from America continent to
Europe and that the market mechanism had been emphasized. With the discovery
and the use of electricity, the science revolution in the late nineteenth century to
early twentieth century that made fundamental change on paradigm was achieved
through new quantum physics as the third industrial revolution. Later in the fossil
energy era, the massive production and consumption have led to a Trans-Science
age with information technology boosted by semiconductor, biotechnology with the
second information revolution. The fourth industrial revolution with rapid devel-
opment of Integrated chip (IC), Internet of things (IoT), Artificial intelligence (AI),
life science, and cognitive science has risen substantially in the 21st century.

2.1 Japan’s Development: From High Economic Growth
to Stagflation

The experience of Japan’s postwar development is a comprehensive example to
witness the entire economic cycle. It could be regarded as one of the
successful STI policy instruments that contributed to high economic growth per-
formance during the morden human history. Seventy years after the WWII,
Japanese society has experienced a drastic demographic transition from rapid
expansion of labor sources due to the demobilization of the soldiers and the
repatriates from abroad to aging society with shrinking population since the
beginning of the 21st century. After 1945, Japan’s industries had been severely
damaged during the war, the rapid recovery because of the aid and abundant labor
resource from the rural area to urban area. In this period, industrial reconstruction
was made in the designated industries. Since the government was very cautious, the
fiscal balance between 1948 and 1965 had been cleared and the deficit has rarely
been considered by policymakers. Japan had successful experience of economic
expansion between 1960 and 1985 except for the oil shocks in 1973 and 1979.
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During this period, Japan’s government has been continuing the market interven-
tion through Keynesian fiscal policy by prompting public expenditure on infras-
tructure and industrial rationalization policies for heavey manufactuing industries.
Meanwhile, large science with consumer durable consumption electronic appli-
ances such as refrigerator, washing machine, and television appeared to become
common in the household. Flying geese paradigm (Akamatsu 1962) has been
proven again in the economic linkage among Japan and other newly industrial
economies like South Korea, Singapore, and Taiwan. Vogel’s Japan As Number
One (1979) had been one of the best sellers and lessons for successful economy.

In 1985, Japan was forced to adapt the agreement of the Plaza Accord.
Afterward, the exchange rate of the Japanese Yen versus US dollar appreciated by
51% from 1985 to 1987. Consequently, Japan suffered from the bubble economy
while its economic growth had reached its limitation with the coming of stagflation
in the burst of bubble. Since the 1990s, the feature of Japan’s economy had changed
from massive consumption market to hobby and high-quality demand along with
the expansion of fiscal burden, social insurance, medical care, education expendi-
ture. The damage of Kobe earthquake in 1995 and Asian financial crisis in 1997 had
again deterred the confidence, resulting into a more cautious and hesitation for
investment and that had frustrated several economic stimulus plans.

Table 1 shows that Japan had positive economic performance till 2000, and on
contrary, the stagflation, decrease in population and labor force became severer
subsequently. Japan had stepped into hyper-aging society since 2006, with the
purpose of leading to sustainable development, and Japan realized that the key
solution for aging society, shrinking population, and reduction of fiscal deficit might
depend on the knowledge and experiments between science and technology
responding to societal problems.

Table 1 Source of average annual economic growth (%)

Indicators/
periods

1965–
75

1975–
85

1985–
95

1995–2000
(%)

2000–05
(%)

2005–10
(%)

2010–14
(%)

Nominal
GDP

15.2% 7.6% 4.1% 0.3 −0.2 −0.9 0.2

Real GDP 7.4% 4.0% 3.1% 0.8 1.2 0.3 0.6

Population 1.3% 0.8% 0.4% 0.2 0.1 0.0 −0.5

Labor force 1.0% 1.1% 1.1% 0.3 −0.3 −0.1 −0.1

Tangible
capital

n.a. n.a. n.a. 1.7 0.4 1.0 0.4

Intangible
capital

n.a. n.a. n.a. 4.6 6.9 2.3 −0.1

Source National accounts statistics for 2014, population census, etc.
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2.2 The Fluctuation of Modernism and STI

From the twentieth to twenty-first century, with the advancement of science and
technology, huge issues have been embraced by the entire society. The modernistic
social regulations have been undergoing a fluctuation in democracy, market
mechanism, and scientific philosophy. Meanwhile, the diminution of energy and
resource has been advocating the society to switch from fossil energy to sustainable
energy. The globalization led by information technology has somehow inferior the
income gap and disparity, while populism has experienced great expansion along
with the development of Social Networking System (SNS).

The productivity gain stimulated by aggressive STI spending policy throughout
the structural change of society on science and technology. However, the stimulus
plans are obligated to follow government’s budgetary concerns with efficiency and
feasibility. This may contain the expectation and confidence in the public for STI
policy that may satisfy the transparency and the understanding of the public by
putting policymaker’s reflections on policy engagements. Traditionally, the poli-
cymaking mechanism could be derived into PDCA cycle, referring as
“plan-do-check-act” four-step management method used in business for the control
and continual improvement of processes and products. Such process has been
widely used as a scientific method of implementing STI policy for solving nor-
mative approach. The revolutionary development in the information science and
technology since the beginning of twentieth century had enormous impacts on all of
the science fields including life, material physics, and environmental science
methodologically and conceptually. Deepening the properties and the structure of
trans-scientific relationships among various sciences is essential to manage the
promotion of the STI and apply their results on the policies in order to solve
complex problems in modern society.

2.3 The Objective of Science for Science Policy and Policy
for Science to Achieve the Co-improvement

STI has been highly expected to cope with societal challenges to appropriately
respond to growing economic and social structural changes. Deepening the
understanding for the properties in the modern science and society relies on the
interpretation of the relation between the technology and modern socio-economy.
Moreover, trans-scientific issues which arise in the course of the interaction
between science, technology, and society remained unsolved. In order to solve such
complicated issues, reliable collaborations among scientists, citizens, and politi-
cians are indispensable in order to fulfill their responsibility.
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The development of new trans-sciences has not only brought a variety of benefit,
but also unpredictable impacts, disasters, and damages on environment of earth and
public controversy. These mean that such impacts could be fairly difficult to
understand for their fragile and complex characteristics. A solid and effective
collaboration among various science including natural sciences and humanities is
strongly recommended with the aim of analyzing their phenomenon scientifically
and finds efficient policy instruments as a STI policy.

2.4 Pyramid Hierarchy and the Categories of Industrial
Structure

The development of ICT has changed the way of life prevailing from ownership to
the right to use. Such transition has made the physical input such as land, building,
or merchandise no longer necessary conditions for economic activities. The shared
value economy (Fig. 1) may gradually replace the traditional economic mechanism
while the material input for production is only secondary and what really matters is
the service provided through the newly created platform based on the Internet and
SNS that link the demand and supply on their most efficient and least costly
pathway. Cases like Uber, Airbnb, YouTube, and other e-commerce have rede-
signed the nowadays consumption style with sharp advice for the existing IO
analysis and its compilation.

Fig. 1 Transition for consumption and investment. Source GRIPS SciREX Center
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3 Quantitative Modeling for Science and Technology

The impact assessment of STI policy requires the development of adequate mod-
eling frameworks in order to capture the specific characteristics of research and
innovation. Their structural equations are estimated econometrically very rich in
economic details. Tsujimura et al. (1981) decomposed Japanese economy structure
with analyzing economic policy with the interpretation of their general interde-
pendence. Based on the analysis of different periods of Japanese economic devel-
opment, they presented quantitative theory of price and built a CGE empirical
model for quantitative approach. The base of recursive CGE models relies on
markets equilibrium balancing supply and demand through the system of prices.
Policies that alter the equilibrium are considered shocks that induce new equilibria
in the interaction between consumers and producers in the different markets.

There is a general consensus among economists and policymakers that R&D
activities play a decisive role in fostering productivity growth. Aulin-Ahmavaara
(1999) uses dynamic IO model to examine the effective rates and prices of the
inputs treated as produced. The conclusion indicated that such rates are determined
by production technology. For recent R&D expenditure studies, Kristkova (2013)
indicates that the public R&D sector is not involved in the production of capital
varieties, whereas the production of general knowledge is contained in the pro-
duction processes of both public and private R&D as a specific factor. Comite and
Kancs (2015) compares several macroeconomic models, in which they pointed out
that modeling public intervention in R&D as a free productive input as determi-
nation of optimal policy, or a type of subsidy may be underprovided by the market
because of positive spillover across firms. They also suggest that determination of
the parameters capturing this effect in the economy should be carefully examined
with evidence. The redesign of the STI policy assessment is suggested in order to
enable the reconstruction on planning and the implementation of the STI policy,
and further, to have such methodology developed as one branch of science.
Deepening the understanding of the processes could be operated by involving STI
and visualizing their social and economic impacts of STI policy. While the results
of these alternative policy options could be examined with scientific evidences,
such process is emphasized and regarded effectively with the intention of ensuring
transparency in decision-making and provision of accountability to the general
public.

3.1 The Capture of Capital Stock Flow

For the assessment of R&D expenditure impact on productivity, we propose a
framework of measurement to show the effectiveness of the impacts on the pro-
duction activities by the accumulation of the knowledge stock through the R&D
investment based on Kuroda and Nomura (2004). We try to capitalize the R&D
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expenditure as an intangible asset from sources of investments for R&D activities
provided both from the public and the private by government and private industry.
The investments assume to create the knowledge for science and technology, in
which the science fields are divided into several fields of sciences. R&D activities
are introduced by public and private research institutes like university and affiliated
research institutes, independent research institutes as private enterprises, and
intra-enterprise R&D activity affiliated by private enterprises. The R&D products
and services created by these agencies are accumulated into the knowledge as
intangible assets in each agency.

R&D investments are introduced separately investments by government and
nonprofit organizations, research institute by private institutions and intra-research
activities within the private firm. While introducing the R&D activities into the IO
framework explicitly, we could show the theoretical frame to measure how the
accumulated intangible assets (knowledge stock) could create the efficiency of the
production activities. It is assumed that each R&D investment is accumulated as
intangible assets and the capital service flows as technological knowledge are
created by the accumulated intangible assets. Capital stock is estimated by perpetual
inventory method in tangible and intangible assets by activity in each industry. The
real quantity of investment by activity is induced by the nominal investment
deflated by price index of investment by activity. The real quantity of investment in
time series is utilized to estimate the capital stock by activity in the perpetual
inventory method.

Langlois (2002) indicates that if intra-firm R&D activities are assumed to
increase the gross output, final demand, and value added shall be explicitly esti-
mated as new concepts. In the current Japanese IO table, intra-firm R&D activity
has been taken account of the activity as one independent activity although all of
intra-firm R&D activity is aggregated in one activity. The output is transferred into
the users as intermediate inputs, but not in the capital formation except capital
depreciation allowance. In our analysis, the intra-firm R&D activity could be treated
as one of activities in each sector, by which each firm assumed to be able to create
new knowledge as one of intangible assets. Furthermore, the capital service flow
accumulated in the intangible knowledge stock is assumed to be transferred to the
firm main production activity as a type of capital input, but not intermediate input.

3.2 From 1993SNA to 2008SNA

Transaction of knowledge service which is created by knowledge stock is a vital
issue. In the 1993 System of National Accounts (SNA), R&D expenditure has been
treated as intermediate inputs (United Nations 1993; OECD 2002). Research
activities by market producers have been accounted in the gross output in the old
SNA in Japan. However, they have not been treated as the transactions in the final
demand, but in intermediate transactions. In the revision of JSNA in 2016, the
capitalization of the R&D expenditure was regarded in the macroaggregated level
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as a type of intangible assets. It is treated as one of intangible investment goods, but
not as intermediate goods (Cabinet Office of Japan 2017). Since the R&D
Expenditure includes total labor cost for R&D, intermediate inputs as well as
tangible and intangible capital inputs in public and private research and develop-
ment activities include university, public, and private research institutes.

The treating the entity of patents and licensing service of patents is also
important. Transactions of knowledge service which are creating from knowledge
stock by capitalization of R&D activity, most of all, treatments of entity of patents,
and transactions of licensing service, should be treated explicitly in SNA and input–
output statistics (OECD 2010). The 2008SNA regards entity of patents as fixed
productive capital formation; licensing fees of patents as output of the licensing
service; and their transactions are treated as intermediate demand or fixed capital
formation. However, in Japanese IO table, patent service is not specialized as an
industrial sector. Therefore, net transaction of licensing fee of patents are including
in the property income in each industrial sector. In the aggregate of the nation-wide,
transaction of licensing fee among domestic sectors is canceled out and taken
account of the net outside transaction.

The JSNA has revised accordingly with the amendment on R&D from the
intermediate inputs to final demand as investment of intangible assets in 2016. The
2015 IO table in Japan will be revised into 2008SNA with inclusion of final demand
as capital formation adding to new items of the value added as business surplus and
capital depreciation allowance (Kobayashi 2016). On the other hand, intra-firm
R&D activities by market producers have not been taken accounts of output
measures, but in the business surplus implicitly. Treatment of the capitalization of
R&D expenditure based on SNA2008 has been employed in many countries such
as Australia (2009), Canada (2012), USA (2013), Korea (2014), and UK (2014),
respectively.

3.3 Data Structure

For the sake of making coevolutionary relationship among scientists, citizens, and
politicians, and activating STI capabilities for value capture in the society, we aim
to construct a policy simulator to give evidence-based policy options. We compose
the following data framework for our objectives. In the measurement of private or
public R&D expenditure, such investment activity in capital stock should be
regarded from dimensions of tangible and intangible knowledge capital stock. As
suggested by 2008SNA, the R&D investment should be taken as intangible
knowledge stock formation. Such compilation has been done in Japan’s 2016
national accounts as an aggregated measure but not yet the IO table of 2011
(released in 2015). The data used in our model (Fig. 2) were sourced from Japan’s
IO tables and with extended estimation (red blocks) to distinguish tangible and
intangible capital investments by 95 sectors (Table 3), considering long-/short-run
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block, labor market modeling, value added and wage determinant, government
balance sheet, and the final demand block.

In advance, here we try to revise the Japanese IO Tables to be capitalized the
R&D investment during the year 1995–2011. The production activity at the year
t depends upon the tangible and intangible capital assets accumulated at the prior
years and embodied the technological properties at the time when they were
invested. Through investment, accumulated productive capital is composed of the
capital goods from prior periods. The idea could evaluate the contribution of
knowledge stock which is accumulated by the R&D investment as intangible assets.
We assume that the knowledge of science and technology is accumulated and
deepened by the R&D activities with R&D investment. Then we assume that the
R&D investment is accumulated as intangible assets and intangible asset creates
knowledge proportionally to the amount of intangible capital stock.

In our IO table, R&D activities are assumed to be separately identified as
intra-firm R&D activity, independent public and nonprofit private R&D activities
including government institutes and nonprofit institutions and independent private
R&D industrial activity. In each industrial sector excluding the above R&D
activities with the assumption to be divided into the production activity of main
products and infra-industry R&D activity. We also assume that independent public
and nonprofit private R&D activity and private R&D industrial activity are divided
into several fields by science and technology.

Figure 3 shows that sectors except research institutes by government and
industry are divided into the following three categories: (a) main product;

Fig. 2 Structure of input–output data layers. Source Kuroda et al. (2016)
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(b) intra-firm ICT activity; and (c) intra-firm R&D activity. Under such disaggre-
gation, we may obtain a systematic view of capital service flow facilitated by the
ICT/IoT implementation for information allocation and processioning to accelerate
its productivity for manufacturing. The R&D activities by industry and government
as independent research institute are divided into ten research fields of ICT, envi-
ronment, materials, energy, space, oceanography, other natural sciences and social
sciences and humanity.

In order to analyze the impacts of the development of the knowledge in science
and technology on the economy and society, it is necessary to establish the ana-
lytical tool to observe the impacts theoretically and empirically. Capital stock
matrix both in tangible and intangible assets assumes to be estimated by the per-
petual inventory method with given economic rate of replacement. We can define
capital coefficients by tangible and intangible assets as the ratio by capital stock and
output in main products and R&D activities, respectively.

The intra-R&D activity and intra-information activity including software
development in-house from the main productive activity in the enterprise are
classified separately. The knowledge services created inside of the enterprise are
counted as capital formation of intangible assets and accumulated to the intangible
assets. On the other hand, the fixed capitals which are used in the intra-activity of
R&D and software development are counted at the fixed capital formation as
investment and they are accumulated to the tangible assets in these two activities. In
our model, these factor inputs represent the capitalization of intangible assets so that

Fig. 3 Data framework—
production activity by sector.
Source GRIPS SciREX
Center
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such capital inputs are measured by quantity and price of the capital services which
were imputed from capital stock and capital cost. The capital stocks and capital cost
are measured consistently with IO tables as for tangible and intangible assets while
the intangible assets are separately estimated by software and knowledge stock in
research fields. Finally, the capital formation matrices by flow and stock for tangible
and intangible assets were estimated annually while labor inputs by sector and
activity are separately estimated.

4 The Mechanism of Policy Formation and Its Evaluation

For activating science and technology capabilities for value capture in the society,
we constructed a recursive CGE model (Kuroda et al. 2016) that illustrates the new
business platforms reflecting the investment on R&D for facilitating capital service
flow (Fig. 4). The model is expected to shed lights on implication of total factor
productivity (TFP) for its process change on the demand side while the productivity
improvement in information provision service sector that enlarges the platform
business, assisting manufacturing sectors to create new market and variate the
international production networking structure.

On such platform, scientists need to move from Science for Science’s sake to
Science for Society while policymakers want to design an evidence-based STI
policy scientifically to realize the capability of science and technology toward the
value captured, while the predetermined endogenous variable such as capital stock

Fig. 4 Recursive CGE model structure. Source GRIPS SciREX Center
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and wage interacted with exogenous variable of technology and population gen-
erates the output of short-run equilibrium and determines new equilibrium as the
predetermined variables for the next time period.

Moreover, the information management could benefit from outsourcing and
externalization while the cross-sectional platform of information management may
thus be established. The simulation results showed the change on employment and
production division along with the ICT/IoT advancement of its short-/long-run
effect.

4.1 The SciREX Policy Intelligence Assistance System—
Economic Simulator (SPIAS-e)

In this process, the change of capital service and labor service could be observed,
indicating the gap of income and capital formation. There are different level of
procession/production efficiency and are set technology parameters in the activity
divisions of marketing, planning, R&D, procurement, operation and sales, main-
tenance will be calibrated through a database system—SciREX Policy Assistance
Intelligence System (SPIAS) containing research grants, academic performance
based on scientific papers, patents, and news releases.

Based on the structure of the recursive CGE model, we develop a user-friendly
simulator “SPIAS-e” affiliated in our SPIAS platform. The key parameters and the
volume of government R&D investment could be easily controlled with the visu-
alized results of the year 2005–2050 comparing the business as usual (BAU) path
on GDP growth, impact, changes on indicators and stock in visualized graphs of
policy options (Appendixes).

4.2 Scenarios

Two scenarios are made to examine the impact of R&D investment on medical
service sector (Table 2). The BAU scenario gives us the overview of the baseline
economic and social trend until 2050 from the year 2005. The R&D investment
(tangible and intangible) made by government remained the same and no
improvement of technology production while the structural changes of the popu-
lation by age and gender are assumed exogenously. The ICT+R&D scenario
referred to more R&D investment in ICT and other science R&D fields, with higher
efficiency to be actualized from the year 2020 in production efficiency led by more
R&D investment in the designated sectors such as semiconductor, software,
Internet, information management, and communication service-related sectors. The
knowledge stock accumulated by the government R&D expenditure is assumed to
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have an impact on the productivity increases in the private sectors as public goods
thanks to the patent released.

4.3 Assumptions on Exogenous Policy Variables
for the Baseline Scenario

We have set assumptions for Baseline scenario of the Japanese economy during the
future years 2020–2050 as following: (i) Government R&D expenditure scale
remains the same during 2005–2050; (ii) Constant tax rates including personal
income tax, corporate income tax, consumption tax, indirect tax and property for
the 2005 level; (iii) Government consumption expenditure will be assumed to be
constant to nominal GDP endogenously; (iv) Government capital formation for
tangible and intangible assets will be fixed at the 2005 level nominally; and
(v) Structure of the population will be assumed to be given by the projections with
fertility medium-variant case by National Institute of Population and Social
Security Research.

4.4 Simulation Results

When R&D investment policy options of government R&D expenditure and
assumed productivity efficiency improvement are inserted in the SPIAS-e, the system
onWebpage generates the projection of economic performance and indicators 2005–
2050 (while the results from 2005 to 2011 are the actual data) as alternative policy
option assessment. The GDP growth (upper panel) and percentage change (middle
panel) and the breakdown of GDP growth contributed by value add (lower panel) are
displayed in Fig. 5. (Abbreviations could be referred to Table 4.)

Simulation results showed that ICT+R&D scenario will lead to higher real GDP
since 2020 and gradually increase its growth path. The GDP change seemed to
fluctuate from the BAU but remained on positive scale. While the production

Table 2 Scenarios and parameter setting

Business as usual (BAU) ICT+R&D

Life science R&D investmenta 1 1

ICT & communication R&D investmenta 1 1.5 times

Material science R&D investmenta 1 1

Energy science R&D investmenta 1 1

Other sciences R&D investmenta 1 1.5 times

Production efficiency improvement from 2020b 1 1.2 times
aComparing with 2005 level
bIn semiconductor, ICT, software, Internet and information-related sectors
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efficiency improvement was actualized in 2020, the GDP growth reached its peak
by 0.8% and decrease due to its marginal effect diminishing. In the breakdown of
the contribution, it could be found that the share of OS (operation surplus) and
DEPK (tangible capital depreciation provision) kept increasing and served as the
growth engine with its spillover pull for the economy.

4.5 Employment Change

The employment by gender and age has also been an important concern as the
economic indicator and assessment. The employment projection on three repre-
senting sectors of selected capital service platforms is (Fig. 6): Information and
Communication, Software and Information Management Service.

Overall speaking, the aging society and shrinking population seem to be
inevitable while the employment in the three sectors showed a continuous drop.

Fig. 5 GDP change and contribution by value add (unit: million JPY, %). Source GRIPS SciREX
Center SPIAS-e
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In the group of younger age 15–34, the trend has been decreasing mainly due to the
shrinking population; whereas in categories of age over 65-year old, the share of
employment continue to growth, implying that the ICT and R&D investment could
stimulate the employment for the whole generation and sustain the employment till
their silver age. The information management service overtook the information and
communication sectors in a longer term.

Fig. 6 Sectoral employment change (unit: person). Source GRIPS SciREX Center SPIAS-e
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Comparing the capital service price among six sectors that highly related to the
ICT/IoT (Fig. 7), sectors such as Software and Information and Communication
showed a vibrant growth while computer and semiconductor revealed decrease,
most of all in Internet sector. On other hand, commerce remained steady with only
very slight improvement. This comparison showed that the new platform created in
the new society will be mainly led by information revolution while software and
information management service will have most significant role. These newly
boomed sectors may overtake the traditional commercial mode; nevertheless, they
may well face drastic business cycle, which actually reflecting the current situation
of SNS platform. In spite of its essential role supporting the new platform base, the
Internet sector will just become a basic provision and thus no more additional
surplus granted.

4.6 Disguised Unemployment and Work Sharing

Under the current model structural and predetermined inter-temporal formula, with
the assumption of fully employment. The declining labor supply, especially in
working hour may imply that much labor-intensive chores, could be done by senior
citizen with the support of ICT and robot. The fact of less working hour and the
substitute of man labor by ICT and event robot for “working sharing,” creating
another phenomenon of “disguised unemployment.”

By comparing the divisions of employment multiplying real hourly wage
between BAU and policy option, Fig. 8 shows the trend of disguised unemploy-
ment in the three categories. The declining number of intra-ICT indicated the

Fig. 7 Capital service price index. Source GRIPS SciREX Center SPIAS-e
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massive demand of employment in such sector, while main product and intra-R&D
only decrease in a mild pace.

Up to date in 2018, a decent job regarded a reasonable work is 8 h a day (40 h
weekly or 1775 h annually). With higher production efficiency led by the tech-
nology advancement, declining working hour is foreseeable in the very near future,
just as the implementation of two-day weekend and holiday system in the twentieth
century. The simulation results provided the motivation by social needs and through
innovation that provides feedback to current social economy and leads new social
economy. With less working and more leisure time, leaving human being more
freedom to consider complicated issues for achieving a sustainable socio-economy
under more newly established service platforms. The improvement of work and life
balance could contribute to quality of life (QoL) improvement.

5 Concluding Remarks

The impact assessment and evaluation of STI policy options have been regarded top
priority for Japanese government to allocate its budget efficiently and effectively.
The simulation results calculated by SPIAS-e illustrate a possible picture of Japan’s
development under a society of aging and shrinking population. It is implied that
various system and reforms should be established to cope with the change of social

Fig. 8 Disguised unemployment in three categories (unit: thousand people). Source GRIPS
SciREX Center SPIAS-e
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structure as well as the new service platforms. The SPIAS-e is not only an
evidence-based, user-friendly tool but mostly it demonstrates a platform to
understand the process and socioeconomic change among “good translational
relationship” between natural and social and humanity sciences.

Based on the 2008SNA, the new IO table compilation of R&D will help to make
more accurate STI policy recommendations. With the development of the system
and more precise calibrations on the technologies, the quantified and visualized
results could assist policymaking. An important and necessary condition is to create
“policy options” with consistency and accountability to redesign the new social and
economic structures. SPIAS-e is expected to help policymakers better understand
the substitution between machine and unskilled labor, and the expansion of income
differences domestically and internationally.

While the recent rapid improvement of AI and Big-Data is contributing to the
effective collection of data that will help us redefining neoclassical economics for
obtaining sustainable development. Confronting the challenges of aging society
with shrieking population, the lack of effective demand should be solved by con-
tinuously created platform of knowledge-based open innovation so that such
unstable conflicts among countries with perception gaps could be observed and
overcome.

Appendixes

Appendix 1: SPIAS-e Architecture

SPIAS-e is a Web-based system consisting of (1) economic model module by Java
languages and (2) front-end/visualization module by Python 3.x Language. The
data are stored in MySQL (compatible MariaDB) Database and running in Linux/
Windows OS environment.

Initially, user could set policy parameter (a) R&D expenditure in six categories
for both public and private sectors and (b) short-term and long-term sectoral pro-
ductivity (classified in Table 3) through Web browser and other exogenous vari-
ables are stored in csv format. After initialization, front-end modules call economic
model module in parallel with policy parameter.

In the simulation process, economic model module stores macro-data into
MySQL database, and front-end module fetches yearly GDP data. After completion
of economic simulation, economic model module returns simulated endogenous
and exogenous variables (listed in Appendix 2) and those are stored into
MySQL DB (Fig. 9).
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Table 3 Sector classification

No. Sector No. Sector

1 Agriculture (main products, ICT activity) 49 Robot (intra-firm R&D activity)

2 Agriculture (intra-firm R&D activity) 50 Precise machinery (main
products)

3 Mining (main products, ICT activity) 51 Precise machinery (intra-firm
ICT activity)

4 Mining (intra-firm R&D activity) 52 Precise machinery (intra-firm
R&D activity)

5 Food (main products) 53 Petroleum, coal (main products)

6 Food (intra-firm ICT activity) 54 Petroleum, coal (intra-firm ICT
activity)

7 Food (intra-firm R&D activity) 55 Petroleum, coal (intra-firm R&D
activity)

8 Synthetic (main products) 56 Miscellaneous manufacturing
(main products)

9 Synthetic (intra-firm ICT activity) 57 Miscellaneous manufacturing
(intra-firm ICT activity)

10 Synthetic (intra-firm R&D activity) 58 Miscellaneous manufacturing
(intra-firm R&D activity)

11 Pulp, paper (main products) 59 Energy manufacturing (main
products)

12 Pulp, paper (intra-firm ICT activity) 60 Energy manufacturing (intra-firm
ICT activity)

13 Pulp, paper (intra-firm R&D activity) 61 Energy manufacturing (intra-firm
R&D activity)

14 Chemical (main products) 62 Construction (main products)

15 Chemical (intra-firm ICT activity) 63 Construction (intra-firm ICT
activity)

16 Chemical (intra-firm R&D activity) 64 Construction (intra-firm R&D
activity)

17 Material (main products) 65 Transportation (main products)

18 Material (intra-firm ICT activity) 66 Transportation (intra-firm ICT
activity)

19 Material (intra-firm R&D activity) 67 Transportation (intra-firm R&D
activity)

20 Machinery (main products) 68 Communication (main products)

21 Machinery (intra-firm ICT activity) 69 Communication (intra-firm ICT
activity)

22 Machinery (intra-firm R&D activity) 70 Communication (intra-firm R&D
activity)

23 Electronic devices (main products) 71 Commerce (main products)

24 Electronic devices (intra-firm ICT
activity)

72 Commerce (intra-firm ICT
activity)

25 Electronic devices (intra-firm R&D
activity)

73 Commerce (intra-firm R&D
activity)

(continued)
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Table 3 (continued)

No. Sector No. Sector

26 Fiber-optical cable (main products) 74 Software (main products)

27 Fiber-optical cable (intra-firm ICT
activity)

75 Software (intra-firm R&D
activity)

28 Fiber-optical cable (intra-firm R&D
activity)

76 Info. mgmt. (main products)

29 Semiconductor manufacturing (main
products)

77 Info. mgmt. (intra-firm R&D
activity)

30 Semiconductor manufacturing (intra-firm
ICT activity)

78 Internet (main products)

31 Semiconductor manufacturing (intra-firm
R&D activity)

79 Internet (intra-firm R&D
activity)

32 Communication devices (main products) 80 Medical, welfare services (main
products)

33 Communication devices (intra-firm ICT
activity)

81 Medical, welfare services
(intra-firm R&D activity)

34 Communication devices (intra-firm R&D
activity)

82 Education (main products)

35 Computing equipment (main products) 83 Education (intra-firm R&D
activity)

36 Computing equipment (intra-firm ICT
activity)

84 R&D life science (Public,
nonprofit)

37 Computing equipment (intra-firm R&D
activity)

85 R&D information
communication (public,
nonprofit)

38 Semiconductor devices (main products) 86 R&D materials (public,
nonprofit)

39 Semiconductor devices (intra-firm ICT
activity)

87 R&D ecology, energy (public,
nonprofit)

40 Semiconductor devices (intra-firm R&D
activity)

88 R&D miscellaneous (industry)

41 Electronic component (main products) 89 R&D life science (industry)

42 Electronic component (intra-firm ICT
activity)

90 R&D information
communication (industry)

43 Electronic component (intra-firm R&D
activity)

91 R&D materials (industry)

44 Heavy machinery, transportation
equipment (main products)

92 R&D ecology, energy (industry)

45 Heavy machinery, transportation
equipment (intra-firm ICT activity)

93 R&D miscellaneous (industry)

46 Heavy machinery, transportation
equipment (intra-firm R&D activity)

94 Miscellaneous service (main
products)

47 Robot (main products) 95 Miscellaneous service (intra-firm
R&D activity)

48 Robot (intra-firm ICT activity)
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Appendix 2: List of Variables

Variable Subscripts

a(1, …, 5): age range
1: 15–19, 2: 20–34, 3: 35–5, 4: 51–64, 5: over 65.
i, j (1, …, 93): Product
o(1, …, 3): Category of intra-firm activity
1: Main products, 2: Intra-firm ICT activity, 3: Intra-firm R&D activity.

Table 4 Breakdown of value add

Abbreviation Content

BCT Household expenditure in t-period

YE Total employer income

YSEFW Income of employer and family workers

OS Potential output

DEPK Tangible capital depreciation provision

DEPKN Intangible capital depreciation provision

DEPKITE Tangible capital depreciation provision on ICT activity

DEPKRDE Intangible capital depreciation provision on R&D activity

DEPKPI Tangible capital depreciation provision on main product activity

DEPKNITE Intangible capital depreciation provision on ICT activity

DEPKNRDE Tangible capital depreciation provision on R&D activity

DEPKNPI Intangible capital depreciation provision on main product activity

TKAN Indirect tax

HOJO Operation surplus

Fig. 9 Structure and illustration of MySQL DB
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Agriculture and fishery, mining, software, information management and service,
Internet, other service, intra-firm ICT activity including two kinds of product, the
public R&D activity without occupation classification

s(M, F): M: male, F: female
t (1, …, T): period
h(1, …,5): R&D classification of purpose.
Public R&D activity is classified into five sectors as well as private R&D sector.

Exogenous Variables

aij
DINVK: j-sector, o = 1 (main products) nominal input share of i-capital goods

aij
MINVK: j-sector, o = 1 (main products) nominal input share of i-capital goods

aij
DINVKITE: j-sector, o = 2 (intra-firm ICT activity) nominal input share of i-capital

goods

aij
MINVKITE: j-sector, o = 2 (intra-firm ICT activity) nominal input share of i-capital

goods

aij
DINVKRDE: j-sector, o = 2 (intra-firm ICT activity) nominal input share of i-capital

goods

aij
MINVKRDE: j-sector, o = 2 (intra-firm ICT activity) nominal input share of i-capital

goods
e: Exchange rate (¥/$)
h*: Regular working hour

IMi
CIF: Import

KjGNht: Intangible capital stock of public R&D activity in t-period (classified in h
purpose)
LCj: Current compensation
LCSEYj: Self-employed income
LCFWYj: Income of family worker

LCR: Income of oversea employee
Nt: Population
PCR: Net asset income from oversea

PBCTtBCT
t : Nominal household expenditure in t-period

Pi
Ex Exi: Export (final demand block)

PGCCG: Government expenditure

PGDEPGDEPT: Social cost depreciation

PGIIG: Public tangible capital formation (excluding R&D investment)

Pj
INVKGKGj: Public R&D activity investment (Classified in h purpose)

Pj
INVKGh Kj: Public tangible capital formation R&D activity (Classified in h

purpose)
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Pj
INVKNh KNGj: Public intangible capital formation R&D activity (Classified in h

purpose)

Ph
INVKNGt KNGh

t : Public nominal R&D investment in t-period (Classified in h
purpose)

Ph
INVKNEt KNEh

t : Private nominal R&D investment in t-period (Classified in h
purpose)

Pi
M Mi: Import (final demand block)

Pi
m: Price of intermediate import goods of i-sector

Pj
mt+1: Price of import goods from j-sector

Pj
MIT: Price function of aggregate intermediate import goods of intra-firm ICT

activity in j-sector

Pj
MRD: Price function of aggregate intermediate import goods of intra-firm R&D

activity in j-sector

PT
Z ZT: Net capital stock

r*: Average interest rate in capital market
SSGP: Personal social insurance premium by age
SSPG: Personal social insurance payment by age
TM: Custom tax, tariff
TRCPG: Capital transfer from private to public
TRCRP: Capital transfer from oversea to individual
TREGP: Net current transfer from public to individual
TREGR: Net current transfer from public to oversea
TREPR: Net current transfer from individual to oversea
TRERG: Net capital transfer from oversea to public
TRERP: Net capital transfer from oversea to individual
W: World trade volume

weightj
Et*: Cost share of employee wage on j-sector at the start of t-period

weightj
SEFWt*: Cost share of self-employed and family worker wage on j-sector at

the start of t-period

X j
*t+1: Assumed demand of j-sector

Y: Assumed gross output
Z: Net capital stock (nominal)
dj: Capital depreciation on main products of j-sector

dj
KIT: Capital depreciation on intra-firm ICT activity of j-sector

dj
KPE: Capital depreciation on intra-firm R&D activity of j-sector

dj
KN: Intangible Capital depreciation of j-sector

sC: Consumption tax rate
sI: Net indirect tax rate
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sK: Capital income tax rate (investment revenue tax rate) on tangible capital (main
product)

sKIT: Capital income tax rate (investment revenue tax rate) on tangible capital
(intra-firm ICT activity)

sKPE: Capital income tax rate (investment revenue tax rate) on tangible capital
(intra-firm R&D activity)

sKN: Capital income tax rate (investment revenue tax rate) on intangible capital
(main product)

sSKPIN: Capital income tax rate (investment revenue tax rate) on intangible capital
(intra-firm ICT activity)

sKNE: Capital income tax rate (investment revenue tax rate) on intangible capital
(intra-firm R&D activity)

sL: Personal income tax rate

si
M: Custom tax, tariff rate

sP: Fixed asset tax rate

sPKN: Fixed asset tax rate on tangible capital (main products)
sPIT: Fixed asset tax rate on tangible capital (intra-firm ICT activity)
sPPE: Fixed asset tax rate on tangible capital (intra-firm R&D activity)

Endogenous Variables

aij
d: Input share of nominal domestic intermediate i-goods on j-sector at the

beginning

aij
m: Input share of nominal import intermediate i-goods on j-sector at the beginning

aj
DD: Input share of nominal domestic intermediate goods on j-sector at the

beginning

aj
MM: Input share of nominal import intermediate goods on j-sector at the beginning

aij
d*: Input coefficient of intermediate input on domestic goods

aij
m*: Input coefficient of intermediate input on import goods

ANt: Labor force
ANas

t : Labor force by age (a = 1, …, 5), gender (Survey on employment structure1)
Labor force = Employed person + Job seeker (among unemployed person)
Employed person = Full-time employee + Part-time employee
Unemployed person = Work applicant (job seeker) + Non-work applicant
BCj: Household expenditure
BSj: Capital cost of j-sector

1Based on the population distribution of Japan’s Employment Status Survey. http://www.stat.go.
jp/english/data/shugyou/
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Cj
*: Long-term cost function of j-sector

Cj
L*: Total employment cost of j-sector

DEPj: Capital depreciation provision of j-sector

DEPj
KITE: Tangible capital depreciation provision on intra-firm ICT activity of j-

sector

DEPj
KNITE: Intangible capital depreciation provision on intra-firm ICT activity of j-

sector

DEPj
KNRDE: Tangible capital depreciation provision on intra-firm R&D activity of j-

sector

DEPj
KRDE: Intangible capital depreciation provision on intra-firm R&D activity of j-

sector

DEPj
PK: Tangible capital depreciation provision of j-sector

DIVj: Dividends of j-sector

EDjas
t : Demand for employment of j-sector by age, gender in t-year

ESas
t : Supply of employment by age, gender in t-year2

FWas
t : Family workers by age and gender in t-year

g(�): Formula of technology improvement
hj: Working hours on j-sector
hj: Actual working hour
INVKj: Tangible capital formation on j-sector (real)
INVKNj: Intangible capital formation on j-sector (real)
IYjSEFW

t : Self-employed, family worker income per person
Kj: Tangible capital stock of main product of j-sector is endogenous at the start of
time period as long-term selection. In the main product sectors, the tangible capital
stock is endogenous. From tangible capital to capital service, the capital stock ratio
is following the assumption of SKj

t= Kj
t

KCj: Capital revenue
KGj: Sectoral public tangible capital stock, public R&D sectors (j = 82–86)
KPIj: Private R&D on tangible capital stock of j-sector

KNGht, KNPIht: Intangible public and private capital stock on R&D sector (by h
purpose) at the start of t-period
KNITEj: Intangible capital stock of intra-firm ICT activity of j-sector
KNRDEj: Intangible capital stock of intra-firm R&D activity of j-sector
KNPIj: Private intangible capital stock of intra-firm R&D activity of j-sector
Lj: Number of employment in j-sector
LITEj: Number of ICT-related employment in j-sector

2It is given exogenously. While in the Employment Status Survey, the distribution of employer is
sourced from the employment matrix of input–output table by product sector. In addition, the
number of employer is accessible from the distribution table in the Employment Status Survey.

90 M. Kuroda et al.



LRDEj: Number of R&D-related employment in j-sector
Lj
*: Labor input of j-sector predetermined by long-term production block

MITE: Aggregate of domestic and import intermediate goods of intra-firm ICT
activity
MNE: Aggregate of domestic and import intermediate goods of intra-firm R&D
activity
MRj: Marginal short-term income of j-sector
Nas: Population by age (a = 0, 1,…, 5) and gender (s = M, F)
P: Current price level
PBCT: Price of household expenditure
PT
C: Price function of aggregate consumption goods

Pj
d: Price of domestic goods of j-sector in current period

Pi
dc: Price after consumption tax

Pij
DMt: Price of good and service determined by the equilibrium of short-term good

and service market. In the assumption of competitive input–output table, the import
price Pi

mt of i-sector is set as exogenous variable.

PEt: Aggregate price of employed labor service by gender and age of current period.
The price of labor service is determined by the technology choice of the next time
period as well as the equilibrium of labor market; with the technology choice, the
price of labor service is predetermined at the start of current period.

Pj
Et: Labor service price employed in j-sector at current period, predetermined

endogenously. The price gaps exist in sectors such as agriculture, mining, manu-
facturing (main product, organizational, ICT activity, intra-firm R&D activity),
energy, service (main product, organization, ICT activity, intra-firm R&D activity),
public, private R&D.

Pjas
Et : Wage by age (a = 1,…, 5) and gender (s = M, F) of j-sector

Pj
INVK: Price of capital investment good of tangible capital formation of j-sector.

Aggregated from the share weight of investment price (aggregate price of domestic
and import good) in the matrix of tangible capital. The price of investment good of
tangible capital formation of public R&D j-sector () and private R&D sector is also
calculated according to share weight of tangible capital matrix, as well as deter-
mined by the short-term equilibrium of good and service market.

Pj
INVKIT: Price of capital investment good in tangible capital formation of intra-firm

ICT activity of j-sector

Pj
INVKPE: Price of capital investment good in tangible capital formation of intra-firm

R&D activity of j-sector

Pj
INVKNE, Pj

INVKNGht, Pj
INVKNPIt: Price of intangible capital investment good of price

intra-firm R&D activity, public R&D sector (h), private R&D sector (h), determined
by short-term equilibrium of goods and service market.

Pj
DIT: Aggregate price function of domestic intermediate goods of intra-firm ICT

activity of j-sector
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Pj
DRD: Aggregate price function of domestic intermediate goods of intra-firm R&D

activity of j-sector

Pj
MIT: Aggregate price function of import intermediate goods of intra-firm ICT

activity of j-sector

Pj
MRD: Aggregate price function of import intermediate goods of intra-firm R&D

activity of j-sector

Pj
DMIT: Aggregate price function of intermediate input of intra-firm ICT activity of

j-sector

Pj
DMRD: Aggregate price function of intermediate input of intra-firm R&D activity

of j-sector

Pj
L: Price of labor service of j-sector

Pj
LIT: Price of labor service of intra-firm ICT activity of j-sector

Pj
LNG*: Price of labor service predetermined by long-term production block of j-

sector

Pj
LRD: Price of labor service of intra-firm R&D activity of j-sector

Pi
mc: Import price after consumption tax

Pj
Mt: Price of intermediate good determined by the process of short-term equilibrium

in goods and service market of j-sector in current period

Pj
Set: Average income per employer of j-sector in current period

Pj
Set: Average income per family worker of j-sector in current period

Pj
SEFWt*: Price of labor service per employer or family worker of j-sector in t-year

(IYjSEFW
t

/ h
*)

Pj
SK: Price of tangible capital service of j-sector

Pj
SKt, Pj

SKGht, Pj
SKPIht: Price of tangible capital service of j-sector. The price is

derived from the tangible capital investment price, function of rate of return/
depreciation of capital. Among them, the price of tangible capital service of public
R&D sector (h) and private R&D sector (h) is corresponded with special purpose
R&D activity (h).

Pj
SKIPI: Price of tangible capital service in private R&D of j-sector

Pj
SKIT: Price of tangible capital service of intra-firm ICT activity of j-sector

Pj
SKK: Price of tangible capital service input (SKj+ SKPEj) of j-sector

Pj
SKNE: Price of intangible capital service in intra-firm R&D of j-sector

Ph
SKNEt, Ph

SNGt, Ph
SKNPIt: Price of intangible capital service of intra-firm R&D activity,

public R&D sector (h), and private R&D sector (h). With the respect to the
intangible capital stock in the different R&D activity, the capital service price is
derived from the intangible capital investment price, function of rate of return/
depreciation of capital.
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Pj
SKNG: Price of intangible capital service in public R&D of j-sector

Pj
SKNPI: Price of intangible capital service in private R&D of j-sector

Pj
SKPE: Price of tangible capital service of intra-firm R&D activity of j-sector

Qj: Potential output of j-sector in the period

rj
K: Rate of capital return on tangible capital (main products and organizational
activity)

rj
KIT: Rate of capital return on tangible capital (intra-firm ICT activity)

rj
KNE: Rate of capital return on tangible capital (intra-firm R&D activity)

rj
KPI: Rate of capital return on private R&D tangible capital

rj
KNPI: Rate of capital return on private R&D intangible capital

rj
KG: Rate of capital return on public R&D tangible capital

rj
KNG: Rate of capital return on public R&D intangible capital

rj
KN: Rate of capital return on intangible capital (main product and organizational
activity)

rj
SKPINN: Rate of capital return on intangible capital (intra-firm ICT activity)

SG: Public saving

SP: Private gross saving

SPN: Private net saving

SEas
t : Number of employer by age and gender in t-year

SKj: Tangible capital service of j-sector
SKGj: Tangible capital service of public R&D of j-sector
SKIj: Tangible capital service of private R&D of j-sector
SKKj: Tangible capital service input of j-sector (SKj+ SKPEj)
SKITEj: Tangible capital service of intra-firm ICT activity of j-sector
SKNEj: Intangible capital service of intra-firm R&D activity of j-sector
SKNITEj: Intangible capital service of intra-firm ICT activity of j-sector
SKNRDEj: Intangible capital service of intra-firm R&D of j-sector
SKPEj: Tangible capital service of intra-firm R&D of j-sector
SKNGj: Intangible capital service of public R&D of j-sector
TC: Consumption tax revenue
TG: Gross tax revenue on public sector
TI: Net indirect tax revenue
TK: Capital income tax revenue
TL: Personal tax revenue
TP: Tax revenue on fixed asset
vj
K: Cost share function on capital

vj
L: Cost share function on labor

vj
M: Cost share function on intermediate input
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vj
X: Cost share function on output

Xj: Output of j-sector

xij
DINVK: Domestic capital investment in original product tangible capital formation
of j-sector

xij
MINVK: Import capital investment in original product tangible capital formation of
j-sector

xij
DINVKIT: Domestic capital investment in intra-firm ICT activity tangible capital
formation of j-sector

xij
MINVKIT: Import capital investment in intra-firm ICT activity tangible capital for-
mation of j-sector

xij
DINVKPE: Domestic capital investment in intra-firm R&D activity tangible capital
formation of j-sector

xij
MINVKPE: Import capital investment in intra-firm R&D activity tangible capital
formation of j-sector

Y: Personal disposable income

YjFW
t : Income per person of family worker of j-sector at the start of t-year

YjSE
t : Income per person of employer of j-sector at the start of t-year

YEj
t: Total employer income of j-sector in t-year

YSEFWj
t: Income of employer and family workers of j-sector in t-year

DBPR: Current gap from oversea (nominal)

DISG: Fiscal gap of government (nominal)

DISP: Gap on national saving

kANas
t: Ratio labor force of age and gender over total labor force in t-year

kANas
t = Labor force of age and gender (ANas

t )/Total labor force (ANt)
kESas
t : Ratio of employment by age and gender in t-year

kSEas
t : Ratio of employer by age and gender in t-year3

kSEas
t = Number of employer (SEas

t )/ labor force (ANas
t )

kFWas
t : Ratio of family workers by age and gender in t-year

kFWas
t = Family workers (FWas

t )/Total labor force (ANas
t )

Supply of employment = Employed person + Job seeker
lESas
t : Rate of employed person by age and gender (ESas

t) /Labor force by age and
gender (ANas

t )

3It is given exogenously. While in the Employment Status Survey, the distribution of family
workers is sourced from the employment matrix of input–output table by product sector. In
addition, the number of family workers is accessible from the distribution table in the Employment
Status Survey.
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Appendix 3: Model Formula Structure

The formula structure of the model is derived as follows:
Goods and service demand market (t-period)
j-sector domestic goods and production
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• Public R&D activity

Pd
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adjj � 1

� �n oh i X
i 6¼jð Þ

Pd
i a

d
ij þ

X
i

Pm
i a

m
ij

0
@

1
A

2
4

þ LjP
L
j P

L0
j

h
= aj ajK

bj
j KNRDE

cj
j KNRDE

dj
j KNG

dj
h h

� 1�ajð Þ
� � 1=ajð Þ� ��

� X 1�ajð Þ=aj
j

�
ð6Þ

• ICT R&D activity

Pd
j ¼ Xj � csj

� �
1þ sIj

� �n o
= csj 1þ sIj

� �
adjj � 1

� �n oh i
�
X
i 6¼jð Þ

Pd
i a

d
ij þPm

i a
m
ij

� �2
4

þ LRDEjP
LN
j PLN0

j

h
= aj ajKRDE

bj
j KNRDE

cj
j h

� 1�ajð Þ
� � 1=ajð Þ� ��

� X 1�ajð Þ=aj
j

ð7Þ

• Other product activity

Pd
j ¼ Xj � csj

� �
1þ sIj

� �n o
= csj 1þ sIj

� �
adjj � 1

� �n oh i
�

X
i 6¼jð Þ

Pd
i a

d
ij þ

X
i

Pm
i a

m
ij

0
@

1
A

2
4

þ LjP
L
j P

L0
j

h
= aj ajK

bj
j KNRDE

cj
j KNG

dj
h h

� 1�ajð Þ
� � 1=ajð Þ� ��

� X 1�ajð Þ=aj
j

�
ð8Þ

96 M. Kuroda et al.



• Other R&D activity

Pd
j ¼ Xj � csj

� �
1þ sIj

� �n o
= csj 1þ sIj

� �
adjj � 1

� �n oh i
�
X
i 6¼jð Þ

Pd
i a

d
ij þPm

i a
m
ij

� �2
4

þ LNjP
LN
j PLN0

j

�
aj ajKRDE

bj
j KNRDE

cj
j h

� 1�ajð Þ
� � 1=ajð Þ� �� �

� X 1�ajð Þ=aj
j

�
ð9Þ

Value-added block
Labor income

YEt
j ¼ Et

jhjP
Et
j P

E0
j ð10Þ

YSEFWt
j ¼ IYt

jSEFW SEt
j þFWt

j

� �
ð11Þ

Capital income

BStj þDEPj ¼ Pd
j Xj= 1þ sIj

� �
�RiP

d
i a

d
ijXj�RiP

m
i a

d
ijXj�BCj � LCj ð12Þ

PSK
j ¼ ð1�sKÞrKj PINVKt�1

j þ djP
INVKt
j � PINVKt

j �PINVKt�1
j

� �
þ sPPINVKt�1

j ð13Þ

PSKITt
j ¼ 1�sKIT

	 

rKj P

INVKITt�1
j þ djP

INVKITt
j

� PINVKITt
j �PINVKITt�1

j

� �
þ sPITPINVKITt�1

j ð14Þ

PSKPEt
j ¼ 1�sKPE

	 

rKj P

INVKPEt�1
j þ djP

INVKPEt
j

� PINVKPEt
j �PINVKPEt�1

j

� �
þ sPPEPINVKPEt�1

j ð15Þ

PSKN
j ¼ ð1�sKÞrKNj PINVKNt�1

j þ dKNj PINVKNt
j � PINVKNt

j �PINVKNt�1
j

� �
þ sPPINVKNt�1

j

ð16Þ

PSKPINt
j ¼ 1�sSKPIN

	 

rSKPINNj PINVSKPISNt�1

j þ dKNj PINVSKPINt
j � PINVSKPINt

j � PINVSKPINt
j

� �
þ sSKPINPINVSKPINt�1

j

ð17Þ

PSKNE
j ¼ 1�sK

	 

rKNEj PINVKNEt�1

j þ dKNEj PINVKNEt
j � PINVKNEt

j �PINVKNEt�1
j

� �
þ sPPINVKNEt�1

j

ð18Þ

Assessments of ICT Policy Options: The Framework … 97



BSj ¼ SKjPSK
j þ SKNjPSKN

j þ SKNEjPSKE
j

¼ Kj 1�sK
	 


rKj P
INVKt�1
j þ djPINVKt

j � PINVKt
j �PINVKt�1

j

� �
þ sPPINVKt�1

j

n o
þKNj 1�sK

	 

rKNj PINVKNt�1

j þ dKNj PINVKNt
j � PINVKNt

j �PINVKNt�1
j

� �
þ sPPINVKNt�1

j

n o
þKNEj 1�sK

	 

rKNEj PINVKNEt�1

j þ dKNEj PINVKNEt
j � PINVKNEt

j �PINVKNEt�1
j

� �
þ sPPINVKNEt

j

n o
ð19Þ

Sectoral capital depreciation

DEPINVK
j ¼ djP

INVKKj ð20Þ

DEPINVKN
j ¼ djP

INVKNKNj ð21Þ

DEPINVKNE
j ¼ djP

INVKNEKNEj ð22Þ

DEPINVKG
j ¼ djP

INVKGKGj ð23Þ

DEPINVKGN
j ¼ djP

INVKGNKGNj ð24Þ

Sectoral dividends

DIVj ¼ 1� sK
	 


BSj � sPPINVK
j Kj � sPPINVKN

j KNj � sPPINVKNE
j KNEj ð25Þ

Individual disposable income

Y ¼ 1� sL
	 


Rj LCj þ LCSEYj þ LCFWYj
	 
þ 1� sL

	 

LCR

þRjeDIVj þ 1� sP
	 


PCR þ TREGP�TREPR þ SSGP�SSPG þ TRCRP�TRCPG

ð26Þ

Gross saving and net saving

SP ¼ Y�TRCRP þ TRCPG
	 
� PCC ð27Þ

SPN ¼ SP�RðjeINDÞDEPP
j ð28Þ

DISP ¼ SP �
X
j

PINVK
j INVKj þ

X
j

PINVKN
j þ INVKNj þ

X
j

PINVKNE
j INVKNEj

 !

� Z þ TRCRP þ TRCPG ¼ DBPRDISG

ð29Þ
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Government block

TL ¼ sL
X
j

LCj þ LCSEYj þ LCFWYj
	 
þ LCR

( )
ð30Þ

TK ¼ sK
X
j

KCj ð31Þ

TP ¼ sP
X
j

PINVK
j Kj þPCR

 !
ð32Þ

TI ¼
X
j

sIj= 1þ sIj

� �
Pd
j Xj

� �n o
ð33Þ

TC ¼ 1þ sC
	 
X

i

PC
i Ci ð34Þ

TM ¼
X
i

sMi IM
CIF
i ð35Þ

TG ¼ TL þ TK þ TP þ TI þ TC þ TM ð36Þ

SG ¼ TG � TREGP � TREGR � PGCCG � SSGP þ SSPG ð37Þ

DISG ¼ SG þ TRCPG þ TRCRG

� PGIIG þ
X

j¼82�86

PINVK
j INVKj þ

X
j¼82�86

PINVKN
j INVKNj

 !
ð38Þ

Product

Xi ¼
X
j

adijXj þBCT þCKi þGCT þGDEPT ð39Þ

X ¼ I � Ad½ ��1Fd ð40Þ

Product calculation

Xi ¼
X
j

adijXj þBCT þCKi þGCT þGDEPT þ INVKGi þ INVKGNi

þ INVKi þ INVKITEi þ INVKRDEi þ INVKPIi þ INVKNi þ INVKNITEi

þ INVKNRDEi þ INVKNPIi þ ZT þEXi þMi

ð41Þ
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X ¼ I � Ad½ ��1Fd ð42Þ

Long-term product block
Price function of intermediate goods

lnPDIT
j ¼ RiadITj lnPd

i ð43Þ

lnPDRD
j ¼ Ria

dRD
ij lnPd

i ð44Þ

lnPMIT
j ¼ RiamITij lnPm

i ð45Þ

lnPMRD
j ¼ RiamRDij lnPm

i ð46Þ

lnPDMIT
j ¼ aDDITj lnPDIT

j þ aMMIT
j lnPMIT

j ð47Þ

lnPDMRD
j ¼ aDDRDj lnPDRD

j þ aMMRD
j lnPMRD

j ð48Þ

Price function of aggregate tangible capital and intangible investment goods

lnPINVK
j ¼ Ria

DINVK
i lnPd

i þRia
MINVK
ij lnPm

i ð49Þ

lnPINVKIT
j ¼ Ria

DINVKIT
i lnPd

i þRia
MINVKIT
ij lnPm

i ð50Þ

lnPINVKPE
j ¼ Ria

DINVKPE
i lnPd

i þRia
MINVKPE
ij lnPm

i ð51Þ

aDINVKij ¼ Pd
i x

DINVK
ij = RiP

d
i x

DINVK
ij þRiP

m
i x

MINVK
ij

� �
ð52Þ

aMINVK
ij ¼ Pm

i x
MINVK
ij = RiP

d
i x

DINVK
ij þRiP

m
i x

MINVK
ij

� �
ð53Þ

aDINVKITij ¼ Pd
i x

DINVKIT
ij = RiP

d
i x

DINVKIT
ij þRiP

m
i x

MINVKIT
ij

� �
ð54Þ

aMINVKIT
ij ¼ Pm

i x
MINVKIT
ij = RiP

d
i x

DINVKIT
ij þRiP

m
i x

MINVKIT
ij

� �
ð55Þ

aDINVKPEij ¼ Pd
i x

DINVKPE
ij = RiP

d
i x

DINVKPE
ij þRiP

m
i x

MINVKPE
ij

� �
ð56Þ

aMINVKPE
ij ¼ Pm

i x
MINVKPE
ij = RiP

d
i x

DINVKPE
ij þRiP

m
i x

MINVKPE
ij

� �
ð57Þ
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Price function of aggregate labor service

PLtþ 1
j ¼ F PL

j ;P
LNPE
j ;PLNG

j ;PLNPI
j

� �
ð58Þ

Long-term cost function

lnC�ITE
j

¼ aITE0j þ
X
k

aITEkj lnPk�
j þ aITExj lnX�

j þ aITEtj g KNGt
j j¼83ð Þ

� �
þ 1=2ð Þ

X
k

X
l

ln bITEklj lnPk�
j lnPl�

j

þ
X
k

bITEkx lnPk�
j lnX�

j þ
X
k

bITEktj lnPk�
j g KNGt

j j¼83ð Þ;P-Index kð Þ
� �

ð59Þ

ln CRDE�
j

¼ aRDE0j þ
X
k

aRDEkj lnPk�
j þ aRDExj lnX�

j þ bRDEtj g KNGt
j

� �
þ 1=2ð Þ

X
k

X
l

lnbRDEklj lnPk�
j lnPl�

j

þ
X
k

bRDEkxlnPk�
j lnX�

j þ
X
k

bRDEktj lnPk�
j g KNGt

j;P-Index kð Þ
� �

ð60Þ

ln C�
j ¼ a0j þ

X
k

akj lnP
k�
j þ axj lnX

�
j þ atjg SKNGt

h; SKNE
t
j

� �
þ 1=2ð Þ

X
k

X
l

lnbklj lnP
k�
j lnPl�

j

þ
X
k

bkxlnPk�
j lnX�

j þ
X
k

bktj lnP
k�
j g SKNGt

h; SKNE
t
j

� �
ð61Þ

Function of technology improvement

g SKNGt
h; SKNE

t
j

� �
¼ ljðSKNGt

h + SKNEt
jÞ=f1þ ljðSKNGt

h þ SKNEt
jÞg ð62Þ

Share function

vKj ¼ @ lnC�
j =@ lnPk�

j ¼ akj þ
X
i

bkij lnP
i�
j þ bkXj lnX�

j þ bkTj g SKNGt
h; SKNE

t
j

� �
ð63Þ

vLj ¼ @ lnC�
j =@ lnPL�

j ¼ aLj þ
X
i

bLij lnPi�
j þ bLXj lnX�

j þ bLTj g SKNGt
h; SKNE

t
j

� �
ð64Þ

vMj ¼ @ lnC�
j =@ lnPM�

j ¼ aMj þ
X
i

bMi
j lnPi

j þ bMX
j lnX�

j þ bkTj g SKNGt
h; SKNE

t
j

� �
(i ¼ K;L;M)

ð65Þ
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vXj ¼ @ lnC�
j =@ ln Xk�

j ¼ aXj þRib
kX
j lnPi

j þ bXXj lnX�
j þ bXTj g KGNtþ 1	 
 ð66Þ

Output

K�
j ¼ vKj C�

j = PK�
j PK0

j

� �� �
j ¼ 1; . . .; nð Þ ð67Þ

L�j ¼ vLj C�
j = PL�

j PL0
j

� �� �
=h�j j ¼ 1; . . .; nð Þ ð68Þ

adij ¼ Vd
ij P

d
j =P

d
i i; j ¼ 1; . . .; nð Þ ð69Þ

amij ¼ Vm
ij P

d
j =P

m
i i; j ¼ 1; . . .; nð Þ ð70Þ

Current rate of return

rKj ¼

BSj �

Kj djPINVKt
j � PINVKt

j � PINVKt�1
j

� �
þ sPPINVKt�1

n o
þKRDEj dKRDEj PINVKRDEt

j � PINVKRDEt
j � PINVKRDEt�1

j

� �
þ sPKRDEPINVKRDEt�1

n o
þKITEj dKITEj PINVKITEt

j � PINVKITEt
j � PINVKITEt�1

j

� �
þ sPKITEPINVKITEt�1

n o
þKNj dKNj PINVKNt

j � PINVKNt
j � PINVKNt�1

j

� �
þ sPKNPINVKNt�1

n o
þKNRDEj dKNRDEj PINVKNRDEt

j � PINVKNRDEt
j � PINVKNRDEt�1

j

� �
þ sPKNRDEPINVKNRDEt�1

n o
þKNITEj dKNITEj PINVKNITEt

j � PINVKNITEt
j � PINVKNITEt�1

j

� �
þ sPKNITEPINVKNITEt�1

n o

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

9>>>>>>>>>>>>>=
>>>>>>>>>>>>>;

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

9>>>>>>>>>>>>>=
>>>>>>>>>>>>>;

Kj 1� sKð ÞPINVKt�1
j

þKRDEj 1� sKRDEð ÞPINVKRDEt�1
j

þKITEj 1� sKITEð ÞPINVKITEt�1
j

þKNj 1� sKNð ÞPINVKNt�1
j

þKNRDEj 1� sKNRDEð ÞPINVKRDEt�1
j

þKNITEj 1� sKNITEð ÞPINVKNITEt�1
j

2
666666666666666666666666666666664

3
777777777777777777777777777777775

ð71Þ

Expected rate of return of next period

r�Kj ¼ f r; rKj
� �

ð72Þ

Price function of aggregate capital service

PSKt
j ¼ F PSKt

j � PSKNPlt
j

� �
ð73Þ

PSKt
j ¼ 1� sK

	 

rKj P

INVKt�1
J þ djP

INVKt
j � PINVKt

j � PINVKt�1
j

� �
þ sPPINVKt�1 ð74Þ
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PSKITEt
j ¼ 1� sKITE

	 

rKj P

INVKITEt�1
J þ djP

INVKITEt
j

� PINVKITEt
j � PINVKITEt�1

j

� �
þ sPITEPINVKITEt�1 ð75Þ

PSKRDEt
j ¼ 1� sKRDE

	 

rKRDEj PINVKRDEt�1

J þ djP
INVKRDEt
j

� PINVKRDEt
j � PINVKRDEt�1

j

� �
þ sPRDEPINVRDEt�1 ð76Þ

PSKNt
j ¼ 1� sKN

	 

rKj P

INVKNt�1
J þ djP

INVKNt
j

� PINVKNt
j � PINVKNt�1

j

� �
þ sPKNPINVKNt�1 ð77Þ

PSKNITEt
j ¼ 1� sKNITE

	 

rKNITEj PINVKNITEt�1

J þ dKNITEj PINVKNITEt
j

� PINVKNITEt
j � PINVKNITEt�1

j

� �
þ sPKNITEPINVKNITEt�1 ð78Þ

PSKNRDEt
j ¼ 1� sKNRDE

	 

rKNRDEj PINVKNRDEt�1

J þ dKNRDEj PINVKNRDEt
j

� PINVKNRDEt
j � PINVKNRDEt�1

j

� �
þ sPSKNRDEPINVSKNRDEt�1 ð79Þ

Capital cost

BSj ¼ SKjPSKjþ SKPEjPSKPEjþ SKITjPSKITjþ SKNEjPSKNEj

¼ Kj ð1�sKÞrKj PINVKt�1
j þ djPINVKt

j � PINVKt
j �PINVKt�1

j

� �
þ sPPINVKt�1

n o
þKPEj 1�sKPE

	 

rKj P

INVKPEt�1
j þ dKPEj PINVKPEt

j � PINVKPEt
j �PINVKPEt�1

j

� �
þ sPKPEPIKVKPEt�1

n o
þKITj 1�sKIT

	 

rKj P

INVKITt�1
j þ dKITj PINVKITt

j � PINVKITt
j �PINVKITt�1

j

� �
þ sPKITPIKVKITt�1

n o
þKNEj 1�sKNE

	 

rKj P

INVKNEt�1
j þ dKNEj PINVKNEt

j � PINVKNEt
j �PINVKNEt�1

j þ sPKNEPINVKNEt�1
� �n o

ð80Þ
Short-term supply of goods and service
j-sector product

Cj ¼ Pd
j Xj ¼ 1þ sIj

� �
RiP

d
i a

d
ijXj þRiP

m
i a

m
ij Xj þ LjhjP

Et
j P

E0
j

n
þ IYt

jSEFW (SE
t
j þFWt

j Þþ Kt
j þKPEt

j

� �
PSKKt
j PSKK0

j

o ð81Þ

Pd
j Xj=P ¼ asj Y þ bsjW þ csj Pd

j =P
� �

þ gsj ð82Þ

MRj ¼ �Pd
j csj= Xj�csj

� �� �
ð83Þ

Xj ¼ Qjh
�
j hj=h

�
j

� �aj
ð84Þ
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Qj ¼ aj Kj þKPEj
	 
bj

KNEcj
j KNG

dj
h ð85Þ

hj ¼ Xj=aj Kj þKPEj
	 
bj

KNEcj
j KN

dj
h h

�ð1�ajÞ
� �ð1=ajÞ

ð86Þ

Pd
j ¼ Xj�csj

� �
1þ sIj

� �n o
=csj 1þ sIj

� �
adjj � 1

� �h i
� Rði 6¼jÞPd

i a
d
ij þRiP

m
i a

m
ij

� �h
þfLjPL

j P
L0
j = aj aj Kj þKPEj

	 
bj
KNEcj

j KN
dj
h h

�ð1�ajÞ
� �ð1=ajÞ� �

� X 1�ajð Þ=aj
j

i
ð87Þ

Intra-firm ICT activity

Cj ¼ Pd
j Xj

¼ 1 þ sIj

� �
fRiP

d
i a

d
ijXj þRiP

m
i a

m
ij Xj þðLITjhjPLITt

j PLIT0
j þKITt

j P
SKITt
j PSKIT0

j g
ð88Þ

Pd
j Xj=P ¼ asj Y þ bsjW þ csj Pd

j =P
� �

þ gsj ð89Þ

MRj ¼ �Pd
j csj= Xj�csj

� �� �
ð90Þ

Xj ¼ Qjh
�
j hj=h

�
j

� �aj
ð91Þ

Qj ¼ ajKIT
bjKNGdj

ðh¼1Þ ð92Þ

hj ¼ Xj=ajKIT
bj
j KNG

cj
j

dj
ðh¼1Þh

�ð1�ajÞ
� �ð1=ajÞ

ð93Þ

Pd
j ¼ Xj� csj

� �
1þ sIj

� �n o
=csj 1þ sIj

� �
adjj � 1

� �h i
� Rði 6¼jÞPd

i a
d
jj þRiP

m
i a

m
jj

� �h
þfLITjPLIT

j PLIT0
j = aj ajKIT

bj
j KNG

cj
jðh¼1Þh

�ð1�ajÞ
� �ð1=ajÞ� �

� X 1�ajð Þ=aj
j

� ð94Þ

Intra-firm R&D activity

Cj ¼ Pd
j Xj ¼ 1þ sIj

� �
RiP

d
i a

d
ijXj þRiP

m
i a

m
ij Xj þ LNjhjP

Et
j P

E0
j

n
þ IYt

jSEFW SEt
j þFWt

j

� �
þKPEt

jP
SKPEt
j PSKPE0

j þKNEt
jP

SKNEt
j PSKNE0

j

o ð95Þ

Xj ¼ Qjh
�
j hj=h

�
j

� �aj
ð96Þ
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Qj ¼ ajKNE
bj
j ð97Þ

hj ¼ Xj=ajKNE
bj
j h

�ð1�ajÞ
� �ð1=ajÞ

ð98Þ

Pd
j ¼ Xj� csj

� �
1þ sIj

� �n o
=csj 1þ sIj

� �
adjj � 1

� �h
� Rði 6¼jÞ Pd

i a
d
ij þPm

i a
m
ij

� �
þ LNjP

LN
j PLN0

j =aj ajKNE
b
j h

�ð1�ajÞ
� �ð1=ajÞ� �� �

X 1�ajð Þ=aj
j a

�
ð99Þ

Private R&D activity (STI category)

Cj ¼ Pd
j Xj ¼ 1þ sIj

� �
RiP

d
i a

d
ijXj þRiP

m
i a

m
ij Xj þEjhjP

Et
j P

E0
j

n
þ IY t

jSEFW SEt
j þFWt

j

� �
þKPItjP

SKPIt
j PSKPI0

j þKNPItjP
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Labor block
Labor force
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Optimal capital stock in t + 1 period
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Part III
Service Sector Modelling



The Impact of Presence
and Hypothetical Absence of Tourism
in Indian Economy

An Input–Output Analysis

Poonam Munjal

Abstract This paper attempts to derive the backward and forward linkages of
tourism sector for India, despite the fact that tourism, unlike other sectors, does not
fall in the SNA or I-O framework owing to its demand-driven nature of activity. For
the first time, tourism is endogenized in the I-O framework using the results of
tourism satellite accounts to derive its linkages. Further importance of tourism is
explored by presenting these linkages in the system from which tourism is com-
pletely extracted or made to disappear. This is done using the hypothetical
extraction method (HEM).

Keywords Tourism satellite account � Input–output table � Multiplier analysis
Backward and forward linkages � Hypothetical extraction method

JEL Classification L830 � C670 � D570

1 Introduction

Tourism is an important social and economic activity in many countries, some
countries depending almost entirely on tourism. It not only earns export revenue but
is instrumental in a nation’s infrastructure development and also creates jobs and
enterprises. Tourism’s economic impacts are therefore an important consideration
in state, regional and community planning and economic development (Stynes
1997).

However, measuring tourism and its contribution to the national economy are a
difficult task since tourism is not defined separately in the standard international
industry or product classifications or in the accounting framework of national
accounts, which focuses on accounting of economic activities undertaken in the
country according to standard international classifications (Kolli et al. 2014). This is
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because of the nature of activity that tourism is. Unlike other producer sectors in the
system of national accounts (SNA), tourism is not defined as a producer of a good
or service but is defined as a sector whose output is its demand by its purchaser, that
is, a tourist. Therefore, tourism sector is not presented explicitly in the national
accounts and in the supply and use tables, although its elements are embedded in
other sectors of national accounts, like hotels, transport services, food and
beverages.

This paper, for the first time, attempts to put tourism as a separate sector in the
framework of the supply and use tables and subsequently in the input–output tables
using the relevant ratios obtained from the tourism satellite account (TSA) of the
economy. By doing this, the interlinkages of tourism sector with other sectors of the
economy can be assessed and hence the impact—both direct and indirect—of
tourism sector on the economy can be quantified. Also, for the first time for Indian
economy, the impact of hypothetical “disappearance” of this sector is realized
through the input–output models.

The present paper is structured as follows. Section 2 reviews the literature
Sect. 3 presents a brief description of satellite accounts in general and tourism
satellite account (TSA) in particular. Section 4 summarizes the methodology
adopted in putting the tourism sector into the framework of the input–output table
using the outcomes of the TSA and presents its linkages with other sectors of the
economy by way of multipliers. Section 6 presents the impact of hypothetical
“disappearance” of tourism from the economy. The concluding remarks present the
key findings and are given in the last section of the paper.

2 Review of Literature

A number of studies have been undertaken to estimate the economic impact of
tourism using various techniques like input–output model, computable general
equilibrium (CGE) approach, social accounting matrix, regression analysis. The
bulletin paper, “Economic Impacts of Tourism” by Stynes (1997), presents a sys-
tematic introduction to economic impact concepts and methods. Many studies also
focus on the multiplier impact of tourism. Archer’s (1976) input–output model is
used for investigating the multiplier effects of tourism expenditure. We know that
an input–output analysis provides a method of examining the effect of changes in
final demand on the economy’s output and its impact on income and employment.
Applying the same input–output model in tourism impact study, Archer’s model
takes tourism sector’s total demand as the vector of final demand. A study by Var
and Quayson (1985) examines the multiplier impact of tourism in the Okanagan
region (British Columbia, Canada) using the Archer tourism multiplier methodol-
ogy. Other studies measuring the contribution of tourism using the input–output
methods for computing tourism multipliers are by Summary (1987), which esti-
mates the tourism’s contribution to the economy of Kenya using input–output
analysis.
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Sugiyarto et al. (2003) in their research article “Tourism and Globalization—
Economic Impact in Indonesia” attempted to measure the economic impact of
tourism in Indonesia using computable general equilibrium (CGE) approach. The
aim of this study is to examine the impact of tourism within the macroeconomic
context of globalization in the form of increasing trade liberalization, as well as in
the context of lower domestic taxation. Another study that measures economic
impacts from tourism using CGE modelling, as well as I-O analysis, is authored by
Zhou et al. (1997), in their research paper titled “Estimating Economic Impacts
from Tourism”.

One of the first studies to analyse the economic impact of tourism using a social
accounting matrix (SAM) was carried out by Wagner (1997). In a discussion paper
by Blake et al. (2001), the tourism sector is analysed using the CGE modelling
techniques and the tourism satellite accounts (TSAs) are used as the basic data
input. A research paper by Raveendran and Saluja (1992), titled “The Economic
Impact of Tourism in India”, estimates the impact of tourism on national income
and employment. It also estimates the indirect impacts and multiplier effect. But in
this study, estimates are obtained without going into details of preparing Tourism
Satellite Account.

There is no dearth of literature on measurement of contribution of tourism
industry to the economy as a whole. Its impact has also been estimated at large
extent. Various techniques have been used to estimate this impact. The input–output
analysis has also been used extensively, as discussed in the previous sections. But
these studies were carried out mostly on economies other than India. This provided
enough motivation to attempt to study the impact of tourism on Indian economy.
Apart from this, another motivation was to study the impact of tourism by putting it
within the framework of input–output table, and considering it as one of the other
production sectors of the economy. In other similar studies, mentioned above,
tourism multipliers were obtained using the tourism expenditure as an exogenous
account. It was treated as vector of final demand. In contrast, in this study, the
tourism sector is endogenized in the input–output framework. The interdependen-
cies of tourism with other sectors can be brought out if tourism is incorporated
within the input–output table as a separate entity. It can then be noted how tourism
impacts other sectors and how other sectors impact tourism. A similar study
(Munjal 2013) was based on India’s first TSA which followed the earlier TSA
methodology recommended by UNWTO (2001).

3 Tourism Satellite Account

Satellite accounts help in recasting the national accounts framework in rigorously
controlled structures, in order to better understand and analyse special aspects of the
economy that may transcend the traditional notion of industries. While the national
accounts represent “the books” of the nation’s economy, the satellite accounts are
designed to expand the capacity of the national accounts and present the detailed
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information of the sectors. It focusses on the particular area of interest such as
tourism, environment, education, health, transportation.

The tourism satellite account (TSA) is an accounting procedure designed to
measure goods and services associated with tourism according to international
standards, concepts, classifications and definitions. Hence, the estimates using the
TSA framework have the advantage of being credible with the methodology widely
accepted and internationally comparable. It is a unique tool to document the direct
gross domestic product (GDP) and employment contributions of tourism to national
economies. Among the various purposes that can be served by TSA, some are as
follows:

• Develop quantitative estimates of tourism value added and tourism employment
and, thus, analyse the importance of tourism in the economy;

• Offer a framework for developing impact models of tourism on economic
activity and employment by identifying relationships between tourism industries
and the rest of the economy;

• Identify capital base of tourism industries;
• Measure productivity within tourism and compare it with other industries.

In order to enable international comparison, the World Tourism Organisation
(UNWTO) developed successive sets of international recommendations on tourism
statistics. The International Recommendations for Tourism Statistics 2008 (IRTS
2008) provides the basic concepts and definitions concerning the different aspects
of tourism by which countries are encouraged to develop their tourism statistics in
line with the compilation practices of other economic statistics which are aligned
with the Systems of National Accounts 1993. Besides, the tourism satellite account:
recommended methodological framework 2008 (TSA: RMF 2008) provides an
additional resource to link tourism statistics to the standard tables of SNA 2008.

According to the TSA: RMF 2008, TSA comprises a set of accounts and tables
that provides tourism-related macroeconomic aggregates, principal among them
being the gross value added of tourism industry (GVATI), tourism direct gross
value added (TDGVA) and tourism direct gross domestic product (TDGDP). This
helps in assessing the size and contribution of tourism to the economy.

The need for preparing a satellite account for tourism arises particularly because
of the demand-based nature of this sector. Tourism sector, unlike other sectors of
the system of national accounts, is not defined as an industry by the characteristic of
the product it makes as an output but rather by the characteristic of the purchaser
demanding the products. To the extent tourism is an economic phenomenon; many
aspects of it are already embedded in the system of national accounts.
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4 Tourism Interlinkages with Other Sectors
of the Economy Through the Input–Output Framework

4.1 Input–Output Table

Input–output (I-O) table is the matrix representation of a nation’s economy and is
used to analyse the inter-industry relations in an economy, depicting how the output
of one industry is used as input in other industries, thereby making each industry
dependent on other industries both as the user and as supplier.

The standard I-O table can be viewed as consisting of four major components
(also known as blocks or quadrants). Each of these blocks consists of a series of
rows and columns. A row in an I-O table shows the values in which an economic
sector provides inputs to various other sectors and final uses. Final use refers to the
sector’s sales to households and government as their consumption expenditure;
sector’s use in fixed investment; and its net exports. On the other hand, a column
shows the sector’s inputs from other sectors and its primary inputs consisting of
taxes less subsidies on production and the gross value added comprising payments
for labour, capital, land and imported inputs. The row total and the column total of a
sector give its total value of output and hence are equal.

Input–output tables, now prepared by most of the economies, are powerful tools
and are applied for various purposes. The primary advantage of input–output tables
is the generation of multipliers—output multipliers and employment multipliers.
Unlike economic base multipliers, which calculate only one multiplier, input–
output multipliers are calculated for all the industries. It is able to reveal the impact
of growth or decline in one industry on all the other industries of the economy.
Similarly, it generates employment multipliers for all the sectors.

4.2 Tourism as One of the I-O Sectors

Any economic activity of a region has both direct and indirect economic benefits.
These are captured by the I-O tables and the I-O model based on these tables.
Tourism also has a number of such benefits but since it is not a separate sector in the
system of national accounts or in the I-O tables, its indirect benefits are difficult to
quantify while some estimates of direct benefits can be obtained using other
available tourism statistics or through tourism-related primary data.

The direct benefits go to the industries that provide their goods and services
directly to the tourists, e.g. accommodation providing industries, transport opera-
tors, travel agents. But there are certain indirect beneficiaries too, e.g., shops, banks,
medical and health centres. The money spent by the tourists in an area is
re-circulated and re-spent in the local economy, thereby generating extra income
and output. The actual economic benefit, therefore, to the area is greater than the
original amount spent by the tourists.
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The model based on I-O table helps to capture this additional generation of
income and output by tracking the interlinkages within the sectors of an economy.
With the quantification of these interlinkages, it is interesting to see how, an
additional demand in tourism sector effects other sectors of the economy through its
backward linkages and vice versa through the forward linkages.

For this, tourism sector has to be included as a separate sector in the I-O table.
As mentioned earlier, its aspects are embedded in other sectors of the I-O table.
These sectors can be classified as tourism-characteristic (those which cease to exist
in the absence of tourism), tourism-related (those which are not entirely dependent
on tourism but do relate strongly with the sector) and non-tourism sectors. These
sectors, broadly identified by the UNWTO in TSA: RMF 2008 and specifically
categorized for Indian tourism, are as follows:

Tourism-characteristic industries

1. Accommodation services
2. Food and beverage serving services
3. Railway passenger transport services
4. Road passenger transport services
5. Water passenger transport services
6. Air passenger transport services
7. Transport equipment rental services
8. Travel agencies and other reservation services
9. Cultural and religious services

10. Sports and other recreational services
11. Health and medical-related services

Tourism-related industries

12. Readymade garments
13. Processed food
14. Tobacco products
15. Beverages
16. Travel-related consumer goods
17. Footwear
18. Soaps, cosmetics and glycerine
19. Gems and jewellery
20. Books, journals, magazines, stationery, etc.

Non-tourism industries

21. Agriculture
22. Mining and other non-tourism-specific manufacturing
23. Trade
24. Transport freight services
25. Other non-tourism-specific services

118 P. Munjal



Using this classification of industries, India’s second tourism satellite account
(TSA) was prepared for the year 2009–10, which is the latest till now. The TSA,
through its set of tables and accounts that bring together the demand-side and
supply-side data for these industries, evaluates the two most important outcomes,
that is, tourism industry ratios (TIRs) and tourism product ratios (TPRs) for each of
these industries/products.

We have these ratios separately for industries as well as products as TSA is
based on the framework of the supply and use table (SUT), which are the matrices
of transactions between the products and industries, with products presented in its
rows and industries in columns.1 The TIR and TPR ratios refer to the proportion of
the total value added of an industry/product which is related to tourism. Table 1
presents the TIRs and TPRs as obtained in India’s TSA.

Thus, a TIR of 51.1% for accommodation services implies that 51.1% of total
value added generated by this industry is on account of tourism activity. It may be
noted that TSA, due to its SUT framework, brings out the interlinkages among the
sectors of the economy, and hence, some of the non-tourism industries/products
also show some element of tourism in their value added.

The objective of this study is to put tourism as a separate sector in the I-O table,
and I-O table is compiled through the SUTs. As mentioned earlier, in the SUTs,
products are presented in rows and industries in columns. Hence, we start with
putting Tourism as a separate industry and as a separate product in India’s SUT,
which originally is a matrix of 130 products and industries but is aggregated, for
this study, to have 25 products and industries as are listed above. The TIRs of these
25 industries are used to extract the tourism component from each of the column
industries so that tourism becomes an additional 26th industry column, which is an
aggregation of the extracted components. Similarly, TPRs are used to extract the
tourism component from each of the row products which results in tourism being an
additional 26th product row. This is done in both supply and use tables.

Further, these SUTs are converted to the symmetric I-O tables, which are basis to
the I-O analysis and the generation of multipliers. Unlike SUTs, which are pro-
duct � industry matrices, I-O tables are either product � product or indus-
try � industry matrices. The I-O table is compiled by merging the fully balanced
SUTs by application of technology assumptions and transformation models. This
process results in the creation of a product � product I-O table which has 26
product (or sector) rows and columns, Tourism being one of them. With tourism,
now included as a separate sector in I-O table, it is possible to study its linkages
with other sectors of the economy and its direct as well as indirect impact on
economy through the generation of output multipliers.

1SUTs are the basis for the construction of symmetric I-O tables. I-O tables cannot be compiled
without passing through the supply and use stage. Symmetric I-O tables are the basis for input–
output analysis. The supply table presents the details of goods produced by each industry in the
form of their main product or by-products. Use table gives the product-wise input requirement for
each industry.
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4.3 Input–Output Analysis

The I-O analysis helps to track and quantify the interlinkages of tourism industry
with other industries of the economy. With the quantification of these interlinkages,
it is interesting to see how, an additional demand in tourism industry effects other
industries of the economy through its backward linkages and vice versa through the
forward linkages.

The multipliers help in analysing the overall—direct and indirect—impact of
exogenous changes in the economy, referred to as external shocks. The multipliers
represent a quantitative expression of the extent to which some initial, “exogenous”
force or change is expected to generate additional effects through the interdepen-
dencies associated with some assumed and/or empirically established, “endogenous”
linkage system.

Table 1 Tourism product ratios and tourism industry ratios

Industries/products Tourism product
ratios

Tourism industry
ratios

Agriculture 0.00 0.00

Mining and other non-tourism-specific
manufacturing

0.00 0.00

Trade 0.00 0.66

Transport freight services 0.00 2.25

Other non-tourism-specific services 2.29 2.29

Processed food 3.12 0.00

Beverages 5.65 0.02

Tobacco products 3.76 0.00

Readymade garments 24.39 0.00

Books, journals, magazines, stationery, etc. 6.16 0.00

Leather footwear 13.95 0.00

Travel-related consumer goods 70.66 0.00

Soaps and cosmetics 0.55 0.00

Gems and jewellery 6.22 0.00

Railway passenger transport services 57.63 57.63

Land passenger transport services 57.40 54.42

Water passenger transport services 12.10 12.10

Air passenger transport services 77.20 77.20

Travel agencies and other reservation services 72.36 72.36

Accommodation services 64.76 51.09

Food serving services 16.10 16.37

Health and medical-related services 30.05 30.05

Transport equipment rental services 28.82 28.82

Cultural and religious services 17.06 17.06

Sporting and recreational services 3.84 3.84
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The I-O table, on which the I-O model is based, is the matrix representation of a
nation’s economy and depicts how the output of one industry is used as input in
other industries, thereby making each industry dependent on other industries both
as the user and as supplier. The I-O table with, say, three sectors is shown in
Table 2.

The above matrix represents the following set of six balance equations, three
representing the sector’s sales to other sectors and final users and three representing
its purchases from other sectors and primary inputs:

x11 þ x12 þ x13 þF1 ¼ X1

x21 þ x22 þ x23 þF2 ¼ X2

x31 þ x32 þ x33 þF3 ¼ X3

ð1Þ

x11 þ x21 þ x31 þP1 ¼ X1

x12 þ x22 þ x23 þP2 ¼ X2

x13 þ x23 þ x33 þP3 ¼ X3

ð2Þ

where Fi is the final use or final demand and Pi is the Primary Input.
Further, if aij is the input coefficient and is denoted by xij/Xj, we get,

a11X1 þ a12X2 þ a13X3 þF1 ¼ X1

a21X1 þ a22X2 þ a23X3 þF2 ¼ X2

a31X1 þ a32X2 þ a33X3 þF3 ¼ X3

ð3Þ

And, if bij is the output coefficient and is denoted by xij/Xi, we get,

b11X1 þ b21X2 þ b31X3 þP1 ¼ X1

b12X1 þ b22X2 þ b32X3 þP2 ¼ X2

b13X1 þ b23X2 þ b33X3 þP3 ¼ X3

ð4Þ

Table 2 A three-sector I-O table

Sectors

Sectors 1 2 3 Final demand Gross value of output

1 X11 X12 X13 F1 X1

2 X21 X22 X23 F2 X2

3 X31 X32 X33 F3 X3

Primary inputs P1 P2 P3

Gross value of output X1 X2 X3
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Equation (3) can be written in matrix notations as

AXþF¼X

or I � Að ÞX¼F

or X¼ I � Að Þ�1F

ð5Þ

Similarly, Eq. (4) can be written in matrix notations as

B0X þP¼X

or I � B0ð ÞX¼P

or X¼ I � B0ð Þ�1P

ð6Þ

The inverse matrices of Eqs. (5) and (6) are called Leontief inverse matrices after
W. Leontief who introduced Input–Output Analysis. These matrices reflect the
direct and indirect effects of inter-industry linkages.

To be specific, in the framework of input–output analysis, production by a
particular sector has two kinds of effects on other sectors in the economy. If a sector
j increases its output due to additional demand, more inputs (purchases) are required
including more intermediates from other sectors. Such interconnection of a par-
ticular sector to other sectors from which it purchases inputs (demand side) is
termed as “backward linkage”. Also called “output multiplier”, this is the column
sum of inverse matrix given in Eq. (5) and can be interpreted as the cumulative
increase in the output of the economy which is induced by one additional unit of
final demand of a certain sector. The higher the multipliers, the larger are the effects
on the input–output system of the economy.

On the other hand, increased output of sector j indicates that additional amounts
of products are available to be used as inputs by other sectors. There will be
increased supplies from sector j for sectors which use product j in their production
(supply side). This interconnection of a particular sector to those to which it sells its
output is termed as “forward linkages”. These are obtained from the column sum of
inverse matrix given in Eq. (6) and can be interpreted as the cumulative increase in
the output of the economy which is induced by one additional unit of primary
inputs of a certain sector. While backward linkages are the relationship between the
activity in a sector and its purchases, forward linkages are the relationship between
the activity in a sector and its sales.

For the present study, Leontief inverse matrices are obtained from the I-O table
in which tourism sector is now a separate sector. These inverse matrices help in
deriving the backward (output multiplier) and forward (input multiplier) linkages of
all the 26 economic sectors, including tourism. These linkages or multipliers,
arranged in descending order of their values, are presented in Tables 3 and 4.

The tables suggest that tourism has reasonably good backward and forward
linkages with other sectors of the economy. The output multiplier of tourism sector
is 1.83, bringing the sector to 14th position among the 26 sectors. Hence, its
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capacity to induce production activity in the economy is higher than that of 12 other
sectors. In terms of the value of its multiplier, a unit increase in final demand of
tourism sector is expected to trigger the overall production of 1.83 units in the entire
economy. On the other hand, tourism occupies 13th position with respect to the
input multiplier, its own being 1.45. Hence, the expansion of this sector generates a
powerful stimulus in other sectors, by way of absorbing its output as inputs to other
sectors.

Table 3 Backward linkages (or output multiplier) of sectors

Backward linkage

1 Gems and jewellery 2.50

2 Processed food 2.33

3 Beverages 2.31

4 Leather footwear 2.26

5 Soaps and cosmetics 2.26

6 Books, journals, magazines, stationery, etc. 2.25

7 Mining and other non-tourism-specific manufacturing 2.19

8 Travel-related consumer goods 2.16

9 Food serving services 2.14

10 Readymade garments 2.09

11 Transport freight services 2.09

12 Tobacco products 1.93

13 Land passenger transport services 1.85

14 Tourism 1.83
15 Air passenger transport services 1.81

16 Travel agencies and other reservation services 1.78

17 Accommodation services 1.75

18 Railway passenger transport services 1.72

19 Health and medical-related services 1.69

20 Water passenger transport services 1.68

21 Sporting and recreational services 1.61

22 Agriculture 1.47

23 Transport equipment rental services 1.43

24 Trade 1.31

25 Cultural and religious services 1.29

26 Other non-tourism-specific services 1.23
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5 Importance of Tourism in Indian Economy

It is evident from the previous sections that tourism is an important economic
activity in India. Due to the country’s diversity in regions, culture, geographies and
natural resources, India attracts all kinds of tourists whose preferences to travel
range from visiting historical monuments to religious places or from scenic
mountains to exotic sea beaches.

Tourism’s economic value to India is also apparent from the extent of revenue
that a large inflow of tourists generates in the economy. According to the Ministry
of Tourism’s latest annual publication “India Tourism Statistics—2017”, a total of
8.8 million foreign tourists visited India in 2016, resulting in the foreign exchange
earnings to the tune of US$ 22.9 billion. The number of tourist arrivals registered
an annual growth of 9.7% while foreign exchange earnings grew by 8.8% in 2016.

Table 4 Forward linkages (or input multiplier) of sectors

Forward linkage

1 Transport equipment rental services 2.09

2 Mining and other non-tourism-specific manufacturing 2.05

3 Trade 1.99

4 Transport freight services 1.99

5 Agriculture 1.94

6 Food serving services 1.89

7 Accommodation services 1.89

8 Cultural and religious services 1.62

9 Air passenger transport services 1.60

10 Travel-related consumer goods 1.51

11 Processed food 1.48

12 Land passenger transport services 1.45

13 Tourism 1.45
14 Other non-tourism-specific services 1.41

15 Railway passenger transport services 1.41

16 Gems and jewellery 1.35

17 Sporting and recreational services 1.34

18 Books, journals, magazines, stationery, etc. 1.30

19 Beverages 1.28

20 Readymade garments 1.21

21 Soaps and cosmetics 1.21

22 Tobacco products 1.15

23 Health and medical-related services 1.07

24 Leather footwear 1.05

25 Travel agencies and other reservation services 1.04

26 Water passenger transport services 1.01
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India’s second tourism satellite account (TSA) from 2009–10, also the latest so
far, suggests that tourism sector contributes 3.7% to the Indian GDP. This is the
sector’s direct contribution. However, as seen in the previous sections, the sector
has strong interlinkages with other sectors of the economy and hence accounts for a
significant indirect contribution too. Putting together, tourism’s direct and indirect
contribution amounted to 6.8% to India’s GDP in 2009–10. This owes to the
tourism output multiplier of 1.8518.

Tourism sector is also an important employment generator. As per TSA 2009–
10, the direct share of tourism-related employment in total employment was 4.4%.
Its employment multiplier is even higher than its output multiplier, suggesting that
the indirect impact on employment is much higher than the impact on GDP. With
the employment multiplier of 2.3256, the sector’s direct and indirect share to total
employment was 10.2%.

Clearly, expansion of tourism sector will not only generate more activity and
employment in the tourism and tourism-related sectors, but due to the strong
linkages with other sectors, it will also trigger economic activity and generate
employment in other sectors due to the spill-over effects.

Notably, the contribution of tourism to Indian economy is comparable and even
exceeds its contribution to other economies. This can be inferred by comparing the
results of Indian TSA with TSAs of other countries for the similar period. For
example, tourism contributed a total of 5.2% to Australian economy (GDP) in 2010,
putting together the direct and indirect impact. The same for Brazilian economy was
8.6% in 2011. For New Zealand, this share was 8.7% in 2010.

6 Hypothetical Extraction of Tourism

The hypothetical extraction method (HEM) was initially suggested by Paelinck
et al. (1965), Strassert (1968) and Schultz (1977) and was later reformulated by
Meller and Marfán (1981) and Clements (1990). This method, one of the appli-
cations of I-O model, measures the importance of a sector by hypothetically
extracting that sector from the I-O system. In other words, the method analyses the
role of a sector by deriving the loss that an economy might incur if that sector
completely “disappears” from the economy. While such hypothetical situation
might be unimaginable for many sectors like manufacturing or several
service-providing sectors but this cannot be completely ruled out in the case of
tourism. Many countries or regions which depend largely on tourism activities,
suffer huge losses if the country reels under some extreme circumstances like
terrorist attack or natural calamities.

Using HEM, the importance of a sector can be felt through both backward and
forward linkages. In the I-O table, a sector is made to “disappear” by nullifying its
row and column from the A-Matrix (for impact through backward linkage) and
B-Matrix (for impact through forward linkage). The output difference between the
“with” and “without” that sector quantifies its importance in the economy.
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In the full n-sector model, output Xn is defined as (I − An)
−1 * Fn, as given in

Eq. 5 of previous section. In the reduced (n−1)-sector model, output Xn−1 corre-
sponds to (I − An−1)

−1 * Fn−1, where An−1 is the coefficient matrix in which all the
elements of the rows and columns of “hypothetically disappeared” sector are
replaced by zeroes and Fn−1 is the corresponding reduced final demand vector. So,
the difference between Xn and Xn−1 is the aggregate measure of the economy’s loss
(decrease in output) if that sector disappears. Normalization through division by
gross output and multiplication by 100 produces an estimate of the percentage
decrease in total economic activity.

The percent loss suffered by the sectors of the economy resulting from the
extraction of tourism sector from the system is given in Table 5

Hence, while tourism sector helps in multiplying the overall output of the
economy by a factor of 1.83 units when its demand increases by 1 unit, its

Table 5 Measure of loss to economy after extracting “tourism”

Percent loss

1 Agriculture −5.65

2 Mining and other non-tourism-specific manufacturing −3.26

3 Trade −3.94

4 Transport freight services −3.94

5 Other non-tourism-specific services −1.36

6 Processed food −2.71

7 Beverages −2.53

8 Tobacco products −0.56

9 Readymade garments −1.38

10 Books, journals, magazines, stationery, etc. −1.24

11 Leather footwear −0.15

12 Travel-related consumer goods −2.61

13 Soaps and cosmetics −0.63

14 Gems and jewellery −2.04

15 Railway passenger transport services −1.37

16 Land passenger transport services −1.52

17 Water passenger transport services −0.05

18 Air passenger transport services −1.45

19 Travel agencies and other reservation services −0.14

20 Accommodation services −8.31

21 Food serving services −8.31

22 Health and medical-related services −0.34

23 Transport equipment rental services −6.97

24 Cultural and religious services −2.31

25 Sporting and recreational services −1.09

Total −7.15
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“disappearance” causes the output to fall by 7.15%. The most significantly
impacted sectors are “Hotels” and “Restaurants”, whose output are expected to
shrink by 8.31% each.

7 Concluding Remarks

The present study clearly validates and quantifies the importance of tourism sector
in an economy. While the tourism satellite account brings out the direct contribution
of tourism in India’s economy, the I-O model reveals its direct as well as indirect
impact. According to India’s TSA from 2009–10, tourism directly contributes 3.7%
to India’s GDP. The I-O analysis suggests that tourism’s output multiplier is 1.83.
Its mathematical implication is that tourism sector’s overall contribution (direct as
well as indirect) is 1.83 times the direct contribution; therefore, it goes up to 6.8%
of GDP after multiplying 3.7 with 1.83. The tourism sector has strong forward
linkages too which is reflected in its input multiplier of 1.45.

Further, the analysis based on hypothetical extraction method reveals that the
disappearance of tourism from the Indian economy is expected to result in the
contraction of GDP by 7.2%, as its direct and indirect impact. Hence, while tourism
contributes 6.8% to GDP, its absence brings GDP down by 7.2%. Both the esti-
mates point towards the significance of the sector in the economy. This is an
important takeaway for the policymakers and provides enough reason to promote
the tourism activity and the investment in its development.

Appendix

See Tables 6 and 7.
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Table 6 Inverse matrix for backward linkage

S.
No.

Industries 1 2 3 4 5 6 7

1 Agriculture 1.2021 0.1099 0.0241 0.1039 0.0187 0.6824 0.3442

2 Mining and other
n-tourism-sp. manu

0.1309 1.7701 0.1316 0.6115 0.0939 0.2540 0.4145

3 Trade 0.0645 0.1307 1.0243 0.1081 0.0175 0.1938 0.1635

4 Transport freight services 0.0283 0.0574 0.0107 1.0475 0.0077 0.0852 0.0719

5 Other n-tourism-sp. serv 0.0234 0.0785 0.0640 0.0854 1.0589 0.0508 0.0559

6 Processed food 0.0062 0.0078 0.0017 0.0059 0.0013 1.0317 0.1764

7 Beverages 0.0001 0.0007 0.0002 0.0008 0.0002 0.0005 1.0428

8 Tobacco products 0.0000 0.0000 0.0000 0.0000 0.0000 0.0006 0.0001

9 Readymade garments 0.0003 0.0025 0.0004 0.0015 0.0006 0.0006 0.0008

10 Books, journals,
magazines, stationery, etc.

0.0003 0.0007 0.0022 0.0018 0.0006 0.0007 0.0006

11 Leather footwear 0.0000 0.0001 0.0000 0.0002 0.0000 0.0000 0.0000

12 Travel-related consumer
goods

0.0000 0.0002 0.0000 0.0001 0.0000 0.0000 0.0001

13 Soaps and cosmetics 0.0001 0.0008 0.0002 0.0004 0.0001 0.0002 0.0008

14 Gems and jewellery 0.0001 0.0007 0.0009 0.0006 0.0001 0.0003 0.0004

15 Railway passenger
transport services

0.0001 0.0006 0.0001 0.0005 0.0004 0.0003 0.0003

16 Land passenger transport
services

0.0026 0.0055 0.0124 0.0064 0.0028 0.0046 0.0043

17 Water passenger transport
services

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

18 Air passenger transport
services

0.0000 0.0004 0.0001 0.0002 0.0002 0.0001 0.0002

19 Travel agencies and other
reservation services

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

20 Accommodation services 0.0005 0.0009 0.0018 0.0086 0.0017 0.0012 0.0010

21 Food serving services 0.0038 0.0066 0.0125 0.0605 0.0119 0.0083 0.0073

22 Health and medical-related
services

0.0001 0.0002 0.0002 0.0013 0.0020 0.0002 0.0002

23 Transport equipment rental
services

0.0000 0.0001 0.0000 0.0003 0.0000 0.0000 0.0001

24 Cultural and religious
services

0.0001 0.0006 0.0001 0.0004 0.0003 0.0002 0.0002

25 Sporting and recreational
services

0.0006 0.0019 0.0003 0.0011 0.0004 0.0007 0.0008

26 Tourism 0.0063 0.0171 0.0235 0.0393 0.0127 0.0132 0.0217

Output multiplier 1.4705 2.1940 1.3112 2.0863 1.2321 2.3297 2.3081
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Table 6 (continued)

S.
No.

Industries 8 9 10 11 12 13 14

1 Agriculture 0.2299 0.0628 0.0660 0.1139 0.1086 0.1011 0.0603

2 Mining and other
n-tourism-sp. manu

0.1996 0.6977 0.8315 0.7504 0.7209 0.7183 0.6684

3 Trade 0.1206 0.1110 0.1333 0.1338 0.1255 0.1289 0.1185

4 Transport freight services 0.0530 0.0488 0.0586 0.0588 0.0552 0.0567 0.0521

5 Other n-tourism-sp. serv 0.0613 0.0995 0.0887 0.1008 0.0803 0.0977 0.1781

6 Processed food 0.0652 0.0046 0.0079 0.0172 0.0094 0.0320 0.0040

7 Beverages 0.0002 0.0004 0.0004 0.0005 0.0006 0.0019 0.0004

8 Tobacco products 1.1381 0.0000 0.0000 0.0000 0.0000 0.0003 0.0000

9 Readymade garments 0.0004 1.0191 0.0025 0.0063 0.0044 0.0012 0.0012

10 Books, journals,
magazines, stationery, etc.

0.0005 0.0005 1.0229 0.0006 0.0006 0.0008 0.0006

11 Leather footwear 0.0000 0.0000 0.0000 1.0016 0.0003 0.0000 0.0000

12 Travel-related consumer
goods

0.0000 0.0003 0.0002 0.0070 1.0040 0.0001 0.0003

13 Soaps and cosmetics 0.0085 0.0029 0.0013 0.0005 0.0008 1.0795 0.0004

14 Gems and jewellery 0.0004 0.0005 0.0005 0.0008 0.0009 0.0005 1.3019

15 Railway passenger
transport services

0.0020 0.0009 0.0007 0.0020 0.0008 0.0007 0.0025

16 Land passenger transport
services

0.0072 0.0050 0.0065 0.0073 0.0055 0.0068 0.0255

17 Water passenger transport
services

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0004

18 Air passenger transport
services

0.0004 0.0003 0.0004 0.0003 0.0004 0.0007 0.0015

19 Travel agencies and other
reservation services

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

20 Accommodation services 0.0009 0.0008 0.0009 0.0011 0.0009 0.0009 0.0013

21 Food serving services 0.0060 0.0059 0.0066 0.0074 0.0066 0.0065 0.0088

22 Health and medical-related
services

0.0002 0.0003 0.0002 0.0003 0.0002 0.0003 0.0005

23 Transport equipment rental
services

0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

24 Cultural and religious
services

0.0002 0.0017 0.0010 0.0004 0.0006 0.0007 0.0022

(continued)
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Table 6 (continued)

S.
No.

Industries 8 9 10 11 12 13 14

25 Sporting and recreational
services

0.0076 0.0025 0.0015 0.0040 0.0025 0.0026 0.0018

26 Tourism 0.0296 0.0222 0.0206 0.0471 0.0313 0.0218 0.0740

Output multiplier 1.9321 2.0879 2.2525 2.2621 2.1606 2.2604 2.5048

S.
No.

Industries 15 16 17 18 19 20

1 Agriculture 0.1186 0.1853 0.0656 0.1526 0.1543 0.2617

2 Mining and other n-tourism-sp.
manu

0.3765 0.3927 0.3751 0.3897 0.3171 0.2465

3 Trade 0.0792 0.0968 0.0673 0.0893 0.0804 0.0961

4 Transport freight services 0.0348 0.0425 0.0296 0.0393 0.0353 0.0422

5 Other n-tourism-sp. serv 0.0477 0.0499 0.0632 0.0584 0.0681 0.0365

6 Processed food 0.0063 0.0072 0.0045 0.0081 0.0084 0.0188

7 Beverages 0.0011 0.0011 0.0007 0.0014 0.0015 0.0037

8 Tobacco products 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

9 Readymade garments 0.0013 0.0013 0.0063 0.0030 0.0015 0.0021

10 Books, journals, magazines,
stationery, etc.

0.0007 0.0009 0.0008 0.0009 0.0029 0.0007

11 Leather footwear 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

12 Travel-related consumer goods 0.0001 0.0001 0.0001 0.0001 0.0001 0.0000

13 Soaps and cosmetics 0.0004 0.0004 0.0003 0.0019 0.0005 0.0006

14 Gems and jewellery 0.0003 0.0004 0.0004 0.0004 0.0005 0.0003

15 Railway passenger transport
services

1.0003 0.0003 0.0003 0.0003 0.0007 0.0002

16 Land passenger transport services 0.0037 1.0038 0.0144 0.0073 0.0136 0.0034

17 Water passenger transport services 0.0000 0.0000 1.0000 0.0000 0.0000 0.0000

18 Air passenger transport services 0.0001 0.0001 0.0001 1.0001 0.0001 0.0001

19 Travel agencies and other
reservation services

0.0000 0.0000 0.0000 0.0000 1.0001 0.0000

20 Accommodation services 0.0029 0.0055 0.0026 0.0040 0.0067 1.0029

21 Food serving services 0.0204 0.0384 0.0179 0.0280 0.0468 0.0204

22 Health and medical-related services 0.0042 0.0005 0.0003 0.0007 0.0007 0.0004

23 Transport equipment rental services 0.0007 0.0002 0.0003 0.0002 0.0002 0.0001

24 Cultural and religious services 0.0002 0.0003 0.0002 0.0003 0.0005 0.0002
(continued)
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Table 6 (continued)

S.
No.

Industries 15 16 17 18 19 20

25 Sporting and recreational services 0.0008 0.0009 0.0010 0.0010 0.0009 0.0007

26 Tourism 0.0185 0.0246 0.0311 0.0258 0.0420 0.0167

Output multiplier 1.7189 1.8532 1.6820 1.8128 1.7830 1.7542

S. No. Industries 21 22 23 24 25 26

1 Agriculture 0.5186 0.1095 0.0687 0.0384 0.0291 0.1767

2 Mining and other n-tourism-sp.
manu

0.2529 0.3391 0.1848 0.1278 0.2351 0.3685

3 Trade 0.1588 0.0723 0.0418 0.0265 0.0391 0.0927

4 Transport freight services 0.0698 0.0318 0.0184 0.0117 0.0172 0.0407

5 Other n-tourism-sp. serv 0.0384 0.0408 0.0656 0.0631 0.1965 0.0571

6 Processed food 0.0419 0.0055 0.0061 0.0021 0.0018 0.0106

7 Beverages 0.0084 0.0009 0.0012 0.0004 0.0002 0.0018

8 Tobacco products 0.0000 0.0000 0.0000 0.0000 0.0000 0.0004

9 Readymade garments 0.0026 0.0039 0.0007 0.0004 0.0007 0.0030

10 Books, journals, magazines,
stationery, etc.

0.0007 0.0010 0.0003 0.0004 0.0007 0.0009

11 Leather footwear 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

12 Travel-related consumer goods 0.0000 0.0001 0.0000 0.0001 0.0001 0.0002

13 Soaps and cosmetics 0.0004 0.0003 0.0002 0.0001 0.0006 0.0007

14 Gems and jewellery 0.0003 0.0004 0.0002 0.0001 0.0002 0.0085

15 Railway passenger transport
services

0.0002 0.0003 0.0001 0.0001 0.0003 0.0004

16 Land passenger transport services 0.0039 0.0046 0.0029 0.0012 0.0018 0.0048

17 Water passenger transport
services

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

18 Air passenger transport services 0.0001 0.0001 0.0001 0.0001 0.0001 0.0002

19 Travel agencies and other
reservation services

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

20 Accommodation services 0.0026 0.0061 0.0024 0.0013 0.0008 0.0040

21 Food serving services 1.0184 0.0430 0.0171 0.0092 0.0056 0.0278

22 Health and medical-related
services

0.0003 1.0003 0.0003 0.0002 0.0004 0.0008

23 Transport equipment rental
services

0.0001 0.0001 1.0002 0.0000 0.0031 0.0002

24 Cultural and religious services 0.0002 0.0003 0.0005 1.0014 0.0059 0.0005

25 Sporting and recreational services 0.0007 0.0008 0.0005 0.0005 1.0582 0.0012

26 Tourism 0.0178 0.0279 0.0141 0.0085 0.0168 1.0239

Output multiplier 2.1372 1.6890 1.4264 1.2937 1.6142 1.8254
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Table 7 Inverse matrix for forward linkage

S.
No.

Industries 1 2 3 4 5 6 7

1 Agriculture 1.2021 0.0362 0.0857 0.0857 0.0174 0.0495 0.0049

2 Mining and other
n-tourism-sp. manu

0.3971 1.7701 0.6275 0.6275 0.2110 0.2241 0.1086

3 Trade 0.0181 0.0274 1.0243 0.0243 0.0358 0.0102 0.0079

4 Transport freight services 0.0343 0.0560 0.0475 1.0475 0.0210 0.0156 0.0124

5 Other n-tourism-sp. serv 0.0252 0.0349 0.0312 0.0312 1.0589 0.0136 0.0148

6 Processed food 0.0854 0.0088 0.0322 0.0322 0.0047 1.0317 0.0030

7 Beverages 0.0077 0.0026 0.0049 0.0049 0.0009 0.0317 1.0428

8 Tobacco products 0.0050 0.0012 0.0035 0.0035 0.0010 0.0113 0.0002

9 Readymade garments 0.0043 0.0132 0.0101 0.0101 0.0051 0.0025 0.0012

10 Books, journals,
magazines, stationery, etc.

0.0016 0.0055 0.0043 0.0043 0.0016 0.0015 0.0004

11 Leather footwear 0.0008 0.0015 0.0013 0.0013 0.0005 0.0010 0.0001

12 Travel-related consumer
goods

0.0002 0.0004 0.0004 0.0004 0.0001 0.0002 0.0001

13 Soaps and cosmetics 0.0035 0.0069 0.0059 0.0059 0.0025 0.0088 0.0029

14 Gems and jewellery 0.0081 0.0248 0.0211 0.0211 0.0178 0.0042 0.0026

15 Railway passenger
transport services

0.0011 0.0010 0.0010 0.0010 0.0003 0.0005 0.0004

16 Land passenger transport
services

0.0188 0.0110 0.0130 0.0130 0.0038 0.0058 0.0052

17 Water passenger transport
services

0.0004 0.0007 0.0006 0.0006 0.0003 0.0002 0.0002

18 Air passenger transport
services

0.0006 0.0004 0.0004 0.0004 0.0002 0.0002 0.0002

19 Travel agencies and other
reservation services

0.0003 0.0002 0.0002 0.0002 0.0001 0.0001 0.0001

20 Accommodation services 0.0040 0.0010 0.0020 0.0020 0.0004 0.0023 0.0025

21 Food serving services 0.0556 0.0075 0.0226 0.0226 0.0031 0.0358 0.0398

22 Health and medical-related
services

0.0077 0.0066 0.0068 0.0068 0.0021 0.0031 0.0028

23 Transport equipment rental
services

0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

24 Cultural and religious
services

0.0002 0.0002 0.0002 0.0002 0.0003 0.0001 0.0001

25 Sporting and recreational
services

0.0011 0.0024 0.0019 0.0019 0.0053 0.0005 0.0004

26 Tourism 0.0579 0.0334 0.0403 0.0403 0.0139 0.0277 0.0259

Input multiplier 1.9413 2.0541 1.9892 1.9892 1.4082 1.4826 1.2797
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Table 7 (continued)

S.
No.

Industries 8 9 10 11 12 13 14

1 Agriculture 0.0003 0.0037 0.0130 0.0011 0.0095 0.0022 0.0010

2 Mining and other
n-tourism-sp. manu

0.0028 0.1312 0.1011 0.0295 0.3463 0.0879 0.0192

3 Trade 0.0008 0.0047 0.0682 0.0010 0.0155 0.0036 0.0048

4 Transport freight services 0.0003 0.0073 0.0247 0.0075 0.0181 0.0035 0.0014

5 Other n-tourism-sp. serv 0.0004 0.0109 0.0346 0.0008 0.0162 0.0028 0.0014

6 Processed food 0.0032 0.0010 0.0034 0.0004 0.0027 0.0008 0.0003

7 Beverages 0.0001 0.0003 0.0005 0.0001 0.0009 0.0005 0.0001

8 Tobacco products 1.1381 0.0001 0.0004 0.0000 0.0004 0.0053 0.0001

9 Readymade garments 0.0000 1.0191 0.0015 0.0003 0.0104 0.0058 0.0002

10 Books, journals,
magazines, stationery, etc.

0.0000 0.0009 1.0229 0.0001 0.0022 0.0009 0.0001

11 Leather footwear 0.0000 0.0007 0.0002 1.0016 0.0232 0.0001 0.0000

12 Travel-related consumer
goods

0.0000 0.0001 0.0001 0.0001 1.0040 0.0001 0.0000

13 Soaps and cosmetics 0.0005 0.0006 0.0011 0.0002 0.0019 1.0795 0.0001

14 Gems and jewellery 0.0002 0.0024 0.0032 0.0005 0.0191 0.0015 1.3019

15 Railway passenger
transport services

0.0000 0.0002 0.0003 0.0000 0.0004 0.0001 0.0000

16 Land passenger transport
services

0.0001 0.0020 0.0038 0.0004 0.0033 0.0012 0.0003

17 Water passenger transport
services

0.0000 0.0006 0.0002 0.0000 0.0002 0.0001 0.0000

18 Air passenger transport
services

0.0000 0.0002 0.0001 0.0000 0.0002 0.0002 0.0000

19 Travel agencies and other
reservation services

0.0000 0.0000 0.0003 0.0000 0.0001 0.0000 0.0000

20 Accommodation services 0.0000 0.0005 0.0004 0.0000 0.0003 0.0003 0.0000

21 Food serving services 0.0002 0.0041 0.0031 0.0003 0.0023 0.0013 0.0003

22 Health and medical-related
services

0.0000 0.0040 0.0029 0.0002 0.0018 0.0006 0.0002

23 Transport equipment rental
services

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

24 Cultural and religious
services

0.0000 0.0000 0.0001 0.0000 0.0002 0.0000 0.0000

25 Sporting and recreational
services

0.0000 0.0004 0.0010 0.0000 0.0011 0.0006 0.0001

(continued)
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Table 7 (continued)

S.
No.

Industries 8 9 10 11 12 13 14

26 Tourism 0.0058 0.0142 0.0127 0.0015 0.0267 0.0065 0.0209

Input multiplier 1.1529 1.2092 1.2997 1.0457 1.5072 1.2054 1.3523

S.
No.

Industries 15 16 17 18 19 20

1 Agriculture 0.0135 0.0258 0.0001 0.0116 0.0009 0.0351

2 Mining and other n-tourism-sp.
manu

0.2243 0.1945 0.0009 0.4028 0.0251 0.2234

3 Trade 0.0109 0.0920 0.0001 0.0135 0.0007 0.0877

4 Transport freight services 0.0167 0.0208 0.0001 0.0171 0.0050 0.1869

5 Other n-tourism-sp. serv 0.0601 0.0372 0.0000 0.0580 0.0008 0.1490

6 Processed food 0.0038 0.0057 0.0000 0.0032 0.0003 0.0097

7 Beverages 0.0007 0.0009 0.0000 0.0010 0.0001 0.0015

8 Tobacco products 0.0046 0.0015 0.0000 0.0022 0.0000 0.0012

9 Readymade garments 0.0068 0.0034 0.0000 0.0048 0.0003 0.0038

10 Books, journals, magazines,
stationery, etc.

0.0018 0.0016 0.0000 0.0027 0.0001 0.0015

11 Leather footwear 0.0015 0.0005 0.0000 0.0006 0.0000 0.0005

12 Travel-related consumer goods 0.0002 0.0001 0.0000 0.0002 0.0000 0.0001

13 Soaps and cosmetics 0.0027 0.0023 0.0000 0.0063 0.0001 0.0021

14 Gems and jewellery 0.0348 0.0337 0.0076 0.0526 0.0004 0.0110

15 Railway passenger transport
services

1.0003 0.0003 0.0000 0.0003 0.0000 0.0018

16 Land passenger transport services 0.0027 1.0038 0.0000 0.0032 0.0005 0.0364

17 Water passenger transport services 0.0002 0.0009 1.0000 0.0003 0.0000 0.0011

18 Air passenger transport services 0.0001 0.0003 0.0000 1.0001 0.0000 0.0010

19 Travel agencies and other
reservation services

0.0002 0.0003 0.0000 0.0001 1.0001 0.0009

20 Accommodation services 0.0003 0.0005 0.0000 0.0004 0.0001 1.0029

21 Food serving services 0.0022 0.0041 0.0000 0.0025 0.0003 0.0184

22 Health and medical-related services 0.0025 0.0032 0.0000 0.0019 0.0002 0.0283

23 Transport equipment rental services 0.0000 0.0000 0.0000 0.0000 0.0000 0.0001

24 Cultural and religious services 0.0001 0.0001 0.0000 0.0001 0.0000 0.0005

25 Sporting and recreational services 0.0012 0.0006 0.0000 0.0010 0.0000 0.0019

26 Tourism 0.0140 0.0155 0.0005 0.0149 0.0015 0.0850

Input multiplier 1.4061 1.4499 1.0095 1.6015 1.0365 1.8919

S.
No.

Industries 21 22 23 24 25 26

1 Agriculture 0.0351 0.0011 0.0294 0.0110 0.0165 0.0193

2 Mining and other n-tourism-sp.
manu

0.2234 0.0114 0.5178 0.3567 0.1907 0.1885

(continued)
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Growth of Service Sector in India
(1983–84 to 2011–12): An Input–Output
Analysis
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Abstract It is now a well-documented fact that the Indian economy has undergone
a significant structural change in the last couple of decades. If one looks at the share
of GDP contributed by agriculture, industry, and services sectors, it can be argued
that in the early 1950–51, the Indian economy was basically an agro-based econ-
omy which has now emerged as predominant in the services sector activities. This
change is likely to cause significant changes not only in the sphere of production
and demand but also in the linkages among various sectors. This development has
various ramifications for the overall growth and the process of development in the
Indian economy. This paper seeks to analyze the reasons for this growth of services
sector of India and consequent structural change in the economy for the period
1983–84 to 2011–12 and try to highlight its implication for the future economic
development of India using input–output structural decomposition analysis (I-O
SDA). It has been found that the major reasons for the growth of services sector are
due to change in demand rather than change in technology and again it is the
domestic demand which dominates over the foreign demand.
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1 Introduction

It is now a well-documented fact that the Indian economy has undergone a sig-
nificant structural change in the last couple of decades. If one looks at the share of
GDP contributed by agriculture, industry, and services sectors, it can be argued that
in the early 1950–51, the Indian economy was basically an agro-based economy
which has now emerged as predominant in the services activities. This change is
likely to cause significant changes not only in the sphere of production and demand
but also in the linkages among various sectors. This development has various
ramifications for the overall growth and the process of development in the Indian
economy.

The theoretical standpoint of development of services sector in an economy has
two dimensions: one for advanced economies and other for developing economies.
The stylized facts are: First, it has been argued that so-called Clark-Fisher theory of
structural change has occurred mainly for developed countries but same is not true
in case of developing economies. Second, the growth of services sector has char-
acterized by commensurate growth in output and employment in advanced coun-
tries, but developing countries have experienced a non-proportional growth of
employment vis-à-vis output in services sector.

Ten Raa and Schettkat (2001) have addressed the question of why advanced
economies are still experiencing sustained growth rates of real output and
employment of service industries, despite trends of increasing input costs and
prices. On the other hand, Griliches (1992) has seriously questioned the potential
mis-measurement of real output and productivity of services more than two decades
ago, leading the ‘service paradox’ unresolved. After the debate around tertiarization
started with Clark (1940), the growth of services output share has mainly been
attributed to shift in private domestic consumption which was sustained by a
positive income effect, more than compensating a negative price effect. However,
according to Ten Raa and Schettkat (2001), the overall demand for services has
been steadily growing in spite of the fact that real income has declined from the
mid-1970s onward. So, it seems that at the back of the whole ‘service paradox’ a
change in demand conditions dominates over other effects.

It is unfortunate that the ‘black box’ of the change in demand condition has been
vaguely put forward but not properly unfolded since then. It can be argued that
‘service paradox’ is likely to have been affected by major technological changes in
services like ICT, IT. They have a two-fold impact on services; First, the pro-
ductivity estimates directly and second indirectly on output growth via the changing
composition of final and intermediate demand for services. This change in inter-
mediate demand can be argued to complement and in the same cause dominate the
role of income and price led change of final demand in accounting for the structural
change leading to growth of services.

Keeping this fact in mind, this paper seeks to analyze the reasons for the growth
of services sector of India and consequent structural change in the economy for the
period 1983–84 to 2011–12 and try to highlight its implications for future economic
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development of India using input–output structural decomposition analysis (I-O
SDA). Section 2 presents a brief review of the literature on structural decomposi-
tion analysis followed by the brief description of Indian service economy in Sect. 3.
The methodology and database of this study have been presented in Sect. 4, while
Sect. 5 reports the empirical results. Finally, some concluding observations have
been made in Sect. 6.

2 Brief Review of the Literature on SDA

SDA becomes a very important technique for macroeconomists particularly for
those researchers who are working on the line of input–output model. This typical
method tries to distinguish major sources of change in the structure of an economy
by means of a set of comparative static changes in key parameters between two
points of time. It is an important technique by which one can disentangle the effect
of growth of some variables in a general equilibrium framework to analyze the
growth of major macroeconomic variable like GDP, employment. When there are
two or more sets of input–output data of an economy, it is possible to disaggregate
the total change in some variable of that economy into contribution made by its
various components. For example, the change in gross output (GDP) between two
points of time can be broken down into several parts associated with changes in
technology and changes in the composition of final demand such as consumption,
investment, net export. Let us touch upon very briefly the major works on SDA
across advanced economies followed by the Indian economy.

There is no doubt that Leontief is the father of modern input–output analysis.
This analysis has grown and matured in the hands of Leontief (1953a, b) and later
by Chenery (1960), Carter (1970) with works of SDA. In these works, SDA has
been used widely to identify the sources of growth of different variables of
macroeconomics, like output, energy, service industries in different points of time
mostly for a number of developed economies of the world. For example, Feldman
et al. (1987) have used this concept to decompose the growth of fifteen fastest
growing sectors in the US economy during the period 1963–1978. We can mention
similar studies of Skolka (1989) for Austria, Fujimagari (1989) for Canada et al.
(2001) for the Netherlands. Pamuku and Boer (1999) have applied the technique of
SDA for analyzing the growth of Turkish economy. In a very interesting paper,
Barker (1990) has analyzed the growth of British service industries during 1979–
84. Akita and Hermawan (2000) have analyzed the structural change and sources of
industrial growth in Indonesia between 1985 and 1995. The growth and structural
changes of food and fiber industries of USA for the period 1972–82 have been
analyzed with the technique of SDA by Lee and Schluter (1993). Mohammadi and
Bazzazan (2007) have studied the sources of economic growth of Iran using I-O
SDA. In a relatively recent study, regarding economic growth, Savona and Lorentz
(2006) have analyzed the contribution of demand and technology to structural
change and growth of the tertiary sector for four countries, namely Germany
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(1978–1995), the Netherlands (1972–1998), UK (1968–1990), USA (1972–1990),
using the methodology of SDA. The sources of growth of Malaysian manufacturing
industry have been analyzed nicely by Kamaruddin and Masron (2010). It can be
mentioned that one can find a critical survey of the technique of SDA in Rose and
Casler (1996). Messa (2013) has investigated the sources of structural change in the
Brazilian economy in the 2000s. He has used a modified I-O SDA to incorporate
the effect of prices on technological coefficients over time, thus making them to
represent changes in production structure The analysis has shown that ‘growth
differential between services and industry in that period was induced by the pro-
duction structure: more precisely, by a lower intermediate consumption of domestic
industrial inputs by the production chain of all economic sectors, concomitant with
a higher intermediate consumption of services.’ Kabeta and Sidhu (2016) have used
a decomposition method to identify the service sector contributions to per capita
GDP and employment growth during two periods of 1999–2005 and 2005–2013 for
Ethiopian economy. Per capita GDP was decomposed into employment rate, pro-
ductivity, and demographic changes. The result shows that during 1999-2005, ‘…
Ethiopian per capita GDP growth was mainly contributed by employment rate
changes originated from the agriculture sector,’ whereas ‘… the service sector has
the highest contribution in productivity but a negative contribution in employment
change.’ However, during the period of 2005–2013, ‘the growth in per capita GDP
is due to productivity growth which emanates from the service sectors specifically
from the distributive service sector.’ de Souzaa et al. (2015) have shown that the
service sector expansion is a multiple trend process, producing distinct sectorial
compositions. They have made ‘a comparison between two large economies in
different stages of development with an extensive service sector of Brazil and USA
by focusing on final and intermediary demand changes and sectorial productivity
as well.’ With the help of I-O matrices of two countries, applying the tools of SDA
and total factor productivity analysis, they have shown that among several reasons,
household consumption turns out to be an important reason in explaining the
growth of services sector in both the countries. They have also shown that
inter-industrial linkages play a major role in USA but that is not the case for Brazil.
Evidence of cost disease has not been found for Brazil. Although labor productivity
is lower in Brazil, yet it has increased above the average in some service sectors.

The literature on services sector in the Indian economy has assumed a serious
position in growth analysis of the Indian economy. Several studies have been done
to find the reasons of service-led growth of the economy and its sustainability in the
long run. The whole literature on services can be grouped into two categories; one,
from the point of view regression analysis in a macroeconomic framework using
simultaneous equation model and second using the input–output analysis. In the
first category, we can mention some of the important studies done by Papola
(2005), Gordon and Gupta (2003), Banga (2005), Rath and Rajesh (2006), Joshi
(2010), Ghani (2010), Sirari and Bohra (2011), Sen (2011), Agarwwal (2012). In
the second category, the literature in analyzing the growth and structural change in
certain macroeconomic variables in the Indian economy becomes worthy to be
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mentioned. Earlier, the methodology of demand-side decomposition of output
growth has been done by Bhardwaj and Chadda (1991). Dholakia et al. (2009) have
studied the trends in technical progress in the Indian economy during the period
1968–2003. In analyzing the changing pattern of sources of growth of Indian
manufacturing industry, Kumari (2005) has used SDA to compare the period before
liberalization (1983–84 to 1989–90) and after liberalization (1989–90 to 1997–98).
Roy et al. (2004) have used the SDA method to study the sources of growth of the
information services of the Indian economy for the period 1983–84 to 1993–94.
Hansda (2002b) has addressed the issue of service-led growth and its sustainability
in terms of the inter-sectoral linkages as emanating from I-O table for 1993–94 both
at disaggregated level of 115 activities and the aggregated level of 10 constructed
national income categories. He has concluded that at the disaggregated level, the
Indian economy is found to be predominantly service-driven with 55% activities,
direct service-intensive sector, and industry, the most service-intensive sector.
However, since the multiplier value remains less than one for all the activities
including services, the expansionary potential of a service-led growth may not be
possible unless accompanied by growth impulses from other sectors. Sastry et al.
(2003) have examined the linkage of growth among the agriculture, industry, and
services sectors of the Indian economy, using both an I-O analysis and a simulta-
neous equation framework. It has been concluded that despite the substantial
increase in the share of services sector in GDP over the years, the I-O tables suggest
that the agricultural sector still plays an important role in determining the overall
growth rate of the economy through demand linkages with other sectors of the
economy. Eichengreen and Gupta (2010) have analyzed the growth of services
sector of India through a structural decomposition analysis assuming that for a
given input–output coefficient, the growth of services equals the weighted average
of the growth in various sectors (agricultural and industrial, etc.), the weights being
the relative size of each sector relative to the size of the service sector as a whole.
Using I-O tables for India (1993, 1998, and 2003), they assess the potential
employment growth in the Indian services sector. They have concluded that “.......
India should continue exploiting its comparative advantage in services instead of
following the usual route to economic growth in the process of economic devel-
opment consists in building-up labour intensive manufacturing, in raising living
standards in the country”.

From the above literature survey, particularly for the Indian service economy, we
can say that there is a serious gap exists mainly in the study of growth of services
sector in line with I-O structural decomposition analysis where tertiarization of the
Indian economy has been judged empirically through technological change and
final demand change that is to say both from supply side and from demand side.
This study, we hope, will try to bridge this gap and will focus on reasons for this
growth for a long period of 1983–84 to 2011–12 using I-O tables of 1983–84,
1993–94, 2003–04, and 2011–12. Before going into the methodology of the study,
let us have a look on the Indian service sector.
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3 Services Sector of India: Prospects and Challenges

The services sector covers a various types of activities ranging from services
provided by ‘… the most sophisticated sectors like telecommunications, satellite
mapping, and computer software to simple services like those performed by the
barber, the carpenter, and the plumber; highly capital-intensive activities like civil
aviation and shipping to employment-oriented activities like tourism, real estate,
and housing; infrastructure-related activities like railways, roadways, and ports to
social sector related activities like health and education’ (Economic Survey 2013–
14). Thus, there is no ‘one-size-fits-all’ definition of services resulting in some
overlapping and some borderline inclusions. In the Indian context, we can mention
that according to National Accounts Classification, services sector incorporates
trade, hotels and restaurants, transport, storage, and communication, financing,
insurance, real estate, and business services, and community, social, and personal
services.

The services sector of India has shown a consistent rise in GDP share and growth
rate since the early 1950s. For example, the share of services in GDP has risen from
28% in the 1950s to 34% in the 1970s, 44% in the 1990s, 54% in the 2000s, and
further to 61% in the 2010s. The growth rate of this sector has also increased
continuously, and it has shown a growth rate of 4.1% in the 1950s to 4.6% in the
1970s, 7.7% in the 1990s, and 9.2% in the 2000s (Table 1). Though the contri-
bution of the secondary sector to GDP share has shown a consistent rise since the
1950s, the growth rate has registered a fluctuating trend. For example, there was a
deceleration of industry growth in the decade of the 1960s, 1970s, and 1990s and
further in the 2000s. The relative share of primary sector has been declining con-
sistently since the 1950s, and growth rate has shown a fluctuating trend throughout
the periods between the 1950s and 2010s.

If we look at the contribution to GDP and growth pattern at disaggregated
services, a fluctuating trend may be observed. For example, there was a decline in
the growth rate of banking and insurance, public administration and defense, and

Table 1 Average GDP share (%) and trend Growth Rate (%)

Year Primary Secondary Tertiary

GDP
share

Growth
share

GDP
share

Growth
share

GDP
share

Growth
share

1950s 56 2.7 16 5.8 28 4.1

1960s 48 1.5 21 5.5 31 4.5

1970s 43 1.8 23 4.5 34 4.6

1980s 36 2.9 25 6.5 39 6.6

1990s 29 3.2 27 6.2 44 7.7

2000s 22 3.9 24 7.2 54 9.2

2010sa 18 3.0 21 7.0 61 9.0

Source Singh (2012) and National Accounts Statistics, Central Statistical Office
aTill March 2015
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storage from the 1980s to the 1990s. But, there was a continuous increase in the
growth rate of different services like trade, hotel and restaurants, and communi-
cations during the period from the 1990s to the 2000s (Table 2).

The slowdown in services, in particular the transport, and storage sectors, could
be attributed to the loss of momentum in commodity-producing sectors. The
moderate revival in the global economy in the late 2000s may have helped the
growth in business services. In the absence of sufficiently high growth in agriculture
and industry, it seems that services would be seriously constrained to sustain
growth acceleration on auto-pilot mode since many of the services are dependent on
buoyancy in the commodity-producing sectors, especially industrial sector. It can
be mentioned that using the input–output table of 2006–07, it has been found,
through linkage analysis, that out of the total input requirement of the agriculture
and allied sectors, 55.3% was contributed by the sector itself, while industry and
services accounted for 21.4% and 23.3%, respectively. More than two-thirds of the
total inputs required by industry came from industry itself, while nearly one-fourth
were from the services sector. Over half of the inputs for the services sector came
from the industrial and agricultural sectors. The analysis highlights the importance
of the industrial sector in sustaining economic activity in the services sector. As is
evident from the data of input–output tables, the agricultural sector accounted for
11.8% of the total inputs employed in the economy, while the industrial and ser-
vices sectors accounted for 59.6% and 28.6%, respectively. Hence, a sustained

Table 2 Average annual Growth Rate and GDP shares of Services sub-sectors (%)

Services
sub-sectors

The
1980s
growth
share

GDP
share in
the 1980s

The
1990s
growth
share

GDP
share in
the 1990s

The
2000s
growth
share

GDPb

share in
the 2000s

Trade 5.9 11.9 7.3 13.7 8.6 10.4

Hotels and
restaurants

6.5 0.7 9.3 1.0 10.3 1.08

Railway transport 4.5 1.4 3.6 1.1 7.3 0.79

Transport by other
means

6.3 3.8 6.9 4.3 8.9 4.19

Storage 2.7 0.1 2.0 0.1 2.7 0.06

Communication 6.1 1.0 13.6 2.0 25.7 1.68

Banking and
insurance

11.9 4.2 9.7 7.0 9.9 6.07

Dwelling, real
estate, and
business ser.

10.6 5.1 12.4 5.6 8.0 13.9

Public admn. and
defense

7.0 6.0 6.0 6.1 3.6 5.58

Other services 5.7 6.4 6.6 8.3 7.1 6.68

Source Singh (2012) and National Account Statistics, Central Statistical Office
bShare of GVA (till March 2015)
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recovery in the industrial sector is at the heart of a sustained growth recovery
(Economic Survey 2013–14).

The immediate challenge for the services sector covering various activities and
areas lies in its growth revival. According to some researchers, India’s growth has
been basically a service-led growth pulling up overall growth of the economy; this
could be through a ‘business-as-usual approach,’ but they have argued that a more
targeted approach with focus on ‘big-ticket’ services could lead to exponential
gains for the economy. While software and telecom services have led by example,
there are some other important services like tourism including medical tourism and
shipping and logistics which can not only lead to higher growth but also more
inclusive growth. Another important challenge facing by the services sector lies in
its growth, both internally and externally. One of the major challenges is to retain
and expand our competitive advantage in those services where we have already
made a mark. The present advantage in services may not continue forever, with new
competitors from other developing countries making rapid strides even in areas
where we had the initial advantage as in the case of software services. Further
expansion of established services like software and telecom into new markets and
greater usage of these services domestically can not only increase services growth
but also propel growth in other sectors with greater efficiency in these sectors using
knowledge-based and technology-based services. Removing or easing domestic
regulations is another important challenge facing the Indian economy right now.
While removal of market barriers in the form of domestic regulations in other
countries depends on multilateral and bilateral negotiations, the myriad restrictions
and regulations in the different services domestically need immediate attention.
Removing or easing them can lead to dynamic gains for the Indian economy
(Economic Survey 2013–14).

We have already mentioned that growth of the services sector in the Indian
economy does not follow some ‘stylized facts’ as it has been noticed for the
advanced countries of the world. However, this ‘service-led’ growth has become
the center of attraction for many researchers. According to some of them, this
growth has two distinct features. From the demand side, it is due to high income
elasticity of demand for services, increase in use of service inputs in other sectors
and rise in services exports. From the supply side, there were two factors respon-
sible; first, trade liberalization and second advanced technology. Let us discuss the
methodology adopted in the study as well as the database.

4 Methodology

There are different methods of examining the structural relationship in an economy
and its change over time. Among them, two methods, namely regression analysis
and input–output analysis, are perhaps worth to be mentioned. Perhaps, the most
widely used method of analysis of structural relationship and its change is through
I-O structural decomposition analysis (Mukhopadhyay et al. 2014).
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We know that I-O tables provide valuable insights into the interdependence of
various sectors in an economy. For example, the so-called forward linkages and
backward linkages can well explain the interdependence. But a change in sector
composition over time can be explained with the help of structural decomposition
analysis. The technique of SDA, utilized in the paper, is based on an accounting
identity as proposed by Savona and Lorentz (2006). Let S be the services output at
time ‘t’; L the Leontief inverse matrix of the coefficient of direct and indirect input
requirements to produce ‘S’ at time ‘t’ composed of private and public consumption
C; investment and change in stock, I; and net exports, NX, respectively, all at time
‘t’. The basic material balance equation in period ‘t’ and ‘t − g’ can be expressed
through Eqs. (1) and (2) as follows:

St ¼ Lt:FDt

Or; St ¼ Lt Ct þ It þNXtð Þ
Or; St ¼ Lt:Ct þ Lt:It þ Lt:NXt

ð1Þ

Similarly for time ‘t − g’, we get

St�g ¼ Lt�g:Ct�g þ Lt�g:It�g þ Lt�g:NXt�g ð2Þ

Subtracting Eq. (1) from Eq. (2), we get

St � St�g ¼ LtCt � Lt�g:Ct�g þ Lt:It � Lt�g:It�g þ Lt:NXt � Lt�g:NXt�g

¼ LtCt þ LtCt�g � LtCt�g � Lt�gCt�g
� �

þ LtIt þ LtIt�g � LtIt�g � Lt�gIt�g
� �

þ LtNXt þ LtNXt�g � LtNXt�g � Lt�gNXt�g
� �

¼ LtCt � LtCt�g
� �þ LtCt�g � Lt�gCt�g

� �� �

þ LtIt � LtIt�g
� �þ LtIt�g � Lt�gIt�g

� �� �

þ LtNXt � LtNXt�g
� �þ LtNXt�g � Lt�gNXt�g

� �� �

¼ Lt Ct � Ct�g
� �þ Lt � Lt�g

� �
Ct�g þ Lt It � It�g

� �

þ Lt � Lt�g
� �

It�g þ Lt NXt � NXt�g
� �þ Lt � Lt�g

� �
NXt�g

¼ Lt Ct � Ct�g
� �þ Lt It � It�g

� �þ Lt NXt � NXt�g
� �

þ Lt � Lt�g
� �

Ct�g þ It�g þNXt�g
� �

¼ Lt Ct � Ct�g
� �þ Lt It � It�g

� �þ Lt NXt � NXt�g
� �þ Lt � Lt�g

� �
FDt�g

ð3Þ

Dividing both sides of Eq. (3) by g:St�g, and rearranging, we get

St � St�g

g:St�g
¼ Lt � Lt�g

� �
FDt�g

g:St�g
þ Lt Ct � Ct�g

� �

g:St�g
þ Lt It � It�g

� �

g:St�g
þ Lt NXt � NXt�g

� �

g:St�g
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Thus the above equation represents the growth equation of services sector with
the decomposition of its into different constitutive components.

The first component of the equation of the right-hand side denotes the change in
intermediate demand, i.e., to say change in input combination to produce a certain
level of output at two different points of time. This component basically signifies
the change in input coefficient keeping the final demand constant at its original
level. This is the impact of technological change on the overall change in the
services output.

The second part of the equation denotes the impact of change in the final demand
on the overall change in the output in services, assuming that there is no change in
the technology. To put it in a nutshell, we can say that this component shows the
change in consumption at two different points of time, because of changes in the
structure of taste and preferences or for change in the income elasticity of demand
and so on.

The third component is final demand change in capital stock. This is the impact
of change of investment at two different points of time assuming no change in
technology. This is very natural in the sense that as economy progresses, there is an
increase in demand for more material output and hence capital goods.

The fourth part is final demand change through net export. This component
shows the impact of change in international demand for services assuming no
change in technology. This can be explained with the help of comparative
advantage theory, as well as with the help of changes in composition and direction
of international trade. Basically, it shows the net trade effect on the change in output
growth.

4.1 Database and Aggregation Problems

We have taken the data on input–output transactions tables of 1983–84, 1993–94,
2003–04, and 2011–12 from different publications of Central Statistical Office,
Ministry of Statistics and Programme Implementation, Government of India. From
the I-O table of different periods, the services activities have been selected and
reaggregated, to some extent, on the basis of homogeneity in the product charac-
teristics and the technological content. To allow time comparability, we have
deflated all the current price tables on the basis of appropriate market price index
and common base year.

We all know that the number of input–output table often, referred to as ‘sectoral’
aggregation, is usually decided in the context of the problem being considered. In
case of Indian input–output transactions table, special care is needed because many
new sectors are being added in the new tables as compared to the old ones. In this
study, aggregation has been done keeping in mind its problems and biases. In fact,
aggregation has great impact on output vectors, coefficient matrix, and final demand
vectors. The changes in final demand may be a result of a change in the overall
‘level’ of final demand (level effect) or of a change in the relative proportions of
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expenditure on the various goods and services in the final demand vectors (mix
effect). Final demand data may be collected and presented in several vectors, one
for each final demand ‘category,’ such as household consumption, exports, gov-
ernment spending (central, state, and local), and the relative importance of these
categories may change. Again, changes in the Leontief inverse may result from
changes in the coefficient matrix—which in turn may reflect various technology
changes, such as changes in production recipes, substitution caused by relative price
change of factors of production (Miller and Blair 2009). We have reported only the
different categories of change in final demand in the study.

5 Empirical Findings

We have grouped the different services activities into five categories, namely public
utility services (PUS) which include electricity, gas, water supply and construction;
transport services (TTS) which include railway transport, other transport, storage
and warehousing and communication; trade services (TRS) which include trade,
hotel and restaurant; financial services (FIS) which comprise of banking and
insurance and ownership of dwelling; social services (SOS) sector which includes
education and research, medical and health, and other services.

Table 3 has two segments. The first one shows the change in output due to
change in technology and change in demand. It can be seen that in case of public
utility services and transport services, the intermediate demand or the technological
change has a negative impact whereas the change in demand factor has a positive
effect and mainly responsible for the output growth for all services. The highest
change has occurred in case of transport services followed by financial interme-
diaries, public utility services during the period 1983–84 to 1993–94. If we look at
the second part of the table, it is clear that the change in demand has occurred
mainly due to change in consumption and investment rather than exports. To
explain this type of demand-driven growth pattern in the pre-reform era, we can
mention Sen (2011). His estimates show that a unit increase in trade, hotel and

Table 3 I-O Structural Decomposition of average annual Growth rate of Output (in percentage
and in constant prices) 1983–84 to 1993–94

Services Gross
output

Output change due to Demand change due to

Technology Demand Consumption Investment Net
export

PUS 0.2350 −0.0043 0.2393 0.1690 0.0569 0.0134

TTS −0.7319 −1.2268 0.4949 0.3524 0.1137 0.0288

TRS 0.0645 0.0140 0.0505 0.0329 0.0136 0.0040

FIS 0.5512 0.0572 0.4940 0.3491 0.1163 0.0286

SOS 0.2083 0.1145 0.0975 0.0716 0.0208 0.0051

Source Authors own calculation
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restaurants, transport, storage, and communications leads to 0.484 units increase in
services output, while a unit increase in community, social, and personal services
leads to 0.272 units increase in service output and a unit increase in finance,
insurance, real estate, and business services leads to 0.237 units increase in service
output. In this pre-reform period, trade, software services, and banking services
should have been given an impetus by the then government as they had a higher
contribution to GDP, rising domestic demand, higher growth rates and boost pro-
ductivity of manufacturing sector, leading to a sectorally linked productivity spiral.
Education and health care should have been deregulated to meet domestic demand
(Singh 2012).

Table 4 shows that transport services have grown at a faster rate followed by
public utility services and financial services in the period 1993–94 to 2003–04. If
we look at the reasons for this growth, we can see that it is the change in demand
which is mainly responsible as compared to the change in technology for this
growth. The same is true in the case of trade services. Again, if we look at the
change in the demand, we can say that this change has occurred mainly due to the
growth of consumption and investment for all categories of services. This accel-
eration of service sector growth, in the post-reform period, can be attributed by an
increase in demand, including final consumption demand by household. While
there are many categories of services that are not consumed by most households,
many key services, such as education, health care, and transportation, are in the
consumption basket of all household. Between 1993–94 and early years of the
2000s, the average inflation-adjusted total monthly per capita expenditure (MPCE)
has increased by 38% in rural and 51% in urban India. In the same period, the
inflation-adjusted average MPCE on services has increased by 167% in rural and
137% in urban India. Household expenditure on services has increased more than
three times as fast as total expenditure in both rural and urban India. Among the
different categories of services, the per capita monthly expenditure on entertainment
has grown by 472%, education by 298%, and personal services by 197% in rural
India and in urban India, the percentage growth rates have increased to 382%,
170%, and 209%, respectively. Again, while consumption inequality has been
steadily increasing in rural and urban India since 1993–94, there is a narrowing of

Table 4 I-O Structural Decomposition of average annual Growth rate of Output (in percentage
and in constant prices) 1993–94 to 2003–2004

Services Gross
output

Output change due to Demand change due to

Technology Demand Consumption Investment Net
export

PUS 12.0808 0.6378 11.443 7.1445 3.2590 1.0395

TTS 16.1387 0.2545 15.8842 9.9241 4.5056 1.4545

TRS 2.2915 0.1259 2.1657 1.3560 0.6109 0.1988

FIS 10.8428 0.5675 10.2753 6.4183 2.9184 0.9386

SOS 0.9420 0.0943 0.8477 0.5328 0.2331 0.0818

Source Authors own calculation
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the difference between rich and poor households in terms of the share of monthly
spending on services. Rich households spend a larger share of their monthly budget
on services between 1993–94 and 2004–05 (Basu and Das 2017).

Table 5 shows the growth of different categories of services for the period 2003–
04 to 2011–12. During this period, the public utility services have recorded the
highest growth rate followed by transport and financial services. If one looks at the
reasons for this growth, one can say that the change in demand factor is mainly
responsible; the intermediate demand plays a minor role in shaping the growth of
services in this period. The second part of the table shows that the change in
demand has occurred mainly due to the change in consumption and investment; net
exports have negative effect in three categories of services. This growth pattern in
the 2000s can be explained from a different angle. In the organized services sector,
during 1981–2000, social services, in large part, government services, were the
most important contributor to the growth of services. But this trend has changed in
the period 2000–2010, where modern services were the most important contributor.
The growth acceleration of modern services is explained by the growth acceleration
in real estate, renting, and business services. Organized wholesale and retail trade
and organized hotels and restaurants, in particular, recorded rapid growth in the
decades of the 2000s. In the unorganized segment, traditional services (PUS and
SOS) were by far the most important contributor of services growth. But modern
services (TTS, TRS, and FIS) too grew rapidly in 2000–2010. This essentially
reflected quite spectacular growth of communication, which in turn reflected growth
of mobile phone services. Social services in unorganized sector (basically cover
personal services like services of security guards, gardeners, cooks, cleaners etc.)
also increased quite rapidly in this period (Ghose 2014). It is quite clear that rapid
growth of services was driven very largely by the growth of non-traded services and
thus by the growth of domestic demand during 2003–04 to 2011–12.

Table 6 shows that the highest growth has occurred in transport and commu-
nication sector followed by financial intermediaries and trade, hotel and restaurant
during the entire period of 1983–84 to 2011–12. If we look at the reasons for the
growth of all these services categories, it is clear from the table that the change in
demand factor is mainly responsible for the growth of output in different services

Table 5 I-O Structural Decomposition of average annual Growth rate of Output (in percentage
and in constant prices) 2003–04 to 2011–12

Services Gross
output

Output change due to Demand change due to

Technology Demand Consumption Investment Net
export

PUS 18.5154 1.4473 17.0680 0.4313 16.5264 0.1103

TTS 1.9503 0.2371 1.7132 1.7461 0.0303 −0.0631

TRS 11.6514 0.6591 10.9923 11.1388 0.1506 −0.2971

FIS 5.6128 0.2769 5.3359 5.7051 0.0132 −0.3823

SOS 2.1659 0.3110 1.8549 1.8303 0.0083 0.0164

Source Authors own calculation
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during this period. The intermediate demand change or technological change is not
so important for the above growth during the entire period of analysis, but the
change in demand has occurred mainly due to consumption demand and investment
demands rather than exports. From the table, it is clear that domestic final demand
(mainly consumption and investment demand) for services has recorded a rapid
growth in a low-income economy like India. The available evidence suggests some
proximate explanatory factors; first, rapid growth of public consumption expendi-
ture reflected in the rapid expansion of public services and second high (signifi-
cantly greater than unity) household income elasticity of demand for services as
reflected in the rapidly rising share of services in private final consumption
expenditure (Rakshit 2007; Nayyar 2012). In real terms, public final consumption
expenditure has grown by 5.8% per annum during 1981–2000 and at 5.2% per
annum during 2000–2010. In the same period, private final consumption expen-
diture, in real terms, also has grown rapidly, particularly in the 2000s; the rate of
growth was 4.35% per annum during 1981–2000 and 6.45% per annum during
2000–2010. At the same time, the share of services in private final consumption
expenditure was steadily growing (Nayyar 2012).

6 Concluding Observations

From the above empirical results of structural decomposition, we have seen that in
the different time periods, as well as in the entire period of analysis, the growth of
services sector in the Indian economy during the period 1983–84 to 2011–12 has
occurred mainly due to the growth of final demand as compared to that of change in
technology. Again, this demand change has been attributable mainly due to the
growth of consumption demand and investment demand rather than exports
demand. Ghose (2014) has opined that ‘… rapid growth of services clearly sus-
tained very largely by the growth of domestic final demand which account for 84
percent in the period 1981-2000 and 78 percent in between 2000-2010.’ Basu and
Das (2017) have examined India’s recent service sector-led growth from the per-
spective of household expenditure. Using household-level expenditure data from

Table 6 I-O Structural Decomposition of average annual Growth rate of Output (in percentage
and in constant prices) 1983–84 to 2011–12

Services Gross output Output change due to Demand change due to

Technology Demand Consumption Investment Net export

PUS 4.7776 0.1908 4.5868 4.1732 0.3349 0.0787

TTS 50.2031 0.5162 49.6869 50.7359 5.2964 −6.3454

TRS 17.9471 0.9236 17.0235 16.4708 1.7848 −1.2321

FIS 21.0723 0.3745 20.6978 31.4788 0.3764 −11.1574

SOS 10.236 0.7193 9.5167 8.7983 0.2376 0.4808

Source Authors own calculation
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the ‘thick’ rounds of Household Consumer Expenditure Survey (1993–94, 2004–
05, and 2011–12), they present evidence of two important trends. ‘… First, a
significant portion of demand for services comes from poor households; and sec-
ond, a puzzling trend has emerged since 2004-05-the shrinking of the difference in
the share of monthly expenditure spent on services between rich and poor house-
hold.’ One plausible explanation of this can be made in this line. The essential
services provided by the government are cheap and of low quality. Due to resource
or political constraint, there is a rationing of publicly provided services, so much so
that a poor family cannot meet all its requirements from government sources alone.
As an alternative to this, higher quality of services can be purchased in the open
market at a much higher price. While the rich can afford to purchase higher quality
services from open market, the poor afford government services because that is the
only way to meet their needs. Thus, when publicly provided services are curtailed—
for instance, because of neoliberal turn in government policy—the poor are forced
to purchase services from the open market. Hence, for households with a given
level of income, expenditure on services increases (Basu and Das 2017).

Therefore, the challenges, before the Indian service sector, lie in its revival of
growth through technology upgradation in all spheres of activities, removing or
easing of domestic regulations for internal trade and financial intermediaries and an
all-out effort to retain and expand our competitive edge in exports of services where
we have already made a mark, such as software and telecom services, and tourism
including medical tourism and shipping and logistics. So, to sustain this service-led
growth of the Indian economy in the future and to continue this demand-driven
growth, technological change and the growth of exports coupled with the growth of
goods sector have become the major challenges facing our economy right now.
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Energy Input–Output Analysis
for Household Sector of India

Chetana Chaudhuri

Abstract With expanding population, increase in standard of living and associated
growth in demand for goods and services lead to higher demand for energy
resources. Excessive use of energy causes environmental degradation and pollution.
People from lower income group are more vulnerable to the effects of environ-
mental degradation, because of limited access to resources to abate the adverse
effects of environmental hazards. But residential sector is responsible for con-
sumption of bulk of energy in different forms and plays a crucial role in determining
the pattern of energy consumption of the economy. It consumes energy directly in
form of primary fuels like coal or in form of secondary fuels like electricity or
petroleum products. Additionally, all the goods and services consumed by this
sector require different forms of energy in production, distribution, and transport
process, which are carried out in different sectors. This paper identifies
energy-intensive sectors in Indian economy and explores the role of residential
sector in energy consumption, in direct and aggregate terms, through energy input–
output analysis. Results show evidence of high-energy intensity in electricity and
petroleum products. Among non-energy sectors, direct energy intensity is high for
chemical and cement industries. Apart from these industries, total energy intensity
is high for textile, leather and rubber, metal products among manufacturing
industries, and for transport, storage and communication among services sector.
The analysis shows that average per capita total (direct and indirect) energy con-
sumption by residential sector in urban area is quite high as compared to rural
sector. Direct and total energy distribution pattern is significantly different among
rich and poor, owing to the difference in their lifestyles. Policy measures to promote
energy efficiency through economic and technological interventions are discussed
in this context.
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1 Introduction

Energy is the driving force of any activity or process in nature (Stern 2011) and is
one of the important inputs in the production process. According to Peet (2004),
energy does not have substitute and it has direct impact on economic development.
According to IEA (2017), between 1971 and 2014, global Total Primary Energy
Supply (TPES) has increased by 2.5 times and total final consumption of energy
expanded by 2.2 times. In India also, total primary energy supply has increased
from 305.7 Mtoe (Million tonnes of oil equivalent) to 824.7 Mtoe from 1990 to
2014. Energy input–output analysis is an important tool for analyzing the sources of
energy demand in the production process for different sectors and industries and the
impact of final consumption on energy consumption.

Input–output model captures the flow of different goods and services across
different sectors and hence provides the theoretical framework for the linkage
between energy use and economic activities. Input–output technique displays the
complex interaction among different sectors of the economy. Energy-oriented input–
output model developed in this study focuses on the energy sector through capturing
intersectoral transaction between those sectors. The present paper analyses direct and
indirect energy consumption of different sectors, with a special attention to house-
hold sector. Household consumption is responsible for a major part of energy
consumption. Major part of it comprises of energy used in the production process of
different goods and services. National- or regional-level total energy consumption
can be calculated using “top-down approach” for both consumption and production.
Top-down models bring macroconsistency; for example, computable general equi-
librium (CGE) approach in static setup. Total energy requirement and associated
CO2 emission can also be estimated using “bottom-up approach” (e.g., input–output
analysis), where consumption of any good or service is converted to primary energy
requirement, both direct and indirect. Bottom-up approach or consumer lifestyle
approach (CLA)-based research studies are attracting interest because huge disparity
in the consumption pattern of rich and poor people in a developing country like India
also gets reflected in pattern of access to resources. While rich are making wasteful
consumption, poorer section of the society is unable to afford the essential goods and
services required for survival. With the burden of huge population, total consump-
tion of different goods and services also results in enormous amount of direct and
embedded energy consumption.

This study intends to make energy input–output table for India and to quantify
the direct and indirect energy consumption by the household sector in India.
Energy-extended input–output table shows the physical energy flows across dif-
ferent sectors. Energy content of final demand by household/residential sector
reflects the actual energy requirement of the supplying sectors. The study is
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structured as follows: Sect. 2 reviews the literature on energy input–output model.
Section 3 describes the conventional input–output analysis and extension for gen-
eration of hybrid energy input–output analysis. Section 4 describes proposed
methodology and data requirement for generation of energy input–output table in
the context of India. Section 5 presents results and analysis. Section 6 discusses
conclusion and policy implications.

2 Input–Output Energy Analysis: Review of Existing
Literature

Input–output analysis is an economic-statistical approach, where transactions
between various sectors of an economy are presented in input–output matrix. The
technique of input–output analysis was originally developed by Nobel laureate
Prof. Wassily Leontief. His model captures interdependence of different industries
and sectors of the economy, showing how output from one industrial sector is used
as input to another sector or to that sector itself. Input–output matrix is generally
described in monetary units which can be converted to the physical units to obtain
the energy requirement associated with the delivery of the final goods and services
to the consumer through a series of mathematical operations. Thus, energy
requirement of a complete life cycle of a consumer good can easily be quantified
with the help of input–output model.1

Energy input–output analysis is an application of input–output analysis. Input–
output matrix describes the transactions between different sectors of the economy in
financial terms. It is the matrix representation of the system of linear equations
describing the interdependence of different sectors of the economy on each other. It
illustrates commodity flow from producers to intermediate and final consumers.
Due to comprehensive and detailed data coverage of the matrix, it has been widely
used by economists over the years. This tool has been extended to several appli-
cations in the discipline of economics. This framework was applied to quantify the
embodied energy consumption of the economy and this application started during
first oil crisis in the 1970s (Bullard and Herendeen 1975; Herendeen and Tanaka
1976). These studies have derived physical units of energy consumption from flow
of energy products in monetary terms and calculated energy intensity of the sector.
The technique is lot less tedious compared to the process analysis and can provide
the accurate results for average national intensities of homogenous sectors
(Pachauri 2007).

1There is some simplification in terms of the assumption to make the calculation feasible. Input–
output analysis does not make any distinction between different products produced in the same
sector, e.g., flowers and vegetables are both produced in the same sector, i.e., horticulture. Input–
output analysis implicitly assumes a sector in the input–output table is homogenous. In reality, a
range of products is produced in one sector, and their energy intensities can be different.
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Energy input–output analysis has been utilized to analyze direct and indirect
household energy requirement in the context of different countries (Vringer and
Blok 1995 for Netherlands; Lenzen 1998 for Australia; Vringer and Blok 2000 for
Netherlands; Weber and Perrels 2000 for West Germany, France and the
Netherlands; Reinders et al. 2003 for EU member states; Cohen et al. 2005 for 11
capital cities of Brazil, Bin et al. 2010 for USA, Park and Heo 2007 for Korea,
Liang 2007 for China). Munksgaard et al. (2000) discussed wide range of literature
survey for different countries showing the applicability of input–output analysis in
different spheres of economics while combined with different data sources and
tools. Kok et al. (2006) discussed three different methods of estimation of envi-
ronmental burden of consumption using input–output energy analysis. Roca and
Serrano (2007) conducted a structural decomposition analysis for the period 1995–
2000 and analyzed the emissions of greenhouse gases associated with the con-
sumption patterns of different household groups based on their levels of expenditure
for the year 2000 using input–output analysis for Spain. Girod and Haan (2009)
used life cycle analysis (LCA) to evaluate the greenhouse gas reduction potential
from sustainable consumption for Sweden. Kherkhof et al. (2009) estimated the
CO2 emissions of households in the Netherlands, UK, Sweden, and Norway,
around the year 2000 by combining a hybrid approach of process analysis and
input–output analysis with data on household expenditures. Baiocchi et al. (2010)
applied geo-demographic consumer segmentation data in an input–output frame-
work to understand the direct and indirect carbon dioxide (CO2) emissions asso-
ciated with consumer behavior of different lifestyles in the United Kingdom. Duarte
et al. (2012) examined the social factors that underlie the composition of final
demand and determine the final volume of emissions for Spain. Golley and Mend
(2012), in a study on China, analyzed variations in direct and indirect carbon
dioxide emissions using input–output analysis, across households with different
income levels, using China’s Urban Household Income and Expenditure Survey
(UHIES) 2005.

Input–output analysis has been used in the context of India in several studies
(Mukhopadhyay 2002a, b, c; Mukhopadhyay and Chakraborty 2000); Hikita et al.
(2007) constructed hybrid energy input–output table mapping input–output matrix
and energy balance table. Mukhopadhyay and Chakraborty (2005) have calculated
direct and total energy intensities for the year 1983–1984, 1989–1990, 1993–94,
and 1998–99 using Input–output transaction tables. Using the hybrid input–output
analysis to get the energy intensity of different sectors, the study shows that highest
coal intensity is in coal tar industry followed by cement and iron and steel. The total
oil intensity is highest for other transport services. They have analyzed the change
in energy intensities of different sectors and highlighted the reasons behind it.
Pachauri and Spreng (2002) quantified total energy intensities for energy carriers
using the input–output table. The present study intends to make hybrid input–output
table for India using input–output table and energy balance table, using the com-
posite price for energy sectors. Total energy requirement generated from varied use
of goods and services by the household sector is also derived.
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3 Input–Output Framework

Input–output model exhibits all the economic operations in the economy and
accounts for the complex interactions which occur within different sectors of the
economy. The model contains an input flow/absorption matrix and an output/make
matrix, from which several matrices like a base year transaction matrix, technical
coefficient matrix, product mix matrix, market share matrix, and Leontief inverse
matrix can be generated. These matrices are utilized to analyze the economic issues
and problems, and would be helpful in projection of future trend, using the pool of
economic information assembled and integrated within the input–output framework.

The transaction matrix displays the flow of commodities among the sectors of
the economy, exhibiting the array of transactions in monetary value (Rupee for
India) amounts moving from origin sector to destination sectors. Entries in a given
row show the distribution of sales (in Rupees) for the sector represented in that row.
Entries in a given column exhibit the purchases (in Rupees) by the sector corre-
sponding to the column. There are two kinds of sectors: “intermediate sectors” and
“final use sectors.” The intermediate sector represents the flow of intermedi-
ate inputs from one sector to another to facilitate the process of production of final
goods. The matrix of intermediate sector has one row and one column for each
sector of the economy and shows, for each pair of sectors, the value of goods and
services that flowed directly between them during a stated period. Typically, the
matrix is arranged in a way so that the entry in the ‘r’th row and ‘c’th column gives
the flow from the ‘r’th sector to the ‘c’th sector. The production of intermediate
sectors is determined in response to the requirement of the “final demand” sectors,
which is the origin of all consumptions. The final demand sector corresponds to the
components of gross national product (GNP) and includes private final consump-
tion expenditure, Government final consumption expenditure, gross fixed capital
formation, changes in stock, exports and imports. In other words, “final use” sector
is the aggregate of the individual exogenous final demand sectors, which appear as
column entries in the transaction table. Final demand, which is the exogenous sector
in the system, determines the level of total output in the intermediate sectors. Total
output consists of final demand and output of intermediate sectors that is required to
produce final demand. The intermediate sectors are thus endogenous sectors and are
determined within the system through the relationship specified by the model.

A technical coefficient matrix is derived from the transactions matrix by
expressing sector inputs as fractions of aggregate input, or output, as total sales
equal total purchases. Each column’s entries in the transaction matrix are divided by
the column total to obtain the technical coefficient matrix. The inverse matrix of the
net output matrix (Leontief Inverse matrix) is derived from technical coefficient
matrix. The inverse matrix is used to derive industry gross output through the
process of solving a set of equations in which inverse is multiplied by final demand.
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Any entry in a given column of the inverse matrix shows the direct and indirect
requirements in all sectors induced by a one rupee increase in final demand of the
sector corresponding to that column. The mathematical model is presented below:

Let us assume that the economy is categorized into n sectors. If we denote the
total output (production) of sector i by xi and the total final demand for sector i’s
product by fi, we can write a simple equation representing the way in which output
of sector i is distributed through sales to other sectors and to final demand sector as:

xi ¼ zi1 þ � � � þ zij þ � � � þ zin þ fi ¼
Xn
j¼1

zij þ fi

The term zij represents inter-industry sales by sector to all sectors j including
itself, when i = j. In matrix notation, this equation can be written as:

x ¼ Zi þ f

where

x ¼
x1
..
.

xn

2
64

3
75 and z ¼

z11 � � � z1n
..
. . .

. ..
.

zn1 � � � znn

2
64

3
75 and f ¼

f1
..
.

fn

2
64

3
75:

If we define technical coefficient matrix A of dimension n � n, each element of
which is technical coefficient aij which is defined as:

aij ¼ value of product of ith sector used as input by jth sector
value of production of sector j

Therefore,

A ¼ Z � x̂�1

where

x̂ ¼
x1 � � � 0
..
. . .

. ..
.

0 � � � xn

2
64

3
75:

Therefore, the complete n � n system can be written in matrix notation:

I � Að Þx ¼ f

For a given set of f’s, this is a set of n linear equations with n unknowns, x1, x2,
…, xn, and hence, it may or may not be possible to find a unique solution. In fact,
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whether or not there is a unique solution depends on whether or not (I − A) is
singular, that is, whether or not (I − A)−1 exists or not. From the basic definition of
an inverse for a square matrix,

I � Að Þ�1¼ 1
I � Aj j

� �
adj I � Að Þ½ �

If I � Aj j 6¼ 0, then I � Að Þ�1 can be found, and then using standard matrix
algebra, results for the linear equations gives the unique solution as:

x ¼ I � Að Þ�1f ¼ Lf

This is evident from the above equation that gross output depends on the values
of final demand.

There are two major assumptions behind the input–output framework. One is the
assumption of constant returns to scale. The other assumption is that there is no
possibility of substitution among inputs in the production of any good or service. In
other words, the second assumption states that there is only one process used for the
production of each output. Alternatively, the level of output of a product determines
uniquely the level of each input required. This assumption, thus, excludes the all
other/alternative choices about the proportions in which inputs are to be combined
in the production of a given output and negates the possibility of optimization. With
this type of production function, all inputs are assumed to be perfect complement to
each other. Marginal product of every alternative combination of them is zero,
except the particular combination with all other inputs defined in the model.

The assumption of constant return to scale is also very much restrictive. It is
often argued that the functions are more complex than simple proportions if we
want to describe production function realistically. In the industries like railways or
communication, installation of large infrastructure is needed which requires large
investment, even before any output appears. Simple proportions production func-
tion is defined on the basis of the parameters of the production process at a certain
point of time. This makes the computation process simplified though it loses certain
important information. It would also be a very much complicated process to identify
the type of function which can be used for each and every production process in the
economy.

One of the extensions of the Leontief framework is to account for inter-industry
energy flow by converting the general input–output matrix to a “hybrid” energy
input–output matrix. In general, energy input–output analysis typically determines
the total amount of energy required to deliver a unit of product to meet the final
demand, both directly as the energy consumed by an industry’s production process
and indirectly as the energy embodied in that industry’s inputs.

In the energy input–output model, total energy requirement per unit of output of
any industry is called energy intensity of the industries. This is similar to Leontief
inverse of the traditional input–output model, which is in monetary unit. Difference
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is that in energy input–output analysis, we are concerned about the total require-
ment of physical energy rather than monetary value. One way of calculating this
physical energy requirement is that we can first compute the total monetary value of
the requirement of primary energy through conventional input–output analysis and
then convert these values to suitable physical unit of energy by means of prices
relating monetary value and physical unit of energy outputs. But such procedure
creates inconsistencies in the accounting of energy consumption due to certain
over-simplifications in the process. To solve the problem, in computing energy
intensity of a product, primary (coal and lignite, crude oil, natural gas) and sec-
ondary energy (petroleum products, electricity) are separately treated. Secondary
energy sectors receive primary energy as an input and convert it to the secondary
energy form. Both the primary energy input and secondary energy inputs in
physical unit are calculated and are further used to estimate the total primary energy
requirement. Hybrid energy input–output model represents a transaction table in
hybrid unit, where the non-energy items are in monetary unit and the energy items
are in physical unit.

4 Methodology and Data Requirement

Hybrid energy input–output analysis describes energy consumption by different
sectors in the economy. It is based on the theory of conservation of energy
embodied in products and services, which says that energy embodied in the output
of an industry is equal to the energy embodied in the input commodities and
external energy inputs to the industry (Bullard and Herendeen 1975; Bullard et al.
1978; Casler and Wilbur 1984; Hawdon and Pearson 1995; Miller and Blair 2009).
As mentioned earlier, hybrid input–output model is an extension of input–output
model, where energy and non-energy sectors are in different units; non-energy
sectors are in monetary unit and energy sectors are in physical unit. Physical unit of
energy consumption through different energy carriers is converted to one particular
unit of energy, for example, in this study the unit used is kgoe or kilogram of oil
equivalent unit (Fig. 1).

In a hybrid input–output model, the values of certain rows, which show the use
of energy, are replaced by relevant details of physical quantity. The final demand
columns are also made up partly by values in monetary unit and partly by energy
uses in physical unit. The output of the selected energy branches is also given in
physical unit.

Theoretically, the model starts with basic input–output identity:

x ¼ zi þ f

The total number of sectors, n, is divided into energy and non-energy sectors,
where number of energy sectors is r. So number of non-energy sectors is (n–r).
Rows in the energy sectors are replaced by the values in physical unit.
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Transactions in hybrid units are made from the original inter-industry transaction
matrix Z, by replacing the energy rows with the corresponding rows in the energy
flows matrix, E. Thus, we define a new hybrid transaction matrix, Z*. We define the
vectors:

z� ¼ z�i
� � ¼ zij where i is a nonenergy sector

ekj where k is an energy sector

�

z� ¼ f �i
� � ¼ fi where i is a nonenergy sector

qk where k is an energy sector

�

x� ¼ x�i
� � ¼ xi where i is a nonenergy sector

gk where k is an energy sector

�

g� ¼ g�i
� � ¼ where i is a nonenergy sector

gk where k is an energy sector

�

where Z� is of dimension n � n, f � is of dimension n � 1, x� is of dimension
n � 1 and g� is of dimension n � 1.

The corresponding hybrid matrices are:

A� ¼ Z� � x̂�ð Þ�1

and

L� ¼ I � A�ð Þ�1

where A� is direct requirement matrix of coefficient in hybrid unit and L� is total
requirement matrix of coefficient hybrid unit. In a two-sector model, where there is

Intermediate 
use

Final Use Total 
Output

Commo
dities\ 
Commo
dities 

Non-
energ
y 
goods

Energy 
goods

Private 
final 
Consu
mption

Gross 
Fixed 
Capital 
Forma
tion 

Gover
nment 
Expen
diture

Export Import

Non-
energy 
goods

Intermediate 
use (Rs.)

(Rs.) (Rs.) (Rs.) (Rs.) (Rs.) (Rs.)

Energy 
goods

Intermediate 
use (Kgoe)

(Kgoe) (Kgoe) (Kgoe) (Kgoe) (Kgoe) (Kgoe)

Gross 
value 
added 
(Rs.)
Total 
Output

Energy 
Balance

Fig. 1 Structure of hybrid input–output table (units are in parenthesis)
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one energy and one non-energy sector and they are defined as sector 1 and 2,
respectively, then the units of the matrices are:

Z� ¼ Rs Rs
kgoe kgoe

� �

f � ¼ Rs
kgoe

� �

x� ¼ Rs
kgoe

� �

g� ¼ 0
kgoe

� �

Hence, A� ¼ Rs=Rs Rs=kgoe
kgoe=Rs kgoe=kgoe

� �

The matrix L* will have same units as A* except that they are in terms of the
input requirement (kgoe or Rs) per unit (kgoe or Rs) of final demand (i.e., total
requirement) instead of per unit of output (direct requirement).

To separate out the energy rows to construct, a matrix of energy rows (with
m � n dimension) can be defined, as G, with element gk is corresponding to the
energy sector k and industry sector j when they are the same industrial sector. Other
element of the matrix is zero. This means that nonzero entries will appear along the
principal diagonal of G, or, the locations of nonzero elements in G are located
where k = j.

Hence, we define
direct energy coefficients matrices as d, where d ¼G x̂�ð Þ�1A�

and total energy coefficients matrices as a ¼ G x̂�ð Þ�1L�

The direct energy coefficient matrix, ‘d’, provides the direct energy intensity of
other sectors as well as own energy sector. Direct demand for energy items for the
production of that array of products in the final demand vector can be determined
through multiplication of the matrix ‘d’ with final demand vector. The total energy
coefficient matrix “a” represents total energy intensity of different goods and ser-
vices, which consists of both the direct and indirect energy demand. If we multiply
this with final demand vector, we get the total energy consumption by the product
in its production and consumption process.

Input–output transaction table, for India, compiled by Central Statistical
Organization (CSO) for the year 2007–2008 is used for the purpose of the study.
The 2007–2008 matrices are at 130 � 130 sector classification, of which first 37
sectors belong to primary sector (agriculture, forestry, fisheries and mining), the
next 68 sectors cover manufacturing related industries, and the remaining 25 sectors
represent tertiary sector, i.e., service activities. The classification of manufacturing
industries generally corresponds to four digit level National Industrial Classification

166 C. Chaudhuri



2004 (NIC 2004) which is employed in the Annual Survey of Industries. Input–
output transaction table is provided in monetary unit. The original input–output
matrix provides information on energy consumption in different forms of fossil fuel
by different sectors in terms of rupee value (at current prices) of coal and lignite
(sector 27), coal tar products (sector 64), crude petroleum (sector 29), natural gas
(sector 28), petroleum products (sector 63), and electricity (sector 107).
Additionally, Energy Balance Table of the year 2007 for the data on energy supply
and demand is obtained from International Energy Agency (IEA) for the data on
energy production and consumption for different sectors of the economy. Data on
final demand of the households are available in the Consumer Expenditure Data
published by NSSO (National Sample Survey Organization) (NSSO 2014). We
have used the Consumption Expenditure Survey Data for the year 2011–2012 (68th
Round) for the data on household consumption on different goods and services.

Central Statistical Organization (CSO) provides input–output data for Indian
economy in two matrices: Absorption matrix and Make matrix. The former is a
(commodity � industry) matrix and provides information on the value of inter-
mediate inputs going into the production of each and all the commodities produced
in the economy. Another matrix is make matrix, which is an (industry � com-
modity) matrix, provides information on the value of goods and services produced
from each of all the industries in the economy for the corresponding year. The
absorption matrix can be used to define the input coefficients of an industrial
activity when operated at a unit level. The make matrix, on the other hand, would
define the relative weights or proportion (or linear combination) in which different
activities are to be operated to obtain one unit of a given good or service. The
multiplication of the former coefficient matrix by the latter one of activity weights
would yield the final commodity by commodity input–output coefficient matrix.
Each term in the transaction matrix gives information on how much commodity is
used to produce how much of the various goods and services in the economy.

In this study, for the purpose of analysis, 73 categories of consumption are
defined, of which 67 categories are for non-energy sector and 6 categories are for
energy sectors. Here, underlying assumption is that technological coefficients are
unchanged in 2007–2008 and 2011–2012. So, technical input–output coefficients of
goods and services for 2011–2012 are assumed to be similar to the technical input–
output coefficient values in the input–output table for 2007–2008. Input–output
table for India provided by CSO contains 130 sectors for 2007–2008, which are
aggregated into 73 sectors in this study. This aggregation is important in carrying
out the analysis because the energy data is available at a very aggregate level and
concordance of the sectors across every industry between input–output table and
other datasets on physical consumption or price poses many problems. But mere
comparison of the aggregate sectors in the energy balance table and the input–
output table is quite simplistic and requires making a lot of assumptions regarding
the distribution of inputs in the production process, which may affect the accuracy
of the results. Additionally, the emphasis of the study is household sector; and
many of the products produced in the industries are not used by the household
sector. As a result, energy intensity of these products would not have direct impact
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on the energy requirement of the household sector. Hybrid energy input–output
table is prepared after matching the energy flow data across sectors in energy
balance table in physical terms and input–output table in monetary terms.

In this study, implicit composite price of the energy products is used for different
sectors by comparing input–output absorption matrix and the energy balance table
instead of taking the explicit price of different energy items from different gov-
ernment documents as done by other researchers (Pachauri and Spreng 2002). Use
of different individual price of energy items to derive quantity of consumption often
leads to over or under estimation of energy price, because price level of same
energy items differs accross sectors of utilization or regions. By deriving implicit
price of energy items, the vector of final demand for the 73 consumption categories
for each household in the NSSO consumption expenditure survey data is generated
in concordance with the newly defined 73 sectors of input–output table. Total per
capita energy requirement of households of different expenditure categories are
derived from the hybrid energy input–output coefficients for those sectors. It is
assumed that the technology of production of goods and services imported are
similar to the domestically produced goods and services.

5 Results and Analysis

Following the methodology discussed above, hybrid input–output table is prepared
for India from the monetary input–output table and the energy balance table.
Physical value of total requirement of different energy items for different sectors is
estimated and used to analyze the total energy distribution accross sectors and
regions. The role of residential sector in energy consumption pattern of Indian
economy is further discussed and the inequality of energy consumption in resi-
dential sector is explained in the context of aggregate energy consumption.

Table 1 shows the intermediate use of different commodities in hybrid trans-
action table for the Indian Economy, that is, subdivided into 12 sectors:
(1) Agriculture, forestry, and fishing; (2) Mining and quarrying, (3) Manufacturing,
(4) Construction, (5) Transport, storage, and communication, (6) Community,
social and personal services, (7) Coal tar products, (8) Petroleum products, (9) Coal
and lignite, (10) Natural gas, (11) Crude oil and (12) electricity. The hybrid
transaction table is generated for the year 2007–2008 where the non-energy items
are in Rs. Million Unit and Energy items are in Million Tonnes of oil equivalent
unit (Mtoe). The table summarizes the annual flow of goods and services across
different intermediate input sectors. The input–output matrix is generated by
applying the industry technology assumption where input structure of a secondary
product is considered to be similar to that of the industry where it has been pro-
duced. The item in the rows in this table shows the volume of inputs (non-energy
items in Rs. Million terms and energy items in Mtoe terms) absorbed by the
industries to produce the commodities presented in the columns. The table shows
that the major primary energy item used as intermediate input is crude oil and coal
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and lignite. Apart from secondary energy producing sectors like petroleum products
or electricity, most important energy-consuming sector is manufacturing.

The matrix of direct energy coefficient for commodities is shown in Table 2. In
Table 1 (with 12 sector classification) manufacturing sectors are clubbed together in
one sector to facilitate presentation. To capture the coefficient in a more detailed
manner, technical coefficients of hybrid input–output matrix are estimated for 25
sectors. Each item in the matrix is obtained by dividing each entry in the transaction
table by its column total, i.e., output of the respective industry. The non-energy
sectors are in Mtoe/Rs. Million unit and energy sectors are in Mtoe/Mtoe unit. This

Table 2 Direct energy intensity coefficients for Indian economy by commodities in 2007–2008
(energy commodities in Mtoe/Mtoe and non-energy commodities in Mtoe/Million Rs.)

Coal and
lignite

Natural
gas

Crude
petroleum

Total

Coal and lignite 0.0140817 0.0000000 0.0000000 0.0140817

Natural gas 0.0000010 0.0000755 0.0000000 0.0000764

Crude petroleum 0.0000000 0.0000000 0.0000000 0.0000000

Electricity 2.3710774 0.2044375 0.0078975 2.5834125

Coal tar products 0.0829070 0.0012294 0.2594082 0.3435446

Petroleum products 0.0004443 0.0109916 5.8917725 5.9032085

Agriculture, forestry and fishing 0.0000000 0.0000000 0.0000000 0.0000000

Mining and quarrying 0.0000001 0.0000000 0.0000000 0.0000001

Manufacturing of food and
beverages

0.0000002 0.0000000 0.0000000 0.0000002

Textile 0.0000002 0.0000000 0.0000000 0.0000002

Furniture and wood 0.0000027 0.0000001 0.0000003 0.0000031

Leather and rubber 0.0000001 0.0000000 0.0000000 0.0000001

Chemical 0.0000008 0.0000041 0.0000155 0.0000204

Cement 0.0000142 0.0000003 0.0000000 0.0000144

Metal Products 0.0000037 0.0000003 0.0000000 0.0000039

Machinery 0.0000013 0.0000000 0.0000000 0.0000013

Other manufacturing 0.0000007 0.0000002 0.0000004 0.0000013

Construction 0.0000000 0.0000000 0.0000000 0.0000000

Water supply 0.0000000 0.0000086 0.0000000 0.0000086

Transport, storage, and
communication

0.0000000 0.0000000 0.0000000 0.0000000

Trade, hotels, and restaurants 0.0000010 0.0000000 0.0000001 0.0000011

Financing, insurance, real estate,
and business services

0.0000000 0.0000000 0.0000000 0.0000000

Health 0.0000011 0.0000001 0.0000000 0.0000012

Education 0.0000000 0.0000000 0.0000000 0.0000000

Community, social, and personal
services

0.0000001 0.0000000 0.0000000 0.0000001

Source Author’s calculation
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study considers three energy sectors, i.e. coal and lignite, natural gas, and crude oil.
Direct energy intensity coefficient is very high for petroleum products and elec-
tricity followed by chemical and cement industry among non-energy sectors
(Table 2). Crude oil intensity is very high for petroleum products and coal intensity
is very high for electricity.

Total energy intensity covers the energy demand from direct utilization of a fuel
by a sector and the energy demand generated from the inter-industry linkage of
different sectors in the economy. Total energy intensity coefficient is provided for
all 25 sectors, including energy and non-energy sectors for Indian economy for
2007–2008 in Table 3. Like direct energy intensity coefficient, non-energy sectors

Table 3 Total energy intensity coefficients for Indian economy by commodities in 2007–2008
(energy commodities in Mtoe/Mtoe and non-energy commodities in Mtoe/Million Rs.)

Coal and
lignite

Natural
gas

Crude
petroleum

Total

Coal and lignite 1.02673 0.00166 0.03932 1.0677160

Natural gas 0.01503 1.00215 0.04495 1.0621264

Crude petroleum 0.00825 0.00117 1.03537 1.0447945

Electricity 2.64403 0.23028 1.10090 3.9752155

Coal tar products 0.09742 0.00435 0.35975 0.4615251

Petroleum products 0.07981 0.02481 6.64159 6.7462093

Agriculture, forestry and fishing 0.00000 0.00000 0.00001 0.0000186

Mining and quarrying 0.00000 0.00000 0.00001 0.0000119

Manufacturing of food and beverages 0.00001 0.00000 0.00002 0.0000228

Textile 0.00001 0.00000 0.00002 0.0000298

Furniture and wood 0.00001 0.00000 0.00002 0.0000257

Leather and rubber 0.00000 0.00000 0.00002 0.0000281

Chemical 0.00001 0.00001 0.00017 0.0001825

Cement 0.00002 0.00000 0.00003 0.0000582

Metal products 0.00001 0.00000 0.00002 0.0000291

Machinery 0.00001 0.00000 0.00002 0.0000261

Other manufacturing 0.00001 0.00000 0.00004 0.0000496

Construction 0.00001 0.00000 0.00002 0.0000244

Water supply 0.00000 0.00001 0.00001 0.0000254

Transport, storage, and
communication

0.00000 0.00000 0.00004 0.0000404

Trade, hotels, and restaurants 0.00000 0.00000 0.00001 0.0000109

Financing, insurance, real estate, and
business services

0.00000 0.00000 0.00000 0.0000041

Health 0.00000 0.00000 0.00002 0.0000269

Education 0.00000 0.00000 0.00000 0.0000031

Community, social, and personal
services

0.00000 0.00000 0.00000 0.0000042

Source Author’s calculation
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are in Mtoe/Rs. Million unit and energy sectors are in Mtoe/Mtoe unit. It is
observed that total energy intensity is quite high for all the energy goods as
compared to the similar for the direct energy intensity. Total energy intensity is
highest for crude petroleum, followed by electricity. Unlike direct energy intensity
coefficient, electricity is both coal-intensive and oil-intensive, in terms of total
energy intensity coefficient.

Energy is not only a critical input to the production of goods and services of the
economy; efficient energy supply enables growth and development of the economy
by stimulating economic activity and facilitating essential services. Being a large
sector itself, energy can play an important role directly in overall growth of the
economy. For example, petroleum products have been an important direct con-
tributor to India’s growth in recent years by attracting large investments in refining
or distribution (GoI 2017a). India is heavily dependent on import for its energy
needs. Despite having huge demand for energy by its increasing volume of pop-
ulation (17% of world population), India shares only 0.6% of gas, 0.4% of oil and
7% of the coal reserve in world. Due to this supply-side constraint, demand-size
intervention to optimize energy use is becoming growingly important in policy
arena. Figure 2 shows the share of different fuels in total energy supply in India,
which is very much dominated by coal, followed by crude oil.

Total demand for energy is quite high in India, but per capita energy con-
sumption is very low in India. As per world development indicator, per capita
electricity consumption in India is 806 kwh in 2014, which is lower than many

Coal
38.09%

Crude oil
28.26%

Natural gas
7.10%

Nuclear
1.09%

Hydro
1.59%

Geothermal, 
solar, etc.

0.33%

Biofuels and
waste

23.54%

Fig. 2 Share of different fuels in total supply of energy in India (2011). Source IEA energy
balance Table 2011–2012
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countries, and lowest among BRICS nations.2 Per capita electricity consumption in
Brazil is three times than India. For China, Russia, and USA, it is 5, 8, and 16%
higher than India, respectively. With a huge burden of population still living below
poverty line, 25% of the population do not have access to electricity. Figure 4
shows the distribution of aggregate residential direct energy consumption (in Mtoe)
across different fuels. It can be seen that highest demand for direct energy is for oil
products followed by electricity (Fig. 3).

With huge burden of population, residential sector is one of the largest
energy-using sectors in India. Direct energy consumption by households accounts

3
0

23

1

15

Coal Crude oil Oil products Natural gas Electricity

Fig. 3 Residential direct energy consumption in million tonnes of oil equivalent (2011). Source
IEA energy balance for India

0 4,000 8,000 12,000

Food, beverages & tobacco

Clothing & footware

Other industries

Medical care and Hygine

Education & recreation

Transport and Communication

Other services

Fuel

Urban

Rural

Fig. 4 Average annual consumption expenditure at current prices in rural and urban India in
2011–12 (Rs.). Source Author’s calculation based on NSSO data 2011–2012

2BRICS is acronym for an association of five major countries: Brazil, Russia, India, China, and
South Africa
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for almost 14% of total commercial energy demand in 2012–2013 (TERI 2014).
Direct energy is consumed in the form of electricity, kerosene, LPG,
non-commercial energy sources like firewood, dung cake. Pattern of direct energy
consumption by residential sector is often discussed in the literature (Reddy 2004,
1999; Pachauri 2004), the emphasis being on direct requirement of energy for
cooking or lighting. But residential sector plays an important role in policy per-
spective for energy conservation, energy security, and emission because this sector
itself is responsible for the huge energy demand caused by the energy use in the
consumption and production process of the goods and services of their daily use.
Households are end-user of goods produced and services delivered by economic
production sectors, which require energy for the manufacturing and delivery of
these goods. Energy use of manufacturing and service industries can be considered
as indirect energy use of households. The total energy use of households, direct and
indirect, constitutes the total household energy requirement. Thus, apart from direct
energy consumption for cooking and lighting purposes, household sector influences
the total energy demand through its consumption pattern and lifestyle trend, which
is attributed to the household expenditure. Private final consumption expenditure
accounted for 63.6% of GDP (Gross Domestic Product) at factor cost in 2011–2012
(GoI 2015). The embodied energy requirement depends on energy intensities of the
products consumed and on the product mix of consumption. The household con-
sumption behavior thus plays a key role in the distribution pattern of embodied
energy consumption, and hence total energy consumption.
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Fig. 5 Annual average expenditure on direct consumption of fuel by rural and urban households
across different income decile groups (2011–2012). Source NSSO consumption expenditure sur-
vey 2011–2012
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The average annual consumption expenditure in different consumption category
for different income classes for 2011–2012 is shown in Fig. 4. While in rural sector,
51% of per capita expenditure is spent on food items (food, beverage, and tobacco),
it is only 39% on an average in urban sector. Fuel accounts for 9% of average
consumption expenditure in rural India, while it is 7% for urban India.

Energy is an essential commodity for household sector, for the puposes like
cooking and lighting. However, there is significant variation in expenditure in direct
consumption of fuels across different categories of households. Average expendi-
ture on fuel rises with an increase in income (Fig. 5). There is significant variation
for rural and urban consumption.

Based on the energy intensity and the final consumption expenditure data, the
total energy requirement of the household sector is derived through the analysis of
hybrid input–output table. Total primary energy consumption is defined as the
aggregate consumption of primary sources of energy like coal and lignite, crude oil
and natural gas. Tables 4 and 5 show the income class-wise distribution of total

Table 4 Average annual total (direct and indirect) energy consumption of households for different
income classes (rural sector) (in kg of oil equivalent) (2011–2012)

1 2 3 4 5 6 7 8 9 10

Coal and
lignite

60 80 93 110 123 144 169 200 245 392

Natural gas 11 14 16 18 20 23 27 33 40 63

Crude
petroleum

779 923 1,096 1,217 1,397 1,717 2,101 2,613 3,608 5,750

Total primary
energy

850 1,017 1,205 1,345 1,540 1,884 2,297 2,846 3,893 6,205

Source Author’s calculation

Table 5 Average annual total (direct and indirect) energy consumption of households for
different income classes (urban sector) (in kg of oil equivalent) (2011–2012)

1 2 3 4 5 6 7 8 9 10

Coal and
lignite

141 203 248 292 344 396 447 536 662 1,125

Natural
gas

22 33 42 49 57 65 72 84 100 152

Crude
petroleum

2,104 3,658 4,854 5,638 6,530 7,202 7,889 8,685 9,611 10,822

Total
primary
energy

2,267 3,894 5,144 5,979 6,931 7,663 8,408 9,305 10,373 12,099

Source Author’s calculation
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energy consumption in kg of oil equivalent unit for rural and urban sector. It is
evident that with rise in income, there is huge increase in consumption and the
associated direct and indirect energy demand. Inequality is also widening with
income, which is more for urban areas. It is evident that with rise in income, there is
huge increase in consumption and the associated direct and indirect energy demand.

6 Conclusion and Policy Implications

Energy is an essential input in the production process and without it we cannot
survive. Economy needs sustainable supply of energy to maintain certain level of
growth. At the same time, excessive use of energy leads to environmental degra-
dation and air pollution (Mukhopadhyay 2011). People from lower income group
are more vulnerable to the effects of environmental degradation.

Energy use pattern of the economy and choice of fuel determines the extent of
fuel use and the pollution generated from it. Residential sector plays a crucial role in
the pattern of energy consumption. It consumes energy directly in the form of
primary fuels like coal or in the form of secondary fuels like electricity or petroleum
products. Additionally, all the goods and services consumed by residential sector
require energy in their production, distribution and transport process. The paper
highlights the energy-intensive sectors in Indian economy and explores the role of
residential sector in energy consumption, in direct or aggregate terms. It also
emphasizes on the underlying inequality in energy consumption across different
income classes across rural and urban sector.

Results of this paper show the evidence of high-energy intensity in electricity
and petroleum products. Both the commodities are integral part of household
consumption expenditure. This is also reflected in total primary energy consump-
tion pattern of the typical household. Among the non-energy sectors, direct energy
intensity is high for chemical and cement industries. Apart from these industries,
total energy intensity is high for textile, leather and rubber, metal products manu-
facturing industries. Even among services sector, total energy intensity is high for
transport, storage, and communication sector. It is important to note that demand for
textile, leather, rubber, and metal products are linked with basic necessities. And
demand for these products will increase along with the change in lifestyle or
process of economic development. Energy analysis for residential sector suggests
that India is facing the challenge of growing inequality in the economy, both in
terms of monetary expenditure and exploitation of energy resources. There is huge
difference in the consumption pattern and lifestyle across different socio-economic
groups in the country, which leads to the difference in distribution pattern of
consumption of energy resources. The analysis shows that average per capita total
(direct and indirect) energy consumption in urban area is quite high as compared to
rural sector. Low-income population lives in a very miserable condition consuming
only essential, sometimes inferior goods, resulting in very low per capita energy
consumption. On the other hand, upper-income classes, due to significant difference
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in lifestyle, which sometimes leads to conspicuous consumption pattern, is
responsible for a very high per capita energy consumption. Rich-poor gap is very
prominent in energy use pattern in the household sector, both in direct as well as in
aggregate terms.

With expanding population, increase in standard of living along with growing
demand for goods and services leads to high demand for energy resources. India is
world’s sixth largest energy consumer, responsible for 3.4% of global energy
consumption. Energy needs for industries in India are met through conventional
sources like coal, oil, or electricity. Renewable sources are still not able to provide
reliable and sufficient sources of energy due to lack of infrastructure and invest-
ment. Targeting better industrial energy efficiency is the most effective tool for
lowering energy demand in manufacturing sector. Energy efficiency can be
increased through use of energy efficient equipments and through other techno-
logical interventions. Some low-cost modifications are very effective and encour-
aging, which the industries need to identify. For example, Madukkarai Cement
Works plant in Tamil Nadu producing cement installed variable frequency drive
(VFDs) in the clinkering sections for seven cooler fans in the Kiln and for vacuum
pumps to reduce specific energy consumption by fans. As a result, 96.7 kWh of
energy was saved per fan and 30 kWh for the two vacuum pumps (TERI 2013).
Energy consumption should be optimized to ensure energy security and to reduce
pollution. Companies need to identify and implement the best practices by making
similar changes in equipment or processes. Waste heat recovery and utilization of
that heat is also effective tool for saving energy by industrial plants. Energy audit
and estimation of cost and saving in terms of energy can help in defining the
baseline standard. Financial incentives like provision of funds through public or
private sources (like corporate social responsibility) or provision of credit guarantee
to the early investors for energy efficient projects can also be useful in this regard.
For example, in Brazil, National Electricity Regulator asked energy distribution
companies to invest 0.5% of their revenue in energy-efficiency projects in 1998,
which has been successful in providing finance to such projects, even for now (IISD
2014). Monitoring, verification, and increase in awareness of efficient technologies
can also play an important role in determining the applicability and certainty of the
technologies. Legal and regulatory framework including the possibility of tax
exemption needs to be developed to facilitate investment in such projects. There is a
dire need to adopt policy measures like clean technology, increasing energy effi-
ciency, and fuel switching in energy-intensive services sectors like transport and
communication, for which experiences from different countries can help to design
feasible policy options (Mukhopadhyay 2008).

Power sector is one of the most energy-intensive sectors, with 65% of electricity
produced by thermal power plants. Industry sector is largest consumer of electricity
(43%), followed by residential sector (24%) in 2015–2016 (GoI 2017b), and their
demand is growing at a faster rate than other sectors. Average CO2 emission from
coal-fired thermal plants is 1.08 kg per KWh, which is 14% higher than that of
China’s. Transmission and distribution loss causes loss of around 22% of electricity
generated in India in 2015–2016. Thermal efficiency of coal-fired power plants is
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35–38% (Bhattacharya and Cropper 2010), due to high ash content and low heat
content of Indian coal. According to Khanna and Zilberman (2001), thermal power
plants would increase energy efficiency by improving coal quality. High tariff on
imported coal and lack of coal-washing facilities pose as impediments to implement
it. Growing demand for fuel is a major concern for thermal power plants, where
unavailability of gas or lack of infrastructure to adopt renewable technology pose
major problem in addition of capacity. High dependence on imported coal also
contributes to the high generation cost. Coal production needs to be increased by
encouraging private participation, which requires redesigning of regulatory
framework. Populist tariff schemes and operational inefficiencies are two major
impediments of financing, which need interventions to make the projects win-win
situation for all the stakeholders and to make energy-efficiency investments easier
and profitable. Apart from these, India needs to develop both conventional and
non-conventional forms of energy keeping in view of the pattern of energy demand,
fuel cost and availability of fuels.

Residential energy consumption in India is sourced from both commercial and
non-commercial energy sources. Firewood, crop-residue, and dung cake are major
sources of energy for domestic use. Commercial sources are electricity, kerosene,
and liquefied petroleum gas (LPG). Commercial fuels are energy efficient with
better heat exchange at the time of combustion and less polluting as compared to
non-commercial sources. Households generally switch to costly and cleaner com-
mercial fuels with increase in income, which is evident from the increase in average
expenditure on energy with increase in income. Switching to commercial energy
would increase energy efficiency and reduce pollution but annualized cost is much
higher for them. Providing subsidy to poor households for cleaner fuels like LPG
would help them to switch to cleaner fuels. Research and development need to be
encouraged to promote improved biomass stoves to ensure energy security. Energy
efficient electrical appliances would promote energy saving in household sector.
Electrical energy consumption can be significantly reduced through use of energy
efficient equipments for cooking, lighting, and other appliances like air-conditioner
or refrigerators. Energy efficient buildings can also reduce energy demand in res-
idential sector. Energy consumption tax on higher income groups can also dis-
courage excess energy consumption.

Residential sector is the ultimate consumer of goods and services. Total con-
sumption pattern of energy through goods and services suggests that inequality is
quite high for urban sector as compared to rural sector. Total energy consumption is
quite low in lower decile groups as compared to high-income groups, both in rural
and urban sector. Electrical appliances are a major source of energy consumption,
especially in higher income classes. These are energy intensive in direct terms, as
well as in terms of energy used for their production. Standard and labeling program
for energy appliances used in residential as well as agriculture sector like agricul-
tural pump sets, distribution transformers, motors, and other electrical machineries
has been beneficial in the context of energy saving. Petrochemical sector is one of
the major growing industries in India, covering the variety of products in every
sector, ranging from clothing, food packaging, furniture, toys, computers and
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household items to automobiles, construction and medical appliances. With
changing standard of living, the demand for these commodities is growing at a very
fast rate. Industries are required to adopt energy-efficient technologies in production
process and to promote energy efficient products to cut down energy consumption.
Research is needed to examine factors behind the slow diffusion of energy efficient
technologies in Indian context. Energy prices and tariffs should be revisited to
encourage the adoption of energy efficient technologies, especially in rural and
low-income households.

Change in consumption pattern due to change in lifestyle with the process of
economic development and access to basic services in remote rural areas may
increase energy demand, thereby promotion of alternative energy sources would be
helpful in overcoming the inequality. The changing global economy is creating
opportunities for continued progress in human development, which has negative
environmental effects like worsening climate change and growing social unrest.
Local and global initiatives should be taken to ensure adequate provision of global
public goods to meet global and regional challenges and respond to the growing
need with greater equity and sustainability.
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Mapping Meso-Economic Impacts
of Grid-Connected Solar PV
Deployments in India: A Social
Accounting Matrix Approach

Surabhi Joshi and Pritee Sharma

Abstract This chapter provides critical insights on developmental impacts of
renewable energy scale-up for Indian economy by constructing a social accounting
matrix (SAM). Taking a techno-economic perspective, impacts of grid-connected
solar deployment as new production activity are estimated for two-established
categories (DCR and Open) of solar deployment. This involved construction of
independent solar IO blocks integration as a new sector in 35 � 35 national input–
output table (2011) obtained from world input–output databases (WIOD). Wage
incomes associated with installation of a unit of grid-connected ground-mounted
photovoltaic solar power capacity in India is estimated in terms of skill-based labor
compensation generation. The study compiles data from NSSO 68th round data
(2011) on household consumption expenditure, employment and unemployment
indicators and status of education and vocational training to create consumption and
income distribution profile of the nine household categories. The analysis reveals
greater wage generation for urban households associated with solar deployment and
also highlights the fact that projects using domestically manufactured solar panels
provide comparatively wider distribution of wages across the household categories
and with better penetration in lower deciles of per capita expenditure indicative of
superior developmental impacts.
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1 Introduction

Dynamics of renewable technology promotion has unprecedently transformed
globally in less than a decade, following a sharp decline in production costs of
various renewable energy technologies. This has led to over sixfold growth in
renewable energy capacity installations (from 85 to 657 GW between 2005 and
2015), with over 164 countries working toward policy driven renewable energy
capacity targets (REN21 2016) in the coming decade. Indian energy mix is also
systematically transitioning toward a greater renewable energy base scaling up from
roughly 4000 MW installed capacities in 2002 to over 57,000 MW by 2017;
accounting for almost 16% of the country’s total generation capacities (CEA 2017).

The policy decisions aiming at energy transition of such magnitude implies
concomitant lock-in of substantial capital and material resources across the
deployment process. Further, as this process of change inextricably interacts with
economy, environment, and energy simultaneously a sufficiently sophisticated
analytical framework is needed to understand emerging techno-economic trends
and formulate effective policies around these energy transitions for developing
country like India.

Being a tropical country, potential of solar-based energy generation was rec-
ognized quiet early in the country with multiple initiatives promoting solar thermal
and photovoltaic installations more from the stand-alone end-user perspective.
A systematic supply-side intervention for solar scale-up came up under flagship of
National Solar Mission in 2010. The mission set a highly ambitious target of 20
GW in the program with an umbrella of incentives for scaling up grid-connected
utility scale solar power plants.

In February 2015, the Government of India released the report on “Renewable
Electricity Roadmap 2030 for India” (Niti Ayog 2015) in the first RE-INVEST
summit. Sharp decline in global solar photovoltaic (PV) costs and wind costs led to
revamping the already existing solar and wind target to 175 GW on renewables by
2022 (MNRE 2015). The policy decision to logarithmically scale-up RE capacities
of this magnitude bring with it strong expectations of not only transforming the
energy mix (54.4% renewable by 2027, NEP 2016) but also playing a critical role in
articulating the targets for Intended Nationally Determined Contribution (INDC) set
under UNFCCC Paris agreement for India. As of April 2017, the country’s solar
grid had a cumulative capacity of 12.28 GW. India quadrupled its solar-generation
capacity from 2,650 MW on May 2014 to 12,289 MW on March 31, 2017. The
country added 3.01 GW of solar capacity in 2015–2016 and 5.525 GW in 2016–
2017, the highest of any year (MNRE 2017).

Public policies for renewable promotion thus are endorsed with multiple per-
formance expectations. Policymakers usually delineate a list of benefits which
range from climate change mitigation to security of energy supply, creation of
domestic industry and local employment, expansion of domestic export, and also as
climate change adaptation strategy. (Joshi and Sharma 2014; Allan et al. 2011;
Hallegatte et al. 2011; Del Rio and Burguillo 2009; Reddy et al. 2006).
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India has voluntarily committed to divert substantial resources toward RET
scale-up under its national action plan on climate change. National Solar Mission
(NSM) has been the most ambitious of the proposed renewable energy promotion
program for the country. This makes it essential to critically assess implicit
socioeconomic benefits associated with Indian solar scale-up keeping a develop-
mental perspective in mind. This chapter estimates macro-economic impacts of
grid-connected solar PV deployment1 on Indian economy in terms of GDP and
employment generation potential along with distributive efficiency of wage income
generated among various skill categories and sectors across economy. The work
also compares impacts associated with the two distinct categories of solar
deployment under NSM, i.e., projects with domestic content requirement
(DCR) and open category projects to understand the localizations impacts.2

To address the above research agenda, the study has used input–output
(IO) analysis. Direct and indirect impacts of solar deployment are estimated by
tracing interindustry transactions involved in installing a unit of grid-connected
ground-mounted photovoltaic (GGPV) solar capacity. An independent solar IO
block is constructed for both DCR and open category deployment in order to
compare the economic impacts of technology localization. The study compiles a
representative model for existing grid-connected solar PV deployment policy
strategy in India using the SAM framework.

SAM extends the existing IO framework and depicts solar deployment leading to
income generation which in turn is allocated to institutional sectors. The impacts in
the study are distributed between two economic agents, i.e., the households, getting
labor incomes, and private corporations getting capital gains. The households are
categorized into nine categories on the basis of occupation. The relationship
between production structure, income distribution, and consumption profile of nine
household groups is harmonized for the analysis.

The prominent inquiry implicit in this work thus relates to developing an
understanding from techno-economic perspective of the qualitative differences in
the economy-wide impacts of the two modes of solar deployment in India. As the
green growth potential of a technology relates to its localization effects which is
markedly different for different renewable energy technologies (Carvalho 2015),
critical analysis of the deployment preferences for Indian solar transitions become
crucially important. A SAM for India with Keynesian-type multiplier model was
constructed and the following research questions are being addressed in the study:

• How do solar scale-up under DCR and open category deployment affect
household income generation via their effects on sector, production factors, and
consumption pattern?

1Grid-connected ground-mounted solar PV presently constitutes 98% of total solar deployment
capacity in India.
2National Solar Mission (2010) phase I provided differentiated incentives for solar deployment
projects using domestically manufactured (DCR projects) solar panels from those using imported
(open projects) C–Si solar panels.
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• How do solar sector induced economic growth trickle downs to poor for the two
categories?

The organization of contents for the chapter is as follows. Section 2 provides a
brief overview of existing Indian solar policy frameworks and elements. This is
followed by a discussion on the use and relevance of domestic content requirement
as a policy instrument for renewable promotion globally. Section 4 details
methodology, data sources, and data compilation for solar block integration and the
social accounting matric construction. The analysis and estimation of distributive
impacts of DCR and open solar deployment categories are detailed in section five
followed by concluding remarks in the last section, i.e., Section 6.

2 Indian Solar Policy: An Overview

India being a tropical country has immense potential for solar power generation.
Country enjoys over 300 sunny days annually with theoretical solar power recep-
tion on land area of about 5 PW-hours per year. The daily average solar energy
incident over India varies from 4 to 7 kWh/m2 with about 1500–2000 sunshine
hours per year (Indian Energy portal (2010).

There have been a number of long-running programs promoting demand-side
use of solar energy for cooking, lighting, water heating, small solar home systems,
and water pumping for agricultural use. This includes a long-term solar cooker
promotion program between 1980 and 1994 wherein 30% subsidy was provided on
the solar cooker purchase which was reduced to 15% subsequently subsidy is being
made available to manufacturer on 50% cost-sharing basis (Since 1994). Ministry
of New and Renewable Energy (MNRE) initiated a solar lantern program in early
2000, providing 30% capital subsidy on solar lantern purchase till 2009. Further,
there have been many incentives at state level for renewable promotion, for
example, Punjab Electricity Development Authority undertook a program for
financing large-scale PV pumps between (2000–2004) providing more than (70%)
subsidy on solar agricultural water pumping. These were mainly demand-side
interventions but major sectoral reforms were put in place to integrate establish
major renewable component to supply side in India.

There have been series of sectoral reforms augmenting renewable promotion in
India. The liberalization regime leads to two major reforms in the early 1990s for
the energy sector. The initial reform in the year 1990 opened utility companies to
private competition in India followed by a second reform in 1993 imposing
demand-side subsidy reduction. Since then there have been series of sectoral
reforms augmenting renewable promotion in India. The liberalization regime leads
to two major reforms in the early 1990s for the energy sector. This has been
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followed by few major institutional changes for integration of renewable energy in
the power mix as summarized below:

• Electricity Act 2003: The aim of this act was the modernization and liberal-
ization of the energy sector through the implementation of a market model with
different buyers and sellers. The main points included making it easier to con-
struct decentralized power plants, especially in rural areas and for captive use by
communities, and giving power producer’s free access to the distribution grid to
enable wheeling.

• National Electricity Policy 2005: Allows state electricity regulatory commis-
sion (SERC) to establish preferential tariffs for electricity generated from
renewable sources. National Tariff Policy 2006: Mandates that each SERC
specifies a renewable purchase obligation (RPO) with distribution companies in
a time-bound manner with purchases to be made through a competitive bidding
process.

• Rajiv Gandhi Grameen Vidyutikaran Yojana (RGGVY) 2005: Supports
extension of electricity to all rural and below poverty line households through a
90% subsidy of capital equipment costs for renewable and non-renewable
energy systems.

• Eleventh Plan 2007–2012: Establishes a target that 10% of power generating
capacity shall be from renewable sources by 2012 (a goal that has already been
reached); supports phasing out of investment-related subsidies in favor of
performance-measured incentive. The latest national electricity plan
(NEP-2016) puts the target of 40% renewables in the energy mix by 2027. The
major composition change is expected to come from the existing target of
100 GW grid-connected solar by 2022 with over.

As the major capacity addition in renewable energy sector is post-reforms. The
Indian renewable energy sector is predominantly driven by the private sector. The
next section delineates the details of the current solar policy and program initiated
under flagship of National Solar Mission (NSM) in 2010.

2.1 National Solar Mission (NSM)

For realizing immense solar potential in India an ambitious program, Jawaharlal
National Solar Mission (JNNSM) was launched on January 11, 2010. The objective
of the program has been to establish India as a global leader in solar energy by
creating the policy conditions for rapid technology diffusion and investment across
the country. The key initial mission targets are enumerated below

• To create an enabling policy framework for the deployment of 20,000 MW of
solar power by 2022. As the global dynamics of solar-based generation trans-
formed this target has been revamped to installation of 100 GW of
grid-connected solar by 2022
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• To ramp up capacity of grid-connected solar power generation to 1000 MW
within three years by 2013; an additional 3000 MW by 2017 through the
mandatory use of the renewable purchase obligation. As the capital cost of solar
utility installation drastically dropped, the earlier targets have been already
surpassed and Indian solar capacity stands at over 6 GW.

• To create favorable conditions for solar manufacturing capability, in particular,
solar thermal for indigenous production and market leadership.

• To promote program for off-grid applications, reaching 1000 MW by 2017 and
2000 MW by 2022

• To achieve 15 million m2 solar thermal collector area by 2017 and 20 million
by 2022.

• To deploy 20 million solar lighting systems for rural areas by 2022.

The mission adopted a three-phase approach, phase I from 2012–13, phase II
from 2013 to 17, and phase III from 2017 to 2022. A wide umbrella of dynamic
policy instruments aimed at efficient rent management under the conditions of
emerging cost and technology trends both under domestic and global spaces were
executed. The aim was to protect government from subsidy exposure in case
expected cost reduction does not materialize or is more rapid than expected (MNRE
2011). The next section details various policy instruments, structure, and elements
put in place for solar scale-up and their performance.

2.2 Policy Instruments for Solar Promotion in India

The Indian Government subsidizes solar power through a variety of policy mech-
anisms like financial incentives, public financing and regulatory policies and their
associated instruments as illustrated in Table 1 Renewable energy source
(RES) subsidies constitute market intervention on the part of the regulator are
designed to increase RES production by either lowering production cost or con-
sumer costs to under market rates or requiring demand to purchase certain volume
of RES such subsidies can be direct or indirect (Kammen and Pacca 2004).
Tables 2 and 3 delineate various direct and indirect subsidies for solar promotion

Indirect subsidies are not explicit payments or discounts but rather institutional
support tools. They include research and development funding, below cost provi-
sion of infrastructure or services or positive discriminatory rules such as regulations
facilitating grid access for RES power. Direct subsidies are explicit and quantifiable
payments, grants, rebates or favorable tax or premium (Batlle 2011). High inherent
substitutability of energy as commodity makes it difficult for a clean technology to
replace the established energy technologies in the existing centralized energy
regime. Promotion of clean technologies therefore invariably depends on subsidies
and incentives made available by policymakers.
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Table 1 Policy mechanisms and instruments for solar promotion

Policy mechanisms Policy instruments

Financial incentives Capital subsidy, grants, rebates
Tax incentives
Energy production payment

Public financing Public investments, loans, or financing
Public competitive bidding

Regulatory policies Feed-in-tariff
Utility quota obligation
Net metering
Obligation and mandate
Tradable renewable energy certificate

Table 2 Direct subsidies for solar deployment: NSM phase I

Subsidy type Details

Power purchase
agreements

State government undergo long-term power independent power
producers

High feed—in tariffs CERC fixes a premium solar tariffs (INR 11 to INR 14 per unit of
power produced)

Distinct REC solar
credits

INR 9.30 to INR 13.4 per Kwh

Source MNRE reports 2011–12

Table 3 Indirect subsidies for solar deployment: NSM phase I

Subsidy type Act

Providing renewable power producers (IPP) free access to the
distribution grid to enable wheelinga

Electricity Act 2003

Setting up preferential tariffs for RE generation from and
differentiated renewable purchase obligations for Discoms
(state-wise targets for solar generation)

National Electricity
Policy 2005

Policy targets for renewable energy generation (10% by 2012)a Eleventh plan 2007–
2012

Power unbundling and development of renewable energy credit
trading markets

CERC 2010

Single window clearance for renewable projects NSM 2010

Allows 100% FDI in the sector through JV MNRE 2003

Research and development funding NSM 2010

Relaxation on environmental clearance, i.e., no EIA for PV-based
solar power projects

NSM 2010

States facilitate utility-scale solar power projects transmission
substation (land, water, and clearances

NSM 2010

Proposed solar parks in states for facilitating targeted solar capacity
addition

NSM

aSome states like Karnataka have indicated to charge evacuation and wheeling charges in case
power is wheeled out of the state
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The policy targets have been revamped as the solar-generation costs have been
falling primarily due to the more than 80% reduction in production costs of C–Si
solar PV panels. The cost of solar generation which was 15–16 INR/kwh in the year
2010–2011 have already reached grid parity with some new megaprojects like
Bhadla in Punjab quoting as low as 2.44 INR/kwh in May 2017. The next section
details the solar policy structure under National Solar Mission.

2.3 Solar Policy Structure

The solar policy structure is two-tiered wherein state government has the autonomy
to formulate and operate through a separate state-level solar policy. Each state
already has a state energy development authority (SEDA) which had been tradi-
tionally routing the renewable energy projects facilitated through IREDA. The
policy framework and implementation get highly heterogeneous at state level.

The NSM mandates differentiated solar capacity targets for various states with
renewable purchase obligations (RPOs) and renewable energy credits (RECs) under
state jurisdiction. For specific technologies, central government policies and
guidelines have been implemented to different degrees by individual states, which
have resulted in inconsistencies between states. For example, states have different
policies regarding which entity (developer, power purchaser or transmission and
distribution company) is required to finance the extension of transmission and
distribution lines when generation facilities are developed beyond the reach of the
current grid. States also have different regulations regarding technical standards
such as mandating the location of the meter, which affects the measurement of the
amount of energy that is sold to the grid (NREL 2011).

Most of the initial solar scale-up in the country has been through the state routes.
Many states did not conform to the initial domestic content requirement (DCR) put
in place for the JNNSM projects and thus have been major drivers of the solar
capacity scale-up, by providing much needed arbitrage opportunity for international
solar manufacturers to route their solar panel into Indian market. Further, states
were provided autonomy for instrumenting many direct and indirect subsidies to
solar power plants like State of Gujarat added more than 800 MW solar capacity by
providing a secured power purchase agreement to the solar plant installers with no
DCR requirement. The entry of international solar panels drastically reduced the
cost of solar power generation from Rs. 16/KWh in 2011 to Rs. 3.40/KWh as
quoted by Rewa project of Madhya Pradesh in December 2016 (in a short span of
6 years) falling still further. The next section details the important policy elements
and sketches the details of growing solar innovation system in India.
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2.4 Solar Policy Elements

The initial NSM draft included strategies for solar promotion and technology dif-
fusion through three different routes. The policy document thus provides separate
incentives and performance standards for the three routes on the basis of technology
characteristics, existing market conditions, energy security coverage, and the scale
of deployment. The three elements of solar scale-up include

(1) Grid-connected ground-mounted PV-based solar power plants catering to
supply side of power generation.

(2) Off-grid or stand-alone PV installations with battery storage, along with various
end-user devices for lighting and ventilation catering demand-side market.

(3) Solar thermal-based power generation along with solar water heaters for
domestic and industrial use.

The performance of the three policy elements has been heterogeneous with
grid-connected solar PV generation outperforming not only the other two but also
the laid policy targets due to unprecedented advances in global solar PV manu-
facturing. The drastic fall in solar panel prices (almost 80% between 2009 and
2013) led to steep fall in levelized cost of energy production (INR 11/kwh to INR
3.40 in 2017) for grid-connected solar thus reaching grid parity for industrial and
household users in India. The last few years have seen the solar promotion in India
largely skewed toward scaling up of grid-connected solar PV installations with
off-grid solar and solar thermal targets not coping with the solar PV growth.
Figure 1 illustrates elements of solar innovation systems, transitions, and trans-
formation of policy targets along with key players in the domain.

Fig. 1 Elements of solar innovation system in India and transition process. Source Author’s
compilation
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3 Renewable Energy Technology Promotion and Domestic
Content Requirements

The national-level policies for promotion of RETs focus more on socioeconomic
benefits taking the endogenous development route. For example, renewable energy
policies of many developed countries complying with Kyoto protocol targets, like
Spain, Germany, and Italy, focus on employment generation potential from the sector
(Del Rio and Burguillo 2009). Further, emerging economies like India and China
focus on export possibilities through promotion of in-house solar manufacturing.

According to Kuntze and Moerenhout (2013) renewable energy policy of many
countries, at different levels of economic development attach local/domestic content
requirements to their support schemes and procurement tenders. Local content
requirements are policy measures that mandate foreign or domestic investors to
source a certain percentage of intermediate goods that are being used in their
production processes from local manufacturers or producers. These local producers
can be either domestic firms or localized foreign-owned enterprises. Often, the
legislation foresees a gradual increase in the percentage of inputs that needs to be
sourced locally. The overall objectives of local content requirements are seldom
spelled out explicitly, but usually developing local competitive industries or
increasing employment are addressed (Tomsik and Kubicek 2006).

Instruments like local content requirements/domestic content requirement (LCR/
DCR) have been imposed in countries like Brazil, Spain, China, and Canada for
wind-based generation while other countries like Denmark and Germany have
resorted to soft loans for projects having high local content-based elements.
Recently, even the developed technology market resorted to trade restrictions with
European markets imposing anti-dumping regulation on Chinese solar panels. In
India, policymakers initially focused on distinct local content requirements for
grid-connected solar PV and solar thermal projects. Further, as the DCR content in
Indian solar policy was questioned in WTO, Directorate General of Anti-Dumping
(DGAD) in India had proposed to impose anti-dumping duties of up to $0.48 per
watt on solar cells coming from the US and $0.81 per watt from China. For
countries like Malaysia and Taiwan, it is $0.62 per watt and $0.59 per watt,
respectively (Economic Times 2014). The strategy took a U-turn post-India’s rat-
ification to Paris convention of UNFCCC, where a target of 175 GW
grid-connected renewables was proposed with 100 GW capacity additions only
with solar.

Although WTO in the year 2016 has ruled against the DCR content in Indian
solar policy, mandating that it violates the free trade agreements and has to be
removed, studying the impacts of DCR on Indian solar sector is critically important
to understand the economy-wide impacts of promoting local manufacturing of solar
panels considering the fact that solar scale-up is one of the major elements in green
growth strategy for India.

The solar technologies are characterized by comparatively high spatial mobility
(Carvalho 2015), the supply chain tends to integrate more globally than locally.
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According to Farrel (2001), capability of LCR to create green jobs serves as the first
economic objective that helps in gaining political support. According to Del Rio
and Burguillo (2008), ability to create a high-quality permanent job in case of PV
sector occurs only during panel manufacturing. The process of power plant
installation is short for about initial 3–4 months usually creating temporary local
labor jobs followed by a handful of jobs for plant operation and maintenance over
the entire life cycle of about 25 years. Thus, the possibility of permanent green job
creation through solar promotion lies predominantly in the manufacturing sector.

Secondly, as LCR/DCR is aimed at fostering infant industries by protecting them
from foreign competition but may subsequently aimed at growth of an
export-oriented new sector. India traditionally has been an exporter of solar panels
and advent of JNNSM opened a path for indigenous demand creation. The timing
of the policy also coincides with unprecedented growth of Chinese solar manu-
facturing sector adversely impacts the industry niche creation in India. The LCR
criteria provided a security net for domestic manufacturing against Chinese dom-
inance in the sector.

According to Lewis and Wiser (2005), the LCRs also provide an increased tax
base for the government due to increased growth in manufacturing. Although GDP
and tax-base consolidation due to house manufacturing is economically favorable
there have been concerns regarding inflation in panel price in interstate transaction
reducing their viability w.r.t imported panels not needing to pay state taxes. The
government in the new GST regime has decided on 5% tax on the use of solar
panels thereby attempting to make up for the revenue loss due to use of imported
solar panels.

The LCR as a policy instrument can be effective when the proportion of required
domestic content is not too high and are gradually phased in (Lewis and Wiser
(2005). The first phase of NSM (2010–2011) has set the requirements that the
projects to be selected in the first round (2010–11) that are based on crystalline–
silicon technology had to use modules manufactured in India. This requirement was
strengthened in the second round (2011–12) in which all eligible PV projects must
use cells and modules manufactured in India (Government of India 2010).
The NSM further required that 30% of a project’s value in solar thermal projects
must be sourced locally. The scheme was administered by the NTPC Vidyut
Vyapar Nigam Ltd (NVVN 2010), which is a subsidiary of the public power
producer National Thermal Power Corporation.

Lewis and Wiser (2005) and Veloso (2001) find that LCR is only effective if
applied to a large stable market for a longer period. The NSM sets a long-term
policy target for scaling up solar installed capacity to 20 GW by 2020 revamped in
2015 to 100 GW of grid-connected solar by 2022. Thus, the policy holds potential
for a large solar market but the markets have been volatile with an unprecedented
fall in the cost of solar panel manufacturing globally. The second round of NSM
encompassing a capacity of 700 MW was later modified to effectively factor in
discrepancies in the cost of power generation for PV projects by equally dividing
the II phase quota to be auctioned under two heads through viability gap funding
mechanism with 350 MW of installed capacity routed through DCR route and
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350 MW through non-DCR-based route. According to Bridge to India (2014), the
differential in bidding between DCR and non-DCR projects translates to an addi-
tional expense of 65% incurred by the government.

The DCR content in Indian solar policy has to be phased out in accordance with
the WTO rulings but this also makes it crucially important that impacts of not
including a DCR content are evaluated from a developmental perspective.
A cognizance of the fact that the Indian solar policy articulated under National Solar
Mission is a major initiative within national action plan for climate change
(NAPCC 2008), catering also to the climate change vulnerability and climate
change induced adaptations for India. The next section provides details of DCRs in
renewable energy policies globally.

The socioeconomic expectations implicit in renewable scale-up often warrant
use of unique, normatively tailored policy design that fits well with
economy-specific developmental agenda. A highly criticized but popular strategy
among policymakers has been to instrument channelization of intermediate goods
for renewable energy deployment through local producer or manufacturer by
including domestic or local content requirements (DCR/LCRs).

Paradoxically even after being readily endorsed globally, status of DCR as a
policy instrument has been controversial and often criticized for its performance
ambiguities. For instance, Shrimali and Sahoo (2014) point at performance
inconsistencies even within the limited context of renewable energy industry while
Pack and Saggi (2006) find use of DCRs in industrial policies limiting for the
purpose of building competitive domestic market.

Contrastingly, Veloso (2001) evaluates DCR impacts positively pointing to the
fact that negative welfare assessments ignore gap between social and private
evaluations. According to him, DCRs encourage growth of networks between
domestic firms and protected industry, trigger learning effects, and attract greater
foreign direct investments. Lewis and Wiser (2001) find that DCRs increasing
growth in manufacturing and also bringing concomitant environmental benefits
mainly in the form of spillover effects with more competition lowering the cost of
green energy technology.

According to Farrel (2011), capability of LCR/DCR to create green jobs serves
as an economic objective strongly backed by political support. Augmented by the
fact that possibility of creating high-quality permanent job in solar PV sector occurs
predominantly during panel manufacturing phase (Del Rio and Burguillo 2009),
Kuntze and Moerenhout (2013) recommended case by case basis analysis of DCR
impacts that internalize complex country- and technology-specific conditions.

Taking the clue, this study takes the case of DCRs associated with targeted solar
PV deployments under Indian National Solar Mission (NSM). Existing literature on
the issue (Shrimali and Sahoo 2014 and Sahoo and Shrimali 2013) point at defi-
ciencies in Indian solar innovation system prescribing removal of DCR require-
ments in order to make Indian solar sector globally competitive and also to leverage
trade benefits associated with open markets in sector. However, regional socioe-
conomic benefits rendered by Indian solar DCRs have not been assessed.
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National Solar Mission (NSM) introduced a dynamic domestic content
requirement (DCR) for solar capacities deployed under National Solar Mission
covering all the three phases of policy roadmap. Phase I (2010–2013) stipulated
stringent domestic content requirement (DCR) criteria prohibiting installers from
using imported crystalline–silicon (C–Si) solar panels for NSM projects. However,
policy allowed use of imported thin-film panels leading to an evident arbitrage
toward thin-film installations.

For enhancing overall economic efficiencies of the program, NSM phase II
(commenced January 2014) applies a strategy of partial DCR-based capacity
addition. Thus, NSM phase II, batch I bidding involves bids for 750 MW of
capacity deployment comprising equally divided capacity for 375 MW DCR and
375 MW open categories (SERC 2013). The mandatory DCR criteria although
applies only to NSM projects funded by central (federal) government (MNRE
2009) making the policy sufficiently open to leverage trade induced benefits from
imported panels in state-level deployment, as discussed WTO has recently passed a
ruling against the DCR criteria classifying it as violation of free trade agreement in
year 2016 (WTO 2016).

The inquiry implicit in this work thus relates to developing an understanding
from techno-economic perspective of the qualitative differences in the
economy-wide impacts of the two modes of solar deployment in India. As the green
growth potential of a technology relates to its localizations effects which is mark-
edly different for different renewable energy technologies, critical analysis of the
deployment preferences for Indian solar transitions become crucially important.

The next section compiles an input–output-based simulation to assess economic
impacts associated with deployment of a unit MW of grid-connected
ground-mounted solar PV capacity in India. The impact estimation compares
projects using DCRs and those constructed under open category where primarily
imported solar panels have been used.

4 Model Compilation and Data

The section details methodology and data sources used for estimating direct and
indirect impacts of grid-connected solar PV deployment under DCR and Open
categories. Impacts of adding grid-connected utility-scale solar PV plants under
DCR and open category are traced by determining intersectoral productive relations
of Indian economy using input–output analysis. The section initially details
methodology and data sources for constructing solar blocks for DCR and open
category projects followed by construction of the social accounting matrix from IO
tables.
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4.1 Constructing the Solar Block

Miller and Blair (1985) propose two approaches to capture new economic activity
within an economy: i.e., through construction of a new final demand vector or
through addition of new elements in technical coefficient table of an economy. In
this work, we introduce solar generation as a new production activity for Indian
economy through construction of a separate solar deployment sector. Solar
deployment uses characteristically different inputs as compared to prevalent
coal-based power generation, independent solar IO blocks for both DCR and open
category deployment are constructed and integrated as a new sector in 35 � 35
national input–output table (2011) compiled from world input–output databases
(WIOD).

As there do not exist substantial contribution of grid-connected PV solar-based
power generation in Indian energy mix till 2011, a solar production block is
designed using expert data integrating engineering principle as elaborated later in
the text. Direct coefficients for employment and household income obtained from
WIOD socioeconomic accounts were used to estimate output multipliers. Figure 2
illustrates solar block formulation for both DCR and open category projects. The
constructed solar blocks are presented in Appendix 1 and 2.

Both solar blocks compile data at purchaser’s price obtained from 2013, MNRE
benchmark pricing which includes prices for C–Si PV panels, mounting structure,
power conditioning unit, construction, preoperative costs, operation, and mainte-
nance along with various financial intermediation activities undertaken in India
during deployment of ground-mounted solar power plant. The component inputs for
a unit MW installation were further detailed using various technical inputs (detailed
in Appendix 2). This is followed by adjustments for existing fiscal elements like
applicable subsidies, VAT, excise duty, and incurred transportation costs. The input
data is prepared at producer price for IO analysis.

The DCR block is differentiated by dissociation of solar panel manufacturing
industry into inputs for manufacturing module, wafer, and cells within the economy
while in case of non-DCR solar blocks, solar panels feature in the imports column.
The silicon ingots and investors are modeled imported for both the categories. The
constructed solar blocks are added as a new sector (36th) in already existing
35 � 35 IO table for India obtained from WIOD database. The following sub-
section details the IO analysis was undertaken.

WIOD national IO tables combine National Account System data which is
generated on the annual basis with national supply-use table (SUTs) to derive time
series of SUTs (Termurshoev and Timmer 2011). National supply and use tables
are available at current and previous year prices (35 industries by 59 products) and
National Input–Output tables in current prices (35 industries by 35 industries) data.
The database also provides a socioeconomic account sector-wise for the 15-year
time series. The data includes sector-wise employment coefficients and labor dis-
tribution data essential for employment impact assessment.
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Fig. 2 DCR solar block
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Deployment of new solar capacities would not only create direct and indirect
sectoral demand but also concomitantly generate local employment and wage
incomes. As Indian solar policy distinguishes between projects using imported and
domestically manufactured solar panels, independent solar IO blocks and integrated
as a new sector in 35 � 35 national input–output table (2011) for India from world
input–output databases (WIOD). Wage incomes associated with installation of a
unit of grid-connected ground-mounted photovoltaic solar power capacity in India
is estimated in terms of skill-based labor compensation generation using WIOD
socioeconomic account database (Fig. 3).

A social accounting matrix (SAM)-based analysis is performed to analyze
channels through which demand-driven interventions associated with
grid-connected solar PV deployments (DCR and Open) may affect income of
various occupational classes in India. This is done in two steps. First structure of
Indian economy (inclusive of the newly introduced solar sector) is sketched with
social accounting matrix (SAM) framework. This involved juxtaposition of
macro-data (national accounts and input–output table) and micro-data (national
surveys) under a unified data matrix to portray meso-level interactions of various
economic agents. The agents include production sectors, factor of production,
household groups and other institutions. Subsequently, SAM is used to develop a
multiplier simulation model aimed at tracking and quantifying the nature and extent
of linkages among demand created due to solar deployment, economic growth, and
income generation reflecting on concomitantly poverty reduction and distribution
impacts of solar deployment under DCR and open category.

4.2 SAM Construction

The SAM approach is a flexible tool which can be deployed with varying degree of
sophistication. The structure of SAM varies across countries. The differences are
with respect to kinds of classification applied, the kinds of sectors and groups
transactions distinguished and the degree of detail with which SAM is designed. In
general, the formats of SAMs are guided by socioeconomic structure of the
countries to which SAMs apply to, varying situations as regards to availability,
scope, and nature of basic data needed for SAM and are often tailored to the
pertinent research questions (Round 1981).

A SAM was compiled for India with specific integration of new solar sector
representative for DCR and open category deployments in India. The production
sector involved 36 sector economy modelled using 35 sector Indian IO table (World
Input–Output Database 2011) and one solar sector compiled by creation of solar
blocks. Further, the National Sample Survey, India (68th round; 2010–2011) was
used to compile distribution of per capita consumption expenditure for nine
household occupational classes. NSSO data also provides distribution of the rural
and urban population among five rural and four urban households. This data was
used to estimate household class consumption expenditure for year 2010–2011.
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Fig. 3 Open category solar block
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NSSO sector-wise consumption data was concorded to WIOD 35 sectoral classi-
fication adopted for SAM construction. The consumption expenditure thus obtained
was used to estimate household class share of consumption expenditure.

Trade, banking, insurance, business services, and real estate sector do not appear
in NSSO’s consumption list. The household consumption pattern given in recent
SAM for India (2007–2008; Pal et al. 2012) was used to obtain household con-
sumption expenditure for trade, insurance and banking sector, business service, and
real estate sectors. Thus, the household final consumption expenditure was dis-
tributed among the nine household’s classes in 2010–2011.

The total income of each of the nine households was estimated. The households
receive income through various sources like labor income, income from capital
owned by households, land income, and transfer income from government, and rest
of the world. The compiled data included only payments of wages for each of the
domestic sectors thus wage income estimated and considered endogenously rest
other components were exogenous to the model developed. The estimation of
income distribution involved use of WIOD socioeconomic accounts (SEA) data.
The sector-wise gross value added (GVA) was first segregated into labor and capital
component (Table 4).

The labor component which was available in three categories, i.e., high-skilled,
medium-skilled, and low-skilled labor was then estimated. The matching of
skill-based income was performed with nine occupational categories. The proce-
dure involved two sets of data sources. The data on percentage distribution of
population in various occupational classes according to educational qualification
was used from NSSO 68th round key indicators of employment and unemployment
in Indian database. The dataset also provided distribution of working population
sector-wise (NIC 2008 classification) and also demographically (Rural and Urban).
This data was concorded to 35 sector WIOD classification for the study.

To estimate household income from capital ownership data on payments of the
domestic production sector for the capital for year 2010–2011 was used. The
payment of capital along with net capital income of from ROW is treated as gross
capital income of the economy. The capital income was distributed into household
classes by obtaining households capital income shares available in SAM of 2007–
2008.

This is followed by estimating land income received by agricultural households.
The incomes would apply only to the income from land is received only by rural
agricultural self-employed household. The total payment for land factor is taken as
total land income of the class. The household personal income from different
sources does not match the column total of each HH classes of our SAM. A pro-rata
adjustment is done to obtain the control total, i.e., the row total of the each
household class in the SAM. Figure 4 illustrates the SAM constructed for DCR and
open category projects.

The SAM was constructed by extending 36 � 36 solar integrated IO table both
DCR and open category. The SAM matrix thus contained total 46 sectors, with 36
production sectors, nine households, and one for capital generation in the economy.
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Multiplier Analysis

The impact of any demand addition on the exogenous accounts of SAM is
transmitted through the interdependent SAM system among endogenous account.
The interdependent nature of system implies that incomes of factor, households, and
production sectors are all derived from exogenous injection in the economy via
multiplier

Y ¼ A � Y þX ¼ I � Að Þ�1 �X ¼ Ma � X

Y = Vector of endogenous variable, X = Vector of exogenous variables
(accounts)

A is the matrix of average propensities of expenditure for endogenous accounts,
I is the Identity matrix and Ma or (I − A)−1 is the matrix of aggregate accounting
multipliers (Table 5).

Total ¼ aggregate multiplier ¼ Gross output multiplier

When demand-driven interventions occur through sectors, relevant block for
impact analysis refer to M11 (Gross output impact of 36 sectors) or output multi-
plier, M21 (GDP impacts of two factor of production) value added or GDP mul-
tiplier, M31 (consumption impact in terms of nine consumption items) consumption
multiplier M41, household impacts of nine household groups or income multiplier.

One important feature of the SAM-based multiplier analysis is that it lends itself
easily to decomposition, thereby adding an extra degree of transparency in
understanding the nature of linkage in an economy and the effects of exogenous
shocks on distribution and poverty (Round 2003). The richness of the SAM mul-
tipliers comes from their tracing out chains of linkages from changes in demand to
changes in production, factor incomes, household incomes, and final demands
(Thorbecke 2000). Therefore, the SAM framework permits tracing and quantifying
all the propagation channels in the economy, and in doing so, provides a very useful
policy instrument for meso-level economy-wide impact analysis of demand-driven
interventions.

Table 4 Distribution of household income with respect to sources of income and by wages and
other components

Rural
households

Category Urban
households

Category

H1 Self-employed in agriculture H6 Self-employed

H2 Self-employed in
non-agriculture

H7 Regular wages/
salaries

H3 Agricultural labor H8 Casual labor

H4 Casual labor H9 Other HH

H5 Regular wages + others
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Fig. 4 Schematic of constructed SAM
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Multiplier matrix can be decomposed either as multiplicative decomposition or
additive decomposition. This analysis uses a multiplicative decomposition of
matrix. A fully articulated SAM would include essentially all economic transactions
and transfers between all economic agents. The matrix Z thus is a square matrix
where row and column sums are equal. There are certain parts exogenously spec-
ified making openings for the model. For instance,

G ¼ Z F
W B

� �

where F is the matrix of exogenous expenditure and B is matrix of exogenous
income allocation to final expenditures and F includes categories of final demand
which is specified exogenously.

For construction of SAM, the endogenous accounts Z are also distinguished
between interindustry transactions, final demand, and value-added categories. Let
S be the matrix of SAM coefficients which can also be partitioned into corre-
sponding coefficients for interindustry transactions (A), final demand (C), and
value-added category (V/H). This work uses a reduced version of SAM where all
value added is distributed into household incomes (wages and capital).

S ¼
A � � � C
..
. . .

. ..
.

H � � � 0

2
4

3
5

where

A is the matrix of interindustry coefficients
C is the matrix of endogenous final consumption
H is the matrix of coefficients allocating household income to value added
S can be defined as sum of two matrices

S ¼ QþR ð1Þ

Table 5 Impact submatrices of multiplier (Ma)

Sectors Factor Consumption Household

Sectors M11 (36 � 36) M12 (36 � 2) M13 (36 � 9) M14 (36 � 9)

Factors M21 (2 � 36) M22 (2 � 2) M23 (2 � 9) M24 (2 � 9)

Consumption M31 (9 � 36) M32 (9 � 2) M33 (9 � 9) M34 (9 � 9)

Household M41 (9 � 36) M42 (9 � 2) M43 (9 � 9) M44 (9 � 9)

Total Backward
linkages

Backward
linkages

Backward
linkages

Backward
linkages
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where

Q ¼
A � � � 0
..
. . .

. ..
.

0 � � � 0

0
@

1
A & R ¼

0 � � � C
..
. . .

. ..
.

H � � � 0

0
@

1
A

so that

X ¼ SXþF ð2Þ

where X = (XY) and F = (Fg). The vector X is, once again, the vector of total
outputs, Y is vector of total household income, F is the vector of exogenous final
demand, and g is the vector of exogenous household income.

Using these definitions in (Eq. 2), we can rewrite (Eq. 3) as:

X ¼ QX þRXþF ð3Þ

It follows that X − QX = RX + F or

X ¼ I � Qð Þ� 1RX þ I � Qð Þ�1F ð4Þ

We define T = (I − Q)−1R so that (Eq. 4) becomes

X ¼ TX þ I � Qð Þ � 1F ð5Þ

If we multiply through (Eq. 5) by T

we find TX ¼ T2Xþ TðI � QÞ�1F ¼ TðT�XÞþ TðI � QÞ�1F ð6Þ

but it also follows directly from Eq. 5 that

TX ¼ X � I � Qð Þ�1F so that

X ¼ T T Xþ I � Qð Þ�1F
h i

þ I � Qð Þ�1F

X ¼ I � T2ð Þ�1 Iþ Tð Þ I � Qð Þ�1F

ð7Þ

or
The matrix dissociation is performed as follows

X ¼ M3M2M1F

M1 is intra-group or transfer effect (within accounts effects) due external income
injection, where M1 = (I − Q)−1.
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This matrix defined as what is often called “direct (effect” multipliers since they
include what are easily recognized as Leontief output multipliers, but do not include
the multiplier effects associated with other sectors such as value added or house-
holds, usually treated as exogenous in input–output models. These multipliers are
also sometimes referred to as “intra-group” or own multipliers.

M2 is the extragroup or cross-effects. For the case of M2, we again use the
special case of partitioned inverse to obtain

where

M2 ¼ I� Tð Þ ¼ Iþ I�Qð Þ�1R
� �

The matrix M2 is often referred to as the matrix of indirect multipliers, since it
records how the effects of exogenous inputs of each type get transmitted of each
type get transmitted to the households’ sector but not the feedback of those
increases (or decreases) in household income subsequently on commodity con-
sumption. These multipliers are sometimes referred to as “extragroup” or open
group multipliers, since the feedback loop of the impact on household consumption
and value added is not included.

M3 is circular or inter-group effects measuring full circular effects
where

M3 ¼ I� T2� ��1¼ I� I�Qð Þ�1R
h i2� 	�1

The matrix of multipliers M3 is also referred to as the matrix of the cross or
“closed loop” multipliers, since they capture the feedback effects. For example, for
an increase in commodity exports, an exogenous demand, there is an accompanying
increase in the interindustry production to satisfy that demand as well as an increase
in household income, which in turn feeds back to further increase demand for
commodities and so on.

where

Ma ¼ M3 �M2 �M1

The next section addresses the question as to how changes in sectoral demand
due to solar deployment under DCR and open category impact different sectors,
factors, and consumption patterns. The total multiplier impacts are delineated in
Appendix 4 and 5.
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5 Results and Discussion

Development of an energy project generates impacts on local economy by creating
direct and indirect sectoral demand along with employment generation. The esti-
mations reveal favorable impacts on output multipliers under both DCR and open
category deployments in India. The multipliers of the two deployment categories
differ both within and across sectors indicative of the fact that the two deployment
categories will have different socioeconomic impacts on Indian economy.

The gross output multipliers (Appendix 4 and 5) for the solar sector (sector 36) is
highest in both DCR and open category projects although GDP, income and con-
sumption multipliers do not indicate the same trend pointing to the fact that net
economic and social impacts of solar deployments can significantly vary. The DCR
category shows high GDP multipliers for sectors like agriculture, retail, and
wholesale trade. The open category GDP multiplier was highest for wholesale
trade, followed by telecommunication and other supporting and auxiliary transport
activities.

The income multipliers in case of DCR are highest for retail trade followed by
agriculture and public administration. The income multipliers for open category are
higher for wholesale trade followed by telecommunication and electricity supply.
The consumption multipliers for DCR are highest for agriculture followed by
construction and inland transport. In case of open category, deployment agriculture
has also had highest consumption, multiplier followed by inland transport and
construction.

The multiplier model thus obtained was used to estimate income distribution
across the nine occupational household classes segregated in SAM. The analysis
indicated that total income generated/MW of solar deployment in 23.35% higher in
case of DCR deployments. Further, the composition of rural employment com-
pensation in total income is 46.7% in case of DCR and 35.84% in case of open
employment.

The DCR deployment triggers greater income generation in self-employed in
non-agriculture (37.27%) and casual labor (29.80%) categories for rural households
while the income generated are higher for self-employed in agriculture (26.4%) and
regular wages categories (22.01%), in case of open category. For urban households,
the highest income generation is in regular wages (68.56%) followed by
self-employed (19.1%) for DCR. The household income is more uniformly dis-
tributed for urban households in open category with low of 23.85% for others to
high of 26.51% for casual labor. The income composition profile is illustrated in
Fig. 5.

Further, multiplier decomposition was performed to segregate direct, indirect
and circular impacts of solar deployment under DCR and open categories of
deployment. The matrix M1 is defined as intra-group or transfer effect, which
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measures the within account effects resulting out of an external income injection
into the system. M2 is denominated as cross-effects or extragroup effects, which
measures the effects on the accounts other than the one where the injection took
place. M3 is the circular or inter-group effects, which measures the full circular
effects resulting out of an exogenous income injection into the system, after
returning to the account where the injection originated (Alarcon 2000).

Table 6 delineates results in terms of net difference in multipliers (% change)
under the DCR and open categories. Direct impacts of open category deployments
(M1) is marginally higher than the DCR category but it do not show any
cross-sector impacts highlighting the fact that open category deployments are not
integrated deeply within the economy. The indirect impacts or the cross-sector
impacts (M2) is predominantly under the DCR category with highest impacts
mapped in textile, paper and pulp, leather and footwear, water transport and private
household category. The M3 circular effects are for both DCR and open categories
but the sector impacted by circular effects widely vary between DCR and open
category. In case of DCR, the highest impacts are mapped for other community and

HH1 HH4 HH8

HH1, 17.73

HH2, 34.27

HH3, 10.66

HH4, 29.80

HH5, 7.53

Ruralincome,
46.72

HH6, 19.10

HH7, 68.56

HH8, 9.89

HH9, 2.45

Urban Income,
53.28

HH1, 26.41

HH2, 19.13

HH3, 15.62

HH4, 16.77

HH5, 22.06

Ruralincome,
35.84

HH6, 25.33

HH7, 24.31

HH8, 26.51

HH9, 23.85

Urban Income,
64.16

%
IN
CO

M
E
D
IS
TR

IB
U
TI
O
N
AC

RO
SS

H
O
U
SE
H
O
LD

S

HOUSEHOLD TYPE

DCR OPEN

Fig. 5 Income distribution across households for DCR and open category solar deployment
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social services, agriculture and community services while sectors like electricity,
wholesale trade, and post- and telecommunication are higher in case of open cat-
egory deployment. These results further highlight the qualitative difference and the
potential of extremely distinct socioeconomic impacts induced by DCR and open
category deployments.

In case of household income multiplier, M1 multipliers for direct effects are
equal in case of both DCR and open deployments, M2 cross-effect multipliers are
higher for DCR category rural casual labor, rural wage, and others, urban
self-employed, urban others, M3 circular effects are higher for urban other, rural
wage and others and urban casual labor for DCR and rural casual labor, urban
regular wages, and rural self-employed in agriculture in case of open category. The
results thus indicate a good backward integration of DCR deployment in the Indian
economy. The M3 or the circular impacts are mixed for DCR and open categories.

Thus, DCR deployments would lead to greater economic engagement and
benefit in terms of GDP and jobs generation. Recent literature dealing with
employment impacts of renewable energy policies indicate that local socioeco-
nomic benefits from renewable energy policies are only possible when elasticity of
substitution between labor and capital is low and when capital is not internationally
mobile. Further, the benefits would accrue when labor intensity of renewable
generation is high as compared to conventional generation (Rivers 2013).

According to the latest Indian census 2011 over 69% of population stays in rural
India, the distributive efficiency of income effects for solar deployment is better
under DCR category having greater income generation for rural households. Further
as highest income generation is in self-employed in non-agriculture and casual
labor, studying the within-group quintile data (NSHIE 2004–2005) indicates that
over 68.8% of the casual labor fall in the lower two income deciles.

Table 6 Summary of direct (M1), cross (M2), and circular impacts of solar deployment in India

Sector DCR Open No. of sectors High impact sectors

M1 present present 36, 36

M2 present Not
detected

36, 0 Textile, paper and pulp, leather,
transport,

M3 present present 18, 18

Income High impact households

M1 present present 9, 9

M2 present Not
detected

RH4, UH6, RH5,
UH9

M3 present present UH9, RH5, UH8 RH4, UH7
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In case of solar PV sector, possibility of high-skilled permanent employment
generation predominantly occurs during manufacturing stage, followed by a small
number associated with operation and maintenance of the plant. Furthering, this is
the fact that at present there exists a strong trend toward vertical integration of solar
PV manufacturing sector instrumented by use of fully automated assembly lines
leading to greater probabilities of labor capital substitution in the sector. This trend
reduces future probabilities of international fragmentation of factors or splicing of
supply chain thus concentrating manufacturing of solar panels in a region or ter-
ritory which already has monopoly in the market.

According to Veloso (2001), welfare effects of DCR are well established pri-
marily in the cases where there exists a generic gap between social and private
opportunity costs of resource use by an industry or when there is a strong possibility
of learning and knowledge spillover associated with foreign manufacturer investing
in developing economies. The authors argue that for efficiently leveraging eco-
nomic growth opportunities rendered by National Solar Mission, strategies to home
the capital associated with solar manufacturing becomes critically important. Policy
instruments like DCR have potential to play a pivotal role in homing the charac-
teristically mobile capital of solar PV manufacturing by providing an opportunity
for long-term stable solar market demand and also ensuring domestic employment
creation.

Further, authors argue that NSM is one of the key initiatives undertaken under
the umbrella of National Action Plan on Climate change (NAPCC) launched by
Indian government in the year 2008. Therefore, impacts of various policy instru-
ments like domestic content requirement (DCR) under NSM have to be analyzed
through a more holistic perspective bringing in the concerns of distributive effi-
ciency under climate constrained conditions and economy-wide welfare impacts of
the policy into focus. The agenda for Indian National Solar Mission transcends the
existing narrative of conventional industrial policy strategy for promoting RET
deployment in India to a developmental strategy fine-tuned for alleviating impacts
of intrinsic climate change vulnerabilities of Indian economy along with fulfilling
the aspired developmental goals.

6 Conclusions

The justification of scaling up renewables in developing and emerging economies is
not only framed under an opportunity to leapfrog and move toward low emission
developmental pathways but also an expectation of inclusive and equitable eco-
nomic growth. However, there exits significant ambiguities in forecasted values of
green job creation associated with renewable energy deployment in both meta- and
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country-specific studies. For instance, Cameron and Van Der Zwaan (2015) find
significant uncertainties in quoted figures of job creation potential for RETs, both
across and within the existing studies. Jain and Patwardhan (2013) analyze impacts
of renewable energy policies in India and conclude mixed impacts of scaling RETs
for Indian economy, depending mostly on character and configuration of specific
RETs.

Further, Cai et al. (2011) estimate that a percentage increase in solar PV gen-
eration in China will lead to 0.68% percent increase in total employment. A later
study by the authors (Cai et al. 2011) also points toward aggravated gender
inequality in the new, fast-growing renewable energy sector for China. Cox et al.
(2014) find a negative unconditional cross-price elasticity of labor demand and
rising electricity prices due to renewable installation.

This chapter focuses on estimating economy-wide impacts of solar PV
deployment under two well-defined categories of DCR and open category projects
in India by understanding the pathway for the economy-wide impacts triggered due
to deployment of solar power plants in India. The analysis reveals greater wage
generation for urban household in medium and high skill category associated with
current solar deployment strategy. Further, DCR deployments have higher back-
ward integration in Indian economy with strong cross-sectoral linkages. The study
also highlights the fact that projects using domestically manufactured solar panels
provide comparatively wider distribution of wages across the household categories
and with better penetration in lower deciles of per capita expenditure. Thus, DCR
deployments provide better opportunities for inclusive economic growth and
development for India as compared to open category solar deployments.

Green growth regime has ushered an era of phenomenal transformation in
composition and structure of energy sectors globally and more so for countries like
India which are expected to leapfrog into cleaner energy alternatives. Trajectory of
these transitions are critical and defining the development pathways for emerging
economies of India, requiring a clear understanding of socioeconomic impacts.
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Appendix 3

Impacts of DCR and open category deployments are estimated in terms of total
GDP output, household income, employment, and distributive efficiencies of
income generation. Research models introduction of a new sector (solar PV) in
Indian economy. The IO analysis maps relationship between expenditure generated
during project deployment and its impacts on 35 + 1 sector Indian economy. The
results are estimated in terms of either increased demand in the economy or total
change in output of regional economy due to a final demand of the new sector j
estimated using the equation:

DX ¼ OMj � DFDj

X total output of the regional economy,
OM output multiplier
FD final demand

The relationship between expenditure generated by a certain project DFD and its
impacts in the economy in terms of increased demand of good and services ðDXÞ is
depicted in following relation

DX ¼ I � Að Þ�1DD

where I is the identity matrix, A is the matrix of technical coefficients (which
reflects the percentage of production from each sector consumed by each of all
productive sectors) and I�Að Þ is Leontief inverse that represents the total (direct
and indirect) requirements per unit of final demand.

Therefore change in output of total economy (35 sectors, WIOD National Input–
Output table for India) where demand of n sectors change can be estimated as

DX 1�1ð Þ ¼ n 1�35ð Þ � OM 35�1ð Þ � FD 35�1ð Þ
� �

The employment change in the economy due to given change in final demand of
sector j is estimated as

DE ¼ TDIE� DFDj

where E is the sectoral employment and TDIE is employment total direct and
indirect employment coefficient or simple employment multiplier of sector j. The
total change in the employment of the economy in case where final demand of n
sectors changes is estimated by
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DE 1�1ð Þ ¼ n 1�35ð Þ � TDIE 35�1ð Þ � FD 35�1ð Þ
� �

The total household income change in the regional economy due to given change
in final demand of sector j is estimated as

DI ¼ TDII� DFDj

where I is household income and TDII is household direct and indirect income
coefficient or income multiplier of sector. The total change in household income in
the case where final demand of n sector changes is estimated by:

DI 1�1ð Þ ¼ n 1�35ð Þ � TDII 35�1ð Þ � FD 35�1ð Þ
� �

The distributive efficiencies of employment generation between high, medium
and low-income jobs were estimated using year-wise socioeconomic accounts data
made available by WIOD satellite accounts. The database provides sector-wise low-
, high-, and medium-skilled labor share in the total income generated. The esti-
mations involve

DI ¼ DHSLþDIMSLþDILSL

Total income generated can be classified into high-skilled income,
medium-skilled income, and low-skilled income generation. The distributive effi-
ciency of income generation when final demand change of all the n sectors in the
economy are considered

DIHSL 1�1ð Þ ¼ n 1�35ð Þ � TDIHSL 35�1ð Þ � FD 35�1ð Þ
� �

DIMSL 1�1ð Þ ¼ n 1�35ð Þ � TDIMSL 35�1ð Þ � FD 35�1ð Þ
� �

DILSL 1�1ð Þ ¼ n 1�35ð Þ � TDILSL 35�1ð Þ � FD 35�1ð Þ
� �

.
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Comparison of Carbon Hotspots
of India and China: An Analysis
of Upstream and Downstream Supply
Chains

Priyanka Tariyal

Abstract The present study enables the analysis of carbon hotspots responsible for
CO2 emissions in India and China. The hotspot approach indicates the contribution
of the various sectors to direct emissions of CO2 and carbon footprints with a focus
only on single pollutant, CO2. The direct emissions considered in this study refer to
the CO2 emissions generated by a sector to meet its own final demand and demand
from all other sectors of the economy, while footprints pertain to the total volume of
CO2 emissions embodied in the upstream supply chain of a sector (Katris 2015).
Using the direct and embodied CO2 emissions, a hotspot is identified as a point on a
sector’s supply chain (either upstream or downstream) that represents emissions
above some standard level. The analysis uses the World Input–Output Database
(Timmer et al. 2015) for data on India and China. For the purpose of analysis, only
initial and final years, i.e. 1995 and 2009 of this database, have been considered.
However, the study further extends the hotspot analysis of Indian economy for the
year 2011 by using OECD Intercountry Input–Output Database (OECD 2015). The
analysis allows us to identify the sectors that deserve more consideration for mit-
igation for the success of CO2 emission reduction strategy.
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1 Introduction

The economic system of an economy is not isolated from the ecological system
(Machado et al. 2001), and thus, the former may damage its own sustainability by
ignoring the latter. Therefore, sustainability of development patterns followed by the
largest and the fourth largest greenhouse gases emitter, China and India respectively,
has significant socio-economic and environmental implications for the two countries
and for rest of the world. Under the Paris Agreement, all countries must commit and
adhere to aggressive cuts in carbon emissions which will be toughest for India and
China, the world’s two most populous countries. In India, which is home to about
1.3 billion people, there is a push to createmore jobs in themanufacturing sectorwhich
would result in massive energy demands whereas China, on the other hand, is trying to
move from a manufacturing-centric workforce to a service-oriented society. But its
needs are growing too, as more and more of its population enters the middle class.
India’s emissions are lowwhen comparedwithChina, as India accounts for only 4%of
the global cumulative energy-related emissions since 1850, which is 15% for China
(C2ES 2015). But there is an increased pressure on developing countries like India to
participate, in the globalmitigation efforts to stabilize the climate. Both India andChina
have set a framework for low carbon development at national level which is evident
from incorporation of carbon emission intensity targets by China in 2012 into their
five-year plan and development of National Action Plan onClimate Change (NAPCC)
by India in 2008 and 2009wherein the States were directed to develop their own plans.

Thus, this paper attempts to identify the sectors responsible for carbon emissions
in the Indian and Chinese economy. The specific objectives of the study are:

• To identifying CO2 ‘hotspots’ in downstream and upstream supply chains using
environmental input–output framework for India and China.

The study employs the hotspot approach that shows the contribution of the various
sectors to direct emissions and carbon footprints. The direct emissions for this study
considered are the CO2 emissions generated by a sector to meet its own final demand
and demand from all other sectors of the economy (Katris 2015). A widely accepted
and concrete definition for the carbon footprint does not exist at present. However,
for this study, the total volume of CO2 emissions which are embodied in the upstream
supply chain of a sector has been considered as footprints. Further, a hotspot is
identified as a point on a sector’s supply chain (either upstream or downstream) that
represents the CO2 emissions above some standard level. Thus, the analysis allows us
to identify the sectors that deserve more consideration for mitigation policies. The
input–output methodology is used to identify and compare CO2 ‘hotspots’ in
downstream and upstream supply chains in India and China. In order to analyse the
emissions generated by various industrial sectors in a specific economy or world-
wide, the input–output frameworks have been used by various researchers. An edi-
torial by Wiedmann (2009) provided a transitory historic context of the connection
between input–output analysis and environmental research. The environmentally
extended input–output analysis is widely used to assess the environmental impacts in
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the form of emissions embodied in goods and services that are traded between nations
(Kitzes 2013). This application holds important prospects for designing mitigation
policies depending on the nature of the environmental impact. The literature available
for identification of ‘hotspots’ either focuses on a particular economic sector or
applies difference methods/techniques to scrutinize various environmental effects.
For instance, Acquaye et al. (2011) performed the life-cycle assessment (LCA) by
making use of input–output analysis to identify hotspots along the biodiesel supply
chain. Turner et al. (2012) by using a CGE model determined hotspots in metal
manufacture within the Welsh economy and attempted to construct a sectoral
emission account for the key pollutant CO2 using a ‘bottom-up’methodology. On the
other hand, Minx et al. (2009) applied multiregional input–output models to carbon
footprinting in areas including trade, supply chains, emission driver. By extending
the applications of the conventional demand-driven input–output model, Court et al.
(2015) identified hazardous waste hotspots in the supply chains of different final
consumption good and consumption groups. After reflecting upon the review of the
studies, Sect. 2 discusses the methodology of the study. In Sect. 3, we discuss
empirical results followed by the conclusion in final section.

2 Data Sources and Methodology

The carbon hotspot analysis for China and India has been carried out by using the
World Input–Output Database (Timmer et al. 2015). The WIOD database com-
prises the input–output transactions among 35 industries for 40 countries from 1995
to 2011. For the purpose of analysis, only initial and final years, i.e. 1995 and 2009
of this database, have been considered. Thus, carbon emitter’s analysis is facilitated
with the help of two wide data sets obtained from WIOD, namely National Input–
Output Tables (NIOT) in current dollars at purchaser’s prices for 35 industries for
Indian economy and environment accounts from WIOD (Genty et al. 2012) which
provides data on CO2 emissions at the industry level among other parameters of
emissions. The study further extends the hotspot analysis of Indian economy for the
year 2011 by using OECD Intercountry Input–Output Database (OECD 2015). This
database includes 57 OECD and non-OECD member countries along with rest of
the world and shares the same sector grouping as WIOD.

In the beginning, Leontief (1936) demand-driven model in open input–output
framework is constructed that follows the methodology presented with Miller and
Blair (2009). Then, the conventional input–output table is extended to environ-
mental input–output framework using sectoral emission output coefficients with the
help of satellites emission data obtained from WIOD (Genty et al. 2012). The study
focuses only on the carbon emission; therefore, only CO2 emissions have been
taken into account for the purpose of analysis. As the emission data from WIOD
project (Genty et al. 2012) for various industries are available only till the year
2009, the same is forecasted for the year 2011 by using appropriate univariate
ARIMA models for different industries.
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2.1 Single Region Input–Output Framework

I–O tables record sales by one producing sector to another and to the final users.
The sector’s distribution of output throughout the economy is represented in the
form of the rows of the interindustry transactions table. On the other hand, the
columns of the interindustry transaction table represent the supply of inputs by
various sectors of the economy to a particular sector to produce its output.

An input–output framework with n industries for an economy can be expressed
in the form of the following expressions:

Xi ¼
Xn

j¼1

Xij þ Yi i ¼ 1; 2; 3 ð1Þ

where Xij is the output produced by sector i which is consumed as an input in sector
j and Yi denotes final demand. Furthermore, the proportion of each input to the
output of sector j is denoted by

aLij ¼ Xij

Xj
i; j ¼ 1; n ð2Þ

aLij give the input of the ith sector required directly for producing one unit of
output of jth sector and are called input or technical coefficients.

Thus, above-mentioned Eq. (1) is formulated with Eq. (2) as Leontief produc-
tion function Eq. (3):

Xi ¼
Xn

j¼1

aLijXj þ Yi i ¼ 1; n ð3Þ

where X is endogenous and the column final demand and Y is exogenous. In matrix
notation, Eq. (3) can be written as:

X ¼ ALX þ Y ð4Þ

where AL is the n � n coefficient matrix consisting of standardized elements of aLij
obtained in Eq. (2). This equation is a fundamental equation of the open Leontief
model. Further, Eq. (4) can be written as:

X ¼ I � ALð Þ�1� Y ¼ Lij � Y ð5Þ

where Y is a diagonal matrix and (I − AL)
−1 is n � n matrix known as Leontief

(1936) inverse or output multiplier and gives both direct and indirect requirements
of inputs. While direct inputs are those purchased by the sector under consideration,
indirect inputs are those purchased by all other sectors in which production has to
adjust in order to supply inputs to a specific sector.
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2.2 Environmental Input–Output Framework: Application
of Hotspot Approach

The methodology for hotspot detection is similar to one adopted in studies by
Okamoto (2005) and Katris (2015). Firstly, the output emissions coefficient for each
sector is calculated which is given by

eij ¼ Ej

Xi
i ¼ j ð6Þ

where Ej is the total CO2 emissions from industry j and Xj is gross output of
industry j. The E matrix which contains the output emissions coefficient along the
diagonal is pre-multiplied to the Leontief inverse from Eq. (5) for obtaining
equation for the environmental input–output model which is given as:

EX ¼ E I � ALð Þ�1� Y ð7Þ

The emission multiplier of industry j gives the total CO2 emissions generated by
all the sectors to meet one monetary unit worth of sector j final demand.

Em ¼
Xn

i¼1

eij � I � ALð Þ�1 i ¼ 1; n ð8Þ

Thus, the column sum in Eq. (8) gives the CO2 emissions Type I multiplier.
Further, with the multiplication of final demand matrix Y with Eq. (8), we get CO2

emissions matrix (Cem).

Cem ¼
Xn

i¼1

eij � I � ALð Þ�1Y i ¼ 1; n ð9Þ

It provides a decomposition of the CO2 emissions generated by each sector. The
sum of the rows in the matrix gives the direct emissions of CO2 for each sector,
while the column sum gives the carbon footprint. Analysing the elements of
(9) enables the ‘hotspots’ detection in downstream and upstream supply chains.
Using the estimates of the direct emission obtained for different industries from (9),
Type (A) hotspots are identified that generate higher emissions in comparison with
other sectors in an economy. While by using the estimates obtained for carbon
footprint of different industries, Type (B) hotspots are identified that generate more
carbon footprint compared to other industries in an economy. Finally, Type
(C) hotspots are identified on the supply chain of a sector as those sectors that
embody emissions above the row maximum average (that has been set as the
threshold level for the study) in serving all types of final consumption demand
(Okamoto 2005).
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2.3 ARIMA Model

Auto-regressive integrated moving average (ARIMA) models are useful in time
series forecasting as they unfold the autocorrelations in the data. Many researchers
have useel for forecasting time series data. In this study, we apply the automatic
ARIMA methodology which forecasts a value in a time series as a linear combi-
nation of its own past values and errors both. However, one of the limitations of
using this model is that it does not elucidate the arrangement of the fundamental
data mechanism while approximating historical patterns. ARIMA comprises three
order parameters, i.e. (p, d, q).

An auto-regressive [AR(p)] component refers to the use of past values in the
regression equation for the series Y. Here, parameter ‘p’ implies the number of lags
used in the model. Suppose if p = 3, ARIMA (3,0,0) is denoted as:

Yt ¼ cþ a1Yt�1 þ a2Yt�2 þ a3Yt�3 þ et ð10Þ

where a1, a2 and a3 are parameters for the model.
The parameter ‘d’ implies the degree of differencing in the integrated [I(d)]

component. The said parameter is used to make the time series stationary by
subtracting the current and previous values in the time series d times.

Furthermore, a moving average [MA(q)] element implies the error of the model
as a combination of previous error terms et. The third parameter ‘q’ specifies the
total number of terms to be included in the model.

Yt ¼ cþ a1et�1 þ a2et�2 þ � � � þ a3et�q ð11Þ

Then, the combination of three components of ARIMA model, namely differ-
encing, auto-regressive and moving average can be written as a linear equation:

Yt ¼ cþ a1Ydt�1 þ apYdt�2 þ � � � þ a1et�1 þ aqet�q þ et ð12Þ

In this paper, time series yearly data on emissions of CO2 in India are considered
for each of the 34 industries obtained from WIOD (Genty et al. 2012). Therefore,
there is no seasonal variation in the data. ARIMA models have been used for
forecasting of carbon emissions for each of these industries. This analysis has been
facilitated with the help of automatic ARIMA forecasting function in E-views 9.
Appendix Table 21 provides the best-fitted ARIMA models that are used to forecast
the emissions for the year 2011 along with the emissions forecasted.
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3 Results and Discussion

3.1 Results Carbon Hotspots Detection in Upstream
and Downstream Supply Chain for the Years 1995
and 2009 for Chinese Economy

This section discusses the direct CO2 emissions and footprints of Chinese economic
sectors for the years 1995 and 2009 to identify the Type (A) and Type (B) carbon
hotspots, respectively. Further, Type (C) hotspots are identified from the down-
stream supply chain of the sector with highest direct emissions and upstream supply
chain of the sector with the highest carbon footprint for the years 1995 and 2009.

3.1.1 Direct CO2 Emissions

The top 15 most polluting sectors of the Chinese economy in terms of direct
emissions of CO2 in 1995 are shown in Table 1. The direct emissions are based on
the row sums for each of the sectors in carbon emission matrix, i.e. Equation (9). In
Table 1, from column 5 it can be seen that percentage share in direct emissions for
‘electricity, gas and water supply (EGWS)’, ‘other non-metallic mineral’, ‘basic
metals and fabricated metal’, ‘chemicals and chemical products’ is 72.85%, and
thus, these four sectors are classified as Type (A) hotspots. ‘Electricity, gas and
water supply’ has the highest direct CO2 emissions. The reasons for these relatively
higher emissions in the first two Type (A) hotspots sectors, i.e. for ‘electricity, gas
and water supply’, ‘other non-metallic mineral’, could be attributed to the high
emission intensity of 29.92 and 4.55, respectively. But high emission intensity is
not an absolute driver of carbon emissions since the emission intensity of Type
(A) hotspot ‘chemicals and chemical products’ is relatively lower than ‘basic metals
and fabricated metals’ in spite of relatively high carbon emissions by the latter.
Thus, high emissions from ‘basic metals and fabricated metal’ are due to the high
value of total output given in column 8. Similarly, in case of ‘agriculture, hunting,
fishing and forestry’ and ‘food and beverages’, high value of total output is
responsible for high direct carbon emissions, instead of emission intensity. Thus,
carbon emission intensity and high value of total output could lead to high emis-
sions by the sector.

The results from Table 2 show that three sectors, namely ‘textiles and textile
products’, ‘rubber and plastics’ and ‘education’ among the top 15 direct emitters in
1995 have been replaced by ‘water transport’, air transport and ‘other community,
social and personal services’ in 2009 for the Chinese economy. Apart from this, the
quantity of total direct emissions by top 15 sectors has increased from
2,123,368.61 kt of CO2 in 1995 to 4,700,966.56 kt in 2009. The percentage share
in total direct emissions for ‘electricity, gas and water supply’, ‘other non-metallic
mineral’ and ‘basic metals and fabricated metal’ is 75.97% and thus identified as
Type (A) hotspots. Further, Type (A) hotspot in 2009 is same as those appear in
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1995 but without ‘chemical and chemical products’. Among the three Type
(A) hotspots recognized, carbon emission intensity given by column 6 is not the
sole reason for high direct emissions by ‘basic metals and fabricated metals’ as it is
in case of other two Type (A) carbon hotspots. The high value of total output of the
sector is responsible for high direct emissions by the sector. Thus, analysing
emission intensity along with volume of production helps in drawing a conclusion
regarding the major driver for CO2 emissions by a particular sector.

Table 3 exhibits the results for the downstream supply chain of the top Type
(C) hotspot sector, i.e. ‘electricity, gas and water supply’ in 1995. Using Table 1, it
can be seen that the sector uses only 17.83% of its total output to meet its final
demand but from column 5 of Table 3 it may be noticed that only 12.27% of the
sector’s emissions are generated for its own final demand. Thus, Type (C) hotspots
on this sector’s downstream supply chain are identified.

Table 3 shows that the embodied emissions are the elements of each sector in
electricity, gas and water supply sector row in Eq. (8). Column 6 shows the ele-
ments of each sector on the row of ‘electricity, gas and water supply’ in emission
multiplier matrix given as Eq. (8). Those elements of India’s CO2 emission matrix
in Eq. (9) are identified as Type (C) hotspots which are above the average of the
row maximums of (9), which is in our case is 20,682.22 kt of CO2. Thus, there are
13 sectors identified in the downstream supply chain of ‘electricity, gas and water
supply’ as Type (C) hotspots. These 13 sectors contribute 82.56% of the total
emission in the sector. The ‘construction’ sector has the largest share, i.e. 25.25% in

Table 3 Carbon hotspots on China’s downstream supply chain of ‘electricity, gas and water
supply’ for the year 1995

S.
No
(1)

WIOD
sector
code
(2)

Sectors name
(3)

Embodied
CO2

emissions
(4)

Percent
share of
EGWS
total
direct
emission
(5)

CO2

emission
multiplier
(6)

Total final
demand
(Yj) (7)

1 AtB Agriculture,
hunting,
forestry and
fishing

57,478.52 6.92 0.54 107,412.30

2 15t16 Food,
beverages and
tobacco

51,427.04 6.19 0.76 67,262.37

3 24 Chemicals and
chemical
products

22,812.69 2.75 2.31 9887.13

4 27t28 Basic metals
and fabricated
metal

24,804.02 2.99 2.50 9903.69

(continued)
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the total direct emissions of EGWS. CO2 emissions multiplier (column 6) shows
that EGWS has the highest requirement of its own output to meet its final demand
followed by basic metals and fabricate metals with second highest emission mul-
tiplier of 2.50.

Similarly, Table 4 shows the results for the top Type (C) hotspot sector ‘elec-
tricity, gas and water supply downstream supply chain’ in 2009. Using Table 2, it
can be seen that the sector uses only 16.96% of its total output to meet its final

Table 3 (continued)

S.
No
(1)

WIOD
sector
code
(2)

Sectors name
(3)

Embodied
CO2

emissions
(4)

Percent
share of
EGWS
total
direct
emission
(5)

CO2

emission
multiplier
(6)

Total final
demand
(Yj) (7)

5 29 Machinery,
nec

42,038.82 5.06 1.51 27,893.15

6 30t33 Electrical and
optical
equipment

25,434.15 3.06 1.25 20,314.10

7 34t35 Transport
equipment

29,762.43 3.59 1.33 22,419.87

8 E Electricity, gas
and water
supply

101,879.92 12.27 32.19 3165.19

9 F Construction 209,634.24 25.25 1.44 146,035.13

10 51 Wholesale
trade and
commission
trade, except
of motor
vehicles and
motorcycles

20,709.59 2.49 0.76 27,190.78

11 L Public admin
and defence;
compulsory
social security

37,870.14 4.56 1.08 35,051.28

12 M Education 36,337.59 4.38 1.58 22,970.28

13 N Health and
social work

25,178.13 3.03 1.45 17,406.49

Total emission
by 13 sectors

685,367.28 82.56

Emissions by
other sectors

144,799.08 17.44

Total emission 830,166.36 100.00

Source Author’s own calculation based on WIOD
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demand but from column 5 of Table 4 it may be noticed that the sector generates
only 8.72% of the sector’s total emissions, to meet its own final demand. Thus,
Type (C) hotspots on this sector’s downstream supply chain are identified. There
are nine sectors identified in the downstream supply chain of electricity, gas and
water supply as Type (C) hotspots which are above the average of the row maxi-
mums of Eq. (9), which is 68,048.94 of CO2 in 2009. These nine sectors contribute
81.65% of the total emission in the sector. The largest share is of the ‘construction’
sector which contributes 39.36% of the total direct emissions of EGWS. CO2

emissions multiplier column (6) shows that highest requirement for the output by
the electricity, gas and water supply is for its own output in order to meet its final
demand.

Table 4 Carbon hotspots on China’s downstream supply chain of ‘electricity, gas and water
supply’ for the year 2009

S.
No
(1)

WIOD
sector
code
(2)

Sector name (3) Embodied
CO2

emissions (in
kiloton) (4)

Percent share
of EGWS total
direct
emission (5)

CO2

emission
multiplier
(6)

Total final
demand (Yj)
(7)

1 15t16 Food, beverages
and tobacco

101,116.78 4.03 0.32 314,470.22

2 29 Machinery, nec 163,759.43 6.52 0.76 216,487.51

3 30t33 Electrical and
optical
equipment

108,251.85 4.31 0.57 189,584.83

4 34t35 Transport
equipment

130,777.58 5.21 0.60 217,004.27

5 E Electricity, gas
and water
supply

219,164.24 8.72 10.22 21,454.40

6 F Construction 988,763.75 39.36 0.72 1,367,790.46

7 L Public admin
and defence;
compulsory
social security

111,353.32 4.43 0.33 336,448.38

8 M Education 104,909.43 4.18 0.44 238,331.64

9 N Health and
social work

122,972.29 4.90 0.60 206,058.38

Total emission
by nine sectors

2,051,068.67 81.65

Emissions by
other sectors

460,954.83 18.35

Total emission 2,512,023.50 100.00

Source Author’s own calculation based on WIOD
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3.1.2 CO2 Footprints

The results from Table 5 show the top 15 sectors in terms of carbon footprints for
the Chinese economy in 1995. The elements in column 5 are the column sums for
each sector in CO2 emission matrix given as Eq. (9). There are three Type
(B) hotspots identified in terms of high carbon footprints. These sectors are ‘con-
struction’, ‘agriculture, hunting, forestry and fishing’ and ‘food, beverages and
tobacco’. The footprint and direct emission ranks reveal that the ‘construction’
sector has the highest carbon footprint followed by ‘agriculture, hunting, forestry’
among others, indicating that the emissions in these sectors are higher to meet the
final demand rather than their direct emissions. Thus, these sectors themselves
generate less pollution from their production activities.

In quest to identify the reason behind the high footprint of each of the Type
(B) hotspot identified sectors, we use column 7 of Table 5 which gives the emission
multiplier for each sector taken from Eq. (7) and is the column sum of the elements
of each sector in Eq. (7). The total final demand is given in column 8. The emission
multiplier for ‘electricity, gas and water supply’ is highest followed by ‘other
non-metallic mineral’, but footprint for each of these sectors is lower than the
‘construction’ and ‘agriculture, hunting, forestry and fishing’, ‘food and beverages’
and ‘machinery, nec’. Thus, relatively higher footprint in the latter sectors is due to
high value of total final demand. Thus, emission multiplier is not the sole driver of
high footprints in the sectors but final demand also plays an important role in
identifying Type (B) hotspots.

Table 6 shows the top 15 sectors in terms of carbon footprints for the Chinese
economy in 2009. There are seven Type (B) hotspots identified in terms of high
carbon footprints. These are ‘construction’, ‘machinery, nec’, ‘transport equip-
ment’, ‘electricity, gas and water supply’, ‘health and social work’, ‘food, bever-
ages and tobacco’ and ‘public administration and defence’. The construction sector
has highest footprint rank but has low rank in direct emissions which reveals that
the sector itself generates less pollution from its production activities but is
responsible for high direct emissions generated by other sectors to meet its final
demand construction. The emission multiplier in column 7 of Table 6 shows that
the emission multipliers for ‘electricity, gas and water supply’ are highest followed
by ‘construction’.

Table 7 shows the results for the top Type (C) hotspot on the upstream supply
chain of the ‘construction’ sector. There are four Type (C) hotspots identified on the
‘construction’ upstream supply chain, namely ‘mining and quarrying’, ‘other
non-metallic mineral’, ‘basic metals and fabricated metals’ and ‘electricity, gas and
water supply’. These sectors are elements in ‘construction’ sector column in
Eq. (9), having values higher than the average obtained for the row maximums, i.e.
20,682.22 kt of CO2). Table 7 apart from showing the Type (C) hotspots also
presents the row maximums appearing on the upstream supply chain of the ‘con-
struction’ sector. The embodied emissions in column 3 reveals that ‘construction’
own production to meet its final demand is 2.53% to the sector’s footprint while
‘electricity, gas and water supply’ and ‘other non-metallic mineral’ followed by
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‘basic metals and fabricated metals’ as intermediate inputs for ‘construction’ make
substantial contribution to sector’s footprint.

It is pertinent to examine whether the Type (C) hotspots identified in the upstream
supply chain of ‘construction’ sector are determined by each sectors CO2 intensity or
construction high requirements for output. Thus, examining the emission multiplier
in column 6 of Table 7 reveals that requirements of output from ‘electricity, gas and
water supply’ and ‘other non-metallic mineral’ have larger emission multiplier,
which due to the large final demands results in large amount of emissions. Thus,
‘construction’ requires large amount of input from both the sectors.

From Table 8, there are five Type (C) hotspots identified along with ten row
maximum on the upstream supply chain of construction sector. The five Type
(C) hotspots are mining and quarrying, ‘other non-metallic mineral’, ‘basic metals
and fabricated metals’, ‘electricity, gas and water supply’ and ‘construction’ itself.
These sectors are elements in construction sector column in Eq. (9), having values
higher than the average obtained for row maximums (68,048.94 kt of CO2). The
embodied emissions in column 4 reveal that ‘electricity, gas and water supply’

Table 7 Carbon hotspots on China’s ‘construction’ upstream supply chain in 1995

Category
(1)

WIOD
sector
code
(2)

Sector name (2) Embodied
CO2

emissions
(kt of CO2)
(3)

Percent
share of
construction
footprint (4)

CO2

emission
multiplier
(5)

Output
multiplier
($m of
output/$m
of final
demand)
(6)

Hotspot C Mining and
quarrying

25,254.05 4.06 0.17 0.02

Hotspot 26 Other non-metallic
mineral

204,692.23 32.88 1.40 0.24

Hotspot 27t28 Basic metals and
fabricated metals

82,356.69 13.23 0.56 0.13

Hotspot E Electricity, gas and
water supply

209,634.24 33.68 1.44 0.01

Row
maximum

F Construction 15,760.35 2.53 0.11 0.00

Row
maximum

64 Post and
telecommunications

243.44 0.04 0.00 0.01

Row
maximum

23 Coke, refined
petroleum and
nuclear fuel

12,065.76 1.94 0.08 0.02

Total emission of 7
sectors

550,006.76 88.35

Emissions by other
sectors

72,494.04 11.65

Total emission 622,500.80 100

Source Author’s own calculation based on WIOD
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Table 8 Carbon hotspots on China’s construction upstream supply chain in 2009

Category
(1)

WIOD
sector
code
(2)

Sector name (3) Embodied
CO2

emissions (in
kiloton) (4)

Percent
share of
construction
footprint (4)

CO2

Emission
multiplier
(6)

Output
multiplier
($m of
output/$m
of final
demand) (7)

Hotspot C Mining and
quarrying

72,942.63 3.42 0.05 0.02

Hotspot 26 Other
non-metallic
mineral

539,221.15 25.32 0.39 0.18

Hotspot 27t28 Basic metals and
fabricated metal

233,646.96 10.97 0.17 0.17

Hotspot E Electricity, gas
and water supply

988,763.75 46.42 0.72 0.01

Hotspot F Construction 69,827.45 3.28 0.05 0.01

Row
maximum

60 Inland transport 29,863.11 1.40 0.02 0.03

Row
maximum

61 Water transport 19,523.79 0.92 0.01 0.00

Row
maximum

62 Air transport 7214.37 0.34 0.01 0.00

Row
maximum

63 Other supporting
and auxiliary
transport
activities;
activities of travel
agencies

16,577.46 0.78 0.01 0.04

Row
maximum

71t74 Renting of
M&Eq and other
business
activities

4695.51 0.22 0.00 0.02

Row
maximum

20 Wood and
products of wood
and cork

5470.45 0.26 0.00 0.03

Row
maximum

21t22 Pulp, paper,
paper, printing
and publishing

9519.33 0.45 0.01 0.00

Row
maximum

23 Coke, refined
petroleum and
nuclear fuel

31,064.93 1.46 0.02 0.01

Row
maximum

24 Chemicals and
chemical
products

54,660.64 2.57 0.04 0.03

Row
maximum

25 Rubber and
plastics

4344.89 0.20 0.00 0.01

(continued)
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makes substantial contribution to the footprint of the ‘construction’ sector as an
intermediate input. Table 8 shows similar trend in results for the sector obtained in
terms of output multipliers.

3.2 Results of Carbon Hotspots Detection in Upstream
and Downstream Supply Chain for the Years 1995
and 2009 for Indian Economy

This section discusses the direct CO2 emissions and footprints of Indian economic
sectors for the years 1995 and 2009 to identify the Type (A) and Type (B) carbon
hotspots, respectively. Further, Type (C) hotspots are identified from the down-
stream supply chain of the sector with highest direct emissions and upstream supply
chain of the sector with the highest carbon footprint for the years 1995 and 2009.

3.2.1 Direct CO2 Emissions

The top 15 most polluting sectors of the Indian economy in terms of direct emis-
sions of CO2 in 1995 are shown in Table 9. The direct emissions are based on the
row sums in Eq. (9). The sector ‘electricity, gas and water supply’ has been
identified as the highest CO2 emitter, while the sector ‘wood and products of wood
and cork’ is the sector having lowest direct emissions among the top 15 direct
emitters. Column 6 showing the carbon intensity is nothing but output emission
coefficients for each of the sectors in Table 9 obtained from Eq. (6). The final
column of total output has been obtained from sum of the rows elements of each
sector in Eq. (5). From column 5, it can be seen that percentage share in direct
emissions for ‘electricity, gas and water supply’, ‘other non-metallic mineral’ and
‘basic metals and fabricated metal’ is 65.55%, and thus, these three sectors are

Table 8 (continued)

Category
(1)

WIOD
sector
code
(2)

Sector name (3) Embodied
CO2

emissions (in
kiloton) (4)

Percent
share of
construction
footprint (4)

CO2

Emission
multiplier
(6)

Output
multiplier
($m of
output/$m
of final
demand) (7)

Total emission of
15 sectors

2,087,336.43 98.00

Emissions by
other sectors

42,636.74 2.00

Total emission 2,129,973.17 100.00

Source Author’s own calculation based on WIOD
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Table 9 Top 15 direct emitters of Indian economy for the year 1995

WIOD
sector
code
(1)

Rank
(2)

Sector (3) Direct
emissions
of CO2 (in
kiloton) (4)

Percent
share of
total direct
emission
(5)

CO2

emission
intensity
(6)

Total
final
demand
(Yj) (7)

Total
output,
L * Yj (in
million $)
(8)

E 1 Electricity,
gas and
water supply

335,033.93 49.56 14.26 2757.74 23,499.37

27t28 3 Basic metals
and
fabricated
metal

53,124.74 7.86 1.14 39,141.31 46,536.90

C 7 Mining and
quarrying

22,612.7 3.34 2.98 1141.88 7592.92

26 2 Other
non-metallic
mineral

54,958.03 8.13 4.55 4501.602 12,071.25

15t16 10 Food,
beverages
and tobacco

14,248.16 2.11 0.34 34,165.83 42,316.74

AtB 5 Agriculture,
hunting,
forestry and
fishing

31,723.31 4.69 0.29 73,000.45 110,571.73

23 9 Coke,
refined
petroleum
and nuclear
fuel

18,232.24 2.70 0.90 4565.50 20,344.04

24 4 Chemicals
and chemical
products

40,208.04 5.95 1.49 9130.13 27,044.94

60 6 Inland
transport

29,050.86 4.30 0.67 19,728.7 43,234.27

H 8 Hotels and
restaurants

18,671.09 2.76 1.72 9367.446 10,827.99

F 13 Construction 6061.44 0.90 0.12 41,993.69 49,049.11

20 15 Wood and
products of
wood and
cork

921.75 0.14 0.12 1785.392 7740.07

14 14 Transport
equipment

2343.71 0.35 0.08 18,498.5 29,372.66

17Tt18 11 Textiles and
textile
products

10,833.14 1.60 0.27 26,251.15 39,449.33

(continued)
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classified as Type (A) hotspots. The reason identified for the relatively higher
emissions in the first two Type (A) hotspots sectors is the relatively higher CO2

emission intensity of 14.26 and 4.55. While in case of third Type (A) hotspot sector,
that is ‘basic metals and fabricated metal’, high emissions result from high value of
total output in column 8. Thus, carbon emission intensity cannot be the sole driver
of high direct emissions of CO2 for a particular sector. This point becomes more
clear when sectors ‘hotels and restaurants’ and ‘mining and quarrying’ having
relatively higher emission intensity, among the non-hotspot sectors, generate less
direct emissions than ‘agriculture, hunting, forestry and fishing’ and ‘inland
transport’ sectors (sectors with low emission intensity among non-hotspot sectors)
because the volume of production in column 8 is lower for the former sectors.

In Table 10, the top 15 direct emitters remain same in the year 2009 although the
quantity of total direct emissions generated by them has increased from
644,658.61 kt of CO2 in 1995 to 1,653,329 kt in 2009. From column 5, it can be
seen that percentage share in total direct emissions for ‘electricity, gas and water
supply’, ‘basic metals and fabricated metal’ and ‘mining and quarrying’ is 65.55%
and identified as Type (A) hotspots. Further, Type (A) hotspot in 1995, ‘other
Non-metallic mineral’, has been replaced by ‘mining and quarrying’ Type
(A) hotspot in 2009. Among the three Type (A) hotspots recognized, carbon
emission intensity given by column 5 is not the sole reason for high direct emis-
sions by basic metals and fabricated metals as it is in case of other two Type
(A) carbon hotspots. The major factor responsible for the high direct emissions by
the sector is the high value of total final demand. Thus, analysing emission intensity
along with total final demand helps in drawing a conclusion regarding the major
driver for CO2 emissions by a particular sector.

Table 9 (continued)

WIOD
sector
code
(1)

Rank
(2)

Sector (3) Direct
emissions
of CO2 (in
kiloton) (4)

Percent
share of
total direct
emission
(5)

CO2

emission
intensity
(6)

Total
final
demand
(Yj) (7)

Total
output,
L * Yj (in
million $)
(8)

21t22 12 Pulp, paper,
paper,
printing and
publishing

6635.39 0.98 0.65 4411.524 10,130.45

Total
emission of
top 15

644,658.61 95.35

Emissions by
other sectors

31,420.61 4.65

Total
emission

676,079.22 100.00

Source Author’s own calculation based on WIOD
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Table 10 Top 15 direct emitter of Indian economy for the year 2009

WIOD
sector
(1)

Rank
(2)

Sector name
(3)

Direct
emissions (kt
of CO2) (4)

Percent
share of
total
direct
emission
(5)

CO2

emission
intensity
(6)

Total final
demand
(Yj) (7)

Total
output (in
million $)
(8)

E 1 Electricity,
gas and
water supply

812,874.51 49.17 12.49 11,281.92 65,068.59

27t28 2 Basic metals
and
fabricated
metal

122,430.00 7.41 0.76 39,141.31 160,455.36

C 3 Mining and
quarrying

108,726.94 6.58 2.63 12,879.62 41,301.38

26 4 Other
non-metallic
mineral

89,049.42 5.39 2.46 2539.37 36,168.52

15T16 5 Food,
beverages
and tobacco

67,762.66 4.10 0.53 101,653.95 127,099.98

AtB 6 Agriculture,
hunting,
forestry and
fishing

50,449.30 3.05 0.18 170,781.12 273,470.89

23 7 Coke,
refined
petroleum
and nuclear
fuel

47,740.16 2.89 0.43 25,498.08 111,126.42

24 8 Chemicals
and chemical
products

47,060.11 2.85 0.54 33,361.00 86,874.02

60 9 Inland
transport

33,428.65 2.02 0.17 89,438.29 196,046.76

H 10 Hotels and
restaurants

20,276.81 1.23 0.43 39,724.18 46,767.47

F 11 Construction 11,966.46 0.72 0.04 246,441.36 297,747.88

20 12 Wood and
wood
products

11,833.55 0.72 1.07 1831.83 11,049.46

34t35 13 Transport
equipment

11,090.70 0.67 0.15 50,492.51 72,593.24

17t18 14 Textiles and
textile
products

10,540.32 0.64 0.12 64,581.74 89,669.66

(continued)
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Table 11 shows the results for the top Type (C) hotspot sector in the downstream
supply chain of the ‘electricity, gas and water supply’ sector in 1995. Using
Table 9, it can be seen that the sector uses only 8.52% of its total output to meet its
final demand. But from column 4 of Table 11, it may be noticed that the sector
generates only 15.73% of the sector’s total emissions, to meet its own final demand.
Thus, Type (C) hotspots on this sector’s downstream supply chain are identified.
Table 11 shows the embodied emissions which are the elements of each sector in
‘electricity, gas and water supply’ sector row in Eq. (8). Column 6 shows the
elements of each sector listed on the row of ‘electricity, gas and water supply’ in
emission multiplier matrix given as Eq. (8). Those elements of India’s CO2 emis-
sion matrix in Eq. (9) are identified as Type (C) hotspots which have values higher
than the average obtained for the row maximums of (9), which is in our case is
6306.313 kt of CO2. Thus, there are 12 sectors identified in the downstream supply
chain of electricity, gas and water supply as Type (C) hotspots. These 12 sectors
contribute 83.57% of the total emission in the sector. The largest share is of the
sector itself which is 15.73% of the total direct emissions followed by construction.
CO2 emissions multiplier in column 5 shows that ‘electricity, gas and water supply’
has the highest requirement of its own sector’s output to meet its final demand
followed by ‘transport and equipment’ with second highest emission multiplier of
1.64.

Similarly, Table 12 shows the results for the top Type (C) hotspot sector
‘electricity, gas and water supply’ downstream supply chain in 2009. Using
Table 12, it can be seen that the sector uses only 5.76% of its total output to meet its
final demand but from column 4 of Table 12 it may be noticed that the sector
generates only 22.20% of the sector’s total emissions, to meet its own final demand.

Table 10 (continued)

WIOD
sector
(1)

Rank
(2)

Sector name
(3)

Direct
emissions (kt
of CO2) (4)

Percent
share of
total
direct
emission
(5)

CO2

emission
intensity
(6)

Total final
demand
(Yj) (7)

Total
output (in
million $)
(8)

21t22 15 Pulp, paper,
paper,
printing and
publishing

8737.51 0.53 0.43 39,724.18 20,111.89

Total
emission of
top 15
sectors

1,453,967.11 87.94

Emissions by
other sectors

199,362.36 12.06

Total
emission

1,653,329.47 100.00

Source Author’s own calculation based on WIOD
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Thus, Type (C) hotspots on this sector’s downstream supply chain are identified.
There are 12 sectors identified in the downstream supply chain of ‘electricity, gas
and water supply’ as Type (C) hotspots having values higher than the average
obtained for the row maximums of (9), i.e. 20,278.86 kt of CO2 in 2009. These 12
sectors contribute 86.34% of the total emission in the sector. The largest share is of

Table 11 Carbon hotspots on India’s downstream supply chain of ‘electricity, gas and water
supply’ for the year 1995

WIOD
sector
code (1)

Sector (2) Embodied CO2

emissions (in
kiloton) (3)

Percent share of
EGWS total direct
emission (4)

CO2

emission
multiplier
(5)

Total final
demand
(Yj) (6)

E Agriculture,
hunting,
forestry and
fishing

23,975.14 7.16 0.33 73,000.45

15t16 Food, beverages
and tobacco

20,432.44 6.10 0.60 34,165.83

17t18 Textiles and
textile products

30,686.37 9.16 1.17 26,251.15

24 Chemicals and
chemical
products

9463.03 2.82 1.04 9130.13

27t28 Basic metals
and fabricated
metal

10,825.19 3.23 1.56 39,141.31

29 Machinery, nec 16,900.67 5.04 1.31 12,864.38

34t35 Transport
equipment

30,316.03 9.05 1.64 18,498.50

36t37 Manufacturing,
nec; recycling

15,904.20 4.75 1.37 12,864.38

E Electricity, gas
and water
supply

52,713.61 15.73 19.11 2757.74

F Construction 32,578.95 9.72 0.78 41,993.69

H Hotels and
restaurants

6674.19 1.99 0.71 9367.45

60 Inland transport 29,519.13 8.81 1.50 19,728.70

Total of 12
sectors

279,988.94 83.57

All other sectors 55,044.99 16.43

Total 335,033.93 100.00

Source Author’s own calculation based on WIOD
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the sector itself which is 22.20 kt of CO2 of the total direct emissions followed by
‘construction’ with 20.80 kt of CO2. CO2 emissions multiplier column 5 shows that
electricity, gas and water supply has the highest requirement of its own sector’s
output to meet its final demand followed by ‘basic metal and fabricated metal’ with
second highest emission multiplier of 1.38.

3.2.2 CO2 Footprints

The results from Table 13 show the top 15 sectors of the Indian economy in terms
of carbon footprints in 1995. The elements in column 5 are the column sums for

Table 12 Carbon hotspots on India’s downstream supply chain of ‘electricity, gas and water
supply’ for the year 2009

WIOD
sector
code
(1)

Sector (2) Embodied
CO2

emissions
(in kiloton)
(3)

% share of
EGWS
total direct
emission
(4)

CO2

emission
multiplier
(5)

Total final
demand
(Yj) (6)

AtB Agriculture, hunting,
forestry and fishing

37,878.84 4.66 0.22 170,781.12

15t16 Food, beverages and
tobacco

39,546.04 4.86 0.39 101,653.95

17t18 Textiles and textile
products

52,880.31 6.51 0.82 64,581.74

24 Chemicals and
chemical products

24,312.72 2.99 0.73 33,361.00

27t28 Basic metals and
fabricated metal

53,821.83 6.62 1.38 39,141.31

29 Machinery, nec 23,539.80 2.90 0.67 35,065.18

34t35 Transport equipment 41,722.51 5.13 0.83 50,492.51

30t33 Electrical and optical
equipment

29,663.32 3.65 0.62 48,008.05

E Electricity, gas and
water supply

180,459.24 22.20 16.00 11,281.92

F Construction 169,090.22 20.80 0.69 246,441.36

60 Inland transport 46,772.23 5.75 0.52 89,438.29

51 Wholesale trade and
commission trade,
except of motor
vehicles and
motorcycles

2116.01 0.26 0.07 31,985.02

Total of 12 sectors 701,803.09 86.34

All other sectors 111,071.42 13.66

Total 812,874.51 100.00

Source Author’s own calculation based on WIOD
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each sector in CO2 emission matrix given as Eq. (9). There are seven Type
(B) hotspots identified in terms of high carbon footprints. These sectors are ‘con-
struction’, ‘agriculture, hunting, forestry and fishing’, ‘electricity, gas and water
supply’, ‘textiles and textile products’, ‘inland transport’, ‘food, beverages and
tobacco’ and, finally, ‘transport equipment’. The footprint and direct emission ranks
reveal that the construction sector has the highest carbon footprint followed by
‘agriculture, hunting, forestry’ among others, indicating that the emissions in these
sectors are higher to meet the final demand rather than their direct emissions. Thus,
these sectors themselves generate less pollution from their production activities.

In quest to identify the reason behind the high footprint of each of the Type
(B) hotspot identified sectors, we use column 7 of Table 13 which gives the
emission multiplier for each sector taken from Eq. (7). The emission multiplier for
‘electricity, gas and water supply’ is highest followed by ‘other non-metallic
mineral’, but footprint for each of these sectors is lower than the ‘construction’ and
‘agriculture, hunting, forestry and fishing’. Thus, the relatively higher footprint in
the latter sectors is due to high value of total final demand. Thus, emission mul-
tiplier is not the sole driver of high footprints in the sectors but final demand also
plays an important role in identifying Type (B) hotspots.

Table 14 shows the top 15 sectors of the Indian economy in terms of carbon
footprints in 2009. There are two Type (B) hotspots identified in terms of high
carbon foot prints. They are ‘construction’ and ‘electricity, gas and water supply’.
The construction sector has highest footprint rank but low rank in direct emissions
which reveals that the sector itself generate less pollution from its production
activities and all other sectors generate high emissions in order to meet the final
demand for construction sector. The emission multiplier in column 7 of Table 14
shows that the emission multipliers for ‘electricity, gas and water supply’ is highest
followed by ‘mining and quarrying’ but footprint for each of these sectors is lower
than the construction, implying high footprint in the latter due to high value of total
final demand in the sector.

Table 15 shows the results for the top Type (C) hotspot on ‘construction’ sector
upstream supply chain. There are two Type (C) hotspots identified on the ‘con-
struction’ upstream supply chain, namely ‘other non-metallic mineral’ and ‘elec-
tricity, gas and water supply’. These sectors are elements in ‘construction’ sector
column in Eq. (9), having values higher than the average obtained for the row
maximums (6306.313 kt of CO2). Table 15 apart from showing the Type
(C) hotspot also presents the row maximums appearing on the upstream supply
chain of the construction sector. The embodied emissions in column 4 reveals that
‘construction’ own production to meet its final demand is 6.38% to the sector’s
footprint while ‘electricity, gas and water supply’ and ‘other non-metallic mineral’
followed by ‘mining and quarrying’ as an intermediate input for construction make
substantial contribution to sector’s footprint.

It is pertinent to examine whether the Type (C) hotspots identified in ‘con-
struction’ upstream supply chain are determined by each sector’s CO2 intensity or
‘construction’ high requirements for output of ‘electricity, gas and water supply’
and ‘other non-metallic mineral’. Thus, examining the emission multiplier in
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column 6 of Table 16 reveals that requirements of output from EGWS and ‘other
non-metallic mineral’ have larger emission multiplier. Thus, construction requires a
large amount of input from both the sectors.

Examining the output multiplier which is column sum of the elements in
Leontief inverse in Eq. (5) reveals that the ‘electricity, gas and water supply’ and
‘other non-metallic mineral’ require less output/$m of final demand in comparison
with ‘construction’ and ‘other non-metallic mineral’.

From Table 16, there are three Type (C) hotspots identified along with one row
maximum on the upstream supply chain of the construction sector, namely ‘other
non-metallic mineral’, ‘basic metals and fabricated metals’ and ‘electricity, gas and
water supply’ which have values above the row maximums in ‘construction’ sector
in Eq. (9). The embodied emissions in column 4 reveal that ‘electricity, gas and
water supply’ makes substantial contribution to the footprint of the construction
sector as an intermediate input. The table shows a similar trend in results for the
sector obtained in terms of output multipliers.

Table 15 Carbon hotspots on India’s construction upstream supply chain in 1995

Category
(1)

WIOD
sector
code
(2)

Sector name (3) Embodied
CO2

emissions
(in kiloton)
(4)

Percent
share of
construction
footprint (5)

CO2

emission
multiplier
(6)

Output
multiplier
(7)

Hotspot 26 Other non-metallic
mineral

25,157.69 30.50 0.60 0.13

Hotspot E Electricity, gas and
water supply

32,578.95 39.50 0.78 0.05

Row
maximum

C Mining and
quarrying

3867.22 4.69 0.09 0.03

Row
maximum

20 Wood and products
of wood and cork

291.02 0.35 0.01 0.06

Row
maximum

F Construction 5262.81 6.38 0.13 1.01

Row
maximum

64 Post and
telecommunications

129.63 0.16 0.00 0.01

Total emission of 6
sectors

67,287.31 81.58

Emissions by other
sectors

15,192.03 18.42

Total emissions 82,479.34 100.00

Source Author’s own calculation based on World Input–Output Database, 2015
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3.3 Results of Carbon Hotspots Detection in Upstream
and Downstream Supply Chain Based on OECD Input–
Output Database for the Year 2011 for Indian Economy

3.3.1 Direct CO2 Emissions

The comparison of the result obtained for the top 15 direct CO2 emitters year 2009
with those obtained for the year 2011 (as given in Table 17) reveals that the top 15
direct carbon emitters contribute 98.72% of the total direct carbon emissions in the
economy which is 10% higher that what top 15 direct emitters contributed in the
year 2009, i.e. 87.44%. Further, the top 15 direct emitters have remained same in
2011 except that ‘transport and equipment’ and ‘inland transport’ that were among
the top 15 emitters in 2009 have been replaced by ‘wholesale and retail trade;
repairs’ and transport and storage in 2011.

The Type (A) hotspots identified for the year 2011 are ‘electricity, gas and water
supply’, ‘other non-metallic mineral’ and ‘basic metals and fabricated metals’. The
shares of these sectors have increased to 70.97% in 2011 from 65.55% in the year
2009. Furthermore, carbon emission intensity is not the only reason for high
emissions generated by the sector, the high total final demand in the sector has also

Table 16 Carbon hotspots on India’s construction upstream supply chain in 2009

Category
(1)

WIOD
sector
code
(2)

Sector name
(3)

Embodied CO2

emissions (in
kiloton) (4)

Percent share of
construction
footprint (5)

CO2

emission
multiplier
(6)

Output
multiplier
(7)

Hotspot 26 Other
non-metallic
mineral

66,669.05 20.21 0.27 0.11

Hotspot 27t28 Basic metals
and
fabricated
metal

37,172.80 11.27 0.15 0.11

Hotspot E Electricity,
gas and
water supply

169,090.22 51.26 0.69 0.11

Row
Maximum

F Construction 10,553.10 3.20 0.69 1.07

Total
emission of
four sectors

283,485.17 85.94

Emissions by
other sectors

46,389.80 14.06

Total
emission

329,874.97 100.00

Source Author’s own calculation based on WIOD
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been found responsible for the generation of high volume of final demand. It has
been further noticed that the construction has remained a sector with lowest direct
carbon emissions but highest volume of final demand.

The results from Table 18 for the Type C hotspots sectors in electricity, gas and
water supply downstream supply chains reveal that there are 11 Type C hotspots
identified, which are above the row maximum average of Eq. (9), which is
15,000 kt of CO2 in 2011. These 11 sectors contribute 91.49% of the total emis-
sions in the sector. In comparison to the result obtained for the year 2009, in 2011,
the largest share in terms of total direct emissions generated by the ‘electricity, gas
and water supply, if of the ‘electricity, gas and water supply’ itself instead of
‘construction’. However, the observation from CO2 emissions multiplier column 6
remains same for the year 2009 and 2011 that electricity, gas and water supply has
the highest requirement of its own sector’s output to meet its final demand.

It is further clear from Table 18 that the requirements from the ‘construction’
sector lead to the generation of 23.91% of the EGWS emissions. Furthermore, the
emission multiplier of 0.31 of construction shows that the sector has low output
requirement from EGWS to meet its final demand. But what is important to note
here is that the significant emissions generated by the ‘construction’ sector result
from its the high volume of final demand.

Table 18 Carbon hotspots on India’s downstream supply chain of electricity, gas and water
supply for the year 2011

S.
No. (1)

OECD
sector
code (2)

Sector name (3) Embodied
CO2

emissions (in
kiloton) (4)

Percent share of
EGWS total
direct emission
(5)

CO2

emission
multiplier
(6)

Total final
demand
(Yj) (7)

1 C01T05 Agriculture,
hunting, forestry
and fishing

37,713.17 6.94 0.17 223,461.43

2 C15T16 Food, beverages
and tobacco

47,805.81 8.79 0.48 99,153.55

3 C17T19 Textiles and
textile products

33,300.47 6.13 1.17 51,555.86

4 C27T28 Basic metals and
fabricated metal
products

18,130.44 3.34 0.38 47,766.14

7 C55 Hotels and
restaurants

18,985.20 3.49 0.39 49,278.34

8 C40T41 Electricity, gas
and water supply

130,542.48 29.36 12.59 10,369.73

9 C45 Construction 106,296.80 23.91 0.31 338,046.45

10 C60T63 Transport and
storage

34,382.97 6.33 0.31 112,323.54

(continued)
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3.3.2 CO2 Footprints

Table 19 shows the top 15 sectors in terms of carbon footprints for the Indian
economy in 2011. It has been observed that five of the sectors with high carbon
footprints in the year 2009, namely ‘inland transport’, ‘transport equipment’,
‘electrical and optical equipments’, ‘mining and quarrying’ and ‘manufacturing nec,
recycling’, have been replaced by ‘transport and storage’, ‘public administration
and defence; compulsory social security’, ‘wholesale and retail trade; repairs’, other
non-metallic mineral and ‘health and social work’ in 2011. There are three Type
(B) hotspots identified in terms of high carbon footprints in 2011 against only two
in 2009. These are ‘construction’, ‘electricity, gas and water supply’ and food
products, beverages and tobacco. The construction has remained the sector with
highest footprint rank but low ranking in terms of direct emissions. Further, the
emission multiplier in column 7 of Table 19 shows that the emission multipliers for
‘electricity, gas and water supply’ are highest reflecting upon the fact that the sector
is responsible for generating emissions in other sectors of the economy in order to
meet its final demand.

The results for Type C hotspot on the construction upstream supply chain
remained same for the year 2009 and 2011. From Table 20, it is found that in 2011,
three Type (C) hotspots have been identified along with one row maximum on the
upstream supply chain of the ‘construction’ sector, namely ‘other non-metallic
mineral’, ‘basic metals and fabricated metals’ and ‘electricity, gas and water supply’
which have values above the row maximums in ‘construction’ sector in Eq. (9). The
embodied emissions in column 3 reveal that again ‘electricity, gas and water
supply’ makes substantial contribution to the footprint of the construction sector.
Further, 3.91% to the construction sector’s footprint is due to its own production in
order to meet its final demand. However, requirements of output from ‘electricity,
gas and water supply’ followed by ‘other non-metallic mineral’ make substantial
contribution to ‘construction’ footprint. The analysis of emission multiplier and
output multiplier reveals that the high embodied emissions in the electricity, gas and

Table 18 (continued)

S.
No. (1)

OECD
sector
code (2)

Sector name (3) Embodied
CO2

emissions (in
kiloton) (4)

Percent share of
EGWS total
direct emission
(5)

CO2

emission
multiplier
(6)

Total final
demand
(Yj) (7)

11 C75 Public admin and
defence;
compulsory
social security

17,473.90 3.21 0.14 125,510.75

Total of top 11
sectors

444,631.23 91.49

All other sectors 98,971.64 18.21

Total 543,602.87 100.00

Source Authors calculation based on WIOD
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water supply are because the sector is itself emission intensive as the construction
requirement of output from the sector is less.

4 Conclusion

By disaggregating the supply chains, this study allows us to identify the sectors that
are responsible for significantly contributing to the total direct CO2 emissions or
footprints. The study thus analyses the direct CO2 emissions and footprints of the
Indian and Chinese economic sectors for the years 1995 and 2009 to identify the
Type (A) and Type (B) carbon hotspots, respectively, by using the World Input–
Output Database. Further, Type (C) hotspots are identified from the downstream
supply chain of the sector with highest direct emissions and upstream supply chain
of the sector with the highest carbon footprint for the years 1995 and 2009. The
carbon hotspot analysis for India has been further extended to the year 2011 by
using OCED Intercountry Database, 2015.

Table 20 Carbon hotspots on India’s construction upstream supply chain for the year 2011

S. No. OECD
sector
code

Sector Embodied
emissions
(kt of CO2)

% share of
construction
footprint

CO2

emission
multiplier
(kt of CO2/
$m FD)

Output
multiplier ($m
of output/$m
of final
demand)

1 C26 Other
non-metallic
mineral

65,545.75 26.88 0.19 0.10

2 C27T28 Basic metals
and
fabricated
metal
products

32,614.77 13.37 0.10 0.18

3 C40T41 Electricity,
gas and
water supply

106,296.80 43.59 0.31 0.03

4 C45 Construction 9543.35 3.91 0.03 1.13

Total
emission of
top 4

214,000.66 87.76

Emissions by
other sectors

29,852.88 12.24

Total
emission

243,853.54 100.00

Source Authors calculation based on OECD Intercountry Input–Output table
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The analysis of the results reveals that in both the years, i.e. 1995 and 2009, the
‘construction’ sector has retained the position for having the highest domestic CO2

footprint in India and China, while the electricity, gas and water supply has
remained the largest direct emitter among all sectors in India and China in 2005 and
2009. Similar results have been obtained for the year 2011 for India. High direct
emissions by Type A hotspots of India and China cannot be solely attributed to the
high emission intensity of the sectors but also to the relatively higher value of
output produced by them. Similarly, high carbon footprints by Type B hotspots for
India and China cannot be solely attributed to high value of emission multiplier but
relatively high value of output. Type C hotspot analysis reflects upon the fact that
the largest contributor to the construction carbon footprint is ‘electricity, gas and
water supply’ followed by ‘other non-metallic mineral’ throughout the period of
analysis. However, ‘construction’ requirements have been responsible for driving
emissions embodied in the downstream supply chains of the electricity, gas and
water supply.

Both India and China have taken constructive steps to curb national carbon
emissions and are well ahead of the goals set under the Paris agreement. India, in
particular, has made a push towards a lower carbon economic transition as it plans
to double its existing renewable energy capacity by 2022. China is no behind and
has invested heavily in green technologies such as electric cars, wind turbines and
solar panels. The finding from the study further reveals that Indian and Chinese
‘electricity, gas and water supply’ sector being the largest carbon emitter con-
tributes significantly to the Indian and Chinese ‘construction’ sector footprint, and
therefore an area of considerable emissions reductions. Further, substantial gains
can be made in reducing CO2 emissions, if the requirement of output of ‘con-
struction’ sector from ‘electricity, gas and water supply’ is reduced. Alternatively,
measures could be taken to make the ‘electricity, gas and water supply’ less
emission intensive. A possible way in this direction could be more renewable
energy sources for the ‘electricity, gas and water supply’ sector, and the energy
consumed within construction needs to be sourced from these renewable
technologies.

The study also identifies for India and China, sectors that do not themselves
generate higher emissions but are responsible for driving emissions in their supply
chains. These sectors are ‘food products, beverages and tobacco’, ‘agriculture,
hunting, forestry and fishing’ and ‘basic metals and fabricated metals’. There is a
need that units/industries functioning in these economic sectors are firmly advised
to continuously review and keep track of the indirect emissions generated in their
supply chains, and this may include asking the suppliers to measure and report their
carbon emissions and their reduction targets for the same.

The limitation of the study is that the supply chains are not confined in one
specific region, and thus, extending the analysis to global supply chains holds
importance to make any policy effort to reduce emissions embodied in the supply
chains of any sectors.

264 P. Tariyal



Appendix

See Table 21.

Table 21 Selection of best-fitted ARIMA model for forecasting of CO2 emissions, 2011

WIOD
code

Sectors Model Forecasted
emissions (kt of
CO2)

AtB Agriculture, hunting, forestry and fishing ARIMA
(0,2,1)

49,929.50

C Mining and quarrying ARIMA
(0,1,0)

96,740.00

15t16 Food, beverages and tobacco ARIMA
(4,1,0)

61,787.90

17t18 Textiles and textile products ARIMA
(2,1,3)

8722.41

19 Leather, leather and footwear ARIMA
(1,1,0)

265.95

20 Wood and products of wood and cork ARIMA
(1,1,0)

10,289.74

21t22 Pulp, paper, paper, printing and publishing ARIMA
(0,1,0)

8782.66

23 Coke, refined petroleum and nuclear fuel ARIMA
(0,1,0)

55,059.64

24 Chemicals and chemical products ARIMA
(0,1,1)

44,101.91

25 Rubber and plastics ARIMA
(4,1,2)

2496.53

26 Other non-metallic mineral ARIMA
(2,1,2)

92,007.80

27t28 Basic metals and fabricated metal ARIMA
(0,2,2)

119,591.33

29 Machinery, nec ARIMA
(1,1,0)

4299.56

30t33 Electrical and optical equipment ARIMA
(0,1,0)

3746.99

34t35 Transport equipment ARIMA
(1,1,0)

8299.16

36t37 Manufacturing, nec; recycling ARIMA
(1,0,0)

506.37

E Electricity, gas and water supply ARIMA
(0,1,0)

757,083.00

F Construction ARIMA
(2,2,0)

10,443.95

(continued)
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Incidence of Environmental Taxes
in India: Environmentally Extended
Social Accounting Matrix-Based
Analysis

Rajat Verma and Barun Deb Pal

Abstract Command and control policies have failed miserably in the Indian
context in preserving the environment. Thus, this paper looks at the implications of
preserving environment through fiscal instruments such as environmental taxes.
This has been done by using an environmentally extended social accounting matrix
(ESAM) framework to design and analyse the incidence of these taxes on rural and
urban household groups. Ecotaxes were found to be progressive for both the
regions at 5 and 10% tax rates. However, these taxes were regressive for one
household category of the rural area which could be made progressive through a
minimal proportion of revenue transfer generated from the levy of these taxes.

Keywords Environmental taxes � Progressive taxes � Environmentally extended
SAM

JEL Classification H23 � Q53 � Q58

1 Introduction

Environmental taxes or ecotaxes have been used extensively in the developed
countries especially so in the Nordic countries for over two and a half decades, and
their effects on the economy and the people bearing the cost of such levies are
widely studied in these countries. However, such fiscal measures are either
non-existent in India or those existing are not adequately designed so as to achieve
environmental preservation (Verma 2016). Given the non-existence of such taxes in
India, the question of analysing its impact on the economy and the people is not
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even a consideration. But such questions become imperative when the age-old
methods of environmental preservation such as command and control
(CAC) policies have failed miserably (Planning Commissions 2007). This is evi-
dent from the present dismal status of the environment in India; of the top 20 most
polluting cities of the world, 13 cities are in India (World Bank 2014). This calls for
the need of alternative policy options which could help in reducing the further
damage to the environment. An alternative to CAC policies could be market-based
fiscal economic instruments such as ecotaxes. Core to levying of such fiscal
instruments is the question of how to define these taxes? i.e. the design of their tax
base and further, whether such taxes are progressive or regressive? Even though
ecotaxes have existed for over two and a half decades, still the former question
remains unanswered and ambiguity prevails for the later. Therefore, the major
objective of this study is to provide answers to these two fundamental questions:
how the environmental taxes shall be designed and what is their incidence on the
households?

The incidence of ecotaxes becomes a pressing question in the Indian context
because still a majority of Indian population have low standard of living, and if the
share of the burden of ecotaxes is borne more by this group, then the tax shall be
deemed as inequitable, as per the canons of taxation laid by Smith (1904). Verma
(2016)1 found that the status of environmental taxes is dismal in India as there are in
total 17 environmentally related taxes but of which only seven can be deemed as
environmental taxes in the strict Pigouvian definition. However, of the seven
environmental taxes identified by the author the rate structure does not seem to
prohibit environmental pollution. On the other hand, the Supreme Court of India
has taken a proactive role of regulating the environment in the recent past by
implementing several measures without studying its impact on the economy or the
environment. Therefore, this study finds its motivation from such a dismal status of
ecotaxes in India and the executive role undertaken by the judiciary without
understanding its effects. Further, this study also finds its relevance in the fight
against the climate change in which India has recently committed in the Paris
summit that it will reduce its carbon emissions by 33–35% by 2030 from its 2005
levels (Government of India 2015).

An ecotax is considered to be regressive if the relative burden of the taxation is
borne more by the lower income households than by the higher income households.
Normally, the literature seems to be concentrated on the incidence of two major
forms of environmental taxes: carbon taxes and fuel taxes. Carbon tax is levied on
products in proportion to their carbon emissions, whereas fuel taxes are levied on
environmentally polluting fuels such as diesel, petrol. Irrespective of the outcome of
incidence of these taxes, the results in the literature are explained on the basis of the
budget share of the households. Larger the proportion of income or expenditure
being spent on the taxed product (i.e. higher budget share being spent on taxed
commodity), higher would be the relative incidence of the tax on these households.

1Please refer to this paper for a comprehensive definition of ecotaxes.
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Therefore, if the budget share of the taxed commodity is higher for the low income/
expenditure households the tax would be regressive.

Lee and Sanger (2008) assess the carbon tax policy of the state of the British
Columbia in Canada using Social Policy Simulation Database/Model (SPSD/M)
which is a static accounting framework similar to social accounting matrix (SAM).
They found that even though the tax is regressive this could be made progressive by
reducing the taxes on personal and corporate incomes. However, with the increase
in the tax rate this tax would become regressive; thus, it could be deduced that the
results are sensitive to the changes in the tax rates. Murray and Rivers (2015) in
their extensive review of the literature of the studies that have assessed the impacts
of the British Columbia’s carbon tax found that the analysis provided by Beck et al.
(2015b) and that of Beck et al. (2015a) differs from that of Lee and Sangers (2008).
This is mostly because of the superior methodology used by these authors, i.e. CGE
in which not all the tax was assumed to be passed to the consumers. This is in
contrast to the assumption of full pass-through by Lee and Sanger (2008). Beck
et al. (2015b) found that the ecotax in British Columbia is progressive even without
any revenue transfers. On the other hand, Beck et al. (2015a) analysed the distri-
butional impacts on rural and urban consumer groups and found the tax to be
regressive initially for the rural group but was made progressive due to the tax
credit been provided by the government from the generated revenue. Thus, it is
evident that the results depend upon the manner in which the taxes are modelled.
Ruggeri and Bourgeois (2009) analyses similar policy as that of the British
Columbia to be implemented for the state of New Brunswick in Canada. The
authors found that the carbon tax at the rate of $30/tonne would be regressive even
after the proceeds from its levy are used for reducing other forms of direct taxes. On
the other hand, a study conducted by Somani (2013) for India finds carbon tax to be
regressive in relative terms. This implies that the tax is found to be regressive only
when the relative measure of equality is considered.

In the case of fuel taxes, the results are sensitive to the indicator used for
normalizing the budget shares for understanding the incidence of these taxes. Total
expenditure is considered to be a better measure of household’s well-being than
total annual income; thus, Porterba (1991) suggests that the former shall be used for
not only normalizing the budget share of the households but also for ranking the
households. The author proved this to be the case for the USA wherein the extent of
regressivity declines markedly when the budget shares of gasoline taxes were taken
with respect to their expenditures. According to the author, this is because the basis
for the consumption decision by the consumers is their lifetime income, i.e. wealth,
rather than their annual income. This is also depicted for the European countries and
also for the USA in the book that has been compiled and edited by Sterner (2012),
as cited in Morris and Sterner (2013), which consists of case studies for over 20
countries. The results for all the developed and Latin American countries either
depict neutral scenario or the fuel tax is progressive, except for Italy. In the case of
developing countries (African and major Asian countries), the fuel taxes are found
to be strongly progressive on a whole and this is also the case when the budget
share for fuels is taken with respect to income. Thus, for the developing countries
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the indicator used for normalization does not matter. Datta (2010) shows this to be
the case in India for various fuel taxes through an input–output framework. The
only fuel for which a fuel tax would be regressive is kerosene. On the other hand,
Cao (2012) depicts the fuel taxes to be progressive even in the case of China.
Blackman et al. (2009) depict the gasoline taxes to be progressive, in the case of
Costa Rica, but diesel taxes to be regressive. According to the authors, this is
because diesel is extensively used as a fuel for public transport. Mutua et al. (2009)
also depict that the transport fuel taxation in Kenya is progressive. The primary
reason for the fuel taxes being progressive for the developing countries is that still a
majority of the population do not have access to private vehicles unlike the case in
USA where these taxes are regressive but could easily be made progressive through
the transfer of the revenue to the affected households (Sterner 2012 as cited in
Morris and Sterner 2013).

Ecotax, like any other tax, has a potential for generating revenue, but it is
imperative to understand the basic notion behind the implementation of these taxes
and thus recognizing the appropriate manner in which the revenue could be used.
Ecotax shall not be considered as revenue-generating fiscal tool, as is the case with
other taxes, rather it should primarily be viewed as a tool for preserving environ-
ment. Hence, the objective shall not be to maximize the revenue but it shall be to
reduce the pollution to the optimal level, i.e. level at which the marginal social
damage shall equate to the marginal private benefit (Pigou 1932). Since revenue
would be generated as a by-product of the levy of ecotaxes, therefore it would be
useful to have criteria for its possible utilization. The literature on revenue recycling
of the ecotaxes normally confines itself to four major uses of revenue: first, to
reduce the incidence of environmental taxes (as cited above); second, for other
developmental goals and environmental purposes; third, reducing the existing
distortions in other taxes and fourth, revenue neutral rate for wider political
acceptance. The manner in which the proceeds from the levy of these taxes could be
used shall depend upon the environmental, political and economic conditions of a
country. However, there could still be some criteria that could be proposed on the
basis of which the revenue could be used. This criterion shall primarily be based on
the objective for levying such taxes, i.e. for the betterment of the societal welfare by
preserving the environment. This criterion shall follow the same order, as pre-
scribed above for the manner in which the revenue could be used. This is because
the equity concerns shall always precede than any other reasons for utilizing the
revenue from any tax, as per the canons of taxation laid by Smith (1904). Therefore,
if a tax is deemed to be inequitable (i.e. regressive) then it would imply that the
burden of environmental preservation is more on the poor than on the rich. This can
never be justified in any country no matter what shall be the status of its envi-
ronment, political or economic conditions. Therefore, if an ecotax is regressive then
its proceeds shall first be used to make it progressive or at least less regressive.
Thereafter, the proceeds could be used for other environmental objectives such as
reducing environmental damage in other sectors, provisioning of environmental
goods or for other concerns such as reducing poverty. Reducing distortions in other
forms of taxes and shifting the tax base from ‘goods’ (income, earnings, etc.) to
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‘bads’ (environmental polluting products) shall be the goal of revenue recycling if
the above two conditions are pre-existing in the country (Weizsacker 1992 as cited
in Srivastava and Kumar 2014). Reducing distortions in the prevailing tax system
per se does not necessitate that all the revenue generated shall be utilized, i.e.
revenue neutrality. But it is the fourth option, the need of political acceptance for
the levy of a new tax on polluting products that necessitates revenue neutrality. This
is the primary reason why this study separates these two utilization purposes of the
revenue from the ecotaxes, even though they are normally used together in the
literature. Srivastava and Kumar (2014) provide an alternative reasoning for the use
of revenue neutral rate in the developed countries. According to them, the tax–GDP
ratio for these countries is already high, so also the provisioning of environmental
public goods; therefore, these countries could afford to use the proceeds for
reducing existing tax distortions. They further caution that since the developing
countries normally do not meet the conditions of high tax–GDP ratio and existence
of environmental public goods, therefore the proceeds in these countries shall be
used for environmental purposes rather than reducing distortions in other taxes.

Most of the available research studies on the impact of environmental taxes
reviewed above considered either carbon tax as a fiscal instrument or were limited
to fuel/energy taxes. These existing studies thus lack answering the research
questions and concerns, posed earlier in this section, especially so with respect to
India. Hence, this study aims to propose a design of ecotaxes in India and its
implications on the rural and urban consumers. This paper is organized as follows:
Section 2 gives the details about the data used and the methods followed for
analysing the incidence of environmental tax. Section 3 consists of three subsec-
tions that discusses the results of pre- and post-revenue transfer from the levy of
ecotax. The section also comprises of the analysis of these results. This is followed
by the concluding remarks and a few policy recommendations before stating the
major limitations of the study in Section 5.

2 Data and Methods

The fundamental data set that has been constructed for analysing the incidence of
ecotax is the ESAM 2007–08 using the methodology of Pal et al. (2015). A 33
sector ESAM has been constructed by aggregating the sectors of the SAM of
Pradhan et al. (2013) which provides a detail of 78 sectors in India for the year
2007–08. According to the Environment (Protection) Act 1986, air, water and land
are three major components of the environment. Therefore, an attempt has been
made to extend the ESAM 2006–07 by Pal et al. (2015) to ESAM 2007–08 by
including all the three environmental components—air, water and land (refer to
Appendix). Data sources such as TERI (2009), MoEF (2010), Pal et al. (2015),
National Remote Sensing Centre (2011), Ministry of Statistics and Programme
Implementation (2008), DES (2012) have been used to construct the environmental
part of the ESAM. It is important to note that so far none of the available studies on
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ESAM have taken environmental indicators which would depict all the three major
forms of pollution. Thus, this study would attempt to fill this gap in the literature by
analysing the incidence of ecotaxes by addressing all the three forms of pollution
(Resosudarmo and Thorbecke 1996; Weale 1997; Xie 2000; Alarcón et al. 2000;
Lenzen and Schaeffer 2004; Gallardo and Mardones (2013); Pal and Pohit 2014).
NSS 64th round has been used for obtaining the data on population of the nine
household occupation categories concomitant with the households classification
given in the existing SAM of the year 2007–08 (NSSO 2010).

The choice of the tax base in this study is dependent upon the value of the
pollution coefficients across sectors measured as gross emissions per unit of their
output. On this basis, the five most polluting sectors have been identified for each of
the three environmental components. Thereafter, modal frequency2 for these pol-
luting sectors was computed and five polluting sectors having maximum modal
values were selected. All these five sectors had a value of two. The sectors thus
selected are: thermal (NHY—non-hydro), fertilizers and pesticides (FER), iron and
steel and non-ferrous basic metals (MET), paper and paper products (PAP) and
textile and leather (TEX) (Table 1). All these sectors represent at least three of the
five most polluting sectors of each of the environmental category, i.e. air, water and
land. Thus, this gives a comprehensive definition of the tax base for analysing all
the three forms of pollution.

There are three different ways in which ecotaxes can be levied—input tax, output
tax or on proxies (Chelliah et al. 2007). In addition to that, ecotax might also be
levied directly on the emissions. However, such types of ecotax are difficult to
implement as it involves difficulties in computing the tax base. For example,
emissions from a non-point source such as vehicles would involve a high cost of
monitoring. Therefore, the ecotaxes are modelled as output taxes in this study and it
is levied directly on the value of output of a sector excluding indirect taxes paid by
that sector. Indirect taxes have been removed from the calculation of the value of
output because this is how any ad-valorem tax is practically levied. Since the taxes
are modelled in a social accounting matrix framework in which one sector’s output
is other sector’s input, thus indirectly input taxes are also modelled in the study.
This is because the taxed commodity would also be an input for some other sector
thereby affecting the value of output of that sector due to an increase in the cost of
inputs. The major assumption of this model is that the supply curve of the com-
modities has been considered to be perfectly elastic; thus, the entire tax burden
would be shifted to the consumers. Therefore, it is important to interpret the results
as an upper bound because in reality the supply curve is not perfectly elastic and the
suppliers also bear some burden of the tax. In addition to this, the relative com-
position of demand would also change after the ecotax has been levied. That factor

2Modal frequency gives the number of times a sector appears in the three forms of pollution: air
and water pollution and land degradation. For example, if a sector has a modal frequency or value
of two it implies that of the three forms of pollution, the sector contributes in two of them.
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is also not considered in the following analysis of tax burden. Post-ecotax change in
prices is computed using a ‘price vector model’:

P33�1 ¼ I � AT
� ��1

33�33:V33�1 ð1Þ

AT is the transpose of the input coefficient matrix
V is the matrix of the share in value added of the exogenous vectors
P is the price vector

The incidence of ecotax is computed by altering the methodology proposed by
Datta (2010). This is because in this study the ecotax is modelled as a component of
the share of the value added whereas Datta (2010) modelled the ecotax as an
explicit component in the price vector model. Therefore, the prices in this study
change due to the levy of ecotax which are modelled in the share of value added:

dP33�1 ¼ I � AT� ��1
33�33: dV33�1 ð2Þ

This also changes the formula for the tax burden. Since Datta (2010) had an
explicit tax structure in the price vector model, therefore the value-added term did
not change due to the levy of an ecotax. But in this case it is only the value added
that will change so as to incorporate the changes due to the levy of ecotax. Thus, the
formula would then be:

TBkð Þ1�1¼
Xk

Yk

� �

1�33
: dP33�1 ð3Þ

Table 1 Five most polluting sectors in India

Sectors Pollution coefficients

Net GHG emissions
(tons/lakh of output)

Net wastewater
disposed (L/day/lakh of
output)

Net land degraded
(square feet/lakh of
output)

Textile
(TEX)

0.06 49.96 1.86

Paper and
products
(PAP)

1.00 323.87 3.31

Fertilizer
(FER)

4.70 22.91 NA

Metals
(MET)

2.08 3.65 2.64

Thermal
(NHY)

53.09 5183.55 NA

Source Author’s calculations using MOEF (2010), National Remote Sensing Centre (2011),
Ministry of Statistics and Programme Implementation (2008), DES (2012) and TERI (2009)
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TBk is the tax burden borne by kth household
Xk
Yk

n o
is the share3 of kth household’s expenditure on the 33 sector commodities of
ESAM

The relative price changes (dP) of commodities and the share of expenditure for
all the sectors in the respective households’ total consumption expenditure have
been used to compute the tax burden or incidence of the ecotax on the rural and
urban households. The budget share of the commodities has been taken with respect
to their total expenditure because the literature on ecotaxes argues that expenditure
is a better measure of a household’s well-being, as also discussed in the previous
section (Porterba 1991).

There are five categories of the rural and four categories of urban consumer
groups (Table 2) which are categorized according to their occupational character-
istics in the ESAM 2007–08. The per capita incidence of ecotax has been analysed
for all these nine household groups using two different tax rates 5 and 10%, and the
population of the respective groups has been obtained from the 64th round of NSS
(NSSO 2010). Further, the change in the incidence of ecotax—pre- and
post-revenue transfer—has also been analysed after transferring the revenue from
the levy of ecotax to the household which is relatively bearing more burden than
higher income household. Five percentage of the revenue generated at both 5 and
10% tax rate has been modelled as a per capita revenue transfer. The justification
for the amount of transfer has been provided in the next section. This detail on the
approach adopted for the incidence of ecotax is also depicted in Fig. 1.

Per capita tax burden has been calculated by computing the change in the
per capita expenditure for the household classes due to the levy of an ecotax. The
tax burden, computed using Eq. (3), for every household category has been mul-
tiplied by the initial expenditure made by the households to obtain the final
expenditure for these household categories. In order to arrive at the change in total
expenditure of these households categories due to ecotax, difference between the
final and initial expenditures has been computed (refer to numerator of Eq. 4). This
gives the final expenditure of the households which has been subtracted by the
initial expenditure to obtain the increase in the expenditure due to ecotax. This
resultant is then divided by the population of each household to obtain their
per capita tax burden (Eq. 4). Population has been taken as a weight to compute the
tax burden because it is important to understand the number of people who have
been affected due to the levy of ecotax. More importantly, the change in total
expenditure is taken as a measure of final tax burden on the households; therefore, it
is imperative to normalize this with their respective population because expenditure
and population are correlated.

3This budget share has been assumed to be constant pre- and post-ecotax. This is because the
objective of the paper is to examine the incidence of ecotax; thus, post-tax implications, i.e.
feedback effects, have not been modelled.
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Per Capita Tax Burden ¼ Initial Expenditure � Tax Burden� Initial Expenditure
Population

ð4Þ

To understand the incidence of the ecotax on the households, the households in
both rural and urban areas were arranged in increasing order of their annual
per capita income. This has been computed from the ESAM. The proposition of
Porterba (1991) has also been incorporated in the study, and the households have
also been ranked in the increasing order of their expenditure so as to understand the
difference in the pattern of the incidence of ecotax, if any. Further, ‘range of
incidence’ has been used as a measure to evaluate the overall incidence of ecotax in
a region. It is computed by subtracting the per capita tax burden of the lowest

Table 2 List of household
categories

Household code Description

RNASE Rural non-agricultural self-employed

AGL Agricultural labour

RNAL Rural non-agricultural labour

RASE Rural agricultural self-employed

ROH Rural other households

USE Urban self-employed

USC Urban salaried class

UCL Urban casual labour

UOH Urban other households

Source Pal et al. (2015)

Incidence of Ecotax

Pre-Revenue Post-Revenue 

Rural 
HHs-
Ecotax @ 
5% &
10%

Urban 
HHs
Ecotax @ 
5% &
10%

Per Capita Reve-
nue Transfer @ 5% of 
the Revenue Generated
@ 5% and 10%
Tax Rate

Fig. 1 Analyses structure of incidence of ecotax. Source Author’s construction
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income class from the per capita tax burden of the highest income class. If the value
is negative, then this implies that the ecotax is regressive as the per capita tax
burden of the lowest class is more than that of the highest class and vice versa.

3 Results

The sequence depicted in Fig. 1 has been followed in this section to explain the
results of the incidence of ecotax. This section has been broadly classified into three
categories: incidence of ecotax in pre-revenue transfer scenario and post-revenue
transfer scenario and analysing the incidence of ecotax on households.

3.1 Incidence of Ecotax in Pre-revenue Transfer Scenario

Figures 2 and 3 depict the per capita tax burden of the households in rural and
urban areas for both 5 and 10% levy of ecotax, respectively. The households’
categories in both rural and urban areas have been arranged in increasing order of
their per capita incomes. This has been done so as to understand the incidence of
ecotax; i.e. if all throughout these classes per capita tax burden is increasing, then
this would imply that ecotax is progressive and vice versa. As is evident from
Fig. 2, ecotax is overall progressive in the rural areas for both 5 and 10% rates of
ecotaxation. This is because the highest income category of the rural household—
rural other households (ROH)—is bearing more per capita tax burden than the
lowest income category—rural agricultural labour (AGL). The range or the dif-
ference in the per capita tax burden is positive which amounts to Rs. 604. Similar
results are obtained when the tax rate is doubled to 10% as the overall progres-
siveness is almost doubled to Rs. 1153 as measured by the range of incidence
between ROH and AGL. The only household class for which ecotax is regressive is
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rural agricultural self-employed (RASE). This is because RASE is relatively lower
income household category than RNAL, and at 5% tax rate, the per capita tax
burden borne by the former household category is Rs. 398 which is Rs. 42 more
than the category of rural non-agricultural labour (RNAL). Thus, the households
belonging to RASE have to bear relatively more burden of the ecotax. Similar is
also the case for 10% tax rate wherein the higher income household group—RNAL
—has to spend less money in terms of its post-tax total expenditure.

For the urban areas as well, ecotax is overall progressive for both 5 and 10%
rates of ecotaxation because the highest income household category—urban other
household (UOH)—bears more per capita burden of the taxes than the lowest
income household—urban casual labour (UCL). The range or the difference in the
per capita tax burden is Rs. 1104 for 5% rate of ecotax and is Rs. 2106 for 10%.
The factor by which the incidence for the two rates of taxation differs is 1.91, and
this factor remains the same across the two regions, i.e. rural and urban. Thus, this
implies that the rates do not play a significant role in determining the burden of
ecotaxation as it just alters the absolute value of the incidence/burden on the
households but does not change its pattern (Figs. 2 and 3). This result could be
because of the limitations of the linearity assumption of the SAM method. Further,
ecotax is seen to be progressive within all the categories of urban household unlike
the rural households’ category. For 10% tax rate scenario, the results are similar to
that of 5% rate of ecotax which was also the case for rural households.

Following the proposition of Porterba (1991), Figs. 4 and 5 also depict the
incidence of ecotax when the households are arranged in the increasing order of
their total expenditure. As is evident, the pattern of incidence changes in both rural
and urban areas. The incidence of ecotax in both the regions is no more progressive
when compared between the households. Even then, the ecotax still remains overall
progressive with the difference in the per capita tax burden between the highest and
the lowest expenditure class being positive (compare Figs. 2 and 4; Figs. 3 and 5).
However, if the total expenditure of every household category is normalized with
their respective population then the incidence would depict same pattern for the
urban household category as shown in Fig. 3, but for rural households’ category the
progressiveness could be seen even for RASE. This implies that per capita total
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Fig. 3 Per capita tax burden
(Rs.) of urban households.
Source Author’s construction
using ESAM 2007–08
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expenditure as a parameter for arranging the households is a better indicator than
total annual expenditure and per capita annual income.

3.2 Incidence of Ecotax in Post-revenue Transfer Scenario

Revenue is a by-product of levying ecotax, and thus, the important question that
arises is how to best use this revenue. As argued before, it is imperative to first
remove the regressivity of the ecotax, if present, than utilizing the revenue for any
other purpose. Thus, in this section an attempt will be made to understand as to how
the revenue from the levy of ecotax could be used to make the tax progressive for
RASE group for which the ecotax was found to be regressive.

Figure 2 clearly depicts that RASE has to share relatively more burden of the
ecotax at both the rates—5 and 10%—when compared to higher income category
household RNAL. On the other hand, its incidence from the lower income category
household AGL is only a bit higher. Therefore, while transferring the revenue from
the levy of ecotax it is imperative to transfer an amount which should be less than
the difference of the incidence between AGL and RASE at the same time it should
be greater than the difference of the incidence between RNAL and RASE. If this
condition is not met, then either the transfer would be more and hence would make
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the category of AGL households to bear relatively more burden or the transfer
would be insufficient to remove the regressivity. It is precisely because of this
reason a range for revenue transfer has been provided. The incidence of ecotax
borne by AGL, RASE and RNAL are Rs. 202, Rs. 398 and Rs. 356 at 5% tax rate,
respectively. Thus, the range of per capita has to be between Rs. 43 and Rs. 196 at
5% tax rate scenario. Similarly, at 10% the range thus computed should be between
Rs. 81 and Rs. 375 which is almost double than the former case. This is because the
burden at 10% rate is almost double than that of 5% rate, and therefore, the range
also increased by the same factor. The costs of these revenue transfers to the
government have been computed at both the rates and have been tabulated in
Table 3. As is evident, the total cost of the transfer ranges from around Rs.
126 lakhs to Rs. 558 lakhs for 5% levy and from around Rs. 234 lakhs to Rs.
1000 lakhs for a 10% levy. This comes to around 2–10% of the total revenue
generated in both the tax rates scenarios.

In order to understand the impact of such transfer on the regressivity of the
ecotax, 5% of the total tax revenue generated was chosen as the amount to be
transferred for both the tax rates. This was done for the sake of simplicity as the
actual transfer amount could be easily indexed to this rate. Figures 6 and 7 depict
the impact of such transfer. As is evident from the graphs, the incidence for RASE
has declined relatively to RNAL and it bears less burden than RNAL. Also, since
the condition of the transfer was met, i.e. the transfer amount was between 2 and
10%, therefore the RASE has to still bear more burden than AGL which is rela-
tively lower income household category. This ensures progressivity even between
the household categories. In this case, since 95% of the revenue generated from
ecotaxes is still with the government, therefore the government could also decide to
spend this revenue in line with the criteria proposed earlier in the paper. This is
because the major requirement of the ecotax not being regressive could be fulfilled
by 5% revenue transfer as depicted by Figs. 6 and 7. The leftover revenue could be
utilized for other developmental and environmental goals such as providing sub-
sidies for cleaner generation of electricity, constructing of common effluent treat-
ment plants. Further, the revenue could also be used for reducing distortions in
other forms of taxes such as income tax, corporation taxes which are normally
considered to reduce the incentive to earn.

3.3 Analysing the Incidence of Ecotaxes on Households

It is imperative to examine the tax burden and the average share of total expenditure
of the households in rural and urban areas. This is because these measures help in
understanding the reason for the ecotax being progressive, and further, a compar-
ison could also be made between the patterns depicted by per capita tax burden and
tax burden. The tax burden is obtained by using Eq. (2), as mentioned in Sect. 2,
for both the tax rates. This is depicted in Figs. 8 and 9 for rural and urban
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households, respectively. The households are again arranged in increasing order of
their per capita income. This was done so as to compare tax burden with the
per capita tax burden depicted in Figs. 2 and 3. These figures clearly depict that

Table 3 Range of revenue transfer required for making ecotax progressive

Tax rate
scenario

Minimum
absolute
revenue
transfer (Rs.
Lakhs)

Maximum
absolute
revenue
transfer (Rs.
Lakhs)

Minimum
revenue
transfer
(%)

Maximum
revenue
transfer
(%)

Per capita
transfer at 5% of
total tax revenue
generated (Rs.)

5% tax
rate

126,001 558,415 2 10 94

10% tax
rate

234,821 1,071,011 2 11 171

Source Author’s construction using ESAM 2007–08
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there exist differences in the pattern of the two tax incidences.4 The primary reason
for this is the computational method adopted for calculating the per capita tax
burden. The per capita tax burden is computed by normalizing the increase in total
expenditure of every household by their respective population. The increase in total
expenditure, which can be understood as additional burden due to ecotax, is
obtained by subtracting the initial expenditure from the final expenditure. And the
final expenditure is obtained by multiplying the initial expenditure with the tax
burden. Therefore, the per capita tax burden could be said to fundamentally depend
upon the total expenditure and the population of the households.5 This is the precise
reason as to why the pattern of per capita tax burden is different from that of tax
burden (compare Figs. 2, 3 and Figs. 8, 9) which is further explained in detail
below.

For the rural area, the difference exists between two households: RNASE and
ROH (Figs. 2 and 8). This could be easily explained by examining their population
and initial total expenditure (refer to Table 4). The reason why there is an increase
in the per capita tax burden for RNASE is that the population and initial expen-
diture both are more (refer to Table 4), when compared with the previous house-
hold on the horizontal axis of Fig. 2; however, initial expenditure is proportionately
higher than population. This, thus, leads to higher ratio in relation to RNAL, and the
burden depicts an increase. Similarly, ROH has the least population amongst the
rural households; therefore, its per capita tax burden is the highest.

In the case of urban households, the dissimilarity arises for all the households’
categories as the per capita burden is increasing all throughout whereas tax burden
declines as the per capita income increases (compare Figs. 3 and 9). Again the
explanation could be provided using Table 4. The ratio of the expenditure to
population across the households increases as their per capita income increases,
therefore depicting a higher per capita tax burden which is perverse to the scenario
of tax burden. Figure 3 shows an overall progressive picture of the ecotax, whereas
Fig. 9 depicts ecotax to be regressive. This reinforces the argument of normalizing
the tax burden with the ratio of initial total expenditure and population.

The pattern of the tax burden for both rural and urban households depicted in
Figs. 10 and 11, respectively, could be explained by the average budget share of the
taxed commodities by these households. This is because the budget share of any
commodity gives the proportion of the total expenditure incurred for that com-
modity. If this share is high, then the household is dependent more on this

4These results remain same when the tax burden of the households is ranked in increasing order of
their total expenditure and then are compared with Figs. 3 and 4. Thus, they are not depicted here.
5

Per Capita Tax Burden

¼ Initial Expenditure � Tax Burden� Initial Expenditure
Population

¼ Initial Expenditure
Population

� Tax Burden� 1ð Þ
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commodity or the demand for this commodity could be termed as relatively
inelastic. Also, the tax burden is computed using Eq. (3) where this budget share
was an integral part. Thus, it is imperative to examine the pattern of the tax burden
using the share of total expenditure of the commodities/sectors taxed. In total,
ecotax has been levied on five commodities/sectors: TEX, PAP, FER, MET and
NHY. Of these five, the information on the budget share is not available for FER
and MET. This might be because the households normally do not consume the
products from these sectors directly. In order to understand the pattern of tax
burden, the average of the budget shares of all these three sectors (TEX, PAP and

1.000
1.005
1.010
1.015
1.020
1.025
1.030

Ta
x 

Bu
rd

en 5%
Ecotax

10%
Ecotax

Fig. 8 Tax burden in rural
households. Source Author’s
construction using ESAM
2007–08

1.000
1.005
1.010
1.015
1.020
1.025
1.030

Ta
x 

Bu
rd

en

5% Ecotax
Rate

10%
Ecotax
Rate

Fig. 9 Tax burden in urban
households. Source Author’s
construction using ESAM
2007–08

Table 4 Population and expenditure details of the HHs

Household category Total population (Million) Total expenditure (Rs. Trillion)

AGL (RH2) 203.91 2.90

RASE (RH4) 286.37 7.58

RNAL(RH3) 80.88 2.11

RNASE (RH1) 115.37 3.49

ROH (RH5) 66.77 4.52

UCL (UH3) 34.35 1.03

USE (UH1) 111.96 7.56

USC (UH2) 105.45 9.66

UOH (UH4) 15.12 2.22

Source Author’s construction using ESAM 2007–08
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NHY) was obtained and these were plotted for the rural and urban households in
Figs. 10 and 11, respectively. As is evident by comparing Fig. 8 with 10 and Fig. 9
with 11, the pattern appears to be very similar. The figures clearly depict that the
average of the share of the tax burden declines for the three household categories in
rural areas after RASE. Similar is the case for the households of the urban area
except that the share declines for every household as the per capita income
increases.

4 Conclusion and Recommendations

Environmental taxes have been into existence for over two and a half decade, but
still some of the fundamental questions regarding ecotaxes remain unanswered:
how to define the environment tax, i.e. the design of their tax base and for some
questions ambiguity prevails: whether the environmental taxes are progressive or
regressive? An attempt has been made to answer these two questions using an
environmentally extended social accounting matrix (ESAM) for India 2007–08.
These questions find its relevance in the Indian context because still a majority of
Indian population have low standard of living, and if the share of the burden of
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ecotaxes is borne more by this group, then the tax shall be deemed as inequitable, as
per the canons of taxation laid by Smith (1904). Further, the dismal status of
ecotaxes in India, as found by Verma (2016), gives a thrust for exploring the issues
related to the design and the effects of these taxes on Indian households.

In order to answer the first question related to the design of ecotaxes, polluting
tax bases was identified by using pollution coefficients of the sectors from the
ESAM so as to represent all the three sectors of environment—air, water and land—
as identified by the Environment (Protection) Act 1986. The five most polluting tax
bases identified were thermal (NHY—non-hydro), fertilizers and pesticides (FER),
iron and steel and non-ferrous basic metals (MET), paper and paper products
(PAP) and textile and leather (TEX). Ecotax was levied on these five sectors as a
tax on the value of output of these sectors excluding indirect tax payments by these
sectors. Such an ecotax could be categorized under output tax. Tax simulations with
5 and 10% rates of ecotaxation were attempted to. Incidence of these taxes was
studied on five categories of rural households and four categories of urban
households using a price vector model, as proposed by Datta (2010). This
methodology was altered to accommodate the manner in which the ecotax has been
designed in this study. Thereafter, policy simulation for 5% transfer of the revenue
generated from the levy of ecotax was also examined.

The study found that the per capita tax burden for the rural households is more
for the highest income class as compared to the lowest income class (i.e. ecotax is
progressive) at both 5 and 10% rates. This result was obtained using the range of
incidence as a measure. In the case of urban households, the per capita tax incidence
was also found to be progressive. Thereafter, policy simulation of per capita rev-
enue transfer was also studied for the rural households because the ecotax was
found to be regressive for RASE. It was found that a range of 2–10% of the revenue
generated from the levy at both 5 and 10% rates shall be transferred to this
household in order to make the ecotax progressive at every household category in
the rural area. Such a transfer accomplishes the primary objective of the govern-
ment, i.e. to let the higher income households bear more tax burden and thus make
the tax equitable. On the other hand, for the households of the urban area it was
found that no such revenue transfer to the households is required as the ecotax is
progressive at every household category.

There exists difference between the pattern of the per capita tax burden and tax
burden. This primarily arises due to the normalization of the tax burden with the
ratio of initial total annual expenditure and population. The pattern obtained in tax
burden is reverse of that obtained in per capita tax burden. Since, per capita tax
burden normalizes the tax burden and hence makes it comparable across the
households; therefore, it was used as a measure to understand the effect of ecotax on
households. Further, the pattern in the tax burden could be explained by taking
mean of the budget share of the taxed commodities by the households.
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4.1 Recommendations

i. The government shall levy ecotax on the value of output from the polluting
sectors which could be incorporated under the present GST framework. The
five most polluting sectors in India that cover all the three forms of envi-
ronmental pollution are: thermal (NHY—non-hydro), fertilizers and pesticides
(FER), iron and steel and non-ferrous basic metals (MET), paper and paper
products (PAP) and textile and leather (TEX). Such a tax design would also
undertake low monitoring and implementation cost.

ii. To begin with, ecotax could be levied at a modest rate of 5%. This is because
an increased tax rate only increases the absolute burden on the consumers
without affecting the pattern of incidence. Also, this would ensure the
acceptance amongst the stakeholders because of its low rate.

iii. It is imperative for the government to transfer back the revenue generated from
the levy of ecotax to the poor households, RASE group, i.e. the farmers. These
transfers could be directly linked to the accounts of the beneficiaries, and thus,
a direct benefit transfer system could be adopted. The 90–95% of the revenue
that is left after the transfer could be used for other environmental purposes
such as investment in clean energy, cleaning of rivers, afforestation.

5 Limitations

There are two major limitations of the methodology used for examining the inci-
dence of ecotaxes in this study:

i. Feedback effect of the ecotaxes and the revenue transfers were not examined.
This is because the methodology used is constrained by the fixed coefficients.

ii. The substitution of the environmental polluting technology with an environ-
mentally sound technology was also not been analysed. This is also because the
technological effects cannot be captured in a short run SAM analysis.
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Appendix: Basic Structure of Environmentally Extended
Social Accounting Matrix
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Global Value Chain and Effects of Trade
Policy Instruments—A Case of India

Chandrima Sikdar

Abstract GVCs have led to greater integration among economies of the world
with each economy often specializing in specific activities and stages of value
chains, rather than in the entire production process. Asia, as a region, has been a
major participant in GVCs. India, one of fastest growing countries of the region,
has, however, had a very dismal participation in the GVCs. One of the major
reasons that explains this non-participation is India’s trade-related policies and
procedures. Against this backdrop, the present paper analyses the direct and indirect
effects of trade policy instruments, particularly non-tariff measures (NTMs) on the
country’s manufacturing sector. Using imports of processed food from China into
India as a representative case, the results show that import restriction on a sector
leads to both direct and indirect impacts along the value chains. The results further
show that NTMs on a sector magnify these direct and indirect impacts. Further, if
NTMs are measured including the trade costs at borders, then the direct and indirect
trade restrictiveness indices due to import restriction on a sector are reported to be
much higher. This is a very important finding of the paper as it indicates that to
assess the impact of NTMs on an economy, trade costs should not be ignored. For
countries like India, which have elaborated procedural and documentation
requirement laid down by different regulatory bodies, ignoring such trade costs at
borders may lead to substantial underestimation of the impact of a trade policy
restriction.
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1 Introduction

In the present era of globalization, global value chains (GVCs) connect geo-
graphical and local production processes. Growth of these GVCs has led to greater
integration among economies of the world with each economy often specializing in
specific activities and stages of value chains, rather than in the entire production
process. Over 70% of global trade is in intermediate goods and services and in
capital goods. Income created within the GVCs has doubled, on an average, during
the last 15 years. China, one of the major participants in GVCs, has witnessed a
sixfold growth in its income associated with GVCs (OECD, WTO and World Bank
Group 2014).

Participation in GVCs comes with several benefits—firms have the scope to
enter markets while specializing only in niche intermediate production within a
chain; the suppliers are allowed to upgrade production into the higher-value seg-
ments of their industries; producers learn new processes; higher-quality standards
are met which result in greater market access; exports and imports in intra-firm
trade are facilitated; usage of network technology is encouraged and new sources of
capital tapped. On the domestic front, countries participating in GVCs are able to
specialize in lines of their comparative advantages. This enhances productivity
growth leading to better domestic wages and income generation. However, the
benefits from participating in GVCs are not automatic. An economy needs to have
strong social, environmental and governance frameworks and policies in place to
get the maximum benefit out of GVC activities.

Thus, not all countries and firms are equally involved in GVCs. Some participate
as host country leading firms, while others participate as suppliers of specific
products/services and while there are still others which hardly participate.

Asia, as a region, has been a major participant in GVCs. During 1995–2013, the
regions’ trade in intermediate goods grew by a factor of six, greater than its trade in
final goods, which grew around four times (Cheng et al. 2015). China, Korea,
Japan, Indonesia are some of the leading participants in the GVCs in the Asian
region. India, one of fastest growing countries of the region and the world, has,
however, a very dismal participation in the GVCs. In particular, the country’s
manufacturing sector is marked by near non-participation in most of the GVCs.
GVCs in manufacturing are mostly focussed on electronic, telecom or high tech-
nology products, and India does not manufacture these products but imports them in
large quantities. But participating in high value-added activities of GVCs is critical
for Indian manufacturing as the products manufactured in GVCs account for as
much as 70% of total world trade in non-fuel manufacturing products. Besides,
manufacturing as a sector in India has witnessed a declining share in GDP (17% of
GDP in 2016) and manufacturing exports have also stagnated at about 10%
(Srivastava 2016). The sector needs an enormous push to reach a 25% share of
GDP by 2025, a target set by the Government of India. Make in India, Startup India
are initiatives by the government which are currently working towards realizing this
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target. These efforts could receive a further boost if India increases its participation
in GVCs, thereby giving the much-needed thrust to its manufacturing sector.

One of the major reasons that explains India’s non-participation in GVCs is its
trade-related policies and procedures. Trade policies and procedures in countries
need adjustment to accommodate for successful integration into GVCs. Imports
need to be equally valued as exports; tariffs as well as time to trade need to be
reduced, and regulatory measures need to be checked at both behind the borders and
at the borders. Due to the reduction in tariff rates across the world, tariff as a trade
policy tool is no longer as important as it was earlier, yet even the slightest rate of
tariff can have a multiplier effect due to the structure of GVCs. Trade facilitation by
cutting trade costs and avoiding unnecessary delays and reducing uncertainty helps
in successful GVC participation. GVCs are also very sensitive to quality and effi-
ciency of services, particularly logistic services. Thus, trade policies and procedures
in a country need to be realigned for effective participation in GVCs. In India, while
it is realized that GVC participation will go a long way to boost the performance of
its manufacturing sector, yet a major concern is the country’s trade policy and
procedures which are not conducive for effective participation in these value chains.

With this backdrop, the present paper analyses the direct and indirect effects of
trade policy instruments, particularly non-tariff measures (NTMs) on the manu-
facturing sector of the Indian economy. It calculates the cumulative impacts of the
trade policy measures for India along the GVCs. The impact of the NTMs is
analysed and demonstrated by considering a representative manufacturing sector,
namely processed food. The rest of the paper is organized as follows: Sect. 2
presents a review of the literature and identifies the research gap. Section 3 dis-
cusses the methodological framework. The data are discussed in Sect. 4. Section 5
presents the results. The paper finally concludes in Sect. 6 with a summary of the
findings and their policy implications.

2 The Literature Review and Research Gap

There are a number of works which have attempted the study of effect of non-tariff
measures, used by countries as a trade policy measure. Some recent works are those
by Moore and Zanardi (2011), Ghodsi (2015), Rosendorff (1996), Vandenbussche
and Zanardi (2008), Almeida et al. (2012). These scholars discuss the various
motives and the general impact of imposition of non-tariff measures on a country’s
trade front. However, they do not come up with any consensus regarding the
general impact of each type of NTMs. Other scholars who focus on analysing the
causes and effects of different types of NTMs rather than offering general conclu-
sion about the different effects of NTMs are—Kee et al. (2008, 2009), Beghin et al.
(2014), Bratt (2014), Ghodsi and Grübler (2015).

Kee et al. (2009) estimate the ad valorem equivalent (AVE) for NTMs by using
cross-sectional trade data at six-digit level of the harmonized system (HS) for 2002.
But the results of this study are limited to only the positive AVEs which point at the
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hampering effect of NTMs on trade. Later, Beghin et al. (2014) and Bratt (2014) use
this approach but also incorporate the negative AVEs and hence accommodate for
the promotional effect of NTMs on trade. The drawbacks of these studies are—the
estimates at product level provide only one estimator of the impact of NTMs across
all countries. Besides, the studies use unilateral non-tariff elasticities of trade esti-
mated by Kee et al. (2008) and these are made to vary across countries only by
varying the import–GDP share of the given product across countries. Thus, the
impact of the NTMs imposed by different countries on a single product is con-
sidered uniform and hence captured by a single estimator. Ghodsi and Grübler
(2015) extend this approach to include bilateral trade flows so that the varying
impacts of the NTMs as per the importing countries can be captured.

A very recent comprehensive work on non-tariff measures is that by Ghodsi and
Stehrer (2016). This study analyses the indirect effects of these trade policy
instruments in the global economy. It follows a four-stage approach to quantify the
cumulative impacts of trade policy measures along GVCs using the world input–
output database (WIOD). First, bilateral import demand elasticities consistent with
WIOD classification are estimated. Second, bilateral ad valorem equivalents
(AVEs) of nine types of NTMs1 that are notified by the different countries to the
World Trade Organization (WTO) till the end of 2011 (WTO database) are quan-
tified. Thereafter, cumulative bilateral-trade restrictiveness indices (BRIs) are cal-
culated using the AVEs of NTMs and tariffs while taking into account backward
linkages. Finally, in the fourth stage the impact of trade policy measures on the
average annual growth of labour productivity is assessed.

The present paper is inspired by this work. Though the former is for 43 coun-
tries, this paper focuses only and more closely on India. There is hardly any paper
on India which attempts an exercise as this. Given the rise of GVCs and India’s
increased participation in it, such a study is undoubtedly the need of the hour.

In terms of methodology, the present paper draws inspiration from Ghodsi and
Stehrer (2016), but the value addition of this paper is the scope of the non-tariff
barriers that it considers. In Ghodsi and Stehrer (2016), non-tariff barriers refer to
the number of non-tariff barriers as notified by respective countries to World Trade
Organization (WTO) and available at WTO I-TIP notifications database. The pre-
sent paper along with this number of NTMs considers NTMs in the form of trading
costs across borders. In India, these NTMs have huge impact on trade due to
existing procedural and documental complexities and involvement of too many
regulatory authorities. For example, for a simple plant product to be imported there
are around 21 forms to be filled up related to licence, quarantine facilities, etc. For
an animal food product, the regulatory departments involved are the Department of
Animal Husbandry and Food Safety and Standards Authority of India with each
department having its elaborate procedure and documentation requirement in place.

1Sanitary and phytosanitary [SPS]; Technical Barriers to Trade [TBT]; anti-dumping [ADP];
countervailing [CV]; safeguards [SG]; special safeguards [SSG]; quantitative restrictions [QR];
tariff rate quotas [TRQ]; export subsidies.
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Thus, for India, more than the numbers of NTMs imposed on a product, the
procedural and documentation complexities connected to those NTMs represent a
larger part of barriers to trade.

When a country imposes NTMs, like SPS and TBT, the objective is to ensure
quality and standards for the imported products. But such trade regulations affect
not only trade flows but also the prices of the products at different stages of
production. Added to such regulations, if there are procedural and documentation
complexities involved, then the effect of the NTMs on the different sectors of the
economy is only likely to multiply.

3 Methodology

This paper uses the following steps to analyse the indirect impact of the NTMs
imposed on the import of a particular sector of the economy.

• First, the bilateral import demand elasticity with respect to import in the sector
from an import partner is estimated.

• Then, using the latest list of notified NTMs to WTO by India and using the
country’s trade cost data from World Bank, the ad valorem equivalents (AVEs)
of these NTMs are quantified.

• Thereafter, the cumulative bilateral-trade restrictiveness indices (BRIs) using the
AVEs of these NTMs and weighted average of tariffs during 2010–2016 are
calculated taking into account the inter-sector linkages.

• Thus, the present paper provides the detailed bilateral-trade restrictiveness
indices (BRIs) for the inputs of the selected manufacturing sector in India over
time and hence investigates the path of NTMs and the tariffs to the downstream
industries and the final absorption in the context of the Indian economy.

3.1 Bilateral Import Demand Elasticities

As a first step towards assessing the impact of the NTMs on the quantity of imports
in a selected manufacturing sector, the imports demand elasticity of that particular
sector is estimated. This import demand elasticity measures the responsiveness of
quantity of import of a good to changes in its price. Following Ghodsi and Stehrer
(2016), the present study starts with a flexible GDP function which includes prices
of imported products differentiated by country of origin and factors of production.
Then, this GDP function is extended into a semi-flexible function which includes
only one price indicator for estimation. This price indicator is defined as a ratio of
price of the imported good g to country i from country j, relative to the average
price of all other goods demanded in the GDP of country i.
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The resulting benchmark equation to be estimated by product–exporter gj is as
follows:

stgij ¼ a0n þ agij þ atg þ atggj ln
ptgij
pt�gi

þ
XM

m 6¼l;m¼1

ctgm ln
vtmi
vtli

þ utgij;

8g ¼ 1; . . .. . .;G; 8i ¼ 1; . . .. . .; I; 8j ¼ 1; . . .. . .; J

ktgi ¼ agi þ atg þ agj þ utgi

ð1Þ

where

stgij is share of import value of product g from country j to country i in the GDP of
country i at time t.
ptgij is the price (unit value) of the imported product.
vtmi and vtli refer to factors m and l in production of GDP of country i.
ktgi are the individual-specific effects; time-invariant importer-specific effect (agi);
time-invariant exporter-specific effect (agj); time-specific effect (atg) and the
idiosyncratic error/time-varying error.
pt�gi is the Tornqvist price index (Caves et al. 1982) of all other goods.

The Tornqvist price index is constructed using the GDP deflator pt as follows:

ln pt�g ¼ ln pt � sthln ptg
� �.

ð1� stgÞ; stg ¼ stg þ st�1
g

.
2 ð2Þ

If the study includes more than one product imported by a country from different
countries (as done in Ghodsi and Stehrer 2016), the import demand elasticities are
to be obtained for all products imported into a country. However, estimating Eq. (1)
by each product–exporter pair likely reduces the consistency of the estimates due to
small number of observations. So, in such a case to increase the efficiency of the
estimates, the estimation is run by each product (Ghodsi and Stehrer 2016). To

capture the country of origin of each product, the price indicator
ptgij
pt�gi

is interacted by

the exporter dummies.
Thus, Eq. (1) is transformed into the following equation:

stgij ¼ a0n þ agij þ atg þ
XJ
j¼1

aggj ln
ptgij
pt�gi

agj þ
XM

m 6¼l;m¼1

cthm ln
vtmi
vtli

þ utgij;

8g ¼ 1; . . .. . .;G; 8i ¼ 1; . . .. . .; I; 8j ¼ 1; . . .. . .; J

ktgi ¼ agi þ atg þ agj þ utgi

ð3Þ

Equation (3) is to be estimated for each individual six-digit product, and esti-
mate is obtained for parameters aggj where ‘J’ denotes the number of exporters.
Fixed effect estimation technique is used to control individual-specific effects. The
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resulting estimates obtained are consistent estimates of the parameters which rep-
resent elasticities through the changes of variables over time. The share of imports
in GDP is negative (stgij < 0) (by construction). Thus, the import demand elasticity
of good gj as derived from the GDP maximizing demand function is as follows:

beggij ¼ @qtgij
@ptgij

ptgij
qtgij

þ âggj
�Sgij

þ �Sgij � 1

stgij\0

eggij

\ � 1 if atggj [ 0

¼ �1 if atggj ¼ 0

[ � 1 if atggj\0

8><>:
ð4Þ

For calculating the AVEs of the NTMs, the world input–output database
(WIOD) classification is used. The functional forms of parameters for the HS
six-digit products within each WIOD category are assumed to be homogeneous,
and fixed effect estimators are used for controlling their heterogeneity. Thus,
Eq. (3) may be estimated for each WIOD industry encompassing all six-digit
products via the relevant concordance tables.

3.2 Ad Valorem Equivalents (AVEs) for NTMs

To estimate the impact of NTMs (nine types as per WTO database) on bilateral
import demand quantities between countries, the following gravity framework
[proposed by Kee et al. (2009)] is used.

ln ðmijgtÞ ¼aig þ
X
k

a1kC
k
ijt þ a1gt ln 1þ Tijgt

� �
þ

XIJ
ij¼1

XN
n¼1

wijb1ngNTMijgt þw1ijg þw1t þ l1ijgt

ð5Þ

where ln ðmijgtÞ is the natural log of the import quantity of product g to country
i from country j in time t; Ck

ijt is the country-pair characteristics and consists of
classical gravity variables and factor that include endowments.

3.2.1 The Classical Gravity Variables and Factor Endowment
Variables in the Gravity Equation

The classical gravity variables and factor endowment variables included in Ck
ijt are

described:
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• The traditional market potential of trade partners which is the summation of both
countries’ GDP:

Yijt ¼ ln GDPit þGDPjt
� �

• The economic development distance similarly used by Baltagi et al. (2003):

Yijt ¼ GDP2it
GDPpcit þGDPpcjt
� �2 þ GDP2it

GDPpcit þGDPpcjt
� �2

( )

• Ck
ijt also includes distance between the trading partners with respect to three

relative factors—labour force ‘L’; capital stock ‘K’; and area of agricultural land
A. This distance is given as

fmijt ¼ ln ðFmjt=GDPjtÞ � ln ðFmit=GDPitÞ; Fm 2 L; K; Af g

Additional gravity variables included in the estimating Eq. (5) are log of capital
city distances between a country and its trade partner and a number of dummy
variables indicating common borders, common language, common colonial history
and existence of preferential trade agreement (PTA) between the trade partners.

Estimating gravity Eq. (5) for country-pair using fixed effect model drops out the
time-invariant variables from the equations. The respective country-pair product
and time fixed effects are represented by w1ijg + w1t in Eq. (5).

As in the case of estimation of import demand elasticities, the estimations in this
case too are run by WIOD categories encompassing all corresponded six-digit
products of the HS.

3.2.2 The Tariff and NTMs in the Gravity Equation

The gravity Eq. (5) incorporates data on tariff and non-tariff measures. They are
explained as follows:

• The coefficient capturing the impact of tariffs on import is given by a1gt, and the
coefficient capturing the impact of non-tariff measures on imports is given by
wijb1ng
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• For tariffs Tijgt, the data on AVEs (using UNCTAD WTO methodology) are
prioritized as—preferential tariff rates (PRF), then AVEs on most favoured
nation rates (MFN) and then effectively applied rates (AHS).

• NTMnijgt include count variables for all ‘n’ types of NTMs mentioned earlier as
well as the trade costs as captured by costs associated with border and docu-
mentary compliance.

3.2.3 AVEs for the NTMs

The coefficients of the NTMs ðwijb1ngÞ as obtained by estimating Eq. (5) are used
along with the bilateral import demand elasticities ðenijgÞ as obtained from (4) to
calculate the AVEs for the NTMs. The AVEs which are calculated using the
expression below are obtained by differentiating the gravity equation with respect to
each type of NTMs (including both count and associated trade costs).

AVEnijg ¼ ewijb1ng � 1
enijg

3.3 Bilateral-Trade Restrictiveness Indices (BRIs)
and Cumulative AVEs in GVCs

The AVEs for the NTMs calculated in Sect. 3.2 along with the tariff data obtained
from WTO represent the bilateral-trade restrictiveness indices (BRIs). When a
country i imposes a BRI on a specific sector g imported from country j, the price of
the imported product increases by BRIijgt. The domestic producers in the sector
benefit from this direct BRI (DBRI). But, the downstream domestic sectors which
utilize the product of the importing sector as input now face higher input price and
thereby bear costs due to the BRI. Thus, there is an indirect cumulative BRI (IBRI)
which is the costs along the later stages of production which use the importing
sector’s (subject to the BRI) output as inputs. The BRI and the IBRI following the
imposition of tariffs and NTMs on a sector may be calculated as follows:

BRI ¼
X
ks

aksjgBRIjks

where aksjg is the technical coefficient of the sector s from country k used in
production of sector g in country j and BRIjks is the imposed BRI on import of
industry s to country j. This calculation can be still extended backward to take into
consideration the BRI imposed on the inputs of the stage calculated above. Using
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matrix algebra, the IBRI following the imposition of a non-tariff measure on an
importing sector may be calculated as:

IBRI ¼ e� B� I � Að Þ�1
h i

where A is a J � J matrix of technical coefficients, e is a row vector of ones, and
B is a J � J matrix of element-by-element multiplication of technical coefficients
and the tariffs and no tariffs.

B ¼ A� T:

Thus, in case of a study involving a large number of trade partners, trading in
several goods, the IBRI is a column vector showing the IBRI for inputs in pro-
duction of each country sector. The technical coefficients are calculated from the
Leontief inverse obtained from WIOD.

The present paper does the entire analysis in terms of one manufacturing sector
in India, namely food processing and one of its trade partners, China. Doing an
analysis involving all the manufacturing sectors and all trade partners of the country
would have resulted, undoubtedly, in a more comprehensive work, yet the paper
chooses to focus on one sector and one of the exporting partners, mainly, because
the objective of the current study is to demonstrate the method used to assess the
impact of the NTMs imposed on import of a particular import and come up with a
measure for the BRI and IBRI following the imposing of the NTMs. The analysis
can be easily extended to incorporate all other sectors and all trade partners. The
choice of the sector, food processing, is based on the fact that food products are
subject to much larger number of non-tariff barriers (as compared to other sectors)
due to involvement of agricultural products, animal products, chemicals, additives,
etc., in the content. China is chosen as a trade partner as not only is China among
India’s top trade partners but also one of the largest sources of import for food
products in India (fifth largest importer in 2016, UN Comtrade).

4 Data

The data required for calculating the BRI and IBRI associated with implementing
NTMs on import of food products from China into India for the period 2010 to
2016 are as follows:

• Import of food products (HS code 17-22) in India and their respective prices
obtained from WITS database (World Bank);

• GDP (real) of India and China and GDP deflator of India obtained from World
Development Indicators;

• Total employment and capital in India obtained from Penn World Tables (the
Centre for International Data, University of California, Davis);
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• Total labour force, capital stock and area of agricultural land in India and China
obtained from World Development Indicators;

• Gravity model variables from CEPII database;
• Tariff and non-tariff data from WTO I-TIP database;
• Trading across border data for India from World Bank Doing Business

Database;
• World input–output database for calculating the IBRI.

5 Results

The present analysis yields the following set of results.
Based on the estimation of Eq. (3), the bilateral import demand elasticities of

Indian imports (at six-digit HS code) from China for 7 years from 2010 to 2013 are
estimated. The elasticities which are estimated at six-digit HS code showed an
average figure of 16.9% for the entire period.

Second, using this bilateral import demand elasticities and the coefficient of
NTMs from the gravity Eq. (5), the AVEs for the NTMs imposed on processed
food products are estimated at six-digit HS code for the period of study. The AVEs
are found to vary between 1.54 in the initial years (2010) and 0.43 in the latest years
(2016). These figures represent the bilateral-trade restrictiveness indices imposed by
NTMs. To these figures, if the restrictiveness imposed by tariffs is added, then the
total bilateral-trade restrictiveness indices figures for each of the years increase and
stand at 2.7 in 2010 and 0.50 in 2016. The results of the gravity model and the
detailed AVEs of the NTMs at six-digit HS code for 7 years are reported in the
Appendix.

Finally, at the third stage the IBRIs imposed on the downstream sectors by the
BRI on the food processing sector are calculated using the WIOD and the BRI
obtained at the second stage. The IBRI varies between 0.48 in case of only tariff on
food imports and 1.15 in case of both tariff and non-tariff imposed on the importing
sector. Figure 1 shows a comparison of the BRI and the IBRI imposed on the
importing and the downstream sectors, respectively, due to the tariff and non-tariff
measures.

The results indicate that there would be significant trade restrictiveness that
would be imposed on the downstream sectors of the processed food sector when the
latter is subject to import restrictions. As the import price of food increases by the
extent of the tariff and the non-tariffs imposed, the downstream sectors using these
food imports as inputs witness increase in their input prices resulting in an increase
of their cost of production. Figure 2 shows the IBRI on some of the downstream
sectors in India due to restrictions on import of processed food in the country. Some
of the sectors which are majorly impacted are the other food manufacturing sectors,
chemical manufacturers, accommodation and food service activities, textile, apparel
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and leather manufacturers, crop and animal production and hunting-related activi-
ties and rubber and plastic manufacturers.

Thus, the sector, which is subject to import restrictions, impacts its downstream
sectors. Upstream sectors may also be impacted as their supplies to the particular
sector might suffer post the increase in the import price of the sector. Nowadays,
when value chains and production networks spread across regions of a country and
across different countries and regions of the world, an import restriction on an
importing sector may hardly ever impact the importing sector alone. Rather, it is
likely to have multiplier impact on different upstream and downstream sectors
located across or within the country’s geographical border.

Another important finding of the present study is imposition of NTMs brings
about greater trade restrictiveness than do tariff measures (refer Fig. 1). This is an
intuitive result given that NTMs have become more important trade policy
instruments across the world today than are tariffs, which over time have been
substantially lowered the world over.

While this finding is as per intuition, one of the major insights presented by the
paper is the extent of trade restrictiveness that these NTMs impose on a sector or on
the upstream and downstream sectors. This restrictiveness is found to vary sig-
nificantly between the cases where NTMs are defined only as the number of
non-tariff measures that an import is subject to (as considered by Ghodsi et al.) and
the case where NTMs are not only defined as the number of measures but also
included the trade cost figures (border and documentary compliance requirements in
hours). As is evident from Figs. 1 and 3, the BRIs and the IBRIs are much higher
when NTMs are measured as numbers of NTMs (reported by countries to WTO)

0

0.2

0.4

0.6

0.8

1

1.2

Average BRI avearge IBRI

Only Tariff Tariff plus NTM excluding trade cost Tariff plus NTM including trade cost

Fig. 1 Comparison of direct and indirect bilateral-trade restrictiveness indices under different
trade policy measures. Source Based on Author’s calculations
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plus the trade costs (measured as border and documentary compliance requirements
measured in hours). For instance, the IBRI for other food manufacturers is 19.3
when the trade costs are included as NTMs as against 18.1 when NTMs refer to the
nine non-tariff barriers imposed on food imports. The same is true for all the
downstream sectors reporting high IBRI. In the six sectors shown in Fig. 3, the total
IBRI is 0.2 more when trade costs are considered as a component of NTMs. The
direct trade restrictiveness on the importing sectors also goes up by 0.04 when the
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Accommodation and food service activities

Manufacture of textiles, wearing apparel and leather products

Crop and animal production, hunting and related service
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Manufacture of rubber and plastic products
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Manufacture of furniture; other manufacturing

Manufacture of basic metals

Manufacture of basic pharmaceutical products and
pharmaceutical preparations

Human health and social work activities

Manufacture of motor vehicles, trailers and semi-trailers

Land transport and transport via pipelines

Manufacture of fabricated metal products, except machinery and
equipment

Manufacture of machinery and equipment n.e.c.

Printing and reproduction of recorded media

Manufacture of paper and paper products

Manufacture of other non-metallic mineral products

Manufacture of electrical equipment

Retail trade, except of motor vehicles and motorcycles

Manufacture of coke and refined petroleum products

Wholesale trade, except of motor vehicles and motorcycles

Manufacture of other transport equipment

Mining and quarrying

Manufacture of computer, electronic and optical products

Manufacture of wood and of products of wood and cork, except
furniture; manufacture of articles of straw and plaiting materials

Fig. 2 IBRI on downstream sectors due to restrictions on food imports in India. Source Based on
Author’s calculations
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trade costs are included in measuring NTMs. This finding that trade costs increase
both the direct trade restrictiveness and indirect trade restrictiveness is one of the
major value additions of the present paper.

Thus, the study comes up with very important results:

(a) The imposition of import restriction in a given sector has a multiplier impact
due to upstream and downstream linkages that a sector has within an economy
as well as across the borders. With greater value chains and production net-
works, such inter-linkages are likely to be stronger in days to come. This in turn
will lead to greater multiplier effect of a trade restriction on a sector.

(b) The trade restriction is not only due to tariff barriers but also due to non-tariff
barriers. Rather, non-tariff barriers bring in greater trade restrictions than do
tariff barriers.

(c) Non-tariff barriers exist not only in the form of quality and standard restrictions
that regulatory authorities impose on imports into a country. But procedural and
documentation complexities add further to these NTMs. Thus, considering the
cost of trading at borders in terms of border and documentary compliance
requirements is important to capture the right impact of the NTMs.
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Fig. 3 IBRI for NTMs defined as numbers and defined as numbers plus trade cost. Source Based
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6 Conclusion and Policy Implications

Rising global value chains are an important feature of the present globalized world.
Though Asia as a region has been a major participant in the GVCs, but India one of
the fastest growing economies of the region has hardly been participating in such
GVCs. One of the major reasons that explains this non-participation is the country’s
trade-related policies and procedures. Against this backdrop, the present paper
examines the effect of trade restrictions due to tariff and non-tariff measures
imposed on the imports of the country. It mainly focuses on the more talked about
and widely used trade policy tools of NTMs. The paper considers imports of
processed food from China into India as a representative case.

The results show that import restriction on a sector leads to both direct and
indirect impacts along the value chains. The results further show that NTMs on a
sector magnify these direct and indirect impacts. The most important contribution
of the present paper is the measure of the NTMs that it considers. NTMs are
measured as a number of non-tariff measures notified by a country to the WTO plus
the non-tariff barriers imposed due to time spent in trading across borders of the
importing country on account of documentary and border compliances. To the best
of the knowledge of the present researcher, there is hardly any paper which con-
siders trade cost in measuring NTMs. However, for countries like India, which have
elaborated procedural and documentation requirement laid down by different reg-
ulatory bodies, ignoring such trade costs may lead to substantial underestimation of
the impact of a trade policy restriction. The results present significant difference in
the direct and indirect trade restrictiveness indices in the two cases where NTMs are
defined only as numbers of measures as against NTMs defined as number of
measures plus trade cost. The impact is much higher when NTMs include trade
costs. This is a very important result as subjecting an import to non-tariff measures
may have much larger effect than is anticipated if policy-makers fail to consider the
costs at the border. In particular, for countries where such costs are substantially
higher, ignoring them might lead to rather misleading assessment of the impact of
an import restriction on the economy.

Appendix

See Tables 1, 2 and 3.
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Table 1 AVEs of the non-tariff measures at six-digit HS code (2010–2016)

2010 2011 2012 2013

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

170112 0.355 170111 0.029 170191 0.005 170191 0.512

170191 0.600 170191 0.073 170199 0.182 170211 0.569

170199 0.599 170199 0.406 170211 0.596 170230 0.589

170211 0.436 170211 0.599 170219 0.566 170240 0.586

170230 0.602 170219 0.576 170230 0.562 170250 0.546

170240 0.576 170230 0.601 170240 0.579 170260 0.597

170250 0.414 170240 0.569 170250 0.565 170290 0.529

170260 0.532 170250 0.562 170260 0.589 170390 0.249

170290 0.216 170260 0.564 170290 0.535 170410 0.554

170410 0.589 170290 0.569 170390 0.259 170490 0.596

170490 0.599 170390 0.182 170410 0.560 180500 0.581

180500 0.594 170410 0.566 170490 0.597 180690 0.573

180610 0.289 170490 0.600 180100 0.584 190120 0.019

180690 0.546 180100 0.600 180310 0.595 190190 0.525

190190 0.497 180310 0.569 180400 0.107 190219 0.324

190211 0.007 180400 0.597 180500 0.594 190230 0.120

190219 0.188 180500 0.600 180610 0.048 190240 0.189

190230 0.388 180610 0.112 180620 0.575 190300 0.553

190240 0.085 180620 0.592 180631 0.453 190410 0.193

190300 0.005 180632 0.043 180632 0.481 190420 0.086

190410 0.108 180690 0.599 180690 0.600 190490 0.099

190420 0.101 190110 0.552 190110 0.547 190520 0.032

190490 0.273 190120 0.235 190120 0.470 190532 0.446

190531 0.346 190190 0.567 190190 0.558 190540 0.459

190532 0.516 190219 0.411 190219 0.162 190590 0.596

190540 0.483 190220 0.332 190230 0.440 200190 0.245

190590 0.570 190230 0.484 190240 0.154 200210 0.218

200190 0.590 190240 0.061 190300 0.514 200290 0.602

200210 0.575 190410 0.466 190410 0.402 200310 0.448

200290 0.602 190420 0.259 190420 0.183 200390 0.090

200310 0.476 190490 0.388 190490 0.371 200510 0.311

200390 0.559 190510 0.022 190520 0.037 200540 0.250

200410 0.577 190520 0.033 190531 0.324 200559 0.101

200490 0.276 190531 0.498 190532 0.509 200570 0.003

200520 0.412 190532 0.573 190540 0.527 200580 0.001

200551 0.008 190540 0.541 190590 0.594 200590 0.521

200559 0.048 190590 0.589 200190 0.293 200600 0.572

200570 0.019 200110 0.008 200210 0.392 200799 0.524
(continued)
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Table 1 (continued)

2010 2011 2012 2013

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

200580 0.012 200190 0.569 200290 0.603 200840 0.316

200590 0.289 200210 0.589 200310 0.009 200870 0.436

200600 0.025 200290 0.602 200390 0.410 200880 0.295

200799 0.548 200410 0.564 200510 0.202 200979 0.603

200811 0.085 200490 0.357 200520 0.059 200980 0.577

200819 0.350 200520 0.263 200540 0.041 200990 0.569

200830 0.007 200540 0.392 200551 0.003 210111 0.448

200840 0.055 200551 0.172 200559 0.100 210120 0.541

200870 0.484 200559 0.190 200560 0.006 210210 0.602

200880 0.469 200570 0.410 200570 0.511 210220 0.229

200899 0.582 200580 0.453 200580 0.232 210230 0.010

200911 0.012 200590 0.489 200590 0.525 210310 0.483

200919 0.451 200600 0.546 200600 0.574 210320 0.568

200939 0.067 200710 0.159 200710 0.013 210390 0.569

200949 0.193 200799 0.554 200799 0.573 210410 0.304

200950 0.073 200811 0.015 200811 0.256 210610 0.551

200969 0.023 200819 0.506 200819 0.109 210690 0.594

200971 0.008 200850 0.325 200820 0.245 220210 0.200

200979 0.600 200860 0.503 200830 0.170 220290 0.261

200980 0.581 200870 0.439 200840 0.368 220300 0.481

210111 0.009 200880 0.009 200850 0.018 220421 0.576

210120 0.481 200891 0.010 200860 0.529 220429 0.058

210130 0.030 200892 0.163 200870 0.447 220820 0.586

210210 0.599 200899 0.511 200880 0.067 220840 0.013

210220 0.285 200911 0.586 200891 0.131 220890 0.428

210310 0.485 200919 0.534 200899 0.576 220900 0.206

210320 0.595 200929 0.397 200911 0.560

210330 0.084 200939 0.569 200912 0.051

210390 0.590 200949 0.364 200919 0.437

210410 0.142 200969 0.535 200939 0.124

210420 0.002 200971 0.036 200949 0.494

210610 0.564 200979 0.602 200950 0.044

210690 0.597 200980 0.591 200969 0.556

220110 0.113 200990 0.330 200979 0.603

220190 0.377 210111 0.481 200980 0.574

220210 0.245 210120 0.544 200990 0.566

220290 0.537 210130 0.048 210111 0.018

220300 0.544 210210 0.600 210120 0.542
(continued)
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Table 1 (continued)

2010 2011 2012 2013

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

220410 0.195 210220 0.152 210210 0.602

220421 0.393 210230 0.342 210220 0.324

220429 0.581 210310 0.496 210310 0.513

220510 0.019 210320 0.596 210320 0.592

220590 0.374 210330 0.090 210330 0.107

220710 0.439 210390 0.595 210390 0.583

220820 0.364 210420 0.075 210500 0.013

220830 0.599 210500 0.277 210610 0.577

220840 0.254 210610 0.582 210690 0.598

220850 0.577 210690 0.601 220110 0.007

220870 0.294 220110 0.513 220210 0.133

220890 0.584 220190 0.037 220290 0.535

220900 0.190 220210 0.447 220300 0.516

220290 0.589 220410 0.162

220300 0.499 220421 0.541

220410 0.549 220429 0.536

220421 0.553 220710 0.434

220429 0.592 220720 0.008

220590 0.034 220820 0.599

220710 0.029 220830 0.594

220720 0.405 220840 0.084

220820 0.501 220850 0.492

220830 0.599 220860 0.143

220840 0.373 220870 0.131

220850 0.578 220890 0.579

220860 0.204 220900 0.421

220870 0.300

220890 0.599

220900 0.372

2014 2015 2016

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

170191 0.546 170191 0.561 170191 0.496

170211 0.356 170199 0.011 170230 0.578

170230 0.579 170230 0.594 170240 0.553

170240 0.584 170240 0.577 170250 0.506

170250 0.539 170250 0.542 170260 0.600

170260 0.601 170260 0.603 170290 0.319
(continued)
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Table 1 (continued)

2014 2015 2016

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

170290 0.239 170290 0.548 170390 0.001

170410 0.547 170410 0.543 170410 0.508

170490 0.594 170490 0.594 170490 0.594

180500 0.595 180500 0.599 180500 0.598

180632 0.159 180690 0.572 180690 0.572

180690 0.576 190110 0.001 190190 0.391

190120 0.083 190190 0.283 190219 0.176

190190 0.456 190219 0.130 190230 0.366

190219 0.088 190230 0.163 190240 0.223

190230 0.281 190240 0.058 190300 0.047

190240 0.310 190300 0.261 190490 0.138

190300 0.428 190490 0.093 190532 0.456

190410 0.015 190510 0.108 190590 0.555

190420 0.001 190531 0.373 200190 0.424

190531 0.022 190532 0.470 200210 0.315

190532 0.281 190540 0.133 200290 0.600

190540 0.190 190590 0.593 200310 0.396

190590 0.597 200110 0.087 200390 0.133

200110 0.027 200190 0.379 200490 0.397

200190 0.245 200210 0.242 200540 0.248

200290 0.601 200290 0.601 200559 0.306

200310 0.474 200310 0.081 200590 0.517

200390 0.016 200390 0.306 200600 0.575

200410 0.208 200490 0.385 200799 0.596

200490 0.165 200540 0.309 200819 0.562

200510 0.014 200559 0.273 200830 0.440

200540 0.282 200590 0.526 200840 0.044

200559 0.144 200600 0.594 200860 0.226

200560 0.376 200799 0.594 200870 0.448

200580 0.037 200811 0.004 200892 0.450

200590 0.544 200819 0.454 200899 0.585

200600 0.579 200830 0.580 200919 0.023

200799 0.571 200840 0.195 200939 0.511

200819 0.243 200860 0.211 200949 0.550

200830 0.461 200870 0.463 200950 0.028

200850 0.030 200899 0.558 200979 0.602

200860 0.348 200949 0.554 200980 0.549

200870 0.514 200979 0.602 200990 0.545
(continued)
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Table 1 (continued)

2014 2015 2016

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

Product
code

AVEs of
NTMS

200899 0.557 200980 0.555 210111 0.560

200979 0.602 200990 0.031 210120 0.540

200980 0.538 210111 0.047 210130 0.002

200990 0.183 210120 0.500 210210 0.603

210120 0.373 210210 0.602 210230 0.022

210210 0.602 210220 0.293 210310 0.447

210220 0.307 210310 0.226 210320 0.553

210310 0.469 210390 0.590 210390 0.589

210320 0.582 210410 0.051 210610 0.594

210330 0.005 210610 0.596 210690 0.599

210390 0.592 210690 0.595 220110 0.019

210410 0.175 220210 0.007 220210 0.031

210610 0.581 220290 0.298 220290 0.318

210690 0.589 220300 0.507 220300 0.483

220290 0.322 220429 0.004 220410 0.016

220300 0.418 220720 0.253 220421 0.010

220720 0.230 220820 0.002 220830 0.005

220900 0.449 220890 0.368 220850 0.001

220900 0.464 220860 0.002

220900 0.506

Source Based on Author’s calculation

Table 2 Gravity model results

Variables Coefficients

Market potential 37.83 (0.20)***

Economic development distance −1434.7 (0.10)

Distance between partners

In terms of labour force
In terms of capital stock
In terms of agricultural land

53.9 (0.68)
19.6 (0.27)
−317.5 (0.26)

NTMs

Number of NTMs
Compliance

−0.78 (0.023)*
−0.06 (0.05)***

Tariff −0.29 (1.6)

Adjusted R square
Total panel (unbalanced) observations

0.60
560

Source Based on Author’s calculation
Notes: Dependent variable: the import quantity of product g to country i from country j in time t:
2010–2016. Standard errors are in parenthesis
Significance *p <0.01, **p <0.05, ***p <0.1
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India’s Intra-industry Trade:
Implication on Vertical Specialization,
Environment and Employment

Paramita Dasgupta and Kakali Mukhopadhyay

Abstract India’s IIT has grown in importance after the adoption of trade liberal-
ization measures in 1991. This chapter tries to assess India’s IIT by considering
different aspects, like vertical specialization associated with IIT, the impact of IIT
on environment and employment. The analysis focuses on India’s bilateral IIT with
the USA, EU (27) and China during 2001–02 to 2015–16. The study finds that
share of IIT in total trade between India and its trade partners is increasing. India’s
IIT is dominated by the products which are differentiated vertically (VIIT). This
might be an indication of vertical specialization and the country’s increasing par-
ticipation in global production network. Results also reveal low-quality VIIT
dominates in trade with the USA and EU (27). In trade with China, both low-quality
and high-quality VIITs are found to be equally important, though the share of
low-quality varieties is rising. Regarding environmental impact of IIT, values of
PTOT are greater than one in most of the cases implying India being a pollution
haven. In trade with China, pollution intensity of export component of IIT has
shown an upward trend over the study period. Regarding employment generation,
IIT has a positive impact on the labour market, particularly in trade with EU (27)
and China. As India is found to be specializing mostly in the varieties of lower
quality which are unskilled labour-intensive, promotion of IIT could lead to an
inclusive growth in an unskilled labour-surplus economy like India.
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1 Introduction

The earliest conception of international trade between countries can be traced back
to Adam Smith’s Absolute Advantage Theory, David Ricardo’s Comparative
Advantage Theory, and Heckscher and Ohlin’s Factor Endowment Theory.
According to these theories, trade between the countries takes place in commodities
belonging to different industries and is referred to as inter-industry trade.
Traditional trade models of Ricardo and Heckscher–Ohlin have explained this form
of trade with the concept of comparative advantage involved in relative technology
and factor endowments. However, these theories are inadequate in explaining the
trade in similar commodities, referred to as intra-industry trade (IIT) which formed
a large portion of world trade, particularly in the last few decades of the last
century. In the late 1970s and 1980s, several models were proposed (Dixit and
Stiglitz 1977; Krugman 1979, 1980, 1981; Lancaster 1980; Dixit and Norman
1980) within the framework of ‘New Trade Theory’ that attempt to explore trade in
similar products between the countries. This theory emphasizes on existence of
product differentiation, imperfect competition and economies of scale as the basic
causes of occurrence of international trade in similar products.

Theoretical development focusing on IIT further continued when the economists
found it important to give emphasis on differentiating total IIT between horizontal
IIT and vertical IIT, as the determinants of IIT in horizontally differentiated goods
are different from that in vertically differentiated goods (Turkcan and Ates 2010).
Horizontal IIT has been defined as trade within an industry where the commodities
are differentiated not in terms of quality but in terms of some other attributes. Dixit
and Stiglitz (1977), Lancaster (1980), Krugman (1980, 1981), Helpman (1981), and
Helpman and Krugman (1985) developed models explaining horizontal IIT where
they emphasized on the importance of product differentiation, economies of scale
and demand for variety in a monopolistic competition type of market structure as a
basis of trade. In contrast, vertical IIT is defined as the trade in similar products
having different qualities. So, the traded commodities are not the same in terms of
unit cost of production as well as in terms of factor intensities. Theories have
explained that differences in factor endowment across countries are the determinant
of IIT in vertically differentiated goods (Falvey 1981; Falvey and Kierzkowski
1987). Falvey and Kierzkowski (1987) have shown that the capital–labour ratio
used in the production of vertically differentiated goods reflects the quality of the
commodities. Consequently, capital abundant countries produce higher-quality
products and labour-abundant country produces lower-quality products, leading to
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an intra-industry trade in vertically differentiated goods where the capital abundant
country exports higher-quality variety of the goods and imports lower-quality
variety from the labour-abundant country. The vertical IIT models predict the rise in
share of vertical IIT through increases in income and factor endowments differences
between the trading partners.

In the last two or three decades, world production system has been changing
rapidly in terms of rise of outsourcing, vertical specialization, offshoring and new
sourcing strategy of the multinational companies with the advent of WTO. Splitting
up the production of a good into different stages of production across various
countries based on their comparative advantages has become a rising phenomenon
(Örgün 2015). This phenomenon is widely referred to as ‘the fragmentation of
production processes’ or ‘global value chains’ (GVCs) and reflects the
twenty-first-century production involving countries at all stages of development
which also provides potential mechanism for these countries to improve income,
employment and productivity (OECD 2010, WTO and the World Bank Group
2014). This global network of production process has ushered into a significant
change in global trade in the last few decades where trade took place mostly in
intermediate goods rather than in final goods. The trade of intermediate inputs has
increased at an average annual rate of 6.2% for commodity trade between 1995 and
2006 (Miroudot et al. 2009). In fact, trade involving production fragmentation has
contributed to an increasing share of intra-industry trade (IIT) in manufactured
goods and also that is mostly in the form of vertical IIT. Recent empirical resear-
ches have shown that vertical IIT not only reflects quality differences but also takes
place due to vertical linkages in production resulting from international production
fragmentation (Ando 2006; Turkcan and Ates 2010; Amighini 2012; Tewari et al.
2015). Thus, vertical specialization, that is, the international specialization in dif-
ferent production stages in the same industry, is growing as a new form of
intra-industry trade. Athukorala (2011) estimated that this kind of trade contributed
almost a half of total world manufacturing trade in 2007.

With the adoption of trade liberalization measures in the post-1991 period,
India’s merchandised trade has expanded multifold. During the last 25 years,
India’s exports have increased almost 15 times, from US$ 17.8 billion in 1991 to
US$ 260.3 billion in 2016, and India’s imports have increased 18 times, from US$
19.5 billion in 1991 to US$ 356.7 billion in 2016 (WITS, World Bank). One of the
factors behind this growth is the expansion in India’s intra-industry trade (IIT). In
the pre-reform period, the government followed an import substitution policy which
prohibited competing imports to a large extent and did not provide much scope for
IIT to grow (Veeramani 2003). Trade liberalization measures adopted since 1991
have ushered some noticeable changes in the structure of India’s foreign trade
including a commendable expansion of intra-industry trade (Veeramani 2001, 2003;
Burange and Chaddha 2008). Just before the initiation of economic reforms, share
of IIT in India’s total trade with the rest of the world stood at 23.99% in 1990–91
which increased to 29.21% in 1999–00 (Burange and Chaddha 2008). Between
2001 and 2015, India’s IIT with the rest of the world increased from 33.25 to
40.76%, with a fluctuation at regular intervals between 2005 and 2014 (Aggarwal

India’s Intra-industry Trade: Implication on Vertical … 317



and Chakraborty 2017). The growth of IIT seems to be moderate in the last 10
years, despite India’s rising trade integration with the world during this period.

The inter-linkages of international product fragmentation, IIT and trade in
intermediate goods provide scope for discussing the shares of different categories of
goods by end-use in India’s export and import baskets. Figure 1 gives the shares of
different categories of goods in India’s export basket over the period 1991–2016.
The figure reflects that India’s export basket has been dominated by the interme-
diate goods followed by household consumption goods. The share of intermediate
goods in export basket steadily increased between 1999 and 2009 which, however,
fluctuated in the subsequent years. The shares of intermediate goods in trade which
could be taken as a proxy for participation on global value chain show that India’s
participation in international production fragmentation remained moderately high
during the reform period whereas share of the intermediate goods in India’s total
commodity export has also not shown much growth. While intermediate goods
account for more than 42% of China’s export basket in 2016, the corresponding
share for India is 37%. Barring a few years in the late 1990s, intermediate input
accounted for more or less two-thirds of India’s import basket between 1991 and
2016 (Fig. 2). In 2013, the share of this category of commodities crossed 70% and
finally increased to 72% in 2014, reaching the highest in the last 25 years. China is
way ahead in this respect also, as its share of import of intermediate input in total
import varied between 70 and 76% since 2000. Thus, India’s vertical specialization
assessed in terms of role of intermediate goods in export and import baskets is
rising.

The import content (direct and indirect) of export (Hummels et al. 2001) also
provides a role in international fragmentation of production processes and vertical
specialization. This measure which alternatively labelled as vertical specialization is
broader as it takes into account the imported inputs used indirectly along with the
direct use in the production of the goods exported. Mukhopadhyay (2017) has
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shown that India’s total export in 2011 absorbed 27.6% of its imported intermediate
input worth of US$ 422608 million, which means that little more than one-fourth of
total imported input is further exported. China’s import content of export is found to
be almost 33% in 2011.

Given these facts, it seems that India’s vertical specialization and participation in
GVC are moderate. However, it could also be argued that India is not able to reap
much benefit from the global network of production process as its share in world’s
merchandised export and import still hovers around only 1.6 and 2.2%, respec-
tively. India’s manufacturing sector still accounts for only 15% of its
GDP. Researchers in recent years have shown that to become a fastest growing
economy, it requires a specialization not only in production of final/finished
products but also in each procedural steps taken during the production process
which captures the capabilities and capacity of the country’s physical and human
capital employed efficiently (Tewari et al. 2015). That means, the country needs to
specialize in vertically differentiated goods leading to an increase in intra-industry
trade rather than trade in final products alone. Besides, India, unlike China and East
Asian nations, did not benefit much from intra-regional trade integration and
enhanced production network within the region. The strong regional trade linkages
among East Asian nations in production network have also contributed to growth in
the region and national industrial development (Medvedev 2012).

As discussed earlier, vertical specialization in trade associated with production
fragmentation leads to an increase in IIT, mostly in the form of vertical IIT. The
present paper has made an attempt to assess how far India’s trade has become
vertically specialized by measuring the country’s total IIT and different forms of
IIT, viz. horizontal IIT and vertical IIT. The study primarily focuses on India’s
bilateral trade with two partners from the developed block of countries, namely the
United States of America (USA), and the European Union [EU (27)] and one
partner from the group of developing countries, China. While the USA and EU (27)
are India’s traditional trade partners, China has emerged as a significant trade
partner after the initiation of economic reforms in 1991. These three trade partners
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accounted for 36.08% of India’s total export basket and almost 33% of India’s total
import basket in 2016. They together constitute the group top trade partners of India
particularly during the second decade of reform period. A phenomenal rise has been
witnessed in case of India’s bilateral trade with China over the reform period,
whose share in India’s total trade (export + import) has jumped from 0.18% in
1991 to 11.24% in 2016 (UN Comtrade database).Besides, trade between India and
these trade partners also involves a modest share of intermediate input flows. In
2011, India exported US$ 59723 million, US$ 44163 million and US$ 29037
million worth of intermediate input to EU (27), the USA and China, respectively. In
the same year, the shares of total imported intermediate input sourced from China,
the USA and EU (27) are 10, 5.2 and 13%, respectively (Mukhopadhyay 2017).
The share of imported intermediate input sourced from China further exported to
the world by India is 23% and exported back to China is 1.5%. The corresponding
shares in case of India–USA trade are 25 and 5.15% and in case of India–EU trade
are 22 and 5.3%, respectively (Mukhopadhyay 2017).

Globalization over the time has evolved as dynamic process impeding both
negative and positive effects. While the increasing specialization, market compe-
tition has effectively generated macro level impact on employment, wages and
resource allocation, the doomed side had been highlighted with countries devel-
oping into pollution haven overtime. This has raised the potential question on the
trade-off between environment and growth (Mukhopadhyay and Chakraborty
2005). Given the ongoing structural changes in India’s foreign trade where IIT is
growing in importance in terms of share in total trade, it needs to assess such
growth more intensively from the perspective of its impact on environment.
Towards this goal, the present paper disaggregates the total trade into inter-industry
and intra-industry components and investigates the environmental impact of IIT
separately.

The patterns of vertical specialization in trade have major implications for
industrial policy and consequently on the employment and overall development of a
country. It also allows the assessment of the extent of vertical specialization in
Indian trade and the associated inclusive growth and increase in job opportunities
that with the involvement in the international production fragmentation is supposed
to provide. The present paper uses the lens of India’s IIT with China, the USA and
EU to investigate the employment created with India’s participation in global value
trade.

To be precise, the objectives of the present study are many-fold. These are:

1. To investigate and assess India’s participation in global value chain/international
product fragmentation by estimating share of intra-industry trade in India’s total
trade with some important trade partners, namely China, the USA and EU, and
further disaggregating the IIT into horizontal and vertical IITs.

2. To compute the impact of India’s share of IIT on environment, as measured by
CO2. The aim is to investigate the existence of any sign of country developing
pollution haven to industries shifting from developed regions of the world,
trying to relocate and act as beneficiary to relaxed laws.
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3. And lastly, to assess the employment opportunities created through India’s share
of IIT.

The analytical framework of the study is based on input–output technique. The
investigation is conducted for 2 years 2001–02 and 2015–16, focusing more on the
second decade onwards of the reform period as the potential impacts of trade
liberalization policies have begun to realize properly only from the second decade
of reform.

The remainder of the paper is organized as follows: Sect. 2 discusses the
empirical literature concerning intra-industry trade. Section 3 calibrates the model
of the study which is based on input–output framework. Section 4 provides the
results and discusses them. Finally, Sect. 5 concludes with a few suggestions.

2 Literature Survey

IIT has shown significant traits of presence since 1960 when Verdona (1960)
reported on intra-block transactions in the Benelux region of Europe. Balassa
(1966)1 showed that most of growth in manufacturing could be explained with the
theoretical models of IIT. Grubel and Lloyd (1975) identified product differentiation
as the factor resulting in IIT powered by economies of scale, location theory and
monopolistic competition. They developed an index for measuring degree of IIT,
known as the Grubel–Lloyd index. Krugman (1979), working on the same lines of
increasing returns, developed a Chamberlinian monopolistic competition market
model based on countries with identical characteristics.

Falvey (1981) showed commodities of the same industry but of different quality
may be produced using different factor intensities. He argued that capital-intensive
developed economies will export high-quality varieties which are mostly physical
and human capital-intensive and import low-quality varieties which are unskilled
labour-intensive from developing economies. Thus, trade in goods differentiated by
quality has an engulfing and diversifying impact on factor demand and factor prices
(Fukao et al. 2003). Fontagné et al. (2006) showed that most of the bilateral trade
between OECD countries was in the form of IIT, which is mostly vertical in nature.
Lapinska (2014) investigated country-specific determinants of IIT between Poland
and EU countries for agricultural and food products during 2002–2011 using an
econometric model establishing a positive relationship of IIT with intensity of trade
and level of economic development of member states (accounted by GDP per
capita). Kilavuz et al. (2013) found that intra-industry trade accounted for 60% of
total trade of Turkey during 1990–2011. Estimating vertical and horizontal

1Balassa (1966) defined IIT as the inter-country exchange of commodities belonging to the same
industry, observing a less disruptive effect in factor income distribution in adjustment to changes in
intra-industry trade vs. adjustment to inter-industry trade.
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intra-industry shares, they concluded the missing share of intra-industry trade
values in highly intensified exporting sectors, producing low-quality products.

A number of studies investigated India’s IIT covering both pre-reform and
reform periods. Veeramani (1999, 2001, 2003) emphasized the increased
intra-industry trade through trade liberalization, with further diversification into 19
commodity sections, bringing the growing share of trade with high-income coun-
tries as compared to low-income countries. Burange and Chaddha (2008) found that
India’s IIT expanded over the period from 1987–88 to 2005–06, though the growth
had been low. IIT had expanded largely with Asia and Europe and had been
growing at a faster pace with America, Middle East and Africa.

Eshleman and Kotcherlakota (2010) established high degree of IIT between
India and its largest trading partner, the European Union, during 2000–2008 by
using Grubel-Lloyd method, especially in more capital-intensive industries. Das
and Dubey (2014) analysed the determinants of India’s IIT and tried to highlight the
economics of IIT in the context of FTAs. Using the tools of econometrics, they
showed that India’s active presence in an FTA among ASEAN+6 countries under
RCEP would enhance intra-industry trade flows in the region.

Tewari et al. (2015) applied a detailed intra-industry analysis with harmonized
system (HS)-6-digit level data set to estimate the production fragmentation in trade
of manufactured goods between India and ASEAN, at firm level. It concluded that
Indian import products are of a higher value or stage of processing than its exports
to ASEAN, implying urgent need to upgrade at higher-quality ladder. Masali (2016)
assessed the determinants of India’s intra-industry trade in manufacturing with six
major ASEAN economies during the period 1993–2013. The study found that there
was no set pattern in India’s IIT in manufacturing supply chain with the six ASEAN
countries, with significant variations in the observed patterns and determinants. The
structural variations in manufacturing sectors and levels of economic development
of these countries explain the idiosyncratic nature of the results.

In a more recent study, Aggarwal and Chkraborty (2017) examined bilateral IIT
between India and 25 major trading partners during 2001–2015 using a panel data
framework. The study found an upward trend in bilateral IIT indices and vertical
IIT as the dominant form of India’s IIT with these partners. The study concluded
that trade facilitation among trading members may increase bilateral IIT level with
India’s high-income partners whereas it might not have any similar impact in case
of the country’s IIT with low-income partners. Bagchi (2018) observed that the
liberalization process in India has induced IIT to play an increasingly dominant role
in the country’s total merchandise trade while estimating the share of IIT in India’s
total trade during 1990–2013. They also found that technologically inferior quality
products (low vertical IIT) have been dominant over the study period in India’s
export basket reflecting deterioration in terms of trade. Further, in order to examine
whether India’s overall IIT adheres to the comparative advantage hypothesis, they
computed revealed comparative advantage (RCA) for each commodity group
engaged in such trade for the selected manufacturing industries and observed that
across all forms of IIT, the share of RCA has been low but has improved over the
years.
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We proceed to discuss the literature on trade and environment subjugated pre-
dominantly by traditional theory of trade, i.e. inter-industry trade. Grossman and
Krueger (1991, 1993), Antweiler et al. (2001) and other investigated the detrimental
effects of trade on environment. Mixed evidences and concluding remarks are
attributed to the nature of pollutants studied (Shafik 1994; Harbaugh et al. 2002;
Antweiler et al. 2001; Cole and Elliot 2003a, b; Broda and Weinstein 2006;
Mukhopadhyay and Chakraborty 2005, 2006; Dietzenbacher and Mukhopadhyay
2007; Mukhopadhyay 2006; 2009). Most of these studies found a strong correlation
between pollution intensities and capital intensities. Copeland and Taylor (2003)
also lent support in favour of this argument. They argued that the countries with
abundant supply of capital are expected to enjoy a comparative advantage in those
goods which are highly pollution-intensive and therefore would export them
according to the HO theory. Dietzenbacher and Mukhopadhyay (2007) and
Mukhopadhyay (2006; 2009) which studied the environmental impact of trade
focusing on India also provided evidences in favour of factor endowment
hypothesis and not for pollution haven hypothesis.

In a study, McAusland and Millimet (2013) used data across USA and Canadian
provinces to identify a beneficial (harmful) causal effect of international
(intra-national) trade on the environment, providing hypothesis of trade in favour of
environment. Research has been diversified by focusing on issues like deforestation
rate (Tsurumi and Managi 2014) and energy usage (Cole 2006; Chintrakarn and
Millimet 2006).

Gürtzgen and Rauscher (2000), Aralus and Hoehn (2010), Cole et al. (2006,
2010) are a few of the studies which discussed the environmental aspects using a
framework based on New Trade Theory. Gürtzgen and Rauscher (2000) using a
Dixit-Stiglitz type model of monopolistic competition investigated the effects of
domestic environmental policy and observed that the policy has an impact on
market structure at home and abroad through spillover effects. Cole et al. (2010)
found environmental and industrial regulations were the important determinants of
net imports of Japan from the rest of the world, from the non-OECD countries and
from China. By developing a neo-Chamberlinian-Krugman type model of
monopolistic competition and trade including pollution, Sarma and Hoehn (2010)
estimated the effect of trade in differentiated goods on environment for the countries
engaging in both IIT and inter-industry trade. They showed that the impact on
environment can be decomposed into three effects, such as scale, technique and
selection effects. Leitao et al. (2011) found a negative correlation between carbon
dioxide emissions and agricultural IIT in the USA. In another study, Roy (2015)
assessed the impact of IIT on the environment. Using a data set with eight envi-
ronmental indicators for 200 countries for the period 2000–2005, they showed IIT
is more environmental friendly as compared to total trade, primarily due to lower
adjustment costs and easier technology absorption.

Very recently, Dasgupta and Mukhopadhyay (2018) estimated the pollution
content of trade by differentiating total trade into inter-industry and intra-industry
trades for India’s bilateral trade with the USA and EU (27) during the period 2001–
02 and 2011–12. The study finds that India’s IIT with trade partners has been rising
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over the study period. Regarding environmental impact, India is found to be a
pollution haven for all three forms of trade that is total trade, inter-industry trade
and intra-industry trade.

As mentioned earlier, a few studies have attempted to assess the environmental
impact of IIT and none of them except Dasgupta and Mukhopadhyay (2018) has
used the input–output framework as an analytical tool. In the Indian context, a
number of studies have conducted estimating India’s IIT but very few of them have
tried to analyse IIT by decomposing it into horizontally and vertically differentiated
goods. Also, a few studies are conducted to assess the environmental impact of IIT
focusing on India’s case. The present paper has attempted to fill this gap by con-
ducting an in-depth study on India’s IIT during reform period by decomposing IIT
into horizontal and vertical IITs and also investigating separately environmental
impact of IIT along with inter-industry trade. While there are a number of papers
which investigated the impact of overall trade on the labour market, there are no
such studies which focus on the impact of IIT on creation of job opportunities,
especially when IIT is mostly taking place in the form of vertically differentiated
goods which this paper presupposes to entitle with also.

3 Methodology

The input–output technique developed by Leontief (1953) provides the analytical
framework of the present study. The basic equation of the input–output model is

X ¼ AXþ Y ð1Þ

or,

X ¼ ðI � AÞ�1Y ð1aÞ

Here, X and Y represent the vectors of total output and total final demand,
respectively. The input–output coefficient matrix ‘A’ gives the direct intermediate
input requirements per unit of output, and the Leontief inverse matrix (I − A)−1

provides the total requirements, that is, the direct and indirect intermediate input
requirements per unit of output. Using this basic framework, we have developed
three models, trade model, emission model and employment model to study India’s
specialization in vertically differentiated goods and to assess the impact of India’s
IIT on environment and employment.

3.1 Trade Model

The final demand vector Y can be decomposed into domestic demand (D) vector
and net exports vector (E − M),
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Y ¼ DþEþM ð2Þ

In an attempt to measure the inter-industry and IIT components of exports and
imports, we have decomposed the export vector (E) into export in inter-industry
(Einter) and export in intra-industry (Eintra) and the import vector (M) into import in
inter-industry (Minter) and import in intra-industry (Mintra).

E ¼ Einter þEintra ð2aÞ

M ¼ Minter þMintra ð2bÞ

So, we write the following equation

ðE �MÞ ¼ ðEinter �MinterÞþ ðEintra �MintraÞ ð2cÞ

The share of IIT in total trade can be estimated in various ways (Verdoorn 1960;
Balassa 1966; Grubel and Lloyd 1971, 1975). In the present paper, we have applied
the most widely used method proposed by Grubel and Lloyd (1971, 1975) which is
commonly known as Grubel–Lloyd index.

The Grubel–Lloyd index (GLI) which measures the share of IIT in total trade of
a particular industry q is as follows

Iq ¼
Eq þMq
� �� Eq �Mq

�� ��� �

Eq þMq
� � � 100 ð3Þ

Here, Iq denotes the GL index of the industry q, and Eq and Mq denote export
and import of the industry q, respectively. The numerator of the ratio is actually the
IIT in industry q (which includes both export and import in IIT) which is estimated
as the difference between total trade (i.e. Eq + Mq) and the absolute value of the net
trade (i.e. Eq �Mq

�� ��). Thus, the index Iq gives the share of IIT of industry q in its
total trade. The value of Iq ranges from 0 to 100. Iq becomes 0 when there is no IIT,
and it becomes exactly equal to 100 when the entire trade is in the form of
intra-industry. Using the relative share of trade in a particular industry in aggregated
trade of all industries as weight wq, we can calculate the share of IIT in a country’s
total trade, which is nothing but a weighted average of Iq,

GLI ¼
Xt

q¼1

Iqwq ð4Þ

Therefore, the GL index (GLI) for the entire economy can also be written as
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GLI ¼

Pt

q¼1
Eq þMq
� �� Eq �Mq

�� ��� �

Pt

q¼1
Eq þMq
� � � 100 ð5Þ

IIT can be decomposed into IIT in horizontally differentiated goods (HIIT) and
IIT in vertically differentiated goods (VIIT). Among the various measures to isolate
different forms of IIT, we have applied the most widely used method first proposed
by Abd-el Rahman (1991) and later developed by Greenaway, Hine and Milner
(1994, 1995). This method is famously known as unit value dispersion method. In
this method, the IIT of each industry is divided into horizontal (HIIT) and vertical
(VIIT) components using relative unit values of exports and imports. Let UVm

q and
UVe

q denote the unit value of export and unit value of import of industry q,
respectively. For industry q, the IIT will be considered as HIIT if the following
condition is satisfied

1� a� UVe
q

UVm
q
� 1þ a ð6Þ

and the IIT will be considered as VIIT if the following condition is satisfied

either
UVe

q

UVm
q
� 1� a or

UVe
q

UVm
q
� 1þ a ð7Þ

Here, a is the dispersion factor which is assumed to be 0.15.2 Thus, HIIT is
defined as the simultaneous export and import where the UV of export relative to
UV of import lies within a range of 0.85–1.15. If relative UVs lie outside this range,
the IIT will be defined as the VIIT.

Vertically IIT can be further subdivided into low-quality vertical IIT (LVIIT)
and high-quality vertical IIT (HVIIT). When the relative unit values of export to
import of industry q are less than (1 − a), the VIIT is treated as low-quality type
and if ratio is greater than 1 + a, the VIIT is considered as high-quality type3.

The numerator of the GL index given in Eq. (3) shows the total volume of IIT of
industry q which includes both exports and imports. In order to measure the pol-
lution embodied in IIT, it is required to separate the export in IIT and import in IIT
for each industry q. As the IIT is defined as the two-way matched trade where the
value of export is exactly equal to the imports, we separate the export and import
components of IIT using the following equation

2a can be also assumed as 0.25. However, both Abd-el-Rahman (1991) and Greenway et al. (1994,
1995) showed that changing the range from 15 to 25% has impact on the result.
3If UVe

q=UV
m
q < 0.85, it is considered as a low-quality export, and if UVe

q=UV
m
q > 1.15 it is

considered as a high-quality export.
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Eq intra ¼ Mq intra ¼
Eq þMq
� �� Eq �Mq

�� ��� �

2
ð8Þ

Let us now develop the emission model which will establish a link between trade
and environment.

3.2 Emission Model

Total emission from fossil fuel combustion can be measured with the following
equation

Fp ¼ CX ¼ CðI � AÞ�1Y ð9Þ

The pollutant (p) considered in the present study is carbon dioxide; therefore, Fp

which is a scalar gives the total (both direct and indirect) amount of CO2 emitted to
produce total output, X. Here, C is a vector showing direct pollution generated per
unit of output (i.e. the direct pollution coefficients) whereas direct C (I − A)−1 gives
the direct and indirect generation of pollution per unit of output (total pollution
coefficients). Let us now consider the equations to measure the pollution content of
various forms of trade.

Pollution embodied in inter-industry and intra-industry components of trade
could be estimated by rewriting Eq. (4) in the following way

Fp ¼ CðI � AÞ�1 Einter �Minterð Þþ Eintra �Mintrað Þ½ � ð10Þ

IIT is defined as two-way matched trade where the value of exports is exactly
equal to the value of imports (Eqintra = Mqintra). So, we have to assume different
technologies to obtain a feasible value of the pollution content of intra-industry
trade. For this purpose, we have considered producers’ technology where India’s
technology matrix along with India’s pollution coefficients is used to measure the
pollution generated by domestic production of India’s exportables to different trade
partners. On the other hand, to estimate the pollution content of India’s import
sourced from these partners, we have applied the respective countries’ technology
matrices and pollution coefficients.

Therefore, the pollution content of country i’s exports to country j is measured as

Fi
pðexportto jÞ ¼ Ci I � Ai

� ��1
E

Or;Fi
pðexportto jÞ ¼ Ci I � Ai

� ��1
Einter þEintrað Þ ð11Þ
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and the pollution content of country i’s imports sourced from country j is estimated

as F j
pðimportfrom jÞ ¼ C j I � Ajð Þ�1M

Or;F j
pðimportfrom jÞ ¼ C j I � Aj

� ��1
Minter þMintrað Þ ð12Þ

Equations (11) and (12) are scalar, giving different pollution contents of exports
and imports. Using these equations, an index known as the pollution terms of trade
(PTOT), which shows the pollution embodied in exports relative to that in imports,
can be measured in the following way

PTOTp ¼
Fi
pðexportto jÞ

F j
pðimportfrom jÞ

¼ Ci I � Aið Þ�1E

C j I � Ajð Þ�1M
ð13Þ

Equation (13) is the PTOT for total export and total import only. The same ratio
can also be estimated separately for inter-industry and IIT with Eqs. (13a) and
(13b), respectively.

PTOTp ¼
Fi
pðexportto jÞ

F j
pðimportfrom jÞ

¼ Ci I � Aið Þ�1Einter

C j I � Ajð Þ�1Minter
ð13aÞ

PTOTp ¼
Fi
pðexportto jÞ

F j
pðimportfrom jÞ

¼ Ci I � Aið Þ�1Eintra

C j I � Ajð Þ�1Mintra
ð13bÞ

A value of PTOT greater than unity means the pollution content of one unit
export is higher than that of an equivalent import, implying the country is losing
environmentally from trade. Therefore, it is a case of pollution haven. On the other
hand, PTOT less than one implies the country’s export contains less pollution than
it is received through imports and thus the country gains environmentally from
trade.

3.3 Employment Model

Let l denote the labour coefficient vector where each element shows the domestic
labour use in each sector per unit of output. lus and ls denote the unskilled labour
coefficient vector and skilled labour coefficient vector, where each element of these
vectors gives per unit requirement of skilled labour and unskilled labour in each
sector, respectively.

To estimate the total labour requirement to produce total export, we use the
following equation
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L ¼ l0 I � Að Þ�1E ð14Þ

l′ is the transpose of the labour coefficient vector, and l′ (I − A)−1 gives the total
(direct and indirect) requirement of labour per unit of output.

Using Eq. (2a), we get

L ¼ l0 I � Að Þ�1 Einter þ Eintra½ � ð15Þ

Or; L ¼ l0 I � Að Þ�1Einter þ l0 I � Að Þ�1Eintra ð15aÞ

The first and second components in the right-hand side of the equation give the
total labour requirements to produce inter-industry export and intra-industry export,
respectively.

Similarly, we can get the following equations

Lus ¼ l0us I � Að Þ�1Einter þ l0us I � Að Þ�1Eintra ð16Þ

Ls ¼ l0s I � Að Þ�1Einter þ l0s I � Að Þ�1Eintra ð17Þ

where Lus and Ls show unskilled and skilled labour requirements to produce export.
The first components of each of the equations give the unskilled/skilled labour
content in inter-industry export, whereas the second components show the
unskilled/skilled labour content in IIT export.

Let us now apply these models developed in this section to assess India’s IIT.

4 Results and Discussions

The results obtained by applying the models developed above to assess the role of
India’s intra-industry trade (IIT) and its various components in its bilateral trade
with the USA, EU (27) and China in the years 2001–02 and 2015–16 are discussed
in this section. The impact on environment and employment is also analysed here.

4.1 India’s IIT in Trade with Different Trade Partners

As discussed in Sect. 3, the shares of IIT in India’s total trade with EU (27), the
USA and China are measured with Grubel-Lloyd index (GLI). Table 1 reports the
Grubel-Lloyd indices, i.e. the shares of IIT in India’s total trade with these partners
along with the shares of inter-industry trade. It is observed from Table 1 that the
shares of IIT in India’s total trade with all three trade partners have increased
between 2001–02 and 2015–16.
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In case of India’s trade with the USA, the share of IIT has increased by a modest
rate, from 17.5% in 2001–02 to 24.3% in 2015–16. For India’s trade with EU (27),
the corresponding share has moved up from 31.2% in 2001–02 to 35.8% in 2015–
16. The share of IIT in trade with EU (27) is relatively higher than that with the
USA; however, the share over the study period has increased at a slightly faster rate
in case of trade with the USA as compared to EU (27). Rising share of IIT in
India’s trade with the countries from the developed block further indicates that the
traditional form of trade, that is, the inter-industry trade, is gradually declining in
importance. In case of trade with the USA and EU (27), the inter-industry trade
accounted for 82.5 and 68.8%, respectively, in 2001–02, which declined to 75.7
and 64.2% in 2015–16 (Table 1). However, inter-industry trade continues to
dominate over IIT in terms of share in total trade with these partners.

In case of China too, the inter-industry trade is the dominant form of trade,
though its share is gradually declining. The share of IIT has consistently increased
from 12.3% in 2001–02 to 19.4% in 2015–16.

Given the ongoing directional changes in India’s foreign trade during the reform
period, where more emphasis has been given by the government of India on
building up greater trade relations with the countries in Latin America, Africa and
Asia, the importance of India’s traditional partners EU (27) and the USA in terms
of trade share has reduced to a significant extent. In this scenario, an increasing
share of IIT with these partners during the reform period indicates that a structural
change has gradually been taking place in India’s trade with the developed partners,
which might not be entirely explained by the traditional theories of inter-industry
trade (Dasgupta and Mukhopadhyay 2018). With the intensification of reform
process, India’s foreign trade with China has expanded rapidly and along with the
share of IIT has also increased. Thus, the trade reform policies have brought about
some interesting changes in India’s pattern of trade with these trade partners.

For further analysis, we have differentiated the total IIT with different trade
partners between horizontal IIT (HIIT) and vertical IIT (VIIT); vertical IIT is again
decomposed into high-quality VIIT (HVIIT) and low-quality VIIT (LVIIT). This
analysis could throw some light on degree of vertical specialization in India’s trade.
The results are presented in Table 2.

Table 2 reveals that India is specializing mostly in vertically differentiated
goods, which are basically the goods differentiated by the quality. In 2001–02 and
2015–16, the shares of VIIT in total IIT between India and the USA were 92.8 and

Table 1 Inter-industry trade
and IIT in India’s trade

Trade
partners

2001–02a 2015–16

Inter-industry IIT Inter-industry IIT

USA 82.5 17.5 75.7 24.3

EU (27) 68.8 31.2 64.2 35.8

China 87.7 12.3 80.6 19.4

The figures are the percentage shares
Source Authors’ calculation; aDasgupta and Mukhopadhyay
(2018)
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91.9%, respectively. Given the rising share of IIT between India and the USA, this
almost stagnant share of VIIT in total IIT implies the share of VIIT in India’s total
bilateral trade with the USA has been rising. The share of vertically differentiated
goods in India’s total trade with the USA has increased from 16.2% in 2001–02 to
22.3% in 2015–16. However, it should also be noted that the share stands only at
around one-fifth of total bilateral trade volume between India and the USA. In case
of trade with EU (27) too, VIIT accounts for a larger share of total bilateral IIT. In
2001–02, the share of VIIT is found to be at 93.4% which has marginally declined
to 92.8% in 2015–16. In this case too, the share of VIIT in total bilateral trade with
EU (27) has gone up from 29.1% in 2001–02 to 33.2% in 2015–16, as the share of
IIT with EU (27) is rising. So, an increase in trade in vertically specialized goods
over the study period has been witnessed. Compared to the USA and EU, share of
VIIT in total bilateral IIT with China is relatively lower; however, the share has
increased over the study period from 86.8% in 2001–02 to 90.1% in 2015–16. This
means, in India’s total bilateral trade with China, trade in vertically differentiated
goods occupied 10.7 and 17.5% in 2001–02 and 2015–16, respectively. Rising
share of VIIT in India’s trade with some of major trade partners could be an
indication for its increasing participation in global production network.

It is also observed from Table 2 that India is basically specializing in vertically
differentiated products which are mostly at the lower end in the quality ladder,
particularly in case of trade with the USA and EU (27). In India’s VIIT with the
USA, the low-quality products account for 74.4 and 72.0% in 2001–02 and 2015–
16, respectively. In case of trade with EU (27), the corresponding shares are slightly
higher at 78.2 and 77%, respectively. Trade theory says that IIT in vertically
differentiated goods may take place between developed and developing countries
where the developing labour-abundant countries mostly specialize in low-quality
low-price varieties of goods (Falvey and Kierzkowski 1987). The results of the
study seem to be in tune with the theory, given the dissimilarity in per capita
income and the level of development between India and its developed trade partners
considered in this study (Dasgupta and Mukhopadhyay 2018).

In contrast, the shares of VIIT in high-quality products over the study period are
significantly high in India’s bilateral trade with China. India and China are more or
less at the similar levels of development ladder, and this could explain the result.
More striking fact is that the share of VIIT in low-quality products is gradually

Table 2 Horizontal IIT and vertical IIT in India’s trade

Trade partners 2001–02a 2015–16

HIIT VIIT HVIIT LVIIT HIIT VIIT HVIIT LVIIT

USA 7.2 92.8 25.6 74.4 8.1 91.9 28.0 72.0

EU (27) 6.6 93.4 21.8 78.2 7.2 92.8 23.0 77.0

China 13.2 86.8 46.4 53.6 9.9 90.1 42.7 57.3

HIIT + VIIT = IIT, HVIIT + LVIIT = VIIT
Source Authors’ calculation; aDasgupta and Mukhopadhyay (2018)
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rising over the study period, the share being increased from 53.6% in 2001–02 to
57.3% in 2015–16.

Let us now analyse the commodity composition of IIT over the study period. In
case of trade with the USA, the top five sectors in terms of IIT shares are mis-
cellaneous manufacturing, machinery equipments, chemical, rubber and plastic,
electronic equipments and metal products. The sectors accounted for almost 63–
78% of total IIT with the USA over the study period. The major two sectors which
have contributed largely in increasing the shares are miscellaneous manufacturing
and chemicals, rubber and plastics (Dasgupta and Mukhopadhyay 2018). These top
five sectors also account for a large share in terms of VIIT, and India’s exports take
place mostly in low-quality varieties.

Miscellaneous manufacturing, chemical, rubber and plastic, machinery equip-
ments, electronic equipments, transport equipments are the top five sectors having
the higher shares in IIT with EU (27), and most of the IIT of these sectors has
occurred in vertically differentiated goods. Except for miscellaneous manufacturing,
India has exported low-quality varieties of products of these sectors to EU (27).

In case of India’s trade with China, the top sectors in terms of IIT are chemical,
rubber and plastic, machinery equipments, ferrous metals, electronic equipments
and textiles and they take place mostly in vertically differentiated products. Unlike
the advanced trade partners considered in this study, India exports relatively
higher-quality varieties of products to China. For chemical, rubber and plastic,
electronic equipments and textiles, India’s VIIT is of high-quality type whereas for
machinery equipments and ferrous metals India exports low-quality varieties.

Thus, considering India’s bilateral trade with some important trade partners, it is
observed that the country’s trade in vertically differentiated goods is on rise with the
reform process. Vertical specialization and consequently India’s role in global
production network are gradually taking place, though the pace seems to be slow as
India had already completed 25 years of its economic reforms (Table 3).

Let us now assess the impact on environment of India’s IIT with different trade
partners over the study period.

4.2 India’s IIT and Environment

The environmental impact of inter-industry and IIT is analysed in this section.
Table 4 presents the pollution embodied in a million dollar worth of India’s
bilateral export and an equivalent worth of bilateral import with different trade
partners. The table also captures the pollution content of inter-industry and IIT
components of exports and imports separately. Finally, Table 4 shows the PTOT
estimated for three different forms of trade over the period 2001–02 to 2015–16.
We considered CO2 as the pollutant.

It is observed that CO2 embodied in a million dollars of India’s total export to
the USA in 2001–02 is 836.8 tons which has increased to 941.5 tons in 2015–16.
On the import side, the corresponding figures are 332.7 tons and 396.3 tons,
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respectively. The PTOT in case of India’s total trade with the USA was 2.5 in
2001–02 and found to remain stagnant at 2.4 in 2015–16, which indicates India is a
pollution haven in its bilateral trade with the USA.

Coming next to the inter-industry and intra-industry components, we observe
that 78.7% of total CO2 generated for India’s export production to the USA is due
to inter-industry trade whereas the remaining is resulting from intra-industry trade
in 2001–02. In 2015–16, inter-industry trade accounts for a lesser share of 73.2% of
total pollution generated due to export to the USA while intra-industry component
accounts for a rising share of 26.8%. Table 4 also reveals that the PTOT for
inter-industry trade is 2.4 and 2.3 in 2001–02 and 2015–16, respectively, while the
corresponding share for IIT is marginally higher at 2.9 and 2.6. Over the years, the
PTOT for IIT has changed very marginally, even when the share of pollutant
generated by the IIT component of export has increased between 2001–02 and
2015–16. This is primarily due to the IIT component of import which has also
increased during this period.

In case of bilateral trade with EU (27), a million dollar worth of India’s export
has generated 851.3 tons and 936.5 tons of CO2 in 2001–02 and 2015–16,
respectively, of which IIT component of export accounts for 37.2 and 40.7%,
respectively. Unlike the case with the USA, the share of pollution generated by the
IIT component of export with EU (27) has increased at a slower pace between
2001–02 and 2015–16. Consequently, the PTOT for IIT between India and EU (27)
has declined from 8.5 to 7.7 over the study period. In case of total trade and
inter-industry trade too, this ratio has declined over time but the reduction is found
to be highest in case of IIT. However, India is revealed as a pollution haven for all
form of trade with EU (27).

In case of India’s trade with the USA and EU (27), pollution content of export is
observed to be significantly higher than that of imports for all three forms of trade,
resulting in a value of PTOT greater than unity. This could be explained by
comparing the sectoral pollution coefficients which is nothing but the pollution
generation per unit of output of each sector. India’s coefficients are significantly
higher than those of the USA and EU (27) as these developed countries follow a far
better and effective pollution control mechanism than India.

Comparing the PTOT in case of the USA and EU (27), it may appear that India’s
trade with the USA is more beneficial than with EU (27) from the environmental
perspective as in latter case the value of PTOT is considerably higher than the
former. So far as commodity composition of trade is concerned, there is no major
difference between India’s trade with the USA and that with EU (27), but the factor
which makes the difference is the sectoral pollution coefficients of the USA and
EU (27). As compared to the USA, the pollution coefficients of EU (27) are
observed to be significantly lower as the EU countries follow a more stringent
environmental regulation.

The environmental impact of trade between India and China is quite interesting.
The results show that PTOT has increased from 0.5 in 2001–02 to 1.0 in 2015–16,
indicating India’s pollution content of export is becoming higher than that of
import. India’s growing trade with this partner during the reform period might be
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affecting the environment adversely. In the earlier years of economic reform, India
was not a case of pollution haven in its trade with China but as the result reveals the
country is gradually moving towards becoming a pollution haven. It is also
observed that PTOT in IIT is comparatively higher than that of inter-industry trade
over the study period. While the PTOT of inter-industry trade is 0.5 and 0.9 in
2001–02 and 2015–14, the corresponding ratios for IIT are 1.0 and 1.3, respec-
tively. Looking particularly at the trade pattern of India’s trade with China where
the share of IIT is rising consistently, a rising PTOT could be alarming.

The commodity composition of India’s IIT with its trade partners (as shown in
Table 3) could explain why the PTOT for IIT is comparatively higher than the other
forms of trade [particularly for trade with EU (27) and China]. It is noticed that
India’s IIT mostly consists of pollution-intensive sectors like chemicals, rubber and
plastic, machine equipments, electronic equipments and ferrous metal (in case of its
trade with China in particular) and the country’s vertical specialization has taken
place mostly in low-quality products, which could be highly pollution-intensive.

4.3 India’s IIT and Employment

This section primarily analyses the impact of IIT component of export along with
the other forms of export, that is, total export and inter-industry component of
export on the labour employment in India. For an intensive analysis, impact on
labour employment is separately studied for skilled labour and unskilled labour.
This investigation is conducted here for 1 year, that is, 2015–16.4 The results of this
experiment are given in Table 5.

Table 5 shows that given the commodity composition of India’s bilateral export
to the USA in 2011, one million dollar worth of export would embody 150.5
labours of which 147.1 are unskilled labours and 3.4 are skilled labours. This result
is quite expected in an unskilled labour-abundant country like India. Since the
inter-industry form of export dominates India’s trade pattern with the USA, the
labour embodied in inter-industry export (136.6 in number) greater than that in IIT
export (13.9 in number). Inter-industry export accounts for 90.8% of total labour
requirement, whereas IIT export accounts for only 9.2%. For unskilled labour
requirement, 90.9% of labour comes from the inter-industry component and the
remaining comes from the IIT.

One million dollar worth of bilateral export to EU (27) in 2015–16 requires
146.1 labours, out of which 142.7 are the unskilled labour requirement and 3.3 are
the skilled labour. Labour embodied in same worth of bilateral export to China is
121.6, of which 118.3 and 3.4 are unskilled and skilled labour requirements,

4This is primarily due to limitation of data. Labour data are sourced from ImpactECON (2016)
data set where data are given for 2011 only. Between the 2 years 2001–02 and 2015–16 considered
in this study, the latter year is nearer to 2011. So, we have calculated the labour content only for
2015–16.

336 P. Dasgupta and K. Mukhopadhyay



T
ab

le
5

L
ab
ou

r
re
qu

ir
em

en
ts
in

In
di
a’
s
va
ri
ou

s
fo
rm

s
of

tr
ad
e
w
ith

di
ff
er
en
t
pa
rt
ne
rs

in
20

15
–
16

T
ot
al

la
bo

ur
a

U
ns
ki
lle
d
la
bo

ur
a

Sk
ill
ed

la
bo

ur
a

T
ot
al

ex
po

rt
b

In
te
r-
in
du

st
ry

II
T

T
ot
al

ex
po

rt
In
te
r-
in
du

st
ry

II
T

T
ot
al

ex
po

rt
In
te
r-
in
du

st
ry

II
T

U
SA

15
0.
5

13
6.
6

(9
0.
8)

13
.9

(9
.2
)

14
7.
1

13
3.
7

(9
0.
9)

13
.4

(9
.1
)

3.
4

2.
9

(8
6.
6)

0.
5

(1
3.
4)

E
U

(2
7)

14
6.
1

11
3.
2

(7
7.
5)

32
.9

(2
2.
5)

14
2.
7

11
1.
0

(7
7.
8)

31
.7

(2
2.
2)

3.
3

2.
1

(6
4.
9)

1.
2

(3
5.
1)

C
hi
na

12
1.
6

88
.2

(7
2.
5)

33
.4

(2
7.
5)

11
8.
3

85
.9

(7
2.
6)

32
.4

(2
7.
4)

3.
4

2.
3

(6
8.
8)

1.
1

(3
1.
2)

Fi
gu

re
s
in

pa
re
nt
he
si
s
gi
ve

th
e
pe
rc
en
ta
ge

sh
ar
es

a L
ab
ou

r
in

nu
m
be
rs
;
b t
ot
al

la
bo

ur
re
qu

ir
ed

in
pe
r
m
ill
io
n
do

lla
r
w
or
th

of
to
ta
l
ex
po

rt
So

ur
ce

A
ut
ho

rs
’
ca
lc
ul
at
io
n

India’s Intra-industry Trade: Implication on Vertical … 337



respectively. Like the USA, unskilled labour requirements are quite high as com-
pared to skilled labour in India’s bilateral export to EU (27) and China too.
Comparing the labour requirements between inter-industry and IIT components, it
is, however, observed that, unlike the USA, the share of IIT in total labour
requirement [22.5% for EU (27) and 27.5% for China] is quite high in these two
cases. The reasons for this result, however, are different for EU (27) and China. As
compared to the USA, the share of IIT in India’s total trade with the EU (27) is
higher (given in Table 1), which might lead to a higher share of labour embodied in
IIT in case of trade with the EU (27). In case of trade with China, the two highly
labour-intensive sectors, textiles and miscellaneous manufacturing5, occupy a sig-
nificant share in IIT, which might result in comparatively higher share of labour
embodied in IIT component of export.

The study also observes that bilateral IIT with EU (27) requires 22.2% of
unskilled labour and 35.1% of skilled labour. The corresponding shares for India’s
bilateral IIT with China are 27.4 and 31.2%, respectively. Thus, in these two cases,
IIT component of export absorbs a significant number of labours, both unskilled
and skilled. Comparing among these three partners, IIT with China absorbs com-
paratively more unskilled labour, implying that growing IIT with China could have
a positive impact on the large unskilled labour market in India.

5 Conclusion

India’s intra-industry trade (IIT) has expanded considerably in the last 25 years
since the adoption of trade liberalization measures in 1991. The present paper has
tried to assess India’s IIT by considering different aspects like vertical specialization
associated with IIT as well as the impact of IIT on environment and employment.
The analysis focuses mainly on India’s bilateral IIT with two traditional trade
partners the USA and EU (27) and emerging trade partner China during the study
period between 2001–02 and 2015–16.

The study concluded that the level of IIT between India and its trade partners is
rising accruing to the trade liberalization measures adopted since 1991, which is
similar to the experience of the other countries. The traditional inter-industry trade,
however, remains to be the dominant form of trade. Comparing among the three
trade partners, IIT with China is growing at a relatively faster pace than that with
others. The results also reflect that India’s IIT with the trade partners is mostly
taking place in goods which are differentiated vertically. The share of VIIT in
India’s bilateral trade overall has also shown a consistent upward trend over the
study period. Between 2001–12 and 2015–16, the share of VIIT has increased from
16.2 to 22.3% in total trade with the USA, from 29.1 to 33.2% in total trade with

5In Table 3 Textiles are included in the top five sectors, whereas both textiles and miscellaneous
manufacturing would be included if top seven sectors are considered.
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EU (27) and 10.7 to 17.5% in total trade with China. So, increasing vertical spe-
cialization might indicate increasing participation in global production network
during the reform period. However, it could also be said that the pace of integration
with the GVC is not up to the mark as India has been walking on the path of
industrial and trade policy reforms since 1991. The study also reveals that in case of
trade with the USA and EU (27), the share of VIIT in total IIT is stagnant at around
90%, while rising consistently in trade with China.

India’s specialization in vertically differentiated goods may result in a higher
adjustment cost. Economists have argued that with expansion of intra-industry
trade, the resources are reallocated within the industry involving lower adjustment
costs (Balassa 1966; Greenaway and Milner 1986; Brulhart and Elliott 2002).
However, another strand of thought says that IIT in vertically differentiated goods
may lead to higher adjustment costs (Fontagné et al. 2005). Thus, India’s IIT
dominated by VIIT suggests greater economic adjustment costs than it would be in
the case with horizontal IIT. The study also shows that low-quality VIIT dominates
in trade with the USA and EU (27). In case of trade with China, both low-quality
and high-quality VIITs are found to be equally important, though the share of
low-quality varieties has upward rising trends.

Regarding the environmental impact of IIT, PTOT is found to be greater than
unity in case of trade with the USA and EU (27) over the entire study period,
reflecting India as a case of pollution haven hypothesis. A value of PTOT greater
than one implies India’s export in IIT embodies relatively more CO2 than the
country’s equivalent worth of import in IIT. Thus, having a PTOT greater than one
India provides another evidence of pollution haven. In case of trade with China too,
this ratio is found to be hovering around unity over the study period.

Given the growing share of IIT in India’s trade with these three trade partners,
the value of PTOT exceeding one seems to be an alarming fact. However, it should
also be noticed that the PTOT has not shown any major upward shift in values, not
even in case of China. On the contrary, between 2001–02 and 2015–16, the values
of PTOT in IIT with the USA and EU (27) have marginally declined. In case of
trade with China, PTOT has marginally increased from 1.0 to 1.3 during 2001–02
to 2015–16 and the corresponding ratio for inter-industry trade has risen from 0.5 to
0.9 during the same period. Overall consequential impact on environment given the
growing importance of IIT in India’s trade with major partners has shown some
positive outlook towards future (Dasgupta and Mukhopadhyay 2018).

Regarding the impact on employment, the study finds that IIT has a positive
impact on the employment expansion, particularly trade with EU (27) and China.
Trade specialization in vertically differentiated sectors may also be associated with
net factor content affecting the factor markets in the same way as inter-industry
trade. The low-quality variety of goods usually absorbs larger amounts of unskilled
labour than the high-quality varieties which are expected to absorb more capital and
skilled labour (Falvey 1981; Falvey and Kierzkowski 1987; Gabszewicz and
Turrini 1997). As India is specializing mostly in the varieties of lower quality with
high unskilled labour content, expansion of IIT could have a positive impact on
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employment generation. Thus, promotion of IIT could lead to an inclusive growth
in an unskilled labour-surplus economy like India.

A number of policies could be suggested in this regard. Firstly, industrial and
trade policies should be made more oriented towards developing a domestic pro-
duction structure which would help in increasing India’s participation in GVC and
consequent vertical specialization. Secondly, an integrated policy considering trade
and environment is the need of hour. In the last 20 years, most Asian nations like
India have introduced pollution control system similar to those in developed
countries. However, India faces numerous ongoing challenges in enforcement.
Moreover, there is an urgent need for better understanding of pollution control
mechanisms in order to implement effective pollution control policies in India.
Even though IIT in India is not the most environmentally suitable, the government
has to promote intra-industry trade and insist on better environmental quality of
exported goods for sustainable trade in the future. India’s trade policy also needs to
complement the country’s trade targets with environmental priorities such as its
commitments as per the Agenda 21 of United Nations Framework Convention on
Climate Change (Mukhopadhyay and Chakraborty 2005). Its importance lies in the
potential of IIT on employment enhancement as well as the prospect of inclusive
growth.

Appendix: Data Sources

The data used in this paper are obtained from following sources:

1. Input–output tables:
For India, the USA, EU (27) and China, the IO tables are taken from GTAP. For
the year 2001–02 and 2015–16, we have used GTAP version 6 (Dimaranan
2006) with base year 2001 and GTAP version 9 (Narayanan et al. 2015) with
base year 2011, respectively. Since version 9 with base year 2011 is the latest
data set provided by the GTAP, we have to use this version to do our calcu-
lations for the year 2015–16.

2. Data on bilateral trade:
Trade data for 2001–02 and 2015–16 are obtained from UN Comtrade, United
Nations (available at http://comtrade.un.org/). The data applied in this study are
categorized by the Standard International Trade Classification (SITC, Rev 3)
System at the five-digit level. First, we have estimated the shares of IIT at the
five-digit level using Grubel–Lloyd index and then the shares are aggregated for
18 sectors. The shares of IIT (and inter-industry trade) in total trade are then
applied to the GTAP trade data aggregated for the 18 sectors. Concordances to
assist in mapping data to the GTAP sectors are available in the GTAP Technical
Paper (Aguiar et al. 2016).

3. Data on CO2 emission:
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Total CO2 emission in India, the USA, EU (27) and China at the sectoral level is
obtained from GTAP version 6 (Lee 2002) and GTAP version 9 (Narayanan
et al. 2015). Total sectoral output required to estimate the pollution coefficients
is also collected from the same source.

4. Data on labour:
Requirements of various categories of labour at the sectoral level are sourced
from ImpactECON (2016), GTAP. Sectoral output data are taken from GTAP to
calculate the labour coefficients for different categories of labour.
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Part VII
Regional IO Modelling



The Regionalization of National
Input–Output Tables: A Review
of the Performance of Two Key
Non-survey Methods

Anthony T. Flegg and Timo Tohmo

Abstract This chapter reviews the available empirical evidence on the perfor-
mance of Flegg’s location quotient (FLQ) and Kronenberg’s Cross-Hauling
Adjusted Regionalization Method (CHARM), a relatively new non-survey tech-
nique that accounts explicitly for cross-hauling when constructing regional input–
output tables. The performance of the FLQ and related formulae is evaluated using
official data for 20 Finnish and 16 South Korean regions. The results confirm
previous findings that the FLQ can produce far more accurate estimates of regional
output multipliers than can simpler LQ-based formulae such as the SLQ and CILQ.
We also explore possible ways of determining suitable values for the unknown
parameter d in the FLQ formula. Finally, we carry out a detailed investigation into
an innovative new approach, Kowalewski’s sector-specific FLQ (SFLQ), but find
that further work is required before the SFLQ can be recommended for routine use.
Our assessment of CHARM employs official data for two contrasting regions:
Uusimaa, the largest Finnish province, and the central Chinese province of Hubei.
In the case of Uusimaa, detailed data for 26 regional sectors in 2002 are examined.
CHARM is found to perform relatively well in terms of estimating exports, imports,
the volume and balance of trade, and supply multipliers. The results are particularly
encouraging for manufacturing sectors, which typically produce heterogeneous
commodities and where cross-hauling is rife. As regards Hubei, CHARM is used to
construct a detailed regional input–output table with 42 sectors, including 17
diverse types of manufacturing. The analysis makes use of official published
national and regional data for 2007. However, in this instance, CHARM does not
generate realistic estimates of Hubei’s sectoral exports, imports, volume of trade,
and supply multipliers. This outcome is attributed to the difficulty of estimating
regional technical coefficients, the heterogeneity of commodities and final demand
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for this data set. This problem is linked to the relatively small size of Hubei, which
generates around 4% of China’s GDP. By contrast, Uusimaa produced 34.6% of
Finland’s national output in 2002. These findings highlight the crucial importance,
especially in relatively small regions, of adjusting for any known divergence
between regional and national technologies, heterogeneity and final demand.

1 Introduction

Regional input–output tables are an invaluable aid to regional planning, yet
building a survey-based regional table is invariably complex, expensive and time
consuming. As a result, regional analysts attempt to adjust the national table, so that
it mirrors a region’s economic structure. However, classical regionalization pro-
cedures—particularly those employing the commodity balance (CB) method or
simple location quotients (SLQs)—tend to underestimate interregional trade. This
problem arises because these methods fail to recognize the existence of cross-
hauling (where a sector simultaneously exports and imports a specific product) and
do not take explicit account of the relative size of regions.

In this chapter, we examine two more modern approaches to regionalization:
Flegg’s location quotient (FLQ) and Kronenberg’s Cross-Hauling Adjusted
Regionalization Method (CHARM). Both are classified as pure non-survey tech-
niques, whereby a very limited amount of regional data (such as sectoral
employment) is used to regionalize the national input–output table. This initial
process is entirely mechanical, but analysts can subsequently incorporate superior
data in an attempt to enhance accuracy.

The key idea underlying the FLQ is that a region’s propensity to import from
other domestic regions is inversely and nonlinearly related to its relative size. By
incorporating explicit adjustments for interregional trade, analysts should be able to
gain more accurate estimates of regional input coefficients and hence multipliers. As
with other non-survey techniques, the principal aim of the FLQ is to provide a
means whereby regional analysts can construct regional tables that reflect a region’s
economic structure as far as possible.

CHARM is an innovative new non-survey routine for constructing regional
tables. It incorporates a systematic procedure for adjusting imports and exports to
allow for cross-hauling, which is posited to vary directly with the heterogeneity of
products, regional output and demand (Flegg et al. 2015). CHARM is suitable for
environmental and other applications where the focus is on the overall supply of
goods and services, irrespective of their source (Kronenberg 2009). It can only be
employed in conjunction with type A national tables, those where imports have
been included in the inter-industry matrix (Kronenberg 2012). In contrast, where
the concern is with regional output and employment, the FLQ can be used to
compute an initial set of regional input coefficients. However, the FLQ requires
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national transactions matrices that exclude imports (type B tables), which are
unavailable for many countries including China.1

The rest of this chapter is structured as follows. The theoretical properties of the
FLQ and related formulae are examined next. This is followed, in Sect. 3, by a
discussion of empirical evidence drawn from case studies of 20 Finnish and 16
South Korean regions. In addition to testing the FLQ, we also evaluate a proposed
new variant of the FLQ, namely the sector-specific FLQ (SFLQ). The theoretical
foundations of CHARM and the role of cross-hauling are examined in Sect. 4. This
is followed by case studies of the regions of Uusimaa in Finland and Hubei in
China. In each case, we explain how CHARM was used to estimate sectoral
exports, imports and the volume of trade. We also assess how well CHARM can
simulate interregional trade and sectoral supply multipliers. Section 7 concludes.

2 The FLQ and Related Formulae2

Using LQs is a straightforward and inexpensive means of regionalizing national
input–output tables. Earlier studies have frequently employed the SLQ or the cross-
industry LQ (CILQ) to make suitable adjustments to national data, yet both are
known to understate interregional trade. A key reason for this understatement is that
the SLQ precludes cross-hauling, whereas the CILQ seriously underestimates its
extent (Flegg and Tohmo 2013b, p. 239).

We can define an output-based SLQ as

SLQi �
Qr

i =
P

i Q
r
i

Qn
i =

P
i Q

n
i
� Qr

i

Qn
i
�
P

i Q
n
iP

i Q
r
i
; ð1Þ

where Qr
i is regional output in sector i and Qn

i is the corresponding national figure.P
i Q

r
i and

P
i Q

n
i are the respective regional and national totals. Similarly, we can

define a CILQ as

CILQij �
SLQi

SLQj
� Qr

i =Q
n
i

Qr
j =Q

n
j
; ð2Þ

where the subscripts i and j denote, respectively, the supplying and purchasing
industries.

1This taxonomy of tables into types A and B follows Kronenberg (2012) and the United Nations
(1973). It is possible, however, to make some crude adjustments for “competitive” imports and
thereby convert a type A national transactions table into an approximation of a type B table; see
Miller and Blair (2009, pp. 149–157).
2For a more detailed discussion of the material in this section, see Bonfiglio and Chelli (2008),
Flegg and Tohmo (2013a, 2016, 2018), Flegg et al. (2016) and Kowalewski (2015).
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Defining LQs in terms of output is preferable to using a proxy such as
employment since employment shares are affected by interregional variations in
productivity. Fortunately, regional sectoral output data were readily available for
both Finland and South Korea, the two empirical examples considered in Sect. 3.

The first step in applying LQs is to transform the national transactions matrix
into a matrix of input coefficients, A = [aij], which can then be “regionalized” via
the formula

rij ¼ bij � aij; ð3Þ

where rij is the regional input coefficient, bij is an adjustment coefficient and aij is
the national input coefficient (Flegg and Tohmo 2016, p. 311). rij measures the
amount of regional input i needed to create one unit of regional gross output j; it
thus excludes any inputs obtained from other domestic regions or from other
countries. Likewise, aij excludes any foreign inputs. The role of bij is to take
account of a region’s purchases of input i from other domestic regions.

We can estimate the rij by inserting, for example, the SLQ into Eq. (3), so that:

r̂ij ¼ SLQi � aij: ð4Þ

No scaling is applied to aij if SLQi � 1 and likewise for CILQij. When i = j,
CILQij = 1, so it is customary to use SLQi rather than unity along the principal
diagonal of the scaling matrix.

An advantage of the CILQ is that a different scaling can be applied to each cell in
a given row of the matrix A, which means that cross-hauling can occur. By contrast,
the SLQ presupposes that an industry is either an exporter or an importer of a
specific commodity but never both, so that cross-hauling is ruled out a priori.
Nonetheless, empirical studies show that the CILQ still greatly underestimates
interregional trade. Flegg et al. (1995) sought to remedy this shortcoming of the
CILQ via their FLQ formula, which was subsequently refined by Flegg and Webber
(1997). Following Flegg et al. (2016, pp. 26–27), the FLQ is defined here as

FLQij � CILQij � k�; for i 6¼ j; ð5Þ

FLQij � SLQi � k�; for i ¼ j; ð6Þ

where

k� � log2 1þ
X

i
Qr

i =
X

i
Qn

i

� �h id
: ð7Þ

Flegg et al. assume that 0 � d < 1; as d increases, so too does the adjustment
for imports from other domestic regions. d = 0 represents a special case whereby
FLQij = CILQij for i 6¼ j and FLQij = SLQi for i = j. As with other LQ-based
formulae, the constraint FLQij � 1 is imposed.
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Flegg et al. (2016, p. 27) highlight two key features of the FLQ formula: its
cross-industry foundations and the explicit role attributed to regional size. With the
FLQ, the relative size of the regional buying and selling industries is considered
when making an allocation for imports from other regions. This is a feature that the
CILQ and FLQ share. However, by also taking explicit account of the relative size
of regions, Flegg and Tohmo (2016, p. 312) argue that the FLQ should help to
resolve the problem of cross-hauling, which tends to be most serious in smaller
regions, which are more likely than larger regions to trade with surrounding
regions.

A substantial body of empirical evidence now demonstrates that the FLQ can
produce more accurate estimates of regional input coefficients and hence multipliers
than the SLQ and CILQ. This evidence includes case studies using regional data for
Scotland (Flegg and Webber 2000), Finland (Tohmo 2004; Flegg and Tohmo
2013a, 2016), Germany (Kowalewski 2015), Argentina (Flegg et al. 2016), Ireland
(Morrissey 2016) and South Korea (Flegg and Tohmo 2017).

Furthermore, Bonfiglio and Chelli (2008) used Monte Carlo methods to generate
400,000 type I regional output multipliers. These simulations revealed that the FLQ
and a variant, the augmented FLQ (AFLQ), gave by far the most accurate estimates
of these multipliers. This Monte Carlo study is examined in detail by Flegg and
Tohmo (2013a). Nevertheless, Lamonica and Chelli (2017) demonstrate that, in
some circumstances, the SLQ can produce slightly more precise results than the
FLQ.

The AFLQ formula (Flegg and Webber 2000) recognizes that regional spe-
cialization may produce regional input coefficients that exceed the corresponding
national coefficients, so that rij > aij in Eq. (3). The effect of regional specialization
is captured through SLQj. The AFLQ is defined as

AFLQij � FLQij � log2ð1þ SLQjÞ: ð8Þ

The specialization term, log2(1 + SLQj), is only applicable if SLQj > 1. As
before, the restriction FLQij � 1 is imposed.

However, even though the AFLQ has some theoretical advantages vis-à-vis the
FLQ, its empirical performance is usually much the same (Bonfiglio and Chelli
2008; Flegg and Webber 2000; Flegg et al. 2016; Kowalewski 2015). One might
argue, therefore, that the greater complexity of the AFLQ formula is not warranted
by any enhancement in accuracy. Consequently, the AFLQ will not be considered
further in this chapter.

Another variant of the FLQ is proposed by Kowalewski (2015), whose
industry-specific FLQ, the SFLQ, is defined as

SFLQij � CILQij � ½log2ð1þEr=EnÞ�dj; ð9Þ

where Er/En is regional size measured in terms of employment. The innovation here
is in relaxing the assumption that d is invariant across sectors. As usual, the
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restriction SFLQij � 1 is imposed. Also, for i = j, SLQi is used in place of CILQij.
To estimate the dj, Kowalewski postulates the regression model

dj ¼ aþ b1CLj þ b2SLQj þ b3IMj þ b4VAj þ ej; ð10Þ

where CLj is the coefficient of localization, which measures the degree of con-
centration of national industry j, IMj is the share of foreign imports in total national
intermediate inputs, VAj is the share of value added in total national output, and ej is
an error term. While only national data are required for CLj, IMj and VAj, regional
data are needed for SLQj. CLj is computed using the formula

CLj � 0:5
X
r

Er
j

En
j
� Er

En

�����

�����: ð11Þ

3 Assessing the FLQ’s Performance

Two empirical investigations are discussed in this section: an analysis of data for 20
Finnish regions by Flegg and Tohmo (2013a) and a comparable study of 16 South
Korean regions by Flegg and Tohmo (2017). These studies are especially suitable
for evaluating the performance of alternative LQ-based methods since several
regions of varying size in each country are examined simultaneously.
Consequently, the findings should be more robust than those based on a single
region in one country alone. Furthermore, the data were compiled consistently by
official bodies (Statistics Finland and the Bank of Korea).

Although these studies evaluated performance in terms of both type I sectoral
output multipliers and input coefficients, the ranking of methods was very similar.
Thus, for simplicity, only multipliers will be discussed here. The following sta-
tistical criteria were used in both studies to evaluate the estimated multipliers:

MPE ¼ ð100=nÞ
X
j

ðm̂j � mjÞ=mj; ð12Þ

WMPE ¼ 100
X
j

wjðm̂j � mjÞ=mj; ð13Þ

MAPE ¼ 100=nð Þ
X
j

jm̂j � mjj=mj; ð14Þ

U ¼ 100

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP
j ðm̂j � mjÞ2P

j m
2
j

vuut ; ð15Þ
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where mj is the type I output multiplier for sector j and n is the number of sectors.
The mean percentage error, MPE, offers a handy means of assessing the extent

of bias, yet it does not take any account of the relative importance of each sector.
WMPE, the weighted mean percentage error, aims to overcome this limitation. The
weight, wj, is the proportion of total regional output produced in sector j. However,
a drawback of the first two formulae is that a seemingly good result could be due to
some large, but offsetting, positive and negative errors. MAPE and U are alternative
ways of overcoming this problem. MAPE is the mean absolute percentage error,
whereas U is Theil’s inequality index, which has the advantage that it encompasses
both bias and variance (Theil et al. 1966). A disadvantage of U is, however, that the
use of squared deviations has the effect of accentuating any large positive or
negative errors and thereby skewing the outcomes.

Both studies also endeavoured to capture the variability of the estimates, albeit in
different ways. In the Finnish study, the standard deviation, V1, of the absolute
proportional differences was used to measure variability. By contrast, in the South
Korean study, the squared difference in standard deviations, V2 ¼ fsdðm̂jÞ�
sdðmjÞg2, was employed to assess how far each method was able to replicate the
dispersion in the benchmark distribution of multipliers.

Table 1 reveals that the FLQ yields much more accurate results than the SLQ
and CILQ in the case of Finland, irrespective of which criterion or value of d is
used. When d = 0.25, for instance, the FLQ overstates the sectoral multipliers by a
minimal 0.4% on average, whereas the SLQ and CILQ do so by 14.7 and 15.0%,
respectively. The most obvious explanation of this outcome is that the SLQ and
CILQ make inadequate adjustments for interregional trade. The fact that MPE and
MAPE are both positive and of similar size in each case shows that these methods
almost invariably overstate the regional input coefficients and hence multipliers.

Table 1 Estimating output
multipliers for Finnish regions
in 1995 via different methods
and criteria (20 regions and
37 sectors)

Method Criterion

MPE WMPE MAPE U V1

SLQ 14.7 14.2 15.7 20.4 0.1167

CILQ 15.0 12.3 16.4 19.9 0.1061

FLQ
(d = 0.15)

5.7 3.4 9.9 13.1 0.0763

FLQ
(d = 0.2)

2.6 0.5 8.5 11.9 0.0682

FLQ
(d = 0.25)

0.4 −1.7 8.2 11.9 0.0673

FLQ
(d = 0.3)

−1.9 −3.7 8.1 12.3 0.0680

Source Flegg and Tohmo (2013a, Table 4), based on the
unweighted mean of results for 20 regions. The best values are
shown in bold type
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Although it is desirable to avoid bias in the estimated multipliers, MPE 	 0
could still mask some large, but offsetting, positive and negative errors. One should,
therefore, also consider measures such as MAPE and U when assessing accuracy.
Whilst these statistics indicate fairly similar optimal values of d, they differ
noticeably regarding the FLQ’s accuracy; for instance, for d = 0.25, they yield
average errors of 8.2 and 11.9%, respectively. The higher error for U is due to the
fact that simulation errors are squared, which puts more emphasis on larger errors.
U is especially sensitive to the presence of outliers in the data.

Table 1 also reveals that the FLQ gives by far the best outcome for V1, which
measures dispersion in the estimated multipliers in terms of absolute proportional
differences. The minima for V1 and MPE occur when d 	 0.25, which signifies that
the FLQ is able to minimize bias and variance simultaneously. This inference is
bolstered by the fact that U, which takes both bias and variance into account via a
squared measure, is also minimized where d 	 0.25.

The four criteria examined so far have exhibited a remarkable degree of con-
sistency in pointing to an optimal d 	 0.25. However, we should note that WMPE
suggests that the larger sectors may need a value a little lower than that.

Let us now consider some findings from a study of 16 South Korean regions by
Flegg and Tohmo (2017). Table 2 reveals that the outcomes for the different
measures exhibit a high degree of consistency. Irrespective of which criterion is
used, the SLQ and CILQ produce similar results, which are also much less accurate
than those from the FLQ. MPE shows, for instance, that the SLQ overestimates the
sectoral multipliers by 21.2% on average across the 16 regions, whereas the FLQ

Table 2 Estimating output multipliers for South Korean regions in 2005 via different methods
and criteria (16 regions and 28 sectors)

Method Criterion

MPE WMPE MAPE U V2 � 103

SLQ 21.210 24.374 22.224 26.529 20.822

CILQ 22.386 19.136 23.541 26.706 15.386

FLQ (d = 0.2) 8.767 5.780 11.411 13.911 2.403

FLQ (d = 0.25) 5.998 3.007 9.836 12.114 1.346

FLQ (d = 0.3) 3.463 0.500 8.768 10.903 0.727

FLQ (d = 0.325) 2.297 −0.642 8.424 10.538 0.573

FLQ (d = 0.35) 1.190 −1.710 8.164 10.322 0.479

FLQ (d = 0.375) −0.143 −2.699 8.022 10.237 0.444
FLQ (d = 0.4) −0.848 −3.615 7.984 10.256 0.451

FLQ (d = 0.425) −1.788 −4.471 8.038 10.370 0.501

SFLQ (optimal dj) 1.399 −2.001 2.628 4.213 0.044

SFLQ (regression) 2.438 −4.780 7.346 9.423 0.315

Source Flegg and Tohmo (2017, Table 11), based on the unweighted mean of results for 16
regions, plus supplementary calculations for the SFLQ. The best values for the FLQ are shown in
bold type
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with d = 0.375 displays negligible bias. Moreover, with d = 0.375, MAPE = 8.0%,
which is well below the corresponding figures for the SLQ and CILQ.

What is more, MPE, V2 and U all point to a d 	 0.375, so it is evident that there
is no conflict between minimizing bias and variance in this data set. Even so, since
WMPE gives an optimum of d 	 0.3, the larger sectors may require a d < 0.375.

The findings for the two countries show a remarkable degree of correspondence
in both the performance of the FLQ and the behaviour of the different statistical
criteria. There is, however, one striking difference: whereas d 	 0.25 appears to be
the best single value for Finnish regions, d 	 0.375 seems more appropriate for
South Korea. A possible explanation of this phenomenon is that South Korean
regions typically imported a substantially higher proportion of their inputs from
other domestic regions than did Finnish regions.3 Consequently, in order to adjust
for this disparity in import propensities, a higher value of d is required in South
Korea than in Finland.

3.1 Deriving Region-Specific Values of d

The discussion so far has focused on finding the best single value of d in Finland
and South Korea. However, optimal values may well vary across regions within
each country. To explore this issue, let us consider the regression models reported
in Table 3, which Flegg and Tohmo (2013a, 2017) fitted using region-specific data
for each country.

Observations on ln d, the dependent variable, were derived by finding the value
of d that minimized MPE for each Finnish region or MAPE for each South Korean
region. The explanatory variables are defined as follows:

• R is regional size measured in terms of output and expressed as a percentage;
• P is the proportion of each region’s gross output imported from other regions,

averaged over all sectors and divided by the mean for all regions;
• I is each region’s average use of intermediate inputs (including inputs from other

regions), divided by the corresponding national average;
• F is the average proportion of each region’s gross output imported from abroad,

divided by the mean for all regions;
• B15 is a binary variable for South Korean region 15, which was found to be an

outlier.

In terms of conventional statistical criteria, both regressions appear to be well
specified. To illustrate their possible use, let us consider two contrasting South
Korean regions, Seoul and Ulsan. For Seoul, R = 18.2, P = 0.669 and F = 0.514.

3South Korean regions imported, on average, 25.9% of gross output from other domestic regions
in 2005 (Flegg and Tohmo 2017, Table 9). By contrast, the domestic import propensity for Finnish
regions in 1995 was 18.7%. See Flegg and Tohmo (2013a, Fig. 2) for an illustration.
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Therefore, Seoul imported 33.1% less than average of its intermediate inputs from
other South Korean regions and 48.6% less than average from abroad. The
regression gives a predicted d = 0.339, which is extremely close to the d = 0.337
that minimizes MAPE. By contrast, R = 7.1, P = 0.925 and F = 2.405 for Ulsan.
Hence, this region imported only 7.5% less than average of its intermediate inputs
from other South Korean regions, yet imported 140.5% more than average from
abroad. In this case, the predicted value is d = 0.525, which is fairly close to the
d = 0.542 that minimizes MAPE.

The results manifest a tendency for the optimal d to rise with regional size R. It is
hard to explain this positive relationship theoretically but it is interesting that it
occurs in both countries, albeit more strongly in Finland than in South Korea. As
expected, there is a positive relationship between the optimal d and the regional
propensity to import from other regions. Consequently, regions exhibiting an
above-average propensity would need a higher value of d and vice versa. This
relationship is demonstrably stronger in Finland than in South Korea.

The variable ln I exhibits the anticipated relationship in Finland but was
redundant in South Korea (Flegg and Tohmo 2017, Table 13). As for ln F, this
variable was not statistically significant in Finland but is highly so in South Korea,
where it shows that a greater use of foreign intermediate inputs is associated with a
higher optimal d. This high significance is to be expected because South Korean
regions vary greatly in terms of their proportion of foreign inputs; for instance,
Seoul imported 6.0% of intermediate inputs from abroad in 2005, whereas Ulsan
imported 28.3% (Flegg and Tohmo 2017, Table 9).

Table 3 Regression models
to estimate d using data for 20
Finnish regions in 1995 and
16 South Korean regions in
2005

Finland South Korea

Intercept −1.838 −1.226

ln R 0.332
(11.66)

0.168
(4.80)

ln P 1.583
(6.25)

0.325
(2.37)

ln I −2.881 (−3.33) –

ln F – 0.317
(6.64)

B15 – 0.577
(6.12)

R2 0.915 0.934

v2 (1) functional form 0.447 0.123

v2 (2) normality 0.559 0.002

v2 (1) heteroscedasticity 0.591 0.006

Note: t statistics are in brackets. The critical values of v2 (1) and
v2 (2) at the 5% level are 3.841 and 5.991, respectively
Source Flegg and Tohmo (2013a, p. 713, 2017, Table 13)
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To sum up, the regressions suggest that, rather than using the same d for all
regions, analysts should consider using a higher value for regions known to use,
say, an above-average proportion of either foreign inputs or inputs from other
regions. To illustrate, suppose that a region produces 5.5% of national output;
furthermore, its use of intermediate inputs from other regions is thought to be 10%
above average, whereas its use of foreign inputs is believed to be 20% below
average. Using the Korean model, with R = 5.5, P = 1.1 and F = 0.8, d = 0.354.
By contrast, P = F = 1 would yield d = 0.391.

3.2 The Sector-Specific FLQ

Thus far, we have examined the FLQ’s performance on the assumption that d is
invariant across sectors. This is clearly a strong assumption, so it is important to
establish whether more precise results could be achieved by permitting this
parameter to vary across sectors, as it does in the SFLQ formula (9). To evaluate
this approach, Kowalewski (2015) analysed official survey-based data for the
German state of Baden-Wuerttemberg (B-W).

At the outset, we need to assess whether, in principle, the SFLQ can give more
precise estimates of the sectoral type I output multipliers. This first step involves
using the available data for B-W to compute an “optimal” dj for each sector.
Kowalewski used the mean absolute deviation of the estimated multipliers to find
such values. She then evaluated the outcomes for multipliers using a similar set of
statistics to those employed by Flegg and Tohmo (2017). The results were rather
mixed: when judged in terms of MAPE, U and V1, the SFLQ clearly outperformed
the FLQ, whereas MPE and WMPE recorded superior outcomes for the FLQ
(Kowalewski 2015, Table 3). Indeed, the SFLQ’s estimates of multipliers were
noticeably biased, whereas the FLQ’s estimates displayed negligible bias. Even so,
it is worth mentioning that Kowalewski also examined performance in terms of
input coefficients and here the SFLQ invariably outperformed the FLQ.

Nevertheless, for the SFLQ to be a useful addition to the regional analyst’s
toolkit, we need to have a practical way of determining values of dj. With this aim
in mind, Kowalewski fitted model (10) to data for B-W. Her results are reproduced
here in Table 4.

It is noticeable that CLj is highly statistically significant, whereas the other
regressors have low t statistics. The fact that three of the four regressors in
Kowalewski’s model are not significant, even at the 20% level, means that it does
not offer a reliable way of estimating the dj. Flegg and Tohmo (2017) attempted to
address this issue by fitting a new model to data for all 16 South Korean regions. In
doing so, they attempted to avoid the peculiarities of individual regions and thereby
gain more robust results. Their findings are reported in Table 4.

Before considering Flegg and Tohmo’s results, we should note that they mod-
ified Kowalewski’s regression model (10) by imposing the restriction b2 = 0 and
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re-expressing the regressand as the unweighted mean of dj across all regions. SLQj

was omitted because it is a region-specific variable.
Table 4 reveals that CLj has a positive coefficient, which is consistent with

Kowalewski’s hypothesis that “the more an industry is concentrated in space, the
higher the regional propensity to import goods or services of this industry”
(Kowalewski 2015, p. 248). Such industries would need a bigger d to adjust for this
higher propensity. However, since the role of CLj is to capture any regional
imbalances in employment in sector j, its modest level of significance (p = 0.090) is
rather surprising. By contrast, IMj is highly significant (p = 0.002), as is VAj

(p = 0.000). R2 = 0.589, a value that reflects the exclusion of relevant regressors,
along with random variation in the dj.

The results displayed in Table 2 enable us to evaluate the performance of Flegg
and Tohmo’s model in terms of five different criteria. The outcomes for MAPE,
U and V2 demonstrate that this regression, notwithstanding its modest R2, can
outperform the FLQ. For instance, MAPE is almost 0.7% points lower for the
regression-based estimates than for the FLQ (with d = 0.375). However, the MPE
shows that the SFLQ generates upwardly biased estimates of multipliers. Indeed,
this bias is 2.4% on average.

We now need to consider whether, in the light of these results, the SFLQ offers a
practical alternative to the FLQ. There are two main arguments against recom-
mending this approach. The first is that a regression fitted using South Korean data
may not be transferable to regions in other countries. Secondly, one could argue that
the enhanced accuracy exhibited by MAPE, U and V2 is insufficient to compensate
for the bias that might be introduced by using the SFLQ rather than the FLQ.
A riposte might be that there is much scope for greater accuracy in the
regression-based estimates, as is evident from a comparison of the last two rows in
Table 2. Nonetheless, in order to build a suitably refined model, one would need to
find some extra regressors for which the necessary data were readily available.

Table 4 Regression results based on the SFLQ model (10)

State of Baden-Wurttemberg 16 South Korean regions

Intercept −0.009 0.669

CLj 1.266
(4.49)

0.269
(1.77)

SLQj −0.025 (−0.38) –

IMj −0.230 (−0.64) −0.403 (−3.54)

VAj 0.124
(1.12)

−0.628 (−4.57)

n 21 27

R2 0.67 0.589

Note: t statistics are in brackets
Source Kowalewski (2015, Table 8) for B-W; Flegg and Tohmo (2017, Eq. 15) for South Korea
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3.3 Self-sufficient Sectors

Flegg et al. (2016) initiated a new line of enquiry by proposing that analysts should
use the national input coefficients for sectors held to be self-sufficient or approxi-
mately so, i.e. to set rij = aij for such sectors but use the FLQ-based estimates
otherwise. Flegg et al. tested this approach with data for the Argentinian province of
Córdoba and found that it gave much better results than simply using FLQ-based
estimates for all sectors. For instance, by setting rij = aij for 12 of the 28 sectors, the
value of U was cut from 10.885 to 7.930; what is more, the optimal d for the
remaining sectors was raised from 0.104 to 0.402 (Flegg et al. 2016, Tables 3 and
5). Whilst it would be interesting to test this approach with the much larger data sets
for Finland and South Korea, that would be beyond the scope of this chapter.

4 Cross-Hauling and CHARM4

Since CHARM is a refinement of the classical CB approach to constructing a
regional input–output table (Isard 1953), it is appropriate to begin by considering
the key concepts underlying the CB method. At the outset, the analyst would need
to use the following formula to estimate the demand for each regional sector:

dtri ¼
X
j

anijx
r
j þ df ri ; ð16Þ

where dtri is total regional demand for commodity i in region r, anij is the national
technical coefficient (the number of units of commodity i, irrespective of source,
needed to produce one unit of gross output of national industry j), xrj is output of
regional industry j,

P
j a

n
ijx

r
j is intermediate demand, and df ri is final demand. A key

assumption here is that the region and the nation share the same technology. This
postulate reflects the fact that data on regional technology are rarely available.
Where regional sectoral output is unknown, as is often the case, employment can be
used as a proxy.

If dtri\xri ; the entire surplus is assumed to be exported; conversely, if dtri [ xri ; it
is presumed that sufficient imports will be available to make up for the shortfall in
regional output. Cross-hauling is ruled out. The CB method operates on the prin-
ciple of maximum local trade, i.e. “if commodity i is available from a local source,
it will be purchased from that source” (Harrigan et al. 1981, p. 71). One problem
with this principle is that it “ignores the fact that any industry commodity in
practice will be an aggregation of a number of quite distinct commodities” (ibid.),
so that cross-hauling is almost bound to occur. Moreover, Richardson (1985,

4This section closely follows Flegg et al. (2015, Sect. 3).
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p. 613) remarks that “[a]lthough industrial disaggregation helps to relieve the cross
[-]hauling problem, it does not solve it.” Consequently, other explanations of
cross-hauling need to be explored.

Cross-hauling is ubiquitous in small regions that do not represent a functional
economic area (Robison and Miller 1988) but it is also a serious concern in larger
regions (Kronenberg 2009). It is apt to be encountered in densely populated and
highly urbanized countries, especially those where commuting across regional
boundaries is important (Boomsma and Oosterhaven 1992). Kronenberg identifies
the heterogeneity of commodities as the main cause of cross-hauling and CHARM
represents a novel way of dealing with this problem.

The interregional trade in automobiles between Hubei and other Chinese pro-
vinces is a good example of cross-hauling due to product differentiation. For
instance, Dongfeng-Citroën cars are shipped from Wuhan, where this company’s
headquarters is situated, to Shanghai and Beijing, where Shanghai-Volkswagen and
Beijing-Hyundai have their headquarters, while Shanghai-Volkswagen and
Beijing-Hyundai cars are shipped to Wuhan.

Although product differentiation may well be the primary cause of cross-hauling,
we should also recognize that, in reality, many input–output sectors represent an
aggregation of several distinct commodities, so that cross-hauling is very likely to
occur. The Chinese sector entitled “Paper, printing, stationery and sporting goods”
exemplifies this point. Suppose that a region imports sporting goods but exports
paper, printing and stationery; this would create an illusion of cross-hauling, which
would vanish if sporting goods were reallocated into a separate sector.

Let us now compare and contrast CHARM with the CB method. A key similarity
is that both methods employ national transaction tables that incorporate imports;
this is because they aim to capture the underlying technology of production
(Kronenberg 2012). Also, both employ the concept of a commodity balance; for
commodity i, this balance, bi, is defined as:

bi � ei�mi; ð17Þ

where ei and mi denote exports and imports, respectively, and bi represents net
exports. The value of bi is computed as the estimated output of commodity i minus
the estimated sum of intermediate and domestic final use (Kronenberg 2009, p. 46).

However, while CHARM and the CB method yield identical values for bi, they
give different values, in general, for the volume of trade, ei + mi. This is because
CHARM takes cross-hauling, qi, explicitly into account via the following equation
(ibid., p. 47):

qi ¼ ðei þmiÞ � ðei � miÞj j: ð18Þ

Thus, qi will be greater, the larger the volume of trade and the smaller the
absolute trade balance. In the CB method, qi = 0 as ei > 0 and mi > 0 cannot, by
assumption, occur together. By contrast, with CHARM, qi > 0 is possible and,
indeed, probable in most cases.
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For purposes of estimation, Kronenberg posits that qi is proportional to the sum
of domestic production, xi, intermediate use, zi, and domestic final use, fi. The factor
of proportionality, hi, captures the heterogeneity of commodities, as shown in the
equation:

qi ¼ hiðxi þ zi þ fiÞ; ð19Þ

where 0 � hi < ∞ (ibid., p. 51). Consequently, hi = qi/(xi + zi + fi). Kronenberg
assumes that hi is invariant across regions and depends solely on the characteristics
of products; it can, therefore, be estimated using national data. We would get hi = 0
if qi = 0, which would occur if ei = 0 with mi > 0 or mi = 0 with ei > 0 or
ei = mi = 0.

5 Case Study of Uusimaa5

In order to assess CHARM’s performance, benchmark regional data for imports,
exports and multipliers are required. These figures can be derived for all Finnish
regions in 2002, using data from Statistics Finland, but we opted instead to focus on
Uusimaa, Finland’s largest region, which produced 34.6% of national output in
2002 and accounted for 31.4% of aggregate employment. Its diversified industrial
structure is illustrated in Table 5. Unfortunately, a lack of regional data meant that
the 59 national sectors had to be reduced to 26, so there is some unavoidable loss of
information and consequential aggregation bias.

As expected, Table 6 shows that the CB method substantially underestimates
Uusimaa’s total exports and imports and, consequently, its volume of trade.
CHARM performs markedly better, although it too understates the overall amount
of trade. This superior relative performance is primarily due to the fact that
CHARM takes cross-hauling into account, whereas the CB method rules out the
possibility of a sector’s being both an exporter and an importer of a given
commodity.

Table 7 reveals that CHARM almost invariably produces the best estimates of
the volume of trade in individual sectors. This pattern is especially noticeable for
manufacturing (sectors 5–15), where it can be explained by the heterogeneity of
many manufactured products and the concomitant cross-hauling. Sector 13 is a
good example: whereas CHARM captures 83.2% of the volume of trade, the CB
method accounts for only 30.2%. Furthermore, the more detailed results in Table 6
reveal that CHARM captures almost all of the exports in sector 13 and two-thirds of
the imports; by contrast, the CB method accounts for half of the exports but none of
the imports.

5This section closely follows Flegg and Tohmo (2013b, pp. 249–254).
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Table 5 Employees in Uusimaa and Finland by regional sector

Sector Description Uusimaa:
employees

Finland:
employees

Regional
share (%)

National
share
(%)

SLQi

1 Agriculture and hunting (1) 3,409 104,000 0.5 4.4 0.104

2 Forestry and logging (2) 1,105 20,000 0.1 0.9 0.176

3 Fishing (3) 37 2,000 0.0 0.1 0.059

4 Mining and extraction (4–8) 635 6,000 0.1 0.3 0.336

5 Manufacture of food products,
beverages and tobacco products
(9–10)

9,462 41,000 1.3 1.7 0.733

6 Manufacture of textiles and
clothes; dressing and dyeing of
fur; tanning and dressing of
leather; manufacture of luggage,
handbags, saddlery, harness and
footwear (11–13)

1,754 19,000 0.2 0.8 0.293

7 Manufacture of wood and of
products of wood and cork,
except furniture; manufacture of
articles of straw and plaiting
materials (14)

1,576 31,000 0.2 1.3 0.162

8 Manufacture of pulp, paper and
paper products; publishing,
printing and reproduction of
recorded media (15–16)

18,009 72,000 2.4 3.1 0.795

9 Manufacture of coke, refined
petroleum products, nuclear
fuels, chemicals and chemical
products, rubber and plastic
products (17–19)

9,127 40,000 1.2 1.7 0.725

10 Manufacture of other
non-metallic mineral products
(20)

2,964 16,000 0.4 0.7 0.589

11 Manufacture of basic metals and
fabricated metal products, other
than machinery and equipment
(21–22)

8,191 62,000 1.1 2.6 0.420

12 Manufacture of machinery and
equipment not classified
elsewhere (23)

10,460 63,000 1.4 2.7 0.527

13 Manufacture of office
machinery and computers;
electrical machinery and
apparatus; radio, television and
communication equipment and
apparatus; medical, precision
and optical instruments, watches
and clocks (24–27)

26,823 66,000 3.6 2.8 1.291

(continued)
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Table 5 (continued)

Sector Description Uusimaa:
employees

Finland:
employees

Regional
share (%)

National
share
(%)

SLQi

14 Manufacture of motor vehicles,
trailers, semi-trailers and other
transport equipment (28–29)

5,986 25,000 0.8 1.1 0.761

15 Manufacture of furniture;
manufacturing not classified
elsewhere; recycling (30–31)

2,924 19,000 0.4 0.8 0.489

16 Electricity, gas, steam and hot
water supply; collection,
purification and distribution of
water (32–33)

4,915 16,000 0.7 0.7 0.976

17 Construction (34) 42,555 155,000 5.8 6.6 0.872

18 Sale, maintenance and repair of
motor vehicles and motorcycles;
retail of automotive fuel;
wholesale, retail and
commission trade, excluding
motor vehicles and motorcycles;
repair of personal and
household goods (35–37)

122,176 300,000 16.5 12.8 1.294

19 Hotels and restaurants (38) 27,228 77,000 3.7 3.3 1.123

20 Land, water and air transport;
travel agencies; post and
telecommunications (39–43)

66,325 174,000 9.0 7.4 1.211

21 Financial intermediation;
insurance and pension funding,
except for compulsory social
security (44–46)

20,733 41,000 2.8 1.7 1.606

22 Real estate and other business
activities; rental of machinery
and equipment and of personal
and household goods; research
and development (47–51)

114,585 236,000 15.5 10.0 1.542

23 Public administration and
defence; compulsory social
security (52)

52,838 173,000 7.1 7.4 0.970

24 Education (53) 50,405 157,000 6.8 6.7 1.020

25 Health and social work (54) 88,539 321,000 12.0 13.7 0.876

26 Sewage and refuse disposal,
sanitation and similar activities;
recreational, cultural, sporting
and other service activities;
private households with
employed persons (55–59)

46,665 113,000 6.3 4.8 1.312

Sum 739,426 2,349,000 100.0 100.0

Note The corresponding 59 national sectors are shown in brackets
Source Flegg and Tohmo (2013b, Table 3)
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Table 7 Estimates of supply multipliers and trade volume for the CB method and CHARM
(employment-based)

Sector Description Supply multipliers Ratio of
estimated to
target trade
volume

Survey CHARM CB CHARM CB

1 Agriculture and hunting 1.171 1.127 1.143 0.955 0.853

2 Forestry and logging 1.238 1.116 1.123 1.746 1.699

3 Fishing 1.025 1.030 1.032 1.024 1.006

4 Mining and extraction 1.153 1.100 1.110 1.097 1.047

5 Manufacture of food products,
beverages and tobacco products

1.536 1.827 1.968 0.319 0.178

6 Manufacture of textiles and clothes;
dressing and dyeing of fur; tanning and
dressing of leather; manufacture of
luggage, handbags, saddlery, harness
and footwear

1.139 1.130 1.173 1.114 0.707

7 Manufacture of wood and of products of
wood and cork, except furniture;
manufacture of articles of straw and
plaiting materials

1.262 1.392 1.432 0.746 0.638

8 Manufacture of pulp, paper and paper
products; publishing, printing and
reproduction of recorded media

1.657 2.045 2.176 0.630 0.517

9 Manufacture of coke, refined petroleum
products, nuclear fuels, chemicals and
chemical products, rubber and plastic
products

1.478 1.575 1.917 0.829 0.150

10 Manufacture of other non-metallic
mineral products

1.479 1.632 1.817 0.470 0.182

11 Manufacture of basic metals and
fabricated metal products, other than
machinery and equipment

1.404 1.691 1.968 0.604 0.198

12 Manufacture of machinery and
equipment not classified elsewhere

1.581 1.710 2.115 0.596 0.121

13 Manufacture of office machinery and
computers; electrical machinery and
apparatus; radio, television and
communication equipment and
apparatus; medical, precision and optical
instruments, watches and clocks

1.634 1.754 2.235 0.832 0.302

14 Manufacture of motor vehicles, trailers,
semi-trailers and other transport
equipment

1.442 1.531 2.003 0.939 0.183

15 Manufacture of furniture; manufacturing
not classified elsewhere; recycling

1.307 1.389 1.509 0.674 0.387

(continued)
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The disparities between CHARM and the CB method are generally less striking
for non-manufacturing sectors. We should not expect cross-hauling to be an issue
for many service industries, so CHARM is unlikely to outperform the CB method.
Indeed, both methods perform very poorly indeed in Hotels and Restaurants
(19) and Education (24), although the amount of trade involved is modest.

Table 7 (continued)

Sector Description Supply multipliers Ratio of
estimated to
target trade
volume

Survey CHARM CB CHARM CB

16 Electricity, gas, steam and hot water
supply; collection, purification and
distribution of water

1.612 1.619 1.692 0.682 0.220

17 Construction 2.001 1.842 1.925 1.924 1.924

18 Sale, maintenance and repair of motor
vehicles and motorcycles; retail of
automotive fuel; wholesale, retail and
commission trade, excluding motor
vehicles and motorcycles; repair of
personal and household goods

1.735 1.773 1.839 0.594 0.525

19 Hotels and restaurants 1.816 1.850 1.917 0.240 0.087

20 Land, water and air transport; travel
agencies; post and telecommunications

1.529 1.774 1.885 0.434 0.250

21 Financial intermediation; insurance and
pension funding, except for compulsory
social security

1.519 1.494 1.532 0.822 0.750

22 Real estate and other business activities;
rental of machinery and equipment and
of personal and household goods;
research and development

1.630 1.591 1.649 0.850 0.666

23 Public administration and defence;
compulsory social security

1.631 1.600 1.654 0.574 0.391

24 Education 1.439 1.435 1.460 0.105 0.072

25 Health and social work 1.404 1.374 1.399 3.570 3.565

26 Sewage and refuse disposal, sanitation
and similar activities; recreational,
cultural, sporting and other service
activities; private households with
employed persons

1.711 1.699 1.747 0.751 0.665

Mean 1.482 1.542 1.670 0.889 0.665

Mean (excluding sectors 2, 17 and 25) 1.473 1.555 1.694 0.691 0.439

Mean proportional error (%) 3.958 12.360

Source Flegg and Tohmo (2013b, Table 5)
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Moreover, there are three sectors (2, 17 and 25) where both methods dramatically
overstate the volume of trade and by comparable amounts. This problem can, in
turn, be attributed to errors in estimating the balance of trade, bi, which equals net
exports. Table 6 records estimates for bi of −353.4, −1,175.5 and −538.3 (�€1
million) for sectors 2, 17 and 25, respectively, which differ markedly from the
corresponding target figures of −122, 163 and 63. For Construction (17), the error
occurs because intermediate and final demands for construction were overestimated
by 6.5 and 7.8%, respectively, while output was underestimated by 14.0%. For
Health and Social Work (25), the error can be attributed to a 10.4% overstatement
of final demand and a 4.9% understatement of output. Finally, for Forestry and
Logging (2), output was overstated by 24.8%, yet this error was dwarfed by the fact
that the intermediate and final demands for this sector’s output were overestimated
by 97.9 and 120.6%, respectively.

It should be noted that we followed Kronenberg (2009) in making certain
assumptions in our calculations of sectoral output and demand. In particular, we
used employment data as a proxy for output. This is likely to be problematic where
there is a significant divergence between regional and national labour

Fig. 1 Estimates of Uusimaa’s Imports from CHARM and the CB method Source Flegg and
Tohmo (2013b, Fig. 1)
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productivities. We also assumed identical national and regional technologies.
Finally, in calculating the regional final use of each commodity, we simply used the
ratio of total regional to total national employment to scale down the national
figures (cf. Kronenberg 2009, p. 46).

Figure 1 highlights the fact that, almost invariably, the CB method greatly
underestimates the volume of Uusimaa’s imports. CHARM generally performs
much better, yet it does often still understate the volume of imports. This effect is
especially noticeable for sectors 5, 8, 13, 20 and 22. However, both methods
substantially overstate imports for sectors 17 and 25.

Table 7 reveals that both methods typically overstate the supply multipliers,
although CHARM comes much closer to the target on average. CHARM is
invariably the better method for manufacturing (sectors 5–15) but the pattern is less
clear-cut for the non-manufacturing sectors. For instance, the CB method generates
the closest estimates for Construction (17) and Health and Social Work (25).
Nevertheless, the mean proportional error (MPE) confirms that CHARM is by far
the more accurate method: an MPE of 4.0% versus 12.4% for the CB method.

To shed some light on the possible causes of these errors, we reworked our
results using output rather than employment data. As expected, accuracy improved,
yet most of the error remained. In particular, the MPE fell to 3.0% for CHARM and
to 10.4% for the CB method. The improvement here is modest because labour
productivity in Uusimaa is typically not very different from that in Finland. In other
regions, especially those that are relatively small and located far from Helsinki, the
divergence between national and regional labour productivities is apt to be more
pronounced and the consequences more substantial.

The results obtained here for Uusimaa are certainly encouraging in terms of the
effectiveness of CHARM as a regionalization method in situations where type A
regional tables are most appropriate. Type A tables are those where imports are
included in the regional and national transactions. However, one should always be
cautious in generalizing from the findings of a case study of a single region. For this
reason, we repeated our analysis for a further eleven Finnish regions, which varied
in terms of their characteristics. We found that CHARM invariably outperformed
the CB method in these regions as well, and by a wide margin. Even so, the
estimates generated by CHARM for these other regions were substantially less
accurate than those for Uusimaa. A possible explanation of this finding is that it is
due to a greater divergence between regional and national labour productivities in
these other regions. This hypothesis suggests that it might be fruitful to attempt to
make some adjustment for differences in productivity when using CHARM to
construct regional input–output tables. It is also worth pursuing the reasons why
CHARM consistently overstated the size of the supply multipliers, both in Uusimaa
and in the other regions we examined.
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6 Case Study of Hubei6

The province of Hubei is located in central China. It produced around 4.0% of
China’s GDP in 2010 and employed about 2.8% of its urban labour force (National
Bureau of Statistics of China 2011a). 44.3% of Hubei’s population resided in urban
areas in 2007, a figure that is almost identical to that for China (44.9%) (National
Bureau of Statistics of China 2009). Hubei has a diversified economy. The main
agricultural products include cotton, rice, wheat and tea, while important industries
include automobiles, chemicals, construction, food and tobacco, iron and steel,
machinery and equipment, power generation and textiles, along with
high-technology products such as optical electronics and telecommunications.
Hubei also has significant mineral and forestry resources.7

Hubei is traversed by two great rivers, the Yangtze and the Han, which meet in
Wuhan, the provincial capital. The Three Gorges of the Yangtze, which lie to the
west of the province, are an important tourist attraction. However, even though
hydroelectricity is an important industry in Hubei, the electricity generated is
mainly used to supply eastern provinces such as Shanghai, Zhejiang and Jiangsu.
Therefore, many coal-fired electricity power stations and heat power plants have
been built in several places in Hubei to meet the demand for electricity and heat.
Hubei imports coal from Shanxi, Henan and Nei Menggu (Inner Mongolia) to
supply these power stations and plants.

Wuhan, which is situated some 1,050 km south of Beijing, is one of China’s
largest cities (the 2010 census recorded a population of 6.4 million in its urban area
and 9.8 million in its administrative area). Wuhan is a major transportation thor-
oughfare and the city is the economic hub of central China. It is a centre of higher
education and research.

The published input–output tables for Hubei and China in 2007 have the same
42 sectors, which greatly simplifies the analysis. Even so, there are some noticeable
differences in how far Hubei and China specialize in particular industries. This
diversity is captured in the output-based SLQs displayed in Table 8. One can see,
for example, that Hubei is highly specialized in sectors such as 1, 6 and 39, whereas
sectors 2 and 3 are of negligible importance.

Table 8 shows that the values of hi exhibit much diversity for both China and
Hubei. These values were calculated by adapting Eq. (19) as follows:

hi ¼ qi= xi þ zi þ fi þ gið Þ; ð20Þ

where qi is cross-hauling and gi is the residual error, which arises because output, xi,
is unequal to total domestic intermediate and final demand plus net exports, zi +
fi + (ei − mi). For Hubei in 2007, the official data show an overall residual error
equal to 1.2% of total output.

6This section closely follows Flegg et al. (2015, Sects. 2, 5 and 6).
7For more detail on Hubei’s economy, see Hubei Bureau of Statistics (2011).
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Eight regional sectors have hi = 0.0000, indicating the absence of any
cross-hauling (indeed, in most cases, any trade). These sectors include water pro-
duction and supply, construction and real estate. In contrast, manufacturing sectors
16, 17, 19 and 20 have values of hi well above average; this suggests that the
commodities produced in these sectors are very heterogeneous and that there is
much cross-hauling. Below-average values of hi are found especially in the service
sectors. Although the mean values of hi for China and Hubei are very similar, there
are many sectors where there are large disparities between hni and hri . Sectors 1, 6,
19 and 20 are cases in point.

6.1 Estimating Hubei’s Imports and Exports

Table 9 highlights the differences between CHARM and the CB method. A key
point is that, with the latter, a positive trade balance, bi > 0, yields a corresponding
volume of exports but no imports. Conversely, a negative trade balance, bi < 0,
generates an equivalent amount of imports but no exports. Cross-hauling is pre-
cluded by the CB procedure, whereas CHARM takes this common characteristic of
regional trade explicitly into account, which is why it yields a greater volume of
both exports and imports. This outcome, which is in accordance with the Finnish
findings discussed earlier, can be verified from Table 9, where the column sums
show that aggregate exports and imports are, respectively, 32 and 50% higher with
CHARM. It is also worth noting that the CB method suggests that 25 of the 42
sectors did not import any of their inputs, whereas CHARM finds only five such
cases. As regards exports, the CB method classifies 17 sectors as non-exporters,
whereas CHARM identifies only one such case. By comparison, the official data
record eight non-exporting and seven non-importing sectors.

Nevertheless, what is most intriguing about the results in Table 9 is that
aggregate imports and exports from CHARM are well above the official figures
(61% higher for exports and 23% higher for imports). In order to explain these
discrepancies, it is helpful to decompose the overall error into three components:

• a scaling error due to the use of scaled national data to estimate regional final
demand, fi, and the residual error, gi;

• a technology error introduced via the use of national data to estimate regional
intermediate transactions, zi;

• a heterogeneity error brought about by using national data to measure the degree
of heterogeneity of products, hi.

From the column sums in Table 10, we can separate out the contribution of each
type of error to the overall error. For imports, this process gives:

• scaling error = 347,775 – 438,138 = −90,363
• technology error = 438,138 – 206,145 = 231,993
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Table 8 Sectoral shares of output and heterogeneity of products in 2007: province of Hubei and
China

Sector Description Share of
output

SLQi Degree of
heterogeneity
(hi)

Hubei China China Hubei

1 Agriculture, forestry, animal husbandry and
fishing

0.104 0.060 1.740 0.0134 0.1603

2 Coal mining and washing 0.001 0.012 0.096 0.0200 0.0008

3 Oil and gas mining 0.001 0.012 0.068 0.0141 0.0120

4 Metal mining and selecting 0.004 0.008 0.534 0.0101 0.5963

5 Mining and selecting of non-metalliferous ore
and other minerals

0.008 0.005 1.789 0.0383 0.0682

6 Food manufacturing and tobacco processing 0.081 0.051 1.580 0.0380 0.1723

7 Textile industry 0.036 0.031 1.168 0.0381 0.0908

8 Manufacturing of textile clothing, shoes, hats,
leather and down

0.024 0.022 1.102 0.0392 0.0136

9 Wood processing and furniture manufacturing 0.011 0.013 0.798 0.0273 0.0377

10 Paper, printing, stationery and sporting goods 0.018 0.018 0.973 0.0583 0.0177

11 Oil processing, coking and nuclear fuel
processing

0.013 0.026 0.488 0.0359 0.0055

12 Chemical industry 0.057 0.076 0.755 0.1150 0.0948

13 Manufacturing of non-metallic minerals 0.033 0.028 1.170 0.0170 0.0594

14 Metal smelting and press processing 0.045 0.075 0.600 0.0712 0.1452

15 Fabricated metal products 0.024 0.022 1.098 0.0361 0.0382

16 Manufacturing of general and special
equipment

0.035 0.048 0.730 0.1429 0.1411

17 Manufacturing of transportation equipment 0.043 0.040 1.063 0.0915 0.2078

18 Manufacturing of electrical machinery and
equipment

0.013 0.033 0.391 0.1349 0.0870

19 Manufacturing of communication equipment,
computers and other electronic equipment

0.019 0.050 0.369 0.4217 0.1571

20 Manufacturing of instruments, equipment for
cultural industries and office machinery

0.004 0.006 0.692 0.6195 0.2349

21 Arts, crafts and other manufacturing 0.005 0.008 0.650 0.0393 0.0126

22 Waste and scrap 0.001 0.005 0.237 0.0063 0.0282

23 Electric power, heat power production and
supply

0.030 0.038 0.779 0.0006 0.1537

24 Gas production and supply 0.004 0.001 3.237 0.0000 0.0023

25 Water production and supply 0.003 0.001 2.322 0.0000 0.0000

26 Construction 0.089 0.077 1.157 0.0035 0.0000

27 Transport and storage 0.045 0.039 1.174 0.0352 0.0645

28 Post 0.001 0.001 1.380 0.0560 0.0227
(continued)
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• heterogeneity error = 206,145 – 282,474 = −76,329
• overall error = 347,775 – 282,474 = 65,301

The corresponding figures for exports are:

• scaling error = 478,459 – 305,340 = 173,119
• technology error = 305,340 – 220,461 = 84,879
• heterogeneity error = 220,461 – 296,790 = −76,329
• overall error = 478,459 – 296,790 = 181,669

The first point to note is that the heterogeneity error is identical for exports and
imports; this error depends solely on the extent to which hri and hni diverge. It is
evident that the key reason for CHARM’s better overall performance in terms of
imports is that the scaling error partly offsets the technology error, whereas these
two types of error reinforce each other for exports. It is also worth noting that, for
imports, technology errors are more serious than scaling errors, whereas the con-
verse is true for exports.

Let us now examine some specific results for imports. In many cases, CHARM’s
estimates of imported manufactured goods far exceed the official figures, although
the massive shortfall in sector 6 is a striking exception to this pattern. There is also a

Table 8 (continued)

Sector Description Share of
output

SLQi Degree of
heterogeneity
(hi)

Hubei China China Hubei

29 Information transmission, computer services
and software

0.013 0.012 1.071 0.0399 0.0480

30 Wholesale and retail trade 0.046 0.035 1.314 0.0000 0.0548

31 Hotels and catering services 0.025 0.018 1.359 0.0356 0.0128

32 Financial intermediation 0.023 0.024 0.981 0.0044 0.0236

33 Real estate 0.025 0.018 1.366 0.0000 0.0000

34 Leasing and business services 0.011 0.014 0.754 0.2118 0.0245

35 Research and development 0.002 0.002 1.118 0.0155 0.0230

36 Comprehensive technology services 0.004 0.005 0.783 0.0000 0.0000

37 Management of water conservancy,
environment and public facilities

0.003 0.003 1.288 0.0000 0.0000

38 Services to households and other services 0.013 0.011 1.234 0.0232 0.0000

39 Education 0.031 0.016 1.912 0.0020 0.0118

40 Health, social security and social welfare 0.017 0.014 1.249 0.0018 0.0000

41 Culture, sports and entertainment 0.006 0.004 1.360 0.0860 0.0025

42 Public management and social organization 0.030 0.019 1.553 0.0027 0.0000

Sum or mean 1.000 1.000 0.0606 0.0696

Source Flegg et al. (2015, Table 1), who used data from the official input–output tables for China and
Hubei in 2007 (National Bureau of Statistics of China 2011b)

The Regionalization of National Input–Output Tables: A Review … 373



T
ab

le
9

E
st
im

at
io
n
of

H
ub

ei
tr
ad
e
(m

ill
io
ns

of
yu

an
)
in

20
07

Se
ct
or

C
H
A
R
M

C
B
m
et
ho
d

O
ffi
ci
al

st
at
is
tic
s

E
xp

or
ts

Im
po

rt
s

T
ra
de

ba
la
nc
e

T
ra
de

vo
lu
m
e

E
xp

or
ts

Im
po
rt
s

T
ra
de

ba
la
nc
e

T
ra
de

vo
lu
m
e

E
xp

or
ts

Im
po
rt
s

T
ra
de

ba
la
nc
e

T
ra
de

vo
lu
m
e

O
ut
pu

t

1
55

,9
38

2,
73
1

53
,2
07

58
,6
69

53
,2
07

0
53

,2
07

53
,2
07

38
,6
54

36
,7
97

1,
85

7
75

,4
51

23
0,
47

8

2
22

0
17

,2
05

−
16

,9
85

17
,4
24

0
16

,9
85

−
16

,9
85

16
,9
85

8
16

,2
87

−
16

,2
79

16
,2
95

2,
52
0

3
19

8
24

,7
76

−
24

,5
78

24
,9
73

0
24

,5
78

−
24

,5
78

24
,5
78

11
1

15
,1
34

−
15

,0
23

15
,2
45

1,
74
5

4
13

1
8,
19
3

−
8,
06

2
8,
32
4

0
8,
06
2

−
8,
06

2
8,
06
2

7,
16

4
13

,3
95

−
6,
23

0
20

,5
59

8,
90
1

5
7,
63
4

58
0

7,
05

4
8,
21
4

7,
05
4

0
7,
05

4
7,
05
4

1,
79

0
1,
25
5

53
5

3,
04

5
18

,6
67

6
46

,3
55

6,
02
9

40
,3
26

52
,3
83

40
,3
26

0
40

,3
26

40
,3
26

40
,2
45

29
,9
21

10
,3
25

70
,1
66

17
8,
83

3

7
28

,5
51

2,
53
9

26
,0
12

31
,0
90

26
,0
12

0
26

,0
12

26
,0
12

21
,5
45

6,
55
5

14
,9
90

28
,0
99

79
,7
11

8
19

,0
90

1,
77
4

17
,3
15

20
,8
64

17
,3
15

0
17

,3
15

17
,3
15

8,
46

0
68

3
7,
77

7
9,
14

3
53

,9
53

9
73

6
64

7
89

1,
38
3

89
0

89
89

91
3

1,
89
2

−
97

8
2,
80

5
23

,7
61

10
2,
51
3

2,
28
8

22
5

4,
80
1

22
5

0
22

5
22

5
74

3
8,
80
6

−
8,
06

3
9,
54

9
39

,3
67

11
1,
48
3

28
,5
22

−
27

,0
39

30
,0
05

0
27

,0
39

−
27

,0
39

27
,0
39

20
4

19
,1
40

−
18

,9
35

19
,3
44

27
,8
35

12
16

,5
54

50
,9
65

−
34

,4
11

67
,5
18

0
34

,4
11

−
34

,4
11

34
,4
11

12
,5
57

24
,1
18

−
11

,5
61

36
,6
75

12
6,
72

6

13
9,
82
0

1,
15
2

8,
66

9
10

,9
72

8,
66
9

0
8,
66

9
8,
66
9

11
,5
01

4,
06
9

7,
43

2
15

,5
69

72
,2
67

14
7,
92
4

32
,0
13

−
24

,0
89

39
,9
37

0
24

,0
89

−
24

,0
89

24
,0
89

17
,0
98

14
,1
98

2,
90

0
31

,2
96

99
,2
39

15
19

,1
65

1,
58
1

17
,5
84

20
,7
46

17
,5
84

0
17

,5
84

17
,5
84

12
,8
73

1,
79
9

11
,0
74

14
,6
72

52
,6
54

16
12

,6
46

33
,3
32

−
20

,6
85

45
,9
78

0
20

,6
85

−
20

,6
85

20
,6
85

11
,2
36

14
,2
01

−
2,
96

6
25

,4
37

78
,1
41

17
11

,8
11

8,
53
6

3,
27

5
20

,3
47

3,
27
5

0
3,
27

5
3,
27
5

20
,0
13

22
,6
47

−
2,
63

5
42

,6
60

94
,9
72

18
5,
56
8

30
,7
14

−
25

,1
45

36
,2
82

0
25

,1
45

−
25

,1
45

25
,1
45

2,
58

1
4,
51
0

−
1,
92

9
7,
09

0
28

,6
97

19
20

,6
95

36
,4
38

−
15

,7
43

57
,1
33

0
15

,7
43

−
15

,7
43

15
,7
43

6,
78

0
10

,6
95

−
3,
91

5
17

,4
75

41
,2
05

20
7,
15
4

11
,9
63

−
4,
80

9
19

,1
17

0
4,
80
9

−
4,
80

9
4,
80
9

2,
50

8
5,
57
1

−
3,
06

3
8,
07

8
9,
14
3

21
47

0
2,
60
6

−
2,
13

6
3,
07
7

0
2,
13
6

−
2,
13

6
2,
13
6

60
4

13
4

47
0

73
8

10
,8
83

22
43

8,
16
2

−
8,
11

8
8,
20
5

0
8,
11
8

−
8,
11

8
8,
11
8

40
4

35
6

48
76

0
2,
79
9

(c
on

tin
ue
d)

374 A. T. Flegg and T. Tohmo



T
ab

le
9

(c
on

tin
ue
d)

Se
ct
or

C
H
A
R
M

C
B
m
et
ho
d

O
ffi
ci
al

st
at
is
tic
s

E
xp

or
ts

Im
po

rt
s

T
ra
de

ba
la
nc
e

T
ra
de

vo
lu
m
e

E
xp

or
ts

Im
po
rt
s

T
ra
de

ba
la
nc
e

T
ra
de

vo
lu
m
e

E
xp

or
ts

Im
po
rt
s

T
ra
de

ba
la
nc
e

T
ra
de

vo
lu
m
e

O
ut
pu

t

23
40

7,
04
6

−
7,
00

6
7,
08
6

0
7,
00
6

−
7,
00

6
7,
00
6

27
,5
26

8,
77
7

18
,7
49

36
,3
03

66
,4
87

24
6,
59
8

0
6,
59

8
6,
59
8

6,
59
8

0
6,
59

8
6,
59
8

2,
74

2
20

2,
72

2
2,
76

1
9,
71
9

25
4,
05
7

0
4,
05

7
4,
05
7

4,
05
7

0
4,
05

7
4,
05
7

0
0

0
0

7,
41
6

26
26

,5
21

64
9

25
,8
72

27
,1
70

25
,8
72

0
25

,8
72

25
,8
72

0
0

0
0

19
6,
67

0

27
22

,4
15

3,
20
7

19
,2
09

25
,6
22

19
,2
09

0
19

,2
09

19
,2
09

20
,6
36

6,
02
7

14
,6
10

26
,6
63

10
0,
81

0

28
54

2
14

2
40

0
68

4
40

0
0

40
0

40
0

66
41

8
−
35

2
48

4
2,
73
3

29
2,
42
8

1,
13
5

1,
29

4
3,
56
3

1,
29
4

0
1,
29

4
1,
29
4

1,
41

0
1,
99
5

−
58

5
3,
40

5
29

,1
05

30
35

,8
99

0
35

,8
99

35
,8
99

35
,8
99

0
35

,8
99

35
,8
99

15
,9
61

5,
33
6

10
,6
25

21
,2
97

10
2,
63

4

31
13

,6
93

1,
72
7

11
,9
66

15
,4
20

11
,9
66

0
11

,9
66

11
,9
66

4,
44

6
67

6
3,
77

0
5,
12

2
54

,5
32

32
23

4
2,
31
4

−
2,
08

1
2,
54
8

0
2,
08
1

−
2,
08

1
2,
08
1

1,
38

6
1,
22
0

16
6

2,
60

6
51

,7
71

33
13

,4
98

0
13

,4
98

13
,4
98

13
,4
98

0
13

,4
98

13
,4
98

0
0

0
0

54
,6
79

34
5,
91
5

13
,6
15

−
7,
70

0
19

,5
30

0
7,
70
0

−
7,
70

0
7,
70
0

1,
47

7
58

0
89

7
2,
05

7
24

,0
80

35
70

75
9

−
68

9
82

9
0

68
9

−
68

9
68

9
11

4
1,
64
6

−
1,
53

2
1,
75

9
4,
17
6

36
0

2,
48
1

−
2,
48

1
2,
48
1

0
2,
48
1

−
2,
48

1
2,
48
1

0
2,
70
2

−
2,
70

2
2,
70

2
9,
32
9

37
1,
22
9

0
1,
22

9
1,
22
9

1,
22
9

0
1,
22

9
1,
22
9

0
0

0
0

7,
52
8

38
4,
66
3

63
3

4,
03

0
5,
29
6

4,
03
0

0
4,
03

0
4,
03
0

0
0

0
0

29
,2
63

39
31

,0
31

10
3

30
,9
28

31
,1
34

30
,9
28

0
30

,9
28

30
,9
28

3,
00

3
78

8
2,
21

5
3,
79

1
67

,6
93

40
7,
62
4

61
7,
56

2
7,
68
5

7,
56
2

0
7,
56

2
7,
56
2

0
0

0
0

37
,6
45

41
3,
56
3

1,
01
3

2,
55

0
4,
57
5

2,
55
0

0
2,
55

0
2,
55
0

32
12

9
−
97

16
2

13
,0
48

42
23

,7
41

14
5

23
,5
96

23
,8
86

23
,5
96

0
23

,5
96

23
,5
96

0
0

0
0

66
,5
54

Su
m

47
8,
45

9
34

7,
77

5
13

0,
68

5
82

6,
23

4
36

2,
44

4
23

1,
75

9
13

0,
68

5
59

4,
20

3
29

6,
79

0
28

2,
47

4
14

,3
16

57
9,
26

4
2,
21

8,
36
8

So
ur
ce

Fl
eg
g
et

al
.
(2
01

5,
T
ab
le

2)

The Regionalization of National Input–Output Tables: A Review … 375



T
ab

le
10

Im
pa
ct

on
th
e
es
tim

at
es

fr
om

C
H
A
R
M

of
us
in
g
of
fi
ci
al

H
ub

ei
da
ta

(m
ill
io
ns

of
yu

an
)
in

20
07

Se
ct
or

Im
po
rt
s

E
xp
or
ts

O
ri
gi
na
l

C
H
A
R
M

es
tim

at
es

U
si
ng

of
fi
ci
al

f i
an
d
g i

U
si
ng

of
fi
ci
al

f i,
g i

an
d
z i

Sc
al
in
g

er
ro
r

T
ec
hn
ol
og
y

er
ro
r

H
et
er
og
en
ei
ty

er
ro
r

O
ffi
ci
al

da
ta

fo
r

im
po
rt
s

O
ri
gi
na
l

C
H
A
R
M

es
tim

at
es

U
si
ng

of
fi
ci
al

f i
an
d
g i

U
si
ng

of
fi
ci
al

f i,
g i

an
d
z i

Sc
al
in
g

er
ro
r

T
ec
hn
ol
og
y

er
ro
r

H
et
er
og
en
ei
ty

er
ro
r

O
ffi
ci
al

da
ta

fo
r

ex
po
rt
s

1
2,
73
1

2,
94
3

3,
07
4

−
21
2

−
13
2

−
33
,7
23

36
,7
97

55
,9
38

24
,4
92

4,
93
1

31
,4
46

19
,5
61

−
33
,7
23

38
,6
54

2
17
,2
05

17
,7
48

16
,4
92

−
54
3

1,
25
7

20
5

16
,2
87

22
0

22
5

21
3

−
5

12
20
5

8

3
24
,7
76

24
,8
87

15
,1
53

−
11
1

9,
73
4

19
15
,1
34

19
8

19
8

13
0

0
68

19
11
1

4
8,
19
3

8,
00
1

6,
35
2

19
2

1,
64
9

−
7,
04
3

13
,3
95

13
1

13
0

12
1

1
8

−
7,
04
3

7,
16
4

5
58
0

59
6

70
5

−
16

−
10
9

−
55
0

1,
25
5

7,
63
4

6,
82
8

1,
24
0

80
6

5,
58
8

−
55
0

1,
79
0

6
6,
02
9

23
,8
02

6,
59
9

−
17
,7
73

17
,2
04

−
23
,3
22

29
,9
21

46
,3
55

7,
11
2

16
,9
23

39
,2
43

−
9,
81
2

−
23
,3
22

40
,2
45

7
2,
53
9

2,
87
5

2,
74
9

−
33
6

12
6

−
3,
80
6

6,
55
5

28
,5
51

11
,2
44

17
,7
39

17
,3
07

−
6,
49
5

−
3,
80
6

21
,5
45

8
1,
77
4

2,
00
4

1,
96
1

−
23
0

43
1,
27
8

68
3

19
,0
90

7,
60
6

9,
73
8

11
,4
84

−
2,
13
3

1,
27
8

8,
46
0

9
64
7

7,
37
2

1,
64
0

−
6,
72
5

5,
73
3

−
25
2

1,
89
2

73
6

73
9

66
1

−
3

77
−
25
2

91
3

10
2,
28
8

6,
95
6

10
,5
93

−
4,
66
8

3,
63
7

1,
78
7

8,
80
6

2,
51
3

2,
42
7

2,
53
0

86
−
10
3

1,
78
7

74
3

11
28
,5
22

30
,2
00

20
,2
73

−
1,
67
8

9,
92
8

1,
13
3

19
,1
40

1,
48
3

1,
51
2

1,
33
7

−
29

17
5

1,
13
3

20
4

12
50
,9
65

62
,8
15

26
,8
01

−
11
,8
50

36
,0
15

2,
68
3

24
,1
18

16
,5
54

17
,1
98

15
,2
40

−
64
4

1,
95
8

2,
68
3

12
,5
57

13
1,
15
2

1,
19
9

1,
16
2

−
47

37
−
2,
90
6

4,
06
9

9,
82
0

4,
28
4

8,
59
5

5,
53
6

−
4,
31
1

−
2,
90
6

11
,5
01

14
32
,0
13

33
,9
86

6,
96
3

−
1,
97
3

27
,0
23

−
7,
23
5

14
,1
98

7,
92
4

7,
99
2

9,
86
3

−
68

−
1,
87
2

−
7,
23
5

17
,0
98

15
1,
58
1

1,
62
6

1,
69
9

−
45

−
72

−
10
0

1,
79
9

19
,1
65

16
,7
08

12
,7
72

2,
45
7

3,
93
6

−
10
0

12
,8
73

16
33
,3
32

38
,5
69

14
,3
46

−
5,
23
7

24
,2
24

14
4

14
,2
01

12
,6
46

12
,9
96

11
,3
80

−
35
0

1,
61
6

14
4

11
,2
36

17
8,
53
6

39
,3
27

11
,4
41

−
30
,7
91

27
,8
87

−
11
,2
07

22
,6
47

11
,8
11

10
,0
25

8,
80
6

1,
78
6

1,
21
9

−
11
,2
07

20
,0
13

18
30
,7
14

22
,9
27

5,
93
1

7,
78
7

16
,9
96

1,
42
2

4,
51
0

5,
56
8

5,
07
6

4,
00
2

49
2

1,
07
4

1,
42
2

2,
58
1

19
36
,4
38

46
,1
34

22
,1
17

−
9,
69
6

24
,0
17

11
,4
21

10
,6
95

20
,6
95

22
,3
83

18
,2
01

−
1,
68
8

4,
18
2

11
,4
21

6,
78
0

20
11
,9
63

13
,4
34

9,
67
6

−
1,
47
1

3,
75
8

4,
10
5

5,
57
1

7,
15
4

7,
50
2

6,
61
3

−
34
8

88
9

4,
10
5

2,
50
8

21
2,
60
6

37
2

41
9

2,
23
4

−
47

28
5

13
4

47
0

3,
23
2

88
9

−
2,
76
2

2,
34
3

28
5

60
4

22
8,
16
2

7,
56
1

17
60
1

7,
54
3

−
33
8

35
6

43
41

66
2

−
24

−
33
8

40
4

23
7,
04
6

9,
91
2

33
−
2,
86
6

9,
87
9

−
8,
74
4

8,
77
7

40
41

18
,7
81

−
1

−
18
,7
40

−
8,
74
4

27
,5
26

(c
on

tin
ue
d)

376 A. T. Flegg and T. Tohmo



T
ab

le
10

(c
on

tin
ue
d)

Se
ct
or

Im
po
rt
s

E
xp
or
ts

O
ri
gi
na
l

C
H
A
R
M

es
tim

at
es

U
si
ng

of
fi
ci
al

f i
an
d
g i

U
si
ng

of
fi
ci
al

f i,
g i

an
d
z i

Sc
al
in
g

er
ro
r

T
ec
hn
ol
og
y

er
ro
r

H
et
er
og
en
ei
ty

er
ro
r

O
ffi
ci
al

da
ta

fo
r

im
po
rt
s

O
ri
gi
na
l

C
H
A
R
M

es
tim

at
es

U
si
ng

of
fi
ci
al

f i
an
d
g i

U
si
ng

of
fi
ci
al

f i,
g i

an
d
z i

Sc
al
in
g

er
ro
r

T
ec
hn
ol
og
y

er
ro
r

H
et
er
og
en
ei
ty

er
ro
r

O
ffi
ci
al

da
ta

fo
r

ex
po
rt
s

24
0

0
0

0
0

−
20

20
6,
59
8

4,
46
9

2,
72
2

2,
12
9

1,
74
7

−
20

2,
74
2

25
0

0
0

0
0

0
0

4,
05
7

2,
75
8

0
1,
29
9

2,
75
8

0
0

26
64
9

66
2

69
5

−
13

−
32

69
5

0
26
,5
21

18
,9
81

69
5

7,
54
0

18
,2
86

69
5

0

27
3,
20
7

3,
38
0

3,
28
7

−
17
3

92
−
2,
73
9

6,
02
7

22
,4
15

12
,7
44

17
,8
97

9,
67
1

−
5,
15
3

−
2,
73
9

20
,6
36

28
14
2

14
1

51
5

1
−
37
4

97
41
8

54
2

56
6

16
3

−
24

40
4

97
66

29
1,
13
5

6,
44
8

1,
75
7

−
5,
31
3

4,
69
0

−
23
8

1,
99
5

2,
42
8

1,
26
4

1,
17
2

1,
16
4

92
−
23
8

1,
41
0

30
0

0
0

0
0

−
5,
33
6

5,
33
6

35
,8
99

22
,0
39

10
,6
25

13
,8
60

11
,4
14

−
5,
33
6

15
,9
61

31
1,
72
7

5,
54
3

1,
87
3

−
3,
81
6

3,
67
0

1,
19
7

67
6

13
,6
93

2,
00
3

5,
64
3

11
,6
90

−
3,
64
0

1,
19
7

4,
44
6

32
2,
31
4

4,
47
5

22
9

−
2,
16
1

4,
24
6

−
99
1

1,
22
0

23
4

23
8

39
5

−
4

−
15
7

−
99
1

1,
38
6

33
0

0
0

0
0

0
0

13
,4
98

27
,8
34

0
−
14
,3
36

27
,8
34

0
0

34
13
,6
15

10
,2
65

5,
00
5

3,
35
0

5,
26
1

4,
42
5

58
0

5,
91
5

5,
59
4

5,
90
2

32
1

−
30
8

4,
42
5

1,
47
7

35
75
9

59
1,
60
9

70
0

−
1,
55
0

−
37

1,
64
6

70
79
5

77
−
72
5

71
9

−
37

11
4

36
2,
48
1

0
2,
70
2

2,
48
1

−
2,
70
2

0
2,
70
2

0
18
7

0
−
18
7

18
7

0
0

37
0

0
0

0
0

0
0

1,
22
9

74
1

0
48
8

74
1

0
0

38
63
3

56
5

68
0

68
−
11
5

68
0

0
4,
66
3

10
,4
43

68
0

−
5,
78
0

9,
76
3

68
0

0

39
10
3

12
6

13
2

−
23

−
6

−
65
6

78
8

31
,0
31

8,
27
4

2,
34
6

22
,7
57

5,
92
8

−
65
6

3,
00
3

40
61

58
68

3
−
10

68
0

7,
62
4

11
,4
90

68
−
3,
86
6

11
,4
22

68
0

41
1,
01
3

99
3

1,
22
3

20
−
23
0

1,
09
4

12
9

3,
56
3

4,
00
4

1,
12
6

−
44
1

2,
87
7

1,
09
4

32

42
14
5

17
6

17
7

−
31

−
1

17
7

0
23
,7
41

92
5

17
7

22
,8
16

74
9

17
7

0

Su
m

34
7,
77
5

43
8,
13
8

20
6,
14
5

−
90
,3
63

23
1,
99
3

−
76
,3
29

28
2,
47
4

47
8,
45
9

30
5,
34
0

22
0,
46
1

17
3,
11
9

84
,8
79

−
76
,3
29

29
6,
79
0

So
ur
ce

Fl
eg
g
et

al
.
(2
01
5,

T
ab
le

3)

The Regionalization of National Input–Output Tables: A Review … 377



very large shortfall in sector 17. Outside of manufacturing, we should note that
CHARM yields absurdly low imports for sector 1, while the only anomalous ser-
vices sector is 34, where CHARM greatly overstates regional imports.

Table 10 shows the impact of using the official regional figures for fi and gi in
place of estimates derived via a simple scaling of the national data. The net effect is
to raise estimated imports by 26%, from 347,775 to 438,138 million yuan.
However, over half of this rise can be traced to sectors 6 and 17. The initial shortfall
in imports is largely due to an understatement of final consumption in sector 6 and
of gross fixed capital formation in both sectors. The use of official data has a
substantial impact in sector 34, cutting its estimated imports by about 25%. Other
sectors with pronounced scaling errors include 9, 10, 29 and 31. As anticipated,
scaling errors are negligible for the primary sectors 1–5.

Regarding technology errors, Table 10 reveals that the use of official regional
intermediate transactions data causes a marked fall in the estimated imports for
most manufacturing sectors. Indeed, the upshot of switching from national to
regional technology is that aggregate estimated imports fall by 53%, from 438,138
to 206,145 million yuan. This outcome reflects the fact that most sectors in Hubei
are more efficient than those in China as a whole, in the sense that they have a lower
ratio of intermediate inputs to output. This greater efficiency means that the typical
Hubei industry has a lower propensity to import.

A unique feature of CHARM is its ability to show how the heterogeneity of
commodities can affect regional trade. To illustrate this point, consider the
anomalous sector 1. Table 10 shows that CHARM’s estimate of imports, 2,731
million yuan, is way below the official figure of 36,797 million yuan; furthermore,
this discrepancy is almost entirely due to the enormous heterogeneity error. That, in
turn, is a consequence of CHARM’s presumption of identical regional and national
heterogeneities, which is way off the mark since hni ¼ 0:0134 but hri ¼ 0:1603 (see
Table 8).

Sector 6 is another instance where Table 10 records a massive heterogeneity
error. However, when a more realistic figure for hi is used, namely hri ¼ 0:1723
rather than hni ¼ 0:0380, estimated imports rise sharply from 6,599 to 29,921
million yuan, the official value. This sector is unusual as Table 10 also reveals huge
scaling and technology errors, yet these errors largely offset each other, so the
heterogeneity error essentially determines the overall result. A similar outcome
occurs in sector 1 but for a different reason: here the scaling and technology errors
are negligible and hence hardly affect the overall error.

By contrast, for sector 19, CHARM’s estimate of imports is 25,743 million yuan
above the official figure. This huge gap is due to a scaling error of −9,696, a
technology error of 24,017 and a heterogeneity error of 11,421. Unlike the previous
two examples, however, the heterogeneity error is positive, which reflects the fact
that hni ¼ 0:4217; while hri ¼ 0:1571.

Let us now consider CHARM’s estimates of exports. Here, it is helpful to split
the data into two broad groups: sectors 1–22 and 23–42. This dichotomy reflects the
fact that, for the first group, CHARM yields smaller overall errors for exports than
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for imports for 17 of the 22 sectors. For instance, for sector 6, the overall error is
6,110 for exports but −23,892 for imports. By contrast, for the second group, the
results are worse for exports in 16 cases out of 20. Table 10 shows that this second
group spans sectors such as energy, construction, transport and storage, wholesale
and retail, hotels, education and public management, whereas the first group is
focused on agriculture and manufacturing.

It is striking that CHARM misses the large volume of exports officially recorded
for sector 23. As noted earlier, Hubei exports much of its electricity to other
provinces and CHARM signally fails to capture this aspect. Table 10 shows very
big technology and heterogeneity errors for this sector. By contrast, CHARM
greatly overstates the exports of sector 30, owing to large errors of all three types.
Furthermore, the official statistics show zero or negligible exports for sectors 26, 33,
39 and 42, yet CHARM indicates substantial exports in each case. These are all
regionally based sectors for which one would not expect significant exports.
Table 10 records big scaling as well as technology errors for sectors 26, 33 and 39,
whereas the problem for sector 42 is almost wholly a scaling issue.

From the above discussion, it is obvious that CHARM’s estimates of exports and
imports for individual sectors should be treated with the utmost caution. Its esti-
mates of the exports of the energy, construction and services sectors are especially
unreliable. The primary cause of the poor simulations is the difficulty of getting
reliable regional data for final demand, intermediate transactions and the degree of
heterogeneity of products.

6.2 Estimating Supply Multipliers for Hubei

A multiplier is an invaluable tool for evaluating the impact of fluctuations in the
demand for the products of particular regional sectors. Indeed, regional analysts
may be more interested in obtaining satisfactory estimates of sectoral multipliers
than in estimating regional exports and imports. In this study, supply rather than
output multipliers have been computed (Kronenberg 2012). Supply multipliers
measure the impact of changes in final demand on the total supply of commodities
rather than on regional output. They are, therefore, useful in environmental
assessments, where the focus is on the total supply of a pollutant rather than on
where it was produced. A good example is the coal imported by Hubei to supply its
coal-fired power stations and power plants.

The supply multipliers were computed as follows. First, the supply of each
industry j was calculated by summing the regional output of j, xj, and the imports of
this product, mj. Secondly, a set of supply-based regional input coefficients was
defined as:
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rsij ¼ zij=ðxj þmjÞ; ð21Þ

where zij is the total value of intermediate inputs purchased by industry j from sector
i, inclusive of goods sourced from within Hubei, from other provinces or from
abroad. The coefficient matrix corresponding to Eq. (21) can be written as
Rs = ½rsij�. Thirdly, the Leontief inverse of Rs was derived. This can be expressed as
Ls = ½bsij�. Lastly, each column of Ls was summed to obtain the sectoral supply
multiplier, kj:

kj ¼
X
i

bsij: ð22Þ

The results from each method and the official data are displayed in Table 11.
The official data yield a mean supply multiplier of 1.919. This figure suggests

that a rise in the final demand for Hubei’s industries of 1 million yuan would raise
the total supply of commodities (including products imported from other provinces
or from abroad) by 1.919 million yuan on average. CHARM indicates a somewhat
higher average rise of 2.078 million, whereas the CB method signals a rise of 2.218
million.

The fact that the CB method invariably produces bigger supply multipliers than
CHARM can easily be explained in terms of Eq. (21): the two methods use
identical values for zij and xj but different values for mj. CHARM produces higher
imports because it encompasses heterogeneity and thus cross-hauling. Hence, the
input coefficients and thus supply multipliers from CHARM are lower than those
from the CB method.8

The disparity between the estimated multipliers from CHARM and the CB
method varies across sectors. Deviations are small for sectors like 15 that produce
relatively homogeneous products, where cross-hauling is minimal. Big differences
occur in sectors like 19 and 20, which have very high values of hi and hence exhibit
much cross-hauling. The mining sectors 2 and 3 are atypical as both methods give
multipliers close to the minimum of kj = 1; this arises because each sector produces
a mere 0.1% of Hubei’s total output, so intermediate transactions are negligible, and
a very high proportion of supply comes from elsewhere.9

Table 11 reveals that the mean multiplier based on official Hubei data is
somewhat lower than CHARM’s estimate. This finding can once again be explained
in terms of scaling, technology and heterogeneity errors; on average, these errors
cause the multipliers from CHARM to be overstated by 0.066, 0.072 and 0.022,
respectively.

8CHARM and the CB method would produce identical output multipliers because the term zij in
Eq. (21) would be the same, while mj would not be present.
9According to the official data, the ratio

P
i zij=ðxj þmjÞ equalled 0.078 and 0.054, respectively,

for sectors 2 and 3. CHARM gave figures of 0.069 and 0.026. Hence, it is unsurprising that the
multipliers for these sectors are very low.
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Table 11 Alternative estimates of supply multipliers in 2007: province of Hubei

Sector CB
method

CHARM Scaling
error

Technology
error

Heterogeneity
error

Official
data

1 1.920 1.862 0.040 0.048 0.126 1.648

2 1.145 1.135 0.008 −0.011 0.002 1.137

3 1.059 1.055 0.002 −0.056 0.002 1.107

4 1.728 1.684 0.013 −0.215 0.302 1.583

5 2.366 2.243 0.045 −0.049 0.058 2.190

6 2.653 2.529 0.194 −0.037 0.233 2.138

7 3.117 2.928 0.062 0.204 0.135 2.527

8 3.175 2.976 0.064 0.285 0.018 2.609

9 2.912 2.756 0.520 −0.076 0.039 2.272

10 2.866 2.632 0.267 0.132 −0.040 2.274

11 1.548 1.521 0.022 −0.280 −0.009 1.788

12 2.394 2.172 0.122 −0.087 −0.013 2.150

13 2.643 2.532 0.050 0.122 0.080 2.280

14 2.347 2.200 0.044 −0.136 0.152 2.140

15 2.904 2.732 0.054 0.350 0.053 2.275

16 2.417 2.152 0.083 −0.034 0.030 2.073

17 3.142 2.771 0.555 −0.023 0.146 2.092

18 2.018 1.844 −0.110 −0.136 −0.023 2.113

19 2.434 1.868 0.139 0.007 −0.187 1.909

20 2.221 1.689 0.072 −0.027 −0.189 1.834

21 2.533 2.390 −0.223 0.039 −0.023 2.597

22 1.072 1.070 −0.003 −0.256 0.035 1.294

23 2.329 2.275 0.082 0.276 0.102 1.815

24 2.129 2.097 0.024 0.495 0.003 1.575

25 2.214 2.156 0.045 −0.115 0.005 2.221

26 2.834 2.723 0.045 0.028 0.043 2.607

27 2.106 2.010 0.060 −0.040 0.046 1.943

28 2.186 2.047 0.072 0.102 −0.015 1.888

29 1.871 1.751 0.133 0.092 −0.002 1.528

30 1.876 1.816 0.032 0.286 0.026 1.471

31 2.461 2.351 0.154 0.010 0.041 2.145

32 1.622 1.579 0.045 −0.127 0.005 1.656

33 1.367 1.341 0.010 −0.265 −0.006 1.602

34 2.207 1.926 −0.039 −0.039 −0.187 2.191

35 2.120 2.002 −0.126 0.532 0.009 1.588

36 1.802 1.725 −0.168 0.370 0.002 1.521

37 2.098 2.020 0.047 0.414 0.003 1.556

38 2.270 2.138 0.066 0.179 −0.021 1.914

39 2.016 1.942 0.052 0.302 0.000 1.588
(continued)
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The multipliers from CHARM and those based on the official Hubei statistics
use identical values for xj but different values, in general, for both zij and mj in
Eq. (21). The scaling error operates via the term mj. This error is positive for all but
six Hubei sectors, so it tends to lower mj for the typical sector and thereby boost kj.
The technology error operates in a more complex way, as it affects both zij and mj.
As regards zij, it is helpful to examine the ratio

P
i zij=xj; which represents the

degree of intermediation. With CHARM, the zij were calculated using the national
technical coefficients and hence reflect the national technology, whereas the official
tables for Hubei reflect technology specific to this province. In fact, for 34 of the 42
sectors, CHARM gives higher values for

P
i zij=xj: On average, this ratio is 0.619

for CHARM but 0.553 for the official data. This disparity is a key reason why the
multipliers from CHARM exceed those based on the official data.

Finally, we should explore the effects of employing regional rather than national
data to capture the heterogeneity of commodities. Using hri rather than hni when
estimating cross-hauling marginally boosts imports and hence supply for the
average sector; this, in turn, slightly lowers the mean multiplier from 1.941 to
1.919, the expected value when all three sources of error are removed. Since 19
sectors have hni [ hri ; 19 have hni\hri ; and four have hni ¼ hri ¼ 0 (see Table 8),
heterogeneity has little overall impact. Hence, the means are very close, 0.0696 for
hri and 0.0606 for hni ; while the mean heterogeneity error is only 0.022. However,
this unremarkable overall outcome masks some fairly big differences in particular
sectors, which reflect divergent values of hni and hri . For instance, for sector 20,
hni ¼ 0:6195 gives kj = 1.645, whereas hri ¼ 0:2349 yields kj = 1.834. When
absolute values are taken, the mean heterogeneity error rises from 0.022 to 0.059,
although this is still well below the mean absolute technology error of 0.167.

Flegg et al. (2015, pp. 408–410) explore several ways in which more accurate
results from CHARM might be gained. These strategies include (i) adjusting for
intersectoral differences in the share of value added in gross output, (ii) using a
more refined way of scaling national final demand, and (iii) adjusting for any
known differences between the regional and national sectoral product mixes. They
also recommend pursuing a hybrid approach, whereby “judicious use [is] made of
superior data gleaned from official sources and from partial surveys of key regional
sectors and important cells in the regional input–output table” (ibid., p. 411).

Table 11 (continued)

Sector CB
method

CHARM Scaling
error

Technology
error

Heterogeneity
error

Official
data

40 2.561 2.434 0.071 0.169 0.000 2.194

41 2.388 2.200 0.066 0.297 −0.064 1.900

42 2.071 1.999 0.064 0.279 −0.005 1.661

Mean 2.218 2.078 0.066 0.072 0.022 1.919

Source Flegg et al. (2015, Table 4)
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Furthermore, Többen and Kronenberg (2015) demonstrate that the original
CHARM formula, as discussed in this chapter, requires modification if it is to
(i) capture cross-hauling in interregional trade and (ii) yield estimates that are
consistent with accounting balances. They then specify an appropriately modified
formula.

7 Conclusion

This chapter has examined the performance of two pure non-survey methods for
constructing regional input–output tables: Flegg’s location quotient (FLQ) and
Kronenberg’s Cross-Hauling Adjusted Regionalization Method (CHARM). With
these methods, a very limited amount of regional data (such as sectoral employment
or output) is used to regionalize the national input–output table. This initial process
is entirely mechanical but analysts can subsequently incorporate superior data in an
effort to enhance accuracy. The principal aim of both methods is to enable analysts
to construct regional tables that reflect a region’s economic structure.

CHARM is suitable for environmental and other applications where the concern
is with the overall supply of goods and services, regardless of their source.
CHARM can only be used in conjunction with type A national tables, those where
intermediate transactions include imports. In contrast, where the emphasis is on
regional output and employment, the FLQ may be used to generate an initial set of
regional input coefficients. It requires national transactions matrices that exclude
imports (type B tables). It should also be noted that this chapter has focused on
individual regions, so the analysis would need to be adapted to deal with multiple
regions.10

The performance of the FLQ and related formulae was evaluated using official
data for 20 Finnish and 16 South Korean regions. In both cases, the FLQ gave far
more accurate results than did simpler LQ-based formulae. For instance, the SLQ
overstated the type I sectoral output multipliers by an average of 14.7% in Finland
and 21.2% in South Korea, whereas the FLQ produced estimates with negligible
bias. Moreover, for the FLQ, the mean absolute percentage error (MAPE) was
around 8%, on average, in both countries, compared with 15.7% for the SLQ in
Finland and 22.2% in South Korea.

Analysts face a dilemma when choosing a value for the unknown parameter d in
the FLQ formula: if too low a value is chosen, the regional input coefficients and
hence multipliers will be overestimated and vice versa. Unfortunately, d appears to
vary across both regions and countries. For instance, d 	 0.25 was identified as the
best single value for Finnish regions, whereas d 	 0.375 was found to be more
appropriate for South Korea. This phenomenon was explained by the fact that the
South Korean regions typically imported a noticeably higher proportion of their

10See Többen and Kronenberg (2015), Hermannsson (2016) and Jahn (2017).
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inputs from other domestic regions than was true for the Finnish regions.
Consequently, to adjust for this disparity in import propensities, a bigger d was
required in South Korea than in Finland. To assist in selecting a value of d, we
estimated a regression model that could be used by analysts to perform a sensitivity
analysis.

We also evaluated a proposed new variant of the FLQ, namely Kowalewski’s
SFLQ, in which the strong assumption that d is invariant across sectors is relaxed.
We used data for the 16 South Korean regions to model the effects of three key
determinants of the sector-specific values of d. National data for these variables
should readily be available in most cases. Using this model, we found that the
SFLQ outperformed the FLQ in terms of MAPE and two other criteria. More
specifically, MAPE was some 0.7% points lower for the SFLQ. However, two other
criteria indicated that the SFLQ generated biased estimates of multipliers. Although
the SFLQ is a promising new approach, a suitably refined regression model would
need to be built before it could be recommended for general use. Even then, there
would still be some doubt whether a model that performed well in one region would
do likewise elsewhere.

We employed official data for the Finnish province of Uusimaa and the central
Chinese province of Hubei to assess CHARM’s performance. By adjusting the
respective national tables, this method was used to simulate the input–output
structure of each province.

The case study of Uusimaa produced encouraging results: CHARM performed
relatively well in estimating exports, imports, the volume and balance of trade, and
supply multipliers. For instance, on average across the 26 sectors, the unweighted
mean supply multiplier from CHARM was 1.542, which is not far above the target
figure of 1.482. The results were particularly encouraging for manufacturing sec-
tors, which typically produce heterogeneous commodities and where cross-hauling
is rife.

By contrast, CHARM gave very poor estimates of Hubei’s sectoral exports and
imports, although its estimates of supply multipliers were generally more realistic.
Three sources of error in these estimates were identified via a decomposition
analysis. These scaling, technology and heterogeneity errors refer to discrepancies
introduced by (i) using scaled national data to estimate regional final demand;
(ii) adopting national rather than regional technology; and (iii) using national rather
than regional values for a parameter, hi, which measures the heterogeneity of
commodities.

The disappointing outcomes for Hubei can be explained by the difficulty of
estimating regional technical coefficients, heterogeneity and final demand. This
difficulty was linked to the relatively small size of Hubei, which generates around
4% of China’s GDP. By contrast, Uusimaa produced 34.6% of Finland’s national
output in 2002. These contrasting findings highlight the crucial importance, espe-
cially in relatively small regions, of adjusting for any known divergence between
regional and national technologies, heterogeneity and the pattern of final demand.
As with any pure non-survey procedure, however, CHARM can only generate a
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preliminary set of results, which should then be reviewed by the analyst and
appropriate refinements made.
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Impact of Key Infrastructure Sectors
in Creating Formal and Informal Jobs
in Two States: Indian Regional IO
Analysis
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Abstract The states in India are investing in infrastructure, and a large share of
investment is made in irrigation canal construction, building construction national
highways/urban roads construction, rural roads construction and other construction.
Given this, the major objective of this study is to develop a set of employment
multipliers (direct, indirect, induced) for selected infrastructure sub-sectors in the
two selected states of India, i.e. West Bengal and Gujarat. The methodology used
was the input–output multiplier analysis. We have used the hybrid methods for
developing the regional IO tables, combining a survey along with non-survey
techniques, and we also used the NSSO (66th round, unit-level data) to get worker
distribution by sectors and as formal and informal. Major findings show that
employment multipliers in Gujarat are highest for rural roads construction (for
formal, informal and total workers). The induced effects for both formal and
informal employment are highest for buildings construction, reflecting that induced
multiplicative effects are high for buildings in the Gujarat economy. In West
Bengal, employment multipliers for irrigation canal construction (for formal,
informal and total workers) are higher. But, induced effects for formal employment
are highest in buildings and national highways/urban roads construction and for
informal employment are highest in national highways/urban roads construction.
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1 Introduction

The infrastructure sector has vast potential to drive growth and developing coun-
tries, including India, are investing in this sector to achieve full growth potential
(Federation of Indian Chamber of Commerce & Industry 2012). It is now widely
recognized that high quality and efficient infrastructure services are necessary to
provide the impetus for realizing the complete potential of the growth impulses in
an economy. But in India, infrastructure development has slowed down as com-
pared to the economy. As per the World Economic Forum’s Global Competitive
Report 2015–16, the India’s overall infrastructure ranked 81st out of 141 econo-
mies. India is behind BRICS countries in overall infrastructure. The growth pattern
of infrastructure investment indicates a downward trend over the years from its peak
of nearly 42% in 2008 to only 3% in 2013. The recent growth figures are nearly
15% in 2014 and slightly more than 11% in 2015. However, to keep in perspective,
the non-infrastructure sector growth has also been lower and was only 3.4%.

In more recent years, India has been advancing public investment in infrastructure
and also been active in building up public–private partnerships in the infrastructure
sector to meet growing demand. Total outlay for 2016–17 is to invest Rs. 2.21 trillion
in creating and upgrading infrastructure. Within the infrastructure sector, transport
services have the highest share of 71.4% followed by miscellaneous services at
12.7%, communication services at 4.8%, wholesale and retail trading at 4.6%,
information technology at 4.3% and hotels and tourism at 2.1%. (ASSOCHAM study
on “Analysis of Infrastructure Investment in India”, May 2016).

On examining the situation of the two states of West Bengal and Gujarat, it has
been observed that in West Bengal, total Infrastructure investment of Rs.
37,482 Crores has been made in the National Highways which includes (New
Highways of 600 km—Rs. 6,000 Crores; ongoing 12,063 Crores; in the tender
stage Rs. 3,728 Crores and new highways for 2015–16, 2016–17 Rs. 15,691
Crores) (Bengal Global Business Summit, 2016). In Gujarat, an investment of
nearly Rs. 267 billion (USD4.5 billion) has been planned to develop road con-
nectivity and to leverage the potential thrown up by the Dedicated Freight Corridor
(DFC) by Delhi Mumbai Freight Corridor (DMIC). A total length of almost
3,300 km of road network has been planned to be developed by 2020.

Other sectors inGujarat under new investments are captured throughGujarat’s aim
in the water sector “To ensure safe reliable and affordable drinking water for all, and
provide stable water supply for agriculture through a pan Gujarat water grid and
efficient irrigation systems”. Total estimated investment of INR 1,364 billion
(USD22.7 billion) is needed by 2020 to develop Gujarat’s water projects.
Development of Sardar Sarovar Project, alongwith small hydropower projects on PPP
mode along the Narmada Branch Canal. Sujalam Sufalam Yojana intends to provide
surplus water to arid areas across Gujarat via canals. Saurashtra Narmada Avtaran
Irrigation Yojana (Sauni Yojana) aims to divert flood water of Narmada to Saurashtra
region. Hydrology Project would use Hydrological Information System (HIS) in
cost-effective allocation, planning, management and development of water resources.
(Source: Roads and Buildings Department, Government of Gujarat; and BIG 2020).
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Given this background, the major objective of this study is to develop a set of
employment multipliers (direct, indirect, induced) for selected infrastructure
sub-sectors in two selected states of India, i.e., West Bengal and Gujarat. These
multipliers are developed by using input–output models that are derived after
developing input–output tables of the two states. Naturally, this growth in infras-
tructure would have an impact on employment growth. In this paper, we attempt to
examine the impact of investment in the infrastructural sector on both formal and
informal employment in West Bengal and Gujarat.

It is now well known that in a developing country like India, informal economy
provides a means of livelihood to many, who might otherwise be without any means
of livelihood. Studies conducted since the late 1990s have indicated that contrary to
classical trade theories, liberalization of trade have neither really helped in raising
worker welfare, nor in the automatic upgradation of technology and the impact of
such across the board opening up have instead led to informalization of work,
increased wage differentials across formal and informal manufacturing and led to
market segmentation rather than a greater degree of economic integration. Authors
such as Stallings and Peres (2000), Sinha and Adam (2000, 2007), Unni (2001), Carr
and Chan (2002), Harriss-White (2003), Jhabvala et al. (2003), Sinha et al. (2003a,
b), Harriss-White and Sinha (2007a, b), have described the rapid expansion of this
informal economy in direct contradiction to assumptions of neo-classical economic
theories of international trade. Certain studies have explored the role of the informal
economy that is positive in the process of development. However, though the
informal sector has been viewed in terms of inherent dynamism, this sector is very
closely related to poverty with very low working and living conditions for most
people involved in it (Meagher and Yunusa 1996). Sinha (2014) further shows using
unit-level data from NSSO Rounds 66th and 68th, that for working population (aged
15–65 years), social security is not available to nearly 89% of unorganized sector
workforce, which has marginally improved since 2009–10.

2 Methodology

To examine the impact of changes in the infrastructural sectors on employment
generation due to the policy drives as noted above, we use the input–output models.
The use of input–output structure to describe informality (with a focus on gender)
was discussed in an earlier paper by Duchin and Sinha (1999). To derive the models
the regional tables are developed. The input–output (IO) sectors for Gujarat andWest
Bengal are constructed based on the latest All-India IO Table for the year 2007–08
and updated by the NCAER to 2009–10. The characteristics of workers are taken
from the NSSO data on employment and unemployment (NSSO 66th Round,
2009-10) to set the base information by employment types (formal and informal).

The methods of constructing a regional input–output table can be roughly
divided into two categories including survey-based method and non-survey-based
method. One of the key problems of input–output tables is that the survey-based
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method is extremely time consuming and therefore expensive. There are lots of data
gaps at the state level, which are however easily resolved at the national level.
These techniques can be classified according to the degree of incorporation of direct
regional information. Most of the researchers use hybrid methods, combining some
survey information with non-survey techniques, in which specific regional indica-
tors are applied to convert national values into regional ones. In fact, according to
Jensen (1980), errors in survey tables can result from errors in the process of
gathering the data (e.g., errors arising from incorrect definition of the sample, hiding
of information or lack of concern in answering the questionnaires by the respon-
dents or errors in compilation procedures). Besides, other problems may arise
whenever the questions included in the questionnaires require very detailed infor-
mation to which some respondents may not be able to answer. In this context,
Jensen (1980) argues that the concept of holistic accuracy must be privileged,
meaning that the assembly of direct information should be directed only towards the
larger or most important elements of the economy being studied, thus ensuring a
correct representation of the structure of the economy, in general terms (Hewings
1982). In other words, hybrid methods assure the best compromise between
accuracy and required resources.

There are certain basic steps that are generally accepted for generating regional-/
state-level IO tables. These are described below:

1. Identifying and adjusting a “parent” or “mother” table. Generally, this “mother”
table would be a national table from time (t − i) for the country in which the
region of interest is located. This may be a transactions table or a coefficients
table. This parent table needs to be updated to the period for which the regional/
state table is to be made. One could use RAS or some alternative technique to
update the table.

2. Using some allocation or quotient method to convert national to regional/state
coefficients.

3. Inserting data from surveys, expert opinion, etc.
4. Defining the appropriate regional/state sectors, usually through (weighted) aggre-

gation of the national sectors. Inserting additional superior data again, after the

Table 1 Data sources for developing regional-level input–output tables

Sectors IO
components

Agriculture Manufacturing Services

Intermediate
flow

Use of SDP accounts
and national-level IO
coefficients

Use of ASI, NSSO and
SDP data for input and
output flow

Use of national-level IO
coefficients

Private final
consumption
expenditure
(PFCE)

Consumption structure
from NSSO 55th round

Consumption structure
from NSSO 55th round

Consumption structure
from NSSO latest

Government
final
consumption
expenditure
(GFCE)

Use of national-level
coefficients applied on
total GFCE (from
budget documents)

Use of national-level
coefficients applied on
total GFCE (from
budget documents)

Use of national-level
coefficients applied on
total GFCE (from
budget documents)

(continued)
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aggregation, in those cases where such information is known only at this more
aggregated level. Thismight be done especially for “critical” sectors or focus sectors.

5. Using superior data and opinion once again—for example, by comparing
multipliers derived from “similar” and dissimilar regions—and deriving the final
regional/state IO tables.

Data sources are described in Table 1.
To distribute workers of projected population of Gujarat and West Bengal by

sector, using sector-wise ratios from NSSO (66th round, unit-level data) were
generated and applied to the projected workers of the census. We have distin-
guished between formal and informal market workers by using information from

Table 1 (continued)

Sectors IO
components

Agriculture Manufacturing Services

Gross fixed
capital
formation
(GFCF)

Use of national-level IO
coefficients

GFCF (organized) from
ASI and GFCF
(unorganized) using org/
unorganized ratio in
GVA

Use of national-level IO
coefficients

Change in
stocks (CIS)

Use of national-level IO
coefficients

GFCF (organized) from
ASI and GFCF
(unorganized) using org/
unorganized ratio in
GVA

Use of national-level IO
coefficients

Exports
(external)

DGCI&S DGCI&S DGCI&S

Exports
(interstate)

Use of DGCI&S exports
data by rail and river.
Interstate exports by
road to be taken from
DGCI&S

Use of DGCI&S exports
data by rail and river.
Interstate exports by
road to be taken from
DGCI&S

Use of DGCI&S exports
data by rail and river.
Interstate exports by
road to be taken from
DGCI&S

Imports Residual Residual Residual

Indirect
taxes*

Handbook of statistics
of state government
finance, national
coefficients

Handbook of statistics
of state government
finance, national
coefficients

Handbook of statistics
of state government
finance, national
coefficients

Gross value
added

SDP accounts SDP accounts and
database for
disaggregated
manufacturing sectors

SDP accounts

Value of
output

National-level VA to
output ratio

Database for
disaggregated
manufacturing sectors

National-level VA to
output ratio

New sector’s
primary
survey

– – Survey of new
infrastructural sectors

Source *Sinha (ed.) (2009)
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various unit-level data sets and field discussions for target sectors. The major
secondary state-level unit data sets are from the NSSO and ASI, processed at the
NCAER. As per NSSO 66th round (Employment and Unemployment), the workers
who have reported as regular workers are considered here as formal workers.

2.1 Distribution of Construction Sector Workers

Tables 2, 3 and 4 show the distribution of workers by type in the infrastructure
sectors in the two states of Gujarat and West Bengal, which are “key” to this study.

Table 2 shows that within sub-sectors of construction in Gujarat, the share of
informal workers is highest in buildings construction (45.6%) followed by the other
construction sector (33.6%), irrigation canal construction sector (8.3%), rural roads
construction (6.84%) and finally, national highways construction (5.6%).

Table 3 shows that within sub-sectors of the construction sector in West Bengal,
the share of informal workers is highest in other construction (48.9%) followed by

Table 3 Sector-wise employment in infrastructure sectors by worker type: West Bengal

Sector Formal
workers

Informal
workers

Total
workers

Irrigation canal construction 14,784 130,674 145,458

Building construction 147,840 1,306,742 1,454,583

National highways/urban roads
construction

17,297 152,889 170,186

Rural roads construction 21,141 186,864 208,005

Other construction 94,618 1,702,956 1,797,574

Total 295,680 3,480,125 3,775,806

Source Authors calculations based on NSSO and NCAER data

Table 2 Sector-wise employment in infrastructure sectors by worker type: Gujarat

Sector Formal
workers

Informal
workers

Total
workers

Irrigation canal construction 7,664 196,872 204,536

Building construction 42,150 1,082,796 1,124,946

National highways/urban roads
construction

5,173 132,889 138,062

Rural roads construction 6,323 162,419 168,742

Other construction 15,327 799,132 814,459

Total 76,637 2,374,108 2,450,745

Source Authors calculations based on NSSO and NCAER data
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the buildings construction sector (37.5%), rural roads construction (5.4%), national
highways construction (4.4%) and lastly irrigation canal construction (3.8%).

2.2 Input Structures of New Infrastructure Sectors

In each of these “new” infrastructure sectors, two kinds of activities are involved:
new construction and repairs and maintenance of existing construction. The GVA
of each sector is estimated using GVA-Output ratio of the aggregate construction
sector, and the total intermediate input of each sector is derived as the difference of
output and GVA.

Irrigation Canals: Since all canals are owned by the state government, all of
their expenditures are met by the state government. The information on the output
of this sector has been collected from the state government budgets analysis. Data
on the expenditures on repairs and maintenance of canals are taken from the budget
analysis of current revenue expenditures, and the new construction expenditure is
available in the budgets as capital outlay of the Department of Irrigation on canals.
These two figures make-up the output of the sector.

Roads: The expenditures on construction of new roads has been estimated
indirectly from km length of new urban and rural roads constructed, available from
the “Basic Road Statistics of India”, published by the Transport Research Wing of
the Ministry of Road Transport and Highways. Information on per km cost of
constructing urban and rural roads was obtained from the interviews with gov-
ernment engineers, contractors and other subject experts.

Buildings: Adding the output of new building construction (the fixed capital
formation) and repairs and maintenance of building construction, we have obtained
the gross output of the buildings construction sector. For the buildings sector row,
the entries include the capital formation in the GFCF column, the public building
repairs and maintenance in the GFCE and the private buildings repair and main-
tenance which would appear in the row in various producing sectors columns as the
expenditure. Such expenditures are made by the sectors on repairs and maintenance

Table 4 Percentage of workers by types in infrastructural sectors

Name of Sector Type of employment Gujarat West Bengal

Irrigation canal Formal 6.76 10.44

Informal 93.24 89.56

Highways/urban roads Formal 5.16 11.23

Informal 94.84 88.77

Rural roads Formal 4.33 10.45

Informal 95.67 89.55

Buildings Formal 8.79 11.60

Informal 91.21 88.40

Source Authors calculations based on NSSO and NCAER data
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of buildings owned by them. These data have been obtained for the state from the
total expenditure on repairs and maintenance of buildings in the state in the pro-
portion of national-level IO table construction row entries.

Other Construction: The column (row) of the other construction sector has been
derived as the residual of the aggregated construction sector in the 16 sector IO
table of the state removing the components relating all the new four infrastructure
construction sectors described above.

3 Findings of the Study

3.1 Multipliers Analysis

Depending on the specific need, an input–output table can be formulated that allows
the analyst to estimate different types of multiplier such as the output, income or
employment multipliers (Miller and Blair 2009). We would like to state here
upfront, that the magnitude of the multipliers are not uniquely determined but are
governed by the degree of model closure (i.e., which segment of the input–output
model in introduced within the endogenous part of the matrix and which remains
outside, such as parts of final demand components). The objectives of this work are
to show how alternative multipliers may be derived.

Open Model Employment Multipliers: For this analysis, we examine the
change in number of workers due to change in output by Rs. one hundred thousand
as additional demand in output of infrastructural sector. The highest
labour-intensive infrastructure construction sector in Gujarat is rural road con-
struction with an employment multiplier (Type I) of 2.677 (see Table 5). This
means that to increase output of rural roads construction in Gujarat by Rs. one
hundred thousand, three additional workers per day over one year are required out
of which, 94% are informal workers.1 The next highest multiplier (among the
construction sectors) is for irrigation canal construction, followed by other con-
struction,2 then by highways/urban roads and lastly by building construction. This
shows that buildings construction in Gujarat is more capital intensive compared to
the other sectors of interest. Also, it is due to informal workers that higher labour
intensity has been generated in these sectors, respectively. Except for public
administration, the multiplier for informal workers is higher than the multiplier for
formal workers in both the states. Incidentally, public administration also has the
highest formal employment multiplier in Gujarat. For informal employment, in
Gujarat, the highest informal employment multiplier is due to wooden furniture and

1The simulation results given below show the exact break-ups of the workers by type and gender.
2As per Sector Specifications for Input–Output Transactions, 2003–04, CSO, Other Construction
includes: construction and maintenance of aerodromes, railways, bridges, pipelines, ports, har-
bours, runways communication systems, waterways, water reservoirs, hydroelectric projects,
industrial plants and activities allied to construction.

394 A. Sinha et al.



fixtures (2.69) followed closely by rural roads (2.52) and agriculture (2.29). The
lowest informal employment multipliers are in public administration (0.03) and
petroleum products (0.15). Hence, we see in Table 5 that out of the relevant
infrastructure sectors in Gujarat, rural roads construction creates the most of
employment and most of that again is by informal employment though formal
employment in this sector also comparatively has higher job-creating possibility.

Table 5 State-wise open model employment multipliersa

Sector names Gujarat West Bengal

Formalb

workers
Informalc

workers
Total
workers

Formal
workers

Informal
workers

Total
workers

Agriculture and allied
activities

0.039 2.291 2.331 0.065 2.262 2.327

Mining 0.038 0.158 0.197 0.227 0.755 0.982

Furniture and fixtures:
wooden

0.063 2.689 2.752 0.080 1.806 1.886

Petroleum products 0.037 0.149 0.187 0.213 0.703 0.917

Bricks, tiles (structural
clay products)

0.139 0.370 0.508 0.118 1.981 2.100

Cement 0.125 0.197 0.322 0.230 0.609 0.839

Non-metallic mineral
products

0.096 0.361 0.457 0.132 1.077 1.209

Iron and steel (ferro alloys
and casting and forging)

0.069 0.245 0.314 0.132 0.630 0.762

Iron and steel foundries 0.086 0.326 0.411 0.132 0.690 0.822

Electrical machinery and
tools

0.148 0.400 0.548 0.124 0.815 0.939

Other manufacturing 0.093 0.673 0.766 0.110 1.258 1.369

Irrigation canal
construction

0.106 0.797 0.903 0.421 3.300 3.721

Buildings construction 0.078 0.486 0.564 0.129 0.908 1.037
Highways/urban roads
construction

0.068 0.663 0.731 0.171 1.218 1.389

Rural roads construction 0.159 2.518 2.677 0.314 2.559 2.873
Other construction 0.072 0.784 0.857 0.131 1.486 1.617

Electricity and water
supply

0.077 0.217 0.294 0.136 0.413 0.550

Transport services 0.156 0.560 0.716 0.175 0.871 1.046

Other services 0.207 0.394 0.600 0.167 0.599 0.767

Public administration 0.550 0.033 0.583 0.365 0.010 0.375

Source Authors calculations based on NSSO and NCAER data
aChange in workers due to a change in output worth Rs. hundred thousand
bFormal worker: “regular” worker
cInformal worker: “casual” worker

Impact of Key Infrastructure Sectors in Creating Formal … 395



In West Bengal, among the sector’s key to the study, (excluding other con-
struction), the highest total employment multiplier is in irrigation canal construction
(3.72), followed by rural roads construction (2.87) and highways and urban roads
(1.38). The employment multipliers in these sectors are again driven by informal
employment. Of all the sectors, the lowest informal employment multiplier is in
public administration as expected. It is interesting that in West Bengal, most of the
informal employment is created in irrigation canal construction (which is mainly
due to maintenance and repair) followed by rural roads. On the other hand, the

Table 6 State-wise closed model employment multipliersa

Sector names Gujarat West Bengal

Formal
workers

Informal
workers

Total
workers

Formal
workers

Informal
workers

Total
workers

Agriculture and allied
activities

0.417 4.454 4.871 0.662 6.975 7.638

Mining 0.399 2.224 2.623 0.797 5.255 6.053

Furniture and fixtures:
wooden

0.425 4.761 5.186 0.641 6.233 6.874

Petroleum products 0.388 2.158 2.547 0.766 5.063 5.829

Bricks, tiles (structural clay
products)

0.482 2.335 2.817 0.661 6.266 6.927

Cement 0.477 2.214 2.691 0.779 4.942 5.721

Non-metallic mineral
products

0.439 2.329 2.768 0.679 5.390 6.069

Iron and steel (ferro alloys
and casting and forging)

0.415 2.226 2.641 0.669 4.863 5.532

Iron and steel foundries 0.427 2.281 2.708 0.668 4.919 5.587

Electrical machinery and
tools

0.490 2.361 2.851 0.663 5.070 5.733

Other manufacturing 0.449 2.710 3.159 0.672 5.693 6.366

Irrigation canal
construction

0.453 2.787 3.240 0.966 7.598 8.564

Buildings construction 0.430 2.501 2.930 0.681 5.270 5.952
Highways/urban roads
construction

0.416 2.655 3.071 0.725 5.585 6.310

Rural roads construction 0.509 4.523 5.032 0.854 6.824 7.678
Other construction 0.426 2.810 3.236 0.690 5.901 6.591

Electricity and water supply 0.429 2.237 2.666 0.694 4.812 5.505

Transport services 0.503 2.547 3.050 0.723 5.197 5.920

Other services 0.572 2.485 3.057 0.745 5.155 5.900

Public administration 0.923 2.169 3.091 0.954 4.664 5.619

Households 0.373 2.136 2.509 0.590 4.654 5.244

Source Authors calculations based on NSSO and NCAER data
aChange in workers due to a change in output worth Rs. hundred thousand
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buildings construction sector has the lowest total employment multiplier (1.04),
demonstrating again, the capital-intensive nature of this sector.

Closed Model Employment Multipliers: Rural road construction has the
highest formal (0.51), informal (4.52) and total employment (5.03) multipliers in
Gujarat, while in West Bengal irrigation canal construction has the highest multi-
pliers (0.97, 7.60 and 8.56, respectively, as reflected in Table 6). Public adminis-
tration has the highest formal employment multipliers in both the states. Wooden
furniture and fixtures in Gujarat have the highest employment multiplier for
informal workers followed by rural roads construction and then agriculture. In West
Bengal, the highest multipliers for informal workers are for irrigation canal con-
struction, followed by agriculture and bricks and tiles manufacturing (see Table 6).

Another insight is that so far, the share of informal employment is higher in all
sectors except in public administration. The job creation shown in the household
sector is the increase in employment as households plough back their income to the
economy by purchase of goods. They also purchase goods which result in more
informal employment. This is expected as they would purchase goods such as
agriculture, and other products from informal labour intense sectors.

3.2 Simulation Analysis

For each construction sector, it is assumed that the capital investment or the Gross
Fixed Capital Formation (GFCF) in the IO model increases by 10% due to an
exogenous factor. This increase is incorporated into the IO model through changes
in final demand and resultant output change are observed.

Among the infrastructure sectors, buildings construction forms the largest share
of the output of the economies of Gujarat (3.64%) and West Bengal (3.85%) as
shown in Fig. 1. The rest of the sectors form smaller shares. Other construction is
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Fig. 1 Direct, indirect and induced employment multipliers by type: West Bengal. Source
Authors’ analysis
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the second largest in both states (1.48% in Gujarat and 1.76% in West Bengal).
Irrigation canal construction is third highest in Gujarat (it forms 0.22% of the total
output) and highways/urban roads construction is third highest in West Bengal
(forming 0.25% of total output).

3.2.1 Irrigation Canal Construction Sector

The first simulation, for irrigation canal construction, shows the changes in outputs
and employment of all sectors in the economies of both the states to satisfy a 10%
increase in GFCF or investments in irrigation canal construction and cost on repair.

In Gujarat, if investment in irrigation canal construction increases by about Rs.
2,294 million (reflecting a 10% increase) then final demand increases by 6.35%. In
Gujarat, irrigation canal construction output also increases by Rs. 2,294 million.
The sectors impacted most by this change in irrigation canal construction output, in
order of highest impact, are other services and other manufacturing where outputs
must increase by about Rs. 739 million and Rs. 666 million respectively. If we look
at the closed model, other services must increase by Rs. 1,934 million and other
manufacturing by Rs. 1,634 million.

The total output generated in the economy of Gujarat as a result of this
investment in irrigation canals construction, taking also into account induced
effects, is Rs. 8.9 billion. Figure 2 shows the gender and type wise employment
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generation as a result of this simulation due to 10% increase in investment on
irrigation canals construction (see Fig. 2).

Employment in the irrigation sector will increase by 12,996 workers of which
487 are formal comprising 317 male and 170 female, and 12,509 are informal
comprising 11,258 male, 1,251 female. Taking induced effects into account, total
employment generated in the closed model economy is 26,289 workers (3,692
formal: 3,120 male, 572 female and 22,597 informal: 17,473 male, 5,124 female).
In other services, the resultant employment generation is of 6,332 workers of which
2,849 is formal employment (2,069 male, 780 female) and 3,483 is informal
employment (2,969 male, 514 female).

In West Bengal, if investment in irrigation canal construction increases by Rs.
411 million (10% increase), output for irrigation canal construction also increases
by the same. Final demand goes up by 8.83%. In the open model, total output
increases by Rs. 899 million. Taking the induced effect of households into account,
the total output in the West Bengal economy increases by Rs. 3,024 million. In the
open model, the sectors impacted by the investment shock are other services and
other manufacturing, where output increases by Rs. 143 million and Rs. 60 million,
respectively. Total employment generated is 13,250 workers (1,398 formal and
11,852 informal).

Figure 3 shows the findings of this investment on the closed model of West
Bengal.

In the closed model, output in other services goes up by Rs. 511 million and in
other manufacturing is Rs. 358 million. The total employment generated in the
economy (with induced effects) is 19,870 workers (2,361 formal: 1,928 male, 433
female and 17,509 informal: 15,525 male, 1,984 female). The employment gen-
erated in the irrigation sector is 12,846 workers (1,306 formal: 783 male, 522
female and 11,541 informal: 10,387 male, 1,154 female).
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Fig. 3 Investment shock on irrigation canal construction: West Bengal. Source Authors’ analysis
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3.2.2 National Highways/Urban Roads and Rural Roads Construction

The simulations for roads construction bring out the differences between national
highways/urban roads and rural roads, both in terms of impact as a whole on the
entire economy as well as the sector-wise impacts on outputs.

In Gujarat, a 10% increase in investment in highways/urban roads amounts to
Rs. 2,345 million. This leads to a 6.9% change in final demand (highways output
changes by the same amount as investment). Without the households’ induced
effects, output in the economy increases by Rs. 5.53 billion in the open model. The
sectors impacted most by the investment in highways/urban roads are mining (Rs.
570 million increases in output) and petroleum products (Rs. 529 million increase
in output). Employment requirement in this model increases by 10,417 workers
(537 formal and 9,880 informal) in total.

Figure 4 shows the sector-wise impacts on employment in the closed model.
Under the total multiplier analysis (closed model), it is seen that the induced

effects of the households sector lead to an increase in total output in the economy of
Rs. 9.34 billion. Change in highways output remains the same as in the open
model. The sectors impacted the most in the closed model are other services and
other manufacturing, reflecting a rise in output of Rs. 1,647 million and Rs.
1,438 million, respectively. Employment generation in the highways sector is 9,527
extra workers (357 formal: 214 male, 143 female and 9,170 informal: 8,253 male,
917 female). The sectors impacted most in terms of employment generation as a
result of the shock on investment are agriculture [6,164 extra workers: 37 formal
(29 male, 8 female), 6,127 informal (4,399 male, 1,728 female)] and other services
[4,492 extra workers: 2,021 formal (1,468 male, 553 female), 2,471 informal (2,107
male, 365 female)]. The total employment generation in the Gujarat economy in the
closed model is 21,804 workers (2,673 formal: 2,258 male, 414 female and 19,132
informal: 14,793 male, 4,339 female). In West Bengal, if investment in highways/
urban roads construction increases by Rs. 1,831 million (10% increase), final
demand increases by 6.16%. In the open model output in the highways sector
increases by the same amount (Rs. 1,831 million). The mining sector is impacted
the most—output rises by Rs. 472 million. The second highest impact is on the
petroleum products sector—output rises by Rs. 391 million. The total output in the
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Fig. 4 Investment shock on national highways/urban roads construction: Gujarat. Source
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economy increases by Rs. 4,422 million. Employment in the highways sector goes
up by 12,814 workers (1,302 formal, 11,511 informal). The mining sector is again
impacted the most and requires an additional 900 workers to satisfy the rise in
demand for highways/urban roads output (234 formal, 666 informal). The total
employment generated in the open model is 14,804 workers (1,667 formal and
13,137 informal). Figure 5 shows the employment impacts of this simulation on the
closed model.

In the closed model, total output in the economy increases by Rs. 9.63 billion.
We find that output in highways/urban roads construction increases by the same
amount as in the open model. The sectors impacted most are other services (Rs.
2,014 million) and other manufacturing (Rs. 1,713 million). Output generated in
the households sectors is Rs. 4,415 million. Employment in the highways sectors
increases by the same amount as in the open model. The highest impact is on the
agriculture sectors [11,459 extra workers: 200 formal (183 male, 17 female), 11,259
informal (10,174 male, 1,085 female)] and on other services [10,887 extra workers:
2,983 formal (2,039 male, 944 female), 7,904 informal (7,044 male, 861 female)].
The total worker requirement in the West Bengal economy in the closed model
increases by 45,173 workers (5,509 formal: 4,498 male, 1,011 female, 39,664
informal: 35,170 male, 4,496 female).
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Fig. 5 Investment shock national highways/urban roads construction: West Bengal. Source
Authors’ analysis
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In Gujarat, an investment of Rs. 499 million (reflecting a 10% increase) in rural
roads construction leads to an increase in final demand of 6.72%. Output rises by
the same amount in the rural roads sector (Rs. 499 million) in both the open and
closed models. In the open model, total output in the economy increases by Rs.
1.14 billion. The highest impact is on other services (Rs. 139 million worth of
output generation) and other manufacturing (Rs. 139 million). Employment in rural
roads increases by 11,345 workers (425 formal, 10,920 informal). Among the
impacted sectors, the highest employment requirement is in other services (149
extra workers: 67 formal, 82 informal) and agriculture (101 extra workers, all
informal). The total employment generation in the open model economy is 11,664
workers (505 formal and 11,159 informal).

Figure 6 shows the simulation impacts on employment by sectors most impacted
in the closed model in Gujarat.

In the closed economy model, accounting for the induced effects of the house-
hold sector, we see that total output in the economy increases by Rs. 1.96 billion.
Output generated in the households sector is Rs. 893 million. The highest impact on
other services (Rs. 400 million) followed by other manufacturing (Rs. 348 million).
Employment in rural roads changes by the same amount as in the open model:
11,345 workers (425 formal: 255 male, 170 female and 10,920 informal: 9,828
male, 1,092 female). Highest employment is generated in agriculture [1,428
workers: 9 formal (7 male, 2 female), 1,420 informal (1,020 male, 400 female)]
followed by other services (1,248 workers: 562 formal (408 male, 154 female), 687
informal (585 male, 101 female). The total employment generated in the closed
model is 14,438 workers (1,061 formal: 896 male, 164 female and 13,377 informal:
10,343 male, 3,034 female).

In West Bengal, an increase in investment by 10% reflects an investment of Rs.
479 million in the rural roads construction sector. Final demand changes by 6.16%.
The output in rural roads construction changes by the same amount in both the open
and closed models (Rs. 479 million). The total output generated in the economy of
West Bengal in the open model is Rs. 1.14 billion. The mining sector gets the
highest impact-output increases by Rs. 104 million. This is followed by other
manufacturing where Rs. 92 million worth of output is generated. Employment of
10,484 workers is generated in the rural roads construction sector in both the open
and the closed models, of which 1,066 are formal (586 male, 480 female) and 9,418
informal workers (8,477 male, 942 female). 167 workers (43 formal, 123 informal)
are to be hired in the mining sector and 77 (21 formal, 56 informal) in other services
to satisfy this increase in investment in rural roads construction. The total
employment generated in the economy is 10,966 workers (1,143 formal and 9,823
informal).

Figure 7 shows the sector-wise employment impacts of this simulation in the
closed model.

The closed model shows an increase in total output in the economy of Rs.
2.47 billion. The sectors impacted most are other services (Rs. 513 million) and
other manufacturing (Rs. 436 million). Employment generation is highest in agri-
culture [2,867 workers: 50 formal (46 male, 4 female), 2,817 informal (2,545 male,

402 A. Sinha et al.



272 female)] and other services [2,698 workers: 739 formal (505 male, 234 female),
1,959 informal (1,745 male, 213 female)]. The total employment generated in the
West Bengal economy in the closed model is 18,483 workers (2,086 formal: 1,703
male, 383 female and 16,397 informal: 14,539 male, 1,858 female).

3.2.3 Buildings Construction Sector

The buildings sector forms the highest share of total output in the economies of
both Gujarat and West Bengal among the “newly carved out” construction sectors.
The simulation for this sector shows this is a key growth sector.

In Gujarat, 10% investment in the buildings sector is equivalent to Rs.
51.1 billion increase in GFCF. This leads to increase in final demand by 9.92%
(almost one to one with GFCF). In the open model, the output in the buildings
sector increases by Rs. 52.52 billion. Total output in the economy goes up by Rs.
120 billion. The highest impact is on other services (rise in output by Rs.
13.34 billion) and on other manufacturing (Rs. 12.83 billion rise in output).
Employment generated in the buildings construction sector in the open model is
102,404 workers (3,837 formal, 98,567 informal). 13,522 extra workers are to be
hired in other services (6,084 formal, 7,438 informal). Total employment generated
in the economy is 130,339 workers (11,153 formal and 119,185 informal).

Figure 8 shows the impacts on the sectors most impacted due to this change in
the closed model for Gujarat.

In the closed model, output in the buildings sector increases by Rs. 53.3 billion.
Total output in the economy increases by Rs. 204 billion. Output in other services
increases by Rs. 40.3 billion which is the highest impacted sector, followed by
other manufacturing (Rs. 34.66 billion increase in output). Employment in the
buildings sector increases by 105,458 workers (3,951 formal: 2,371 male, 1,581
female, 101,507 informal: 91,356 male, 10,151 female). Employment in other
services increases by 123,388 workers (55,515 formal: 40,321 male, 15,195 female
and 67,873 informal: 57,857 male, 10,016 female). The total employment generated
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Fig. 7 Investment shock on rural roads construction: West Bengal. Source Authors’ analysis
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in the economy is 393,900 workers (66,689 formal: 56,352 male, 10,337 female,
327,211 informal: 253,008 male, 74,203 female).

Investment of Rs. 38.78 billion in West Bengal (equivalent to 10% increase)
leads to an increase in final demand by 9.87%. In the open model, buildings output
increases by Rs. 39.87 million. The highest impact is on other services (Rs.
10.87 billion) and other manufacturing (Rs. 7.58 billion). Employment generated in
buildings is 132,004 workers (13,417 formal, 118,587 informal). In total, the
employment generation is of 171,890 workers (19,975 formal and 151,914 infor-
mal). Figure 9 shows the results of the simulation for the closed model.

For the closed model, the output generated in the buildings sector is Rs.
40.88 billion. The total output generated in the economy is Rs. 201 billion.
Employment in the buildings sector increases by 138,786 workers (14,106 formal:
7,758 male, 6,348 female and 124,680 informal: 112,212 male, 12,468 female).
Employment generated in other services is 269,733 (73,902 formal: 50,505 male,
23,396 female and 195,831 informal: 174,509 male, 21,322 female). Total
employment generated in the economy is 817,731 workers (107,379 formal: 87,672
male, 19,707 female and 710,352 informal: 629,864 male, 80,488 female).
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Fig. 8 Investment shock on buildings construction: Gujarat. Source Authors’ analysis
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3.3 Employment Effects

The employment structure within the key infrastructure sectors under focus for this
study shows that buildings construction takes most of the workers within these
sectors in both the states. This share, as shown in Fig. 10, is as high as 69% in
Gujarat and 74% in West Bengal.

When the output rises due to the demand shocks described above, the growth of
employment fulfilling these additional outputs in the open model framework are
given in Fig. 11.

It may be noted that the informal jobs created in the economy are much higher
than the formal jobs created in both the states. This could point to the need for
greater formalization of these sectors, perhaps at the national level.
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We find that informal employment in overwhelmingly high in all the infras-
tructure sectors in both the states (see Table 7). We are presenting below the
percentage share of workers in formal and informal works in the Building sector
when the investment in the sector increases by 10%. As a net result share of
informal workers in West Bengal is somewhat higher than Gujarat. However,
though in terms of growth the two States are considered to be very different, the in
the issue of informal employment growth the states are similar with certain sectoral
variations.

Table 7 Simulation with 10% shock in investment in building sector

Simulation results Buildings

Change in employment Gujarat West Bengal

Formal Informal Total Formal Informal Total

Agriculture and allied activities 0.60 99.40 100.00 0.60 99.40 100

Mining 16.41 83.59 100.00 10.74 89.26 100

Furniture and fixtures: wooden 1.09 98.91 100.00 0.69 99.31 100

Petroleum products 0.00 0.00 0.00 0.00 0.00 100

Bricks, tiles (structural clay
products

37.16 62.84 100.00 24.12 75.88 100

Cement 92.83 7.17 100.00 87.99 12.01 100

Non-metallic mineral products 24.25 75.75 100.00 15.37 84.63 100

Iron and steel (ferro alloys and
casting and forging)

91.85 8.15 100.00 91.35 8.65 100

Iron and steel foundries 99.59 0.41 100.00 99.59 0.41 100

Electrical machinery and tools 87.51 12.49 100.00 80.35 19.65 100

Other manufacturing 9.52 90.48 100.00 10.05 89.95 100

Irrigation canal construction
(public)

0.00 0.00 0.00 0.00 0.00 0.00

Buildings construction 74.94 25.06 100.00 75.28 24.72 100

Highways/urban roads construction
(public)

0.00 0.00 0.00 0.00 0.00 0.00

Rural roads construction (public) 0.00 0.00 0.00 0.00 0.00 0.00

Other construction 33.65 66.35 100.00 32.52 67.48 100

Electricity and water supply 37.63 62.37 100.00 26.47 73.53 100

Transport services 23.17 76.83 100.00 15.54 84.46 100

Other services 39.87 60.13 100.00 28.81 71.19 100

Public administration 0.00 0.00 0.00 0.00 0.00 0.00

Total 34.16 65.84 100.00 34.97 65.03 100

Source Authors calculations based on NSSO and NCAER data
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4 Conclusions

The major objective of the study was to develop a set of employment multipliers
(direct, indirect, and induced) for selected infrastructure sub-sectors in two selected
states of India: Gujarat and West Bengal. The methodology used is the input–output
multiplier analysis which operates through the multi-sectoral linkages that exist in
an economy.

In the present study, we have examined the impact of a change in investment
demand of the “new” infrastructure sectors (irrigation canals, buildings, highways/
urban roads and rural roads) on job creation and growth potential in the states of
Gujarat and West Bengal.

Tables 8 and 9 show that output multipliers are generally similar for both the
states when we use the open model. The output multiplier is perceptibly higher in
the irrigation canal construction sector for Gujarat compared to West Bengal. On

Table 9 State-wise closed model multipliers

Sector Output multipliers Employment multipliers

Gujarat West Bengal Gujarat West Bengal

Irrigation canals 5.656 7.364 3.240 8.564

(2.787) (7.598)

Buildings 5.795 7.608 2.930 5.952

(2.501) (5.270)

Highways 5.765 7.672 3.071 6.310

(2.655) (5.585)

Rural roads 5.722 7.516 5.032 7.678

(4.523) (6.824)

Note The numbers given in parentheses under employment multipliers are of informal workers
Source Authors calculations based on NSSO and NCAER data

Table 8 State-wise open model multipliers

Sector Output multipliers Employment multipliers

Gujarat West Bengal Gujarat West Bengal

Irrigation canals 2.254 2.190 0.903 3.721

(0.797) (3.300)

Buildings 2.351 2.357 0.564 1.037

(0.486) (0.908)

Highways 2.360 2.415 0.731 1.389

(0.663) (1.218)

Rural roads 2.293 2.383 2.677 2.873

(2.518) (2.559)

Note The numbers given in parentheses under employment multipliers are of informal workers
Source Authors calculations based on NSSO and NCAER data
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the other hand, the output multiplier is higher for highways in West Bengal. As we
examine the employment multipliers, it is seen that the employment potential is
higher in West Bengal. Moreover, the share of informal workers is also somewhat
higher in West Bengal, being about 87% compared to that of 84% in Gujarat. The
per capita SDP for Gujarat is Rs. 75,115 and is substantially lower for West Bengal
at Rs. 55,222 in 2010–11 (Central Statistical Office, Government of India).

However, the population in West Bengal is higher than that of Gujarat being
about 90 million compared to 59.5 million in Gujarat (Office of Registrar General
of India). This has an implication on the impact when the models are closed
(including the household income and consumption demand in the system). The
impact of households is much higher in West Bengal as the total income of the
economy gets occupied in building up demand and hence production. The induced
effect drives up both output and employment to substantially higher degrees in West
Bengal compared to Gujarat. However, the matter of concern still remains that the
employment growth is driven by informal employment.

Also, Tables 9a and 9b show the break-up of the closed model employment
multipliers as direct, indirect and induced: The formal and informal workers have

Table 9a Direct, indirect and induced employment multipliers by type of worker: Gujarat

Sector Formal employment Informal employment

Direct
impact

Indirect
impact

Induced
impact

Direct
impact

Indirect
impact

Induced
impact

Irrigation
canal

0.021 0.084 0.348 0.545 0.252 1.990

Buildings 0.007 0.071 0.352 0.183 0.304 2.014

Highways/
urban roads

0.015 0.053 0.348 0.391 0.272 1.992

Rural roads 0.085 0.074 0.350 2.190 0.328 2.005

Other 0.006 0.066 0.354 0.330 0.454 2.026

Source Authors calculations based on NSSO and NCAER data

Table 9b Direct, indirect and induced employment multipliers by type of worker: West Bengal

Sector Formal employment Informal employment

Direct
impact

Indirect
impact

Induced
impact

Direct
impact

Indirect
impact

Induced
impact

Irrigation
canal

0.318 0.103 0.545 2.810 0.490 4.298

Buildings 0.033 0.096 0.553 0.289 0.619 4.362

Highways/
urban roads

0.071 0.100 0.553 0.629 0.589 4.367

Rural Roads 0.222 0.092 0.540 1.966 0.594 4.264

Other 0.046 0.085 0.559 0.822 0.665 4.415

Source Authors calculations based on NSSO and NCAER data
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different dynamics of employment as we see in these tables. The direct employment
impacts of a change in investment demand in the new infrastructure sectors are
lower for formal workers than for informal workers. Also, as the household con-
sumption expenditure is endogenized, the impact on employment demand is higher
due to the additional consumption originating from households (as total wage
incomes increase in the economy).

It can be seen that the policymakers can use the multiplier analysis to determine
in which sector of the economy to spend one additional unit of rupee, a comparison
of output multipliers would show where this spending would have the greatest
impact on output or employment generated throughout the economy. Note that
when maximum total output effects are the exclusive goal of the planner’s
spending, it would always be rational to spend all the money in the sector whose
output, income and employment multiplier is the largest.

Key Findings
Following are the key findings for the states of Gujarat and West Bengal.

Gujarat

(1) The open model and closed model employment multipliers in Gujarat are
highest for rural roads construction (for formal, informal and total workers).
Open model multipliers are 0.159, 2.518 and 2.677 for formal, informal and
total workers, respectively. Closed model multipliers are 0.509, 4.523 and
5.032 for formal, informal and informal workers, respectively.

(2) The direct impact on formal and informal employment is highest for rural roads
(0.085 and 2.19, respectively). The indirect impact on formal employment is
highest in irrigation canals construction (0.084) while for informal employment
it is highest for rural roads construction (0.328). The induced effects for both
formal and informal employment are highest for buildings construction (0.352
and 2.014, respectively); showing that the effect of including households to take
into account induced multiplicative effects is high for buildings in the Gujarat
economy.

West Bengal

(1) The open model and closed model employment multipliers in West Bengal are
highest for irrigation canal construction (for formal, informal and total work-
ers). Open model multipliers are 0.421, 3.3 and 3.721 for formal, informal and
total workers, respectively. Closed model multipliers are 0.966, 7.598 and
8.564 for formal, informal and informal workers, respectively.

(2) The direct impact on formal and informal employment is highest for irrigation
canal construction (0.318 and 2.81, respectively). The indirect impact on formal
employment is highest in irrigation canals construction (0.103) while for
informal employment it is highest in buildings construction (0.619). The
induced effects for formal employment are highest in buildings and national
highways/urban roads construction (0.553 for both) and for informal employ-
ment are highest in national highways/urban roads construction (4.367) with
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buildings not too far behind (0.362). This shows that buildings construction and
national highways/urban roads construction generate employment in West
Bengal.

Simulation Findings (Closed Model Results)

(1) A 10% increase (exogenous shock) in investment in irrigation canals con-
struction sector leads to 86,446 extra workers being hired in Gujarat and 48,768
extra workers being hired in West Bengal. Also, this shock leads to a Rs.
12.98 billion growth in Gujarat’s economy and a Rs. 3.02 billion growth in
West Bengal’s economy. As the irrigated area is higher in Gujarat to start with,
the implication in numbers is higher for Gujarat, though the multipliers are
noted to be higher in West Bengal.

(2) A 10% increase in the investment in highways/urban roads construction sectors
leads to 83,401 extra workers being hired in Gujarat and 178,181 extra workers
being hired in West Bengal. Also, this shock leads to a Rs. 13.52 billion growth
in Gujarat and Rs. 14.05 billion growth in West Bengal.

(3) A 10% investment shock in rural roads causes 27,715 extra workers being hired
in Gujarat and 51,666 extra workers being hired in West Bengal. Also, this
shock leads to a Rs. 2.86 billion growth in Gujarat and Rs. 3.6 billion growth
in West Bengal. A 10% shock to investment in the buildings construction sector
results in 1,766,938 extra workers being hired in Gujarat and 36,28,008 extra
workers being hired in West Bengal. Also, this shock leads to a Rs. 296 billion
growth in Gujarat and Rs. 295 billion growth in West Bengal.

(4) Maximum employment is generated due to expansion of the buildings sector, as
it uses inputs from most other sectors and is also used by both private and
public (government) final users. So it is a key sector of the economy (reflecting
strong linkages with other sectors and economic agents). Moreover, in both the
states, its share in the pie of total construction is much higher than other
infrastructure construction sectors (69% in Gujarat and 74% in West Bengal).

(5) It may also be noted that the informal jobs created in the economy are much
higher than the formal jobs created in both the states. This could point to the
need for greater formalization of these sectors, perhaps at the national level.

(6) The investment impact of the study sectors seems to have nearly similar
impacts on the two states in terms of growth but generally has a much higher
implications in employment for West Bengal. This reflects the labour-intensive
nature of the West Bengal economy compared to Gujarat.

5 Way Forward

Given the findings and challenges we face while developing IO models, we note
here some recommendations for future research:
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(1) To understand interlinkages of sectors and the related employment generation
by types of workers we need more intense data collection. This needs to be in
two aspects. One is to have both source and use of goods from both the formal
and informal sectors. Though, the DME and NDME provide data on output of
unregistered sectors, data are not identified as originating from informal parts of
a sector. For example, if we have input from textile sector, the data do not
specify the nature of the input sector.

(2) Hence, extensive survey program is required to collect data on sectoral inputs.
To understand the strength of the output multiplier, data collection needs to
focus on tracing the origins of a sector’s inputs which would span more than
one state.

(3) Trade data for interstate movement of goods is very poor till date. This needs to
be improved by recording movement of goods across states through various
modes, including roads. It is urgent to have more uniform types of data across
states for wages by various labour types. Also, data on more informally
employed sections (vendors, home-based workers) have not been focused on
substantially by the NSSO.
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Challenges in Construction of Regional
Accounts in India

P. Bhanumati and Kakali Mukhopadhyay

Abstract India is a land of diversity. The disparity among the states in the country,
attributable to historical difference in initial conditions, natural resource endow-
ments, level of industrialization and differences in human capital indicators, viz.
education, health, etc., not only has manifested in varying levels of growth and
development, but are also likely to affect the returns on investment. Regional
supply–use frameworks are a tool for planners to help analyse the effect of varying
levels of investment and optimizing the use of available resources. But the regional
supply–use framework needs to be ‘regionalized’ properly by using local-level
information, without which it may lead to wrong inferences. Two important
roadblocks, which are faced by the compilers of regional supply–use tables in India,
are the vectors on capital formation and trade. Estimates of capital formation at the
regional level are not compiled at the regional level due to the absence of state-level
data sources as are available at the national level. The national-level estimates are
allocated to the states using appropriate indicators. As regards trade, there is a lack
of reliable, comprehensive data on the quantity and value of products exported from
a state to other Indian states or to other countries. This paper reviews the methods
used so far in the available literature and attempts to give some suggestions in this
regard, with the help of new/unconventional data sources for the period of 2012–13
to 2014–15 for eight major states of India.
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1 Introduction

The Indian economy is markedly characterized by unequal distribution of natural
resource endowments, varying levels and allocation of infrastructure and produc-
tion factors across sectors and states, resulting in uneven growth across regions of
India (Sachs et al. 2002). Even across the state, the rich states have had a higher
degree of uniformity in growth and hence convergence, while the poor states suffer
from inequality even within the state. Also, higher growth rates help develop a
mechanism wherein the economic units are able to take advantage of scale, are in a
position to bargain for better input and output prices and, hence, can attract labour
and capital. This agglomeration aids the growth of certain regions at the cost of
other regions leading to the persistence of cumulative causation.

In order to help decision-making, quantitative approaches have been developed
for identifying and interpreting the structural changes in an economy. These
approaches are based on statistical tools, econometric models and dynamic fore-
casts. One such approach is that of analysis of input–output structures of various
industries and sectors. It has been recognised and illustrated, nationally and inter-
nationally, that Input–Output Transaction Tables (IOTTs) or supply–use Tables can
be used as a tool for the states to plan for regional development by optimizing the
sources available in the region. The analysis of input–output tables can help make
an informed assessment on industries which can be promoted at the state level.
These tables can help make projections for answering the following questions:
(1) how to reduce regional disparity; (2) which sectors to be developed for maxi-
mizing the growth of the region, as also how to maximize the growth of a sector;
(3) what are the corresponding requirements of labour and investment; and (4) what
would be the effect on trade—both domestic and foreign. The multipliers emanating
from the input–output analysis can be used to assess the effects of the exogenous
changes of final demand (consumption, investment, exports) on outputs of the
sectors in the economy, value added and income earned by the households, and
employment that is expected to be generated by the new activity levels.

A principal use of the input–output tables is measuring the scale of production
induced at each sector by generation of a certain final demand—private and gov-
ernment consumption expenditures, domestic capital formation and exports—as
also to estimate import requirements induced by both intermediate import product
requirements and final demand requirements. Therefore, it is essential that the
vectors of capital formation, exports and imports are separately constructed.

However, the key issue here is that of an inadequate data required for the
construction of these final demand vectors, including that on capital formation and
on inter-state trade. The system of customs/import duties that are imposed on
international trade has helped to record the international transactions attributable to
a state to a great degree. On the other hand, in the case of inter-state trade, the
commodities traded can be freely moved anywhere in the country as there is no
restriction on the buying and selling of the goods/services. The absence of a
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‘barrier’ is associated with the inadequate data on the inter-state trade, which could
help in incorporating these in the input–output tables.

National/regional accounts are generally prepared from ‘enterprise accounts’
rather than ‘establishment accounts’, as these give expansive information on the
production, expenditure and income required for the compilation of these accounts.
Though these ‘enterprise accounts’ often give details of production and income by
‘establishment’ too, investment details at the ‘establishment’ level are lacking. This
is important for the capital formation vector, which requires not just the location of
asset formation but also its extent.

In a nutshell, compiling inter-regional input–output tables requires high-quality
data (Eurostat 2013), but so far, apart from a small part of developed countries, the
vast majority of countries cannot meet the basic data requirements for compiling
inter-regional input–output tables in the existing statistical system, because the costs
and time requirements of constructing RIOTs directly from surveys and primary
data are often prohibitive. Some of these issues have been discussed in detail in
Sargento (2009). So, the only option available for compiling inter-regional input–
output tables when the data resources are relatively low is to formulate method-
ology which optimizes the use of available information.

The present study aims to address some of the issues in the construction of
regional input–output tables, by looking at unexplored databases, especially for the
final demand vectors, without which the utility of these tables is highly constrained.
Section 2 gives the history of regional input–output tables in the Indian context,
while Sect. 3 outlines the proposed methodology for the inter-state trade and capital
formation vectors. The results are discussed in Sect. 4.

2 History of Regional Input–Output in India

The regional diversities in India have compelled policy-makers and researchers to
study the regional economies especially to come up with answers to the growth
‘what-ifs’. An abridged list of papers is given below:

S. No. Year Author Remarks

1 1963 Ramachandran, M. IO at national level; different plan
scenarios

2 1970 Venkataramaiah, P., Kulkarni, A.R.
and Argade, L.

IO matrices for 21 states; final demand
vectors not attempted

3 1971 Alagh, Y.K. and Kashyap, S.P. Inter-industry matrices only

4 1971 Alagh, Y.K., Subramanian, K.K.
and Kashyap, S.P.

Inter-industry matrices only

5 1975 Bhalla, G.S. Inter-industry matrices only

6 1977 Barua, S. Inter-industry matrices only

7 1978 Prakash, S. and Patanker, P.K. Inter-industry matrices only
(continued)

Challenges in Construction of Regional Accounts in India 415



(continued)

S. No. Year Author Remarks

8 1988 Dholakia, B.H. and Dhalokia, R.H. Input–output coefficients for Gujarat
using survey and non-survey methods;
final demand not mentioned

9 1988 Dholakia, B.H. and Dhalokia, R.H. Input–output coefficients for Kerala
using survey and non-survey methods;
final demand not mentioned

10 1990 Bhalla, G.S., Chadha, G.K.,
Kashyap, S.P. and Sharma, R.K.

IO tables for Punjab for 1969–70 and
1979–80; analysis using the IO tables;
capital formation based on state
government publication for household
and govt; ASI for others; trade vectors
using a RITES survey

11 1990 Deman, S. 4Analysis of Gujarat and Haryana IO.
Capital formation vector said to be a
‘guess’. Inter-regional trade not included

12 1991 Saluja, M.R. and Atul Sharma Comparison of Punjab and Assam using
IO; no specific comment about GFCF;
net trade taken as residuals

13 1992 Saluja, M.R. and Atul Sharma IO not constructed; sector-wise details
of sources/methods available; capital
formation suggested using ASI and
construction sector estimates

14 1992 Pratap Narain Generic prescription of format/
methodology; no details; suggests
residual approach for capital formation
plus net trade

15 1992 Sharma, S.P. and Saxena, K.K. Repetition of past work, methods
available; no specific work/prescription

16 1992 Dhawan, Sangeeta and Saxena, K.
K.

No mention of states. Limitations
highlighted

17 1992 Thakur, P.D., and Singh, S.P. Discusses the approach; input–output
table not constructed

18 1992 Parasuram, Y. Identifies the gaps in regional input–
output tables using the example of sugar
industry

19 1992 Dholakia, R.H. Prescribes methods for regionalisation
—RAS/generalized inverse—for
different situations—when value added/
capital formation is or not available

20 1992 Dholakia, R.H. and Dholakia, B.H. Input–output coefficients for Rajasthan
using survey and non-survey methods

21 1992 Saluja, M.R. and Sharma, Anil Sector-wise details of sources/methods
available; capital formation using ASI
and construction sector estimates

22 2007 Sharma, S. Review of work done so far in IO by
India; No specific method suggestion

(continued)
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(continued)

S. No. Year Author Remarks

23 2008 Swaminathan, A.M. IO for Maharashtra; capital formation
from ASI

24 2011 Inderjeet Singh and Lakhvinder
Singh

Compilation of IOs for Punjab using
different methods; GFCF and CIS
approximated from ASI

25 2013 Directorate of Economics and
Statistics, Delhi

Abridged repetition of publication at the
national level; many instances of use of
national ratios; capital formationusingASI

26 2014 Sengupta, A. IO for West Bengal using non-survey
method; GFCF and CIS approximated
from ASI

27 2015 Anushree Sinha, Avantika
Prabhakar, Rajesh Jaiswal

Regional IO for Gujarat and West
Bengal; CIS and net exports taken as
residuals; GFCF of public from state;
private GFCF methods not specified

A quick review of how these problems have been overcome in the construction of
regional input–output tables in the past helps in assessing the merits of this proposed
methodology. Kolli (2007) presents a list of the regional input–output matrices
constructed in India. An advantage is that the issues faced in the construction of
regional input–output tables in India are well-documented by researchers. When
Venkataramaiah et al. (1970) compiled the input–output matrices of 21 states, the
authors while recognizing the importance of the final demand vectors, i.e. the vectors
on consumption, capital formation and external trade, did not include them as part of
the study due to the lack of adequate data at the state level.

Subsequently, many attempts have been made to compile complete regional
input–output matrices including the final demand vectors. In an attempt to make
optimum use of the available databases, Bhalla et al. (1990) used a very detailed
methodology for the construction of input–output tables for 1969/70 and 1979/80
for the state of Punjab. In these tables, data on exports and imports were taken from
a survey and for items not covered in survey, taken as residual. As regards capital
formation, data on investment, as collected through the Annual Survey of
Industries, were used for the registered industries, along with certain publications of
the state government on capital formation in rural and urban households, and
investment by state government and local authorities. However, due to the absence
of adequate information, private corporate sector and investment made by the
Union Government in the state have been ignored. In another early work on
regional input–output tables, Deman (1990), ‘the capital formation vector is (quoted
to be) purely arbitrary and the result of guesswork’.

In a further effort, Saluja et al. (1991), while compiling the input–output matrices
of Punjab and Assam, estimates of ‘net trade’ were obtained as ‘residuals’ between
the production and demand sides. In the same paper as also in Singh and Singh
(2011), ‘first approximation of other final demand categories like gross fixed capital
and changes in stocks have been obtained from ASI and allocated to respective
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sectors’. The assumption here is that the proportions of capital formation in the
manufacturing sector are synchronous with the overall capital formation. Now,
post-liberalization, many states of India have seen growth not in the manufacturing
sectors, but in the service sectors. In fact, state governments are looking for
opportunities to develop the service sectors (like software services, tourism and
health) in view of the low capital-output ratio and easy availability of domestic
market for absorbing output, implying thereby faster returns and shorter lead times.
In these circumstances, the assumption is not likely to hold good.

Due to the high data requirement for construction of input–output tables using
traditional methods, IO matrices are now also compiled using location quotients.
This has been done in Sengupta (2014), for the preparation of input–output table for
West Bengal. But these methods also require an initial value to start with. For
instance, in this case, ‘net trade’ obtained as ‘residuals’ was taken as the epoch
values. It may be prudent to note that since iterations would be required to balance
the primary matrices before arriving at the final tables, a wrong ‘starting vector’
may lead to an adjustment in the wrong direction. In the same paper, ‘approximated
values of other final demand categories like gross fixed capital and changes in
stocks have been obtained from ASI and allocated to respective sectors’.

Even the input–output tables compiled by Directorate of Economics and Statistics,
Delhi (2013), are an adaptation of the national table, not exploiting the state-level
datasets, which may have been able to improve the robustness of these tables. In this
table, only international trade has been considered, which is likely to be only an
insignificant proportion of the trade vector at the state level, given the fact that the
region has a pre-dominant service industry presence and lacks enterprises of both
primary and secondary sectors. Further, the total final use, consisting of three com-
ponents, (i) Private Final Consumption Expenditure (PFCE), (ii) Government Final
Consumption Expenditure (GFCE) and (iii) Gross Fixed Capital Formation (GFCF),
has been split by using national ratio and proportions, an assumption not likely to hold
true, because of the divergence in the structure of the Indian economy and that ofDelhi.

In a nutshell, most of the tables available can be classified into two categories—
one, which gave only the inter-industry linkages, without some or all of the final
demand vectors; and two, which assumed that the national-level ratios were applicable
for the state also. Both of these can be viewed as tables with limited utility, which may
be appropriate for certain purposes, but not suitable for other analyses. These may also
lead to wrong conclusions regarding the inter-dependencies in the regional economy.

3 Methodology and Data

3.1 Sources of Data

Any study in India requires mammoth data so as to cover the regional differences
and regional peculiarities. So instead of coming up with prescriptions that can
resolve the issues of data requirement for regional input–output tables, a different
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approach of examining the existing datasets, which gives granular state-wise
information to suit these requirements, was undertaken. Three such sets of data
which were found suitable for the purpose are outlined below:

1. Inter-state trade data

Directorate General of Commercial Intelligence and Statistics (DGCIS) of the
Government of India collects data on intra-Indian trade flows and presents these in
the ‘Inter-State Movements/Flows of Goods by Rail, River and Air’, which pro-
vides data on the movement of goods by rail, river and air across 37 trade blocks in
India for 99 categories of goods, classified by 2-digit ITCHS codes (Indian Trade
Classification based on Harmonized System codes). These data are unique, as they
provide insight into domestic trade flows, which are generally not available in
developing countries. There are, however, two caveats that need to be noted when
using the data. The first is that inter-state trade is measured in volumes and not in
values, and the second caveat is that the inter-state trade data do not include trade
via roads.

2. External trade data

DGCIS also releases foreign trade statistics for both export and import, giving both
value and quantity of India’s import/export, by commodity and port on a monthly
basis. By concording the ports to states and commodities to ITCHS, prices of
import/export can be derived at 2-digit level of ITCHS, by state.

3. CapEx database

CapEx database by the Centre for Monitoring Indian Economy (CMIE) give
expenditure on government projects (centre, state and local) and on private cor-
porate sector projects that are currently being implemented. However, the invest-
ment expenditure reported is not the expenditure by each project in a year, but the
total expenditure for completing each project. The investment expenditure therefore
captures investment made in previous years in all ongoing projects and also the
expected investment in future years on these projects. The CapEx database captures
projects that entail a capital expenditure of Rs. 10 million or more. It contains
information on projects recorded by CMIE since 1995. The CMIE CapEx database
gives aggregation and comparison of trends in investments by Industry and industry
groups; by states and homogeneous regions; and by government and private sec-
tors, separately.

3.2 Preparation of Data for Use

3.2.1 Trade Data

In the Indian context, the following three classifications are used in the datasets
concerning trade:
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1. National Product Classification for Manufacturing Sector, in line with CPC
2. Indian Trade Classification based on Harmonized System of Coding (ITCHS)
3. Codes for 169 principal commodities, in line with SITC—used in port-level

information of imports/exports

So, firstly the data had to be ‘prepared’ for merging by concording the different
classifications. In this study, the different classifications were concorded with
2-digit ITCHS for the purpose of merging the datasets.

Next issue was to convert the ‘quantities’ of the inter-state trade data to ‘values’.
Assuming that the import–export prices are applicable to the items shipped out of
the state and shipped into the state, respectively, the prices derived from interna-
tional trade were used to convert the quantities of the ‘inter-state movement’
database at 2-digit ITCHS into values. For items which were not available in the
foreign trade data, prices were taken from the input prices as available from the
Annual Survey of Industries data for the particular year.

These datasets were then merged to arrive at estimates for value of total outflow/
inflow of goods for the study states.

3.2.2 Capital Formation Data

Capital formation was estimated separately for each of the institutional sectors by
apportioning the national estimates to each of the states. This ensured capturing
capital formation across industries and also comparability of estimates across
states. The methodology was adapted from that described in Rajeswari et al. (2009),
(2015).

The CapEx database gives expenditure (cumulative as on date) for government
and private corporate sector projects currently being implemented. Investments
outstanding at the end of quarter, as available in the database for the projects ‘under
implementation’ stage, have been used as an indicator for allocation across states.
The inherent assumption is that the project mix across states is similar, as also that,
similar projects will take similar time for completion, irrespective of the state.
Quarterly data on four industry groups—‘mining’, ‘manufacturing’, ‘electricity’,
‘services’ and ‘all’, further classified as public and private—from March 2011 to
March 2015 on the total cost of projects ‘under implementation’ have been used for
the purpose of compiling the estimates of GFCF. Estimates for the industries
—‘agriculture, forestry and fishing’ and ‘construction’—have been allocated based
on the GFCF of ‘all industries’.

For the household sector, indicators were compiled from the different rounds of
NSS, namely the Situation Assessment Survey (70th Round of NSS) and Enterprise
Survey (67th Round of NSS). The method is outlined in the following paragraphs:

1. Agriculture, forestry and fishing—Estimates of ‘net investment in productive
asset’ for the benchmark year as available from the Situation Assessment Survey
of Agricultural Households have been moved using the GVA of ‘agriculture,
forestry and fishing’, to form the state-wise proportions.
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2. Manufacturing, trade, other services—Estimates of ‘net addition to fixed asset’
for the benchmark year as available from the NSS 67th Round Enterprise
Survey for the specific industry group have been moved using the GVA of the
respective industries, to form the state-wise proportions.

3. Mining, electricity, gas and water supply, construction—Estimates of ‘net
addition to fixed asset’ for the benchmark year as available from the NSS 67th
Round Enterprise Survey for ‘all industries’ have been moved using the GVA of
the respective industries, to form the state-wise proportions.

The above methodology was used for GFCF. The other component of capital
formation, changes in stock (CIS) has been allocated, industry-wise, in the same
proportion as GSVA. It may be noted that the share of CIS is only around 5% in the
total capital formation.

Splitting the capital formation vector by institution is also likely to improve the
product classification of GCF. Since the three institutions—government, private
corporate sectors and households—have distinct asset profiles, the product mix
would also be different for these institutional sectors. While the government’s major
assets are likely to be infrastructural assets like roads, railways and bridges, that of
the private corporate sector would be of factories and other non-residential build-
ings and its associated machinery and equipment. The assets of the household
sector are likely to comprise mainly of residential buildings and those of farm sector
and small unorganized enterprises.

This classification, by institution, is also likely to alleviate some of the imbal-
ances in the supply and use sides, thereby improving the utility and validity of the
input–output tables constructed at the regional level.

3.2.3 The supply–use/input–output Framework

The System of National Accounts contains a wide range of macroeconomic indi-
cators. One of the most important indicators is Gross Domestic Product
(GDP) which is estimated by different approaches, based on the different views of
the economic system. In theory, the different approaches should produce the same
result but in reality they may generate different results. These are often depicted as a
‘statistical discrepancy’ between the different approaches. Since the compilation of
these macroeconomic indicators uses a multitude of data sources and models, the
errors are difficult to detect, and hence, a definitive GDP estimation can only be
accomplished after a process of balancing and adjustments. Supply and use tables
are an effective statistical tool serving primarily as a balancing framework that
reconciles the GDP estimation finding the most accurate result, while checking for
consistency and completeness of statistical data.

The framework is based on the concept of ‘product balance’. The amount of a
product entering the economy must have been supplied either by domestic pro-
duction or by imports. The same amount of the product entering an economy in an
accounting period must be used for intermediate consumption, final consumption,
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capital formation (including changes in inventories) or exports. These two state-
ments can be combined to give a statement of a product balance:

SUPPLY
Output

þ Imports

( )
¼

USE
intermediate consumptionþ final consumption

þ capital formationþ exports

( )

A full articulation of the product balance for any product, that forms the supply–
use table, ensures that the balancing process tends an optimal use of the existing
information in order to have an accurate estimation while assessing the quality of
respective data sources used, to ensure that determine the sources and methods
reliably in order to decide which one is the best estimation of GDP. In other words,
the balancing process, by validating product-wise information, helps in eliminating
the statistical discrepancy.

Supply and use tables are a powerful tool with which to compare and contrast
data from various sources and improve the coherence of the economic information
system (Eurostat 2008). These also help in optimizing the use of available infor-
mation to compile the symmetric input–output tables, which are required for policy
analysis. The compilation of input–output tables is, however, an analytical step. The
supply–use tables are transformed into the symmetric input–output tables using
certain ‘product’ or ‘industry’ assumptions.

In this background, in order to make appropriate use of the input–output/supply–
use tables, not just for policy analysis but also to re-assess the validity of the ‘GDP’,
it is essential that each of the matrices/vectors of the supply–use tables are con-
structed using all the available information.

4 Results

With a view to assess the validity of the proposed methodology, it was decided to
compile the vectors of trade and capital formation for certain important states. Cue
for the selection of states was taken from a cursory study of India, which reveals the
spatial pattern of development for the Indian economy. The regions can be delin-
eated on the basis of growth—the western region is industrialized and prosperous
while the north-western region strives on agriculture and the eastern region is
moderately prosperous; the southern and south-eastern regions are high on the
technological front while the south-western region is characterized by high level of
human and social development. In this paper, Odisha and West Bengal were chosen
to represent the eastern region, a well-endowed region in terms of coal, minerals
and water, but is, nevertheless, relatively less-developed, while Gujarat and
Maharashtra were selected for the western region. Punjab and Haryana were
selected from the northern region, both of which started out as agrarian states but
have diversified into the manufacturing sector. Karnataka and Tamil Nadu were
selected to represent the southern region.
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The detailed results have been given in Tables 3, 4, 5, 6, 7 and 8. Table 3 in the
Appendix gives the values of capital formation, GSDP, the share of the state in
national GCF and its rate to GSDP for the eight states namely Gujarat, Maharashtra,
Punjab, Haryana, Karnataka, Tamil Nadu, Odisha and West Bengal. Table 4 gives
the share of GCF by institutional sectors.

Table 5 gives GSDP, total outward and total inward trade while Table 6 gives
the corresponding rates to GSDPs. Tables 7 and 8 give the commodity group-wise
estimates of outward and inward trade.

4.1 Investment

Of the states under study, Maharashtra alone has a share of about 11% in the
national investment, while all these states put together account for more than half of
the national GCF. Gujarat, Karnataka and Tamil Nadu are a close second, with a
near 10% share. These seem to be following the trend in regional distribution of
FDI inflows. However, a comparison with the incomes generated in the state,
proxied by their respective GSDP, says a different story altogether. The states of
Karnataka and Gujarat as also the states of Haryana and Odisha are investing a
creditable 40% share of their GSDP. Haryana and Tamil Nadu also have ‘better
than national average’ rates of investment.

The fact that numbers can be interpreted to suit the interests of the analyst could
not get a better example than the set of estimates of institution-wise capital for-
mation. The capital formation of public sector is relatively at around 30% for the
states of Odisha and Maharashtra, but the estimate for Odisha is one-third of that
Maharashtra. So, while the share of Odisha in public sector GCF is just about 5%, it
is 14% for Maharashtra. Share of Karnataka in the public sector GCF is also a
significant 10%.

With reference to the private sector, Gujarat, Maharashtra and Karnataka have a
share of more than 10% each in the national GCF. But share of the private sector in
the state’s GCF is the highest in Haryana, followed by Gujarat and West Bengal.
Another way of interpreting this would be to say that private sector investment is
the dominant factor for the state’s capital formation.

The seemingly ‘capital-unintensive’ household sector is the dominant sector in
Tamil Nadu and Punjab. But though Tamil Nadu has a share of 14% in the national
household GCF, Punjab has a share of just 4%. Maharashtra and Karnataka, each
has a share of about 9% in the national household GCF.

These differences in the institutional shares re-emphasize the importance of
compiling these vectors separately for the states as the national product mix or
national proportions of capital formation, as aggregated across institutional sectors,
may not hold good at the regional level.
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4.2 Trade

These estimates include only international trade and inter-state trade via rail, air and
water. Gujarat, Punjab and Odisha are ‘net exporters’, while the other states are ‘net
importers’. At this stage, GSDP—Net Exports—is negative for Odisha. A look at
the following GDP identity—

GDP ¼ PFCEþGFCEþGCFþ Exports�Importsð Þ

re-emphasizes the importance of confronting the information in a supply–use
framework, product by product, and revisiting the data sources.

Table 1 gives the value of exports for the eight states.
A simple glance of Table 1 suggests that the largest volumes of export herald

from the states of Gujarat, Maharashtra and Tamil Nadu over the period 2012–
2015. While the average variation in export volumes remains relatively stagnant,
the states of Haryana, Karnataka and Maharashtra have witnessed sustained growth.
On the other hand, Odisha and West Bengal experience a fall in absolute volume of
export following a marginal rise. Among the Indian states, the lowest quantity of
export seen pertains to Odisha. West Bengal and Karnataka form a strong
middle-range group in this regard.

A deeper look into the state composition of exports indicates a diversification of
exported goods by states. For instance, Gujarat appears to export large volumes of
‘crops’, ‘coke and refined petroleum products’ and ‘basic metals’ with a recent
trend of exporting high amounts of chemicals and chemical products’. Haryana, too
exported relatively more ‘crop’ products, ‘livestock products’, ‘textiles, apparel and
leather products’ and ‘machinery and equipment’. Karnataka, Maharashtra, Odisha,
Punjab, Tamil Nadu and West Bengal follow both Gujarat and Haryana with rel-
atively large amounts of exports of ‘basic metals and metal products other than
M&E’ and ‘machinery and equipment’. Tamil Nadu, Punjab and West Bengal also
serve as large exporters of ‘Textiles and Apparels’.

A sectoral analysis finds that Maharashtra is largest state exporter of ‘livestock
products’, ‘textiles and apparel’, ‘wood, paper and paper products’, ‘chemicals,
chemical products and botanical products’, ‘rubber, plastic and other mineral

Table 1 Value of exports for
the years 2012–13, 2013–14
and 2014–15 (Rs. in lakh)

State 2012–13 2013–14 2014–15

Gujarat 46,326,432 51,224,529 45,811,803

Haryana 1,936,403 2,356,712 2,683,174

Karnataka 8,492,350 10,168,502 12,058,398

Maharashtra 48,312,997 57,920,113 59,559,323

Odisha 427,971 684,814 253,008

Punjab 2,239,323 2,823,546 2,616,271

Tamil Nadu 18,390,201 20,917,063 20,489,557

West Bengal 6,798,566 8,508,228 7,224,504

Source Calculations by the author
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products’, ‘basic metals’, ‘machinery and equipment’, and ‘other manufactured
products’ in the country increasingly and consistently. Gujarat tops the exporters
list in the ‘forest products’, ‘crops’, ‘food, beverages and tobacco’ and ‘coke and
refined petroleum products’. Tamil Nadu and Maharashtra find themselves com-
peting for the spot of the largest exporter of ‘fish and other fishing products’ closely
followed by West Bengal.

Turning to imports—Table 2 gives the value of imports for the eight states.
Table 2 suggests that the states Gujarat, Maharashtra, Karnataka, West Bengal

and Tamil Nadu have the highest volumes of imports into the state. Of particular
interest is the increasing nature of imports in all states on average except Odisha
and West Bengal which have seen marginal gradual declining trends. As of the year
2015, Gujarat appears to have the highest volume of imports into the state.

A further analysis of the results, focusing on the commodity group-wise values
(as given in Appendix), suggests that Gujarat has consistently highest imports of
‘Coke and refined petroleum products’, ‘Chemicals, chemical products and
botanical products’, ‘basic metals and metal products other than M&E’. Haryana,
on the other hand, sees similar trends in large volumes of ‘machinery and equip-
ment’, ‘rubber, plastic and non-metallic mineral products’ and ‘basic metals and
metal products’. Karnataka, Maharashtra, Tamil Nadu and Odisha also have import
large quantities of ‘coke and refined and petroleum products’, ‘basic metals’ and
‘machinery and equipment’. Maharashtra and Odisha also import large volumes of
‘chemicals, chemical products and botanical products’.

A sectoral analysis reveals that the highest importer of ‘crops’, ‘wood, paper and
paper products’, ‘minerals’, ‘food, beverages and tobacco’, ‘chemicals, chemical
products and botanical products’, ‘rubber, plastic and non-metallic mineral prod-
ucts’ and ‘other manufactured products’ in the country is Maharashtra. In the case
of ‘livestock products’ and ‘textiles, apparel and leather’, Tamil Nadu appears to
import the highest value. West Bengal ranks as the largest importer of ‘forest
products’. In the ‘coke and refined petroleum products’ sector, Gujarat appears to

Table 2 Value of imports for
the years 2012–13, 2013–14,
2014–15 (Rs. in lakh)

State 2012–13 2013–14 2014–15

Gujarat 87,926,142 90,415,342 83,605,999

Haryana 1,138,787 1,412,351 1,715,018

Karnataka 12,290,083 16,279,294 17,035,264

Maharashtra 55,944,788 59,909,123 64,365,909

Odisha 10,736,085 10,270,497 9,588,469

Punjab 1,077,652 1,116,476 1,309,982

Tamil Nadu 34,360,125 32,857,529 32,641,793

West Bengal 12,650,535 12,1341,29 12,009,699

Source Calculations by the author
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have the greatest magnitude consistently. Gujarat and Maharashtra also rank the
highest in the ‘basic metals and metal products other than M&E’. And, Maharashtra
and Tamil Nadu import the highest amounts of ‘fish and other fishing products’.

Moreover, Gujarat, Karnataka, Maharashtra, Odisha, Tamil Nadu and West
Bengal are net importers in that their total imports outweigh their exports with the
highest trade deficit of Rs. 37,794,196 lakh for Gujarat in the year 2015. Punjab and
Haryana emerge as the two only states with sustained trade surpluses over the
considered three-year period.

The results, however, paint a different picture when the total values of trade are
considered. As can be seen from Table 6 in the Appendix, in that case, though
Karnataka, Maharashtra, Tamil Nadu and West Bengal continue to retain their
status as ‘net importers’, Haryana is also added to this list. Further, joining Punjab
as ‘net exporters’ are the states of Gujarat and Odisha.

5 Conclusion

The estimates for capital formation, by institutional sector, and external and
inter-state trade (excluding inter-state road transport) were compiled for the states of
Gujarat, Maharashtra, Punjab, Haryana, Tamil Nadu, Karnataka, West Bengal and
Odisha for three years—2012–13, 2013–14 and 2014–15. The estimates for capital
formation, by institutional sectors, were based on datasets depicting the investment
by the institutional sector, thereby improving the reliability of these estimates. The
estimates validated some of the well-known facts regarding investment—that
Maharashtra has a significant share in the national investment scenario and these
eight states (out of a total of 29 States and 7 Union Territories) account for more
than 50% of the all-India total. The study also revealed a few rather unknown facts
—it is not Maharashtra, but rather Gujarat, Karnataka and Odisha who are investing
a better part of the income for improving the growth prospects of the state.

The analysis of the estimates of external and inter-state trade also yielded similar
results. External trade estimates validated the fact that most of these states (viz.
Gujarat, Karnataka, Maharashtra, Odisha and West Bengal) are net importers, while
the states of Punjab and Haryana are net exporters. However, when the total value
of goods flowing into the state and those flowing out of the state were added to this
value of external trade, a new insight was available. In terms of the total net value of
trade (including external and inter-state trade), it is found that Gujarat, Punjab and
Odisha export more goods to other countries and states than they import from other
countries and states. The remaining states—Maharashtra, Karnataka, Haryana,
Tamil Nadu and West Bengal—have a net ‘negative’ trade. Since inter-state road
transport is not covered in these estimates, these conclusions may undergo change
as and when these are incorporated.

The paper attempted to identify ways to make use of available information to
improve the regional supply–use framework so as to incorporate the regional dif-
ferences essential for policy analysis. The CMIE CapEx database, as also the
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inter-state trade or port-wise foreign data of DGCIS have been in existence for a
long time and have been used for various analytical purposes. Though the infor-
mation available in these datasets is limited, they might help in improving the
reliability of the supply–use tables. However, there are certain limitations that need
to be noted while assessing the results presented in this paper:

1. The national and state-level estimates were taken from the website of the
Ministry of Statistics and Programme Implementation as on 31 March 2016. The
focus being on the methodology and not the accuracy of estimates, the changes
in the subsequent releases of the Ministry have not been incorporated.

2. The retrieval date of the CapEx database was 31 December 2016. This is a
dynamic dataset allowing changes to affect the past data also. Though care has
been taken to present the results only for the years for which data may not be
subject to a significant change, these may have undergone revision since then.

3. The analysis on the trade estimates suffers from the lack of data on inter-state
road trade. It is recognized that road transport is the major component, and its
exclusion restricts the utility of the methodology. The TINXSYS database that
has been quoted in the Economic Survey 2018 of Government of India seems to
be the way forward for accounting the inter-regional trade.

But despite these limitations, the results reiterate the marked diversity among
even similarly placed states in terms of development. This being the case, regional
supply–use framework can only help in policy-making if appropriate local data are
used for the construction of these tables. Use of national-level ratios even for some
of the components, without regionalizing them with the help of appropriate data-
sets, may defeat the purpose for which the supply–use tables are compiled.

Appendix

See Tables 3, 4, 5, 6, 7 and 8.
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Extension of the Leontief Input–Output
Model to Accommodate New Concepts
of Sustainability and Social Well-Being

Ramprasad Sengupta

Abstract The phenomenon of production and consumption of commodities and
services is at the centre stage of economic theory and policy. However, it is now well
known that any production process will have a bio-physical foundation, and the
entropy law will have a role to play in economic processes. Consequently, sustained
economic growth will require a continued support of the ecosystem for the economy
by way of resource supply and waste absorption. Characterizing sustainability as a
process of non-declining inter-temporal well-being of a society, the paper first
expands the Leontief input–output model to incorporate the environment as a sector of
resource extraction and waste disposal, in addition to the usual sectors of industrial
production. Secondly, it factors in the ecological processes of resource regeneration
and waste absorption by the ecosystem explicitly into the dynamic version of the
Leontief model of multi-sectoral growth. This is helpful for deriving the sustainability
condition of economic growth, by recognizing the economy–ecosystem interactive
linkages. Since sustainability is conceptualized as a monotonic behaviour of some
well-being index, which has as its basis the satisfaction derived by households from
consumption, the paper further builds on Leontief’s model of inter-industrial inter-
dependence, with a view towards developing an index of well-being, as an alternative
to that of per capita GDP. It offers a new approach to modelling an economy, with
the objective of optimizing the use of a production system with inter-sectoral
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interdependence for attaining a level of human satisfaction at the societal level,
without any requirement for monetary evaluation of satisfaction conceived at an
abstract level. In this context, the paper shows how the essence of Leontief’s notion of
interdependence can be extended not only to the ecosystem–economy interactive
interface, but also to the analysis of the level, composition and distribution of con-
sumption for delivering social well-being as an output of such consumption.

Keywords Input–Output models � Leontief interdependence � Environment and
natural resources � Sustainable development � Ecological economics

JEL Code C67 (Input–output models) � O13 (Natural resource and environment
under economic development) � Q56 (Environment and development: sustain-
ability) � Q57 (Ecological economics)

1 Introduction

Leontief’s model of input–output analysis, which is based on his model of production,
essentially shows how inter-sectoral interdependence determines the structural fea-
tures of an economy, the sectoral composition of its production, the generation of
income, the pattern of inputs—primary or intermediate—and their final uses. The final
users comprise households, government, the business sector and the rest of the world.
Input–output analysis has provided an immensely powerful tool of analysis of the
behaviour of an aggregate economy in a multi-sectoral framework. It has contributed
immensely to our understanding of an economy in multiple ways, ranging from
macroeconomic accounting, with its linkages to sectoral accounting, to both
macroeconomic and sectoral planning, and policy analysis. Its versatile potential
applications have covered almost all sectoral issues in agriculture, industry and ser-
vices, including power and energy, transport and other infrastructure (irrigation),
natural resources, environmental protection and climate change through pollution
abatement. As sectoral interdependences must be recognized when deriving impli-
cations for planning and policies in any of these areas, the input–output literature has
been dominant in the arena of methodology of planning and policies for over six
decades. The removal of poverty, redistribution, the inflow and dependence of foreign
capital, and many other issues from disparate areas have also often required, directly
or indirectly, the incorporation of inter-sectoral interdependences for a full assessment
of the economy-wide implications of any specific planning or policy measures.

The recent focus on sustainable development and the notion of human
well-being has attracted the attention of not only economists, but also other natural
and social scientists, who have explored how the Leontief-type relations of inter-
dependence could be used to analyse such issues by appropriate extension or
restructuring of the basic model in an interdisciplinary context.

This paper shows how Leontief’s notion of interdependence can be extended to
the ecosystem–economy interactive interface, as well as to the analysis of the level,
composition and distribution of consumption for delivering the output of social
well-being out of such consumption.
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2 The Ecosystem and the Economy: The Entropy Law,
Limitationalism and Issues of Sustainable Development

In the conventional Leontief-based input–output model, the interdependence anal-
ysis was confined to the boundaries of economic sectors of production and use.
However, this missed a very important aspect of interdependence between the
economy and natural ecosystems, which lay outside the boundary of the economy.
Indeed, it is now well known and recognized that there exists a bio-physical
foundation of production, which points to the interactive relationship between the
natural ecosystem and the human economy (Ayres 1978). There are two-way flows
of materials and resources from the natural ecosystem to the economy and a return
flow of used resources in the form of compounds of wastes from the economy to
nature. As pointed out by Georgescu-Roegen, Daly and others, the operation of the
law of entropy1 in economic processes and the bio-geochemical cycles of the earth
drive these flows and regenerate resources to the extent permitted by the regener-
ative power of the ecosystem concerned and the laws of material balance, especially
the law of conservation of matter and energy (Georgescu-Roegen 1971; Daly 1973;
Ayres 1978; Daly and Farley 2004; Sengupta 2013). These considerations raise the
issue of sustainability of resource supply from the ecosystem, on the one hand, and
the capacity limit of absorption of waste by nature, on the other. However, the
waste arising from the economic system, if not degraded by the ecosystem, accu-
mulates in our ecosystem as non-degraded waste or pollution, which is a source of
negative externalities that cause damage to human health, as well as to that of the
ecosystem; what is more, the damage to the ecosystem is, in turn, either directly or
indirectly harmful to human well-being. These developments partly offset the
well-being that humans derive from the material consumption of the products of the
economic system. The phenomenon of scarcity of eco-services of resource supply
and that of waste absorption have led to the issue of sustainable development.
Development is held to be “sustainable” if the size of an economy and its pace of

1The second law of thermodynamics is the entropy law. In our context, it is important to note that
this law plays an important role in ecological economics by providing justification for the view that
all economies would have limits to their growth. Any economy uses low entropy energy and
matter drawn from its surrounding natural environment or ecosystem to produce a good for
consumption or capital use, and some residual high entropy wastes and heat for being sent back
into the environment. Georgescu-Roegen defines a closed thermodynamic system to be the one in
which there is no exchange of matter or energy with its environment. An economy as situated in its
eco-environment is conceived as a closed system. As a result, the molecular structure of any
biochemical compound defining a resource gets disrupted once used in the production process due
to no possibility of replenishment of the basic molecular constituents. In view of this, those
residual high entropy molecular substances cannot be put back to the same use with same effi-
ciency again and become a waste from anthropocentric point of view. The process of continuous
use of resources in production processes is one of continuous degeneration in this finite planet. It is
in this philosophical sense we characterize, following Georgescu-Roegen, any process of eco-
nomic production as an entropic one and can explain “Limitationalism” in the context of economic
growth (see Georgescu-Roegen 1971; Ayres 1978).
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growth do not disrupt the equilibrium of the ecosystem’s functioning or produce
any consequent inequity in the distribution of benefits from the use of the limited
resources.

Nevertheless, developments in science and technology have provided ways of
conserving resources, as well as abating pollution, so as to facilitate the support of
the eco-services of nature for economies. Even so, such conservation and abatement
efforts involve costs and require part of the resources to be used for such purposes.
This calls for an integrated environment–economy analysis so that the problem of
allocation of resources recognizes both the cost and the benefit of conservation of
scarce natural resources as well as those of abatement of pollution. These consid-
erations obviously require appropriate extension or alteration of the conventional
input–output model, to take care of the requirements of an integrated analysis.

Neoclassical economics has suggested introducing the environment as an eco-
nomic sector. It is, however, not the ecosystem as such that has been reoriented to
define an environmental sector. What has been done is that two types of activities,
in particular, resource extraction and waste disposal, have been characterized as the
activities of the environmental sector (Leontief 1970; Perman et al. 1999; Sengupta
2013). The input–output flows that would be involved in such activities would
characterize the additional columns and rows of the input–output table of such an
extended model, yet this would represent a somewhat trivial extension of the linear
model of Leontief in the activity analysis framework. Indeed, the proper incorpo-
ration of the ecosystem–economy interaction would further require the incorpora-
tion of some module describing the resource-regenerative function and waste
degradation functions of nature and their interface with the environmental sector of
an economy-wide input–output model, with sectors comprising the resource
extraction and waste disposal activities of an economy. These two functions of the
ecosystem operate over time as a dynamic process, which delivers the eco-services
needed by an economy. Both the dynamics of resource growth in an economy and
the degradation of wastes in the sink of the ecosystem would depend on a complex
of interactive dynamic flows driven by the solar energy, bio-geochemical cycles,
weather and climate system of our natural environment. Unlike economic pro-
duction activities, these vital activities or functions of ecosystem supporting
economy are not immediately amenable to any input–output representation with
linear (fixed coefficient) structure. These can be factored into the
economy-environment model of integration, by incorporating them in the con-
cerned dynamic equations of growth of resource stocks or degradation of stock of
pollution which would very likely involve nonlinearity.

The issue of the sustainability of economic development or growth can, in fact,
be analysed in a dynamic version of Leontief’s multi-sectoral input–output model
(Dorfman et al. 1958; Chakravarty 1971). The model does need to factor in the
interdisciplinary issue of resource regeneration and waste degradation as a sub-
system of the equations. We present below a dynamic model of resource use for
sustainability developed for this purpose, extending the framework of Leontief’s
dynamic input–output model. The model characterizes the sustainability of dynamic
resource use as one that requires utilization of man-made capital and other natural
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capital of the ecosystem over time, so that the value of the total inter-temporal
well-being yielded by the economic process does not decline over time. It will, in
fact, be shown to imply that the environmentally adjusted saving or investment,
after taking into account the depreciation of the value of natural capital stocks in
addition to those of man-made capita due to their depletion or degradation, should
be non-negative over the entire time trajectory of development (Dasgupta 2001;
Dasgupta and Mäler 2000). Such measure of genuine savings provides an alter-
native indicator of sustainability, based on the integration of environmental
resource costs with the benefits of economic growth.

3 Extension of the Dynamic Leontief Model
for Sustainable Resource Use

Here we extend the dynamic Leontief model to incorporate the development and
extraction of natural resources and the disposal into the sink of nature of the wastes
arising from the entropic use of those resources. This is achieved by adding new
sectors and activities to the analysis. The two-way interaction between the
ecosystem and economy, in terms of the flow of virgin natural resources, as
regenerated by the ecosystem and flowing to the economy to supply various natural
resources and eco-service inputs, and the return flow of wastes from the economy to
the sink of nature for their absorption, is the basis for extending the scope of the
Leontief modelling framework. It is not only conventional industrial activities but
also agriculture, livestock raising, forestry, aquaculture and fishery development
that require eco-services because these are essentially products of photosynthetic
activities of nature, as aided by human energy, science and technology. Besides, the
solar energy flows through the food chain as well as through the atmospheric
system of our planet. The bio-geochemical cycles as driven by these flows degrade
the degenerated material compounds called wastes and facilitate their absorption
into the environment and ecosystem of the planet.

Production activities require as inputs the eco-service of waste absorption that
arises at different stages of the life cycle of the resource product chain. Furthermore,
since the ecosystem has an upper bound on its capacity to provide such eco-services
of supply of natural resources and waste absorption per unit of time, it is the
bio-physical foundation of production and the finiteness of our planet that ulti-
mately pose the challenge of sustainability of economic growth and expansion of
the human economic system. In order to encompass sustainability, the
Leontief-type dynamic model structure needs to incorporate relevant ecological
functions and stock dynamic equations, as we describe in the model presented
below (Dorfman et al. 1958; Chakravarty 1971; Perman et al. 1999).

In the extended input–output framework for sustainable development analysis,
we can classify the input flows into the following categories:
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i. Intermediate inputs of produced goods and services. These would include the
extracted or harvested natural resources that are ready for use for conversion
into products.2

ii. Primary inputs of labour and capital, where capital includes goods produced in
earlier periods for use as means of production, including fixed capital and
circulating or inventory capital. Labour can also be conceived as human
capital owing to skill and capability acquired through spending on education
and health.

iii. Natural resources in place or as geo-resources as primary resource3 for the
economic or human system in any given period, but generated only by the
functioning of the ecosystem which has only been mapped as information and
therefore been given as primary input for the economic system.

iv. Environmental services of abatement or disposal of waste or pollution.

The producing sectors of the economy can be classified into the following
categories:

(a) Environmental sectors of development and extraction of natural resources, e.g.
coal, oil and minerals. It is the products of these resources that are used by other
sectors as intermediate inputs. Such products are distinct from the natural
resources of coal, oil or minerals, which represent geological reserves made
available by nature through their generation via a geological process.

(b) Environmental protection activities, including safe disposal or abatement of
wastes, so that no economic agent or the ecosystem suffers from negative
externalities owing to damage to human health or to that of the ecosystem. It
may be noted here that the degradation of wastes by the ecosystem is a natural
process carried out by the laws of functioning of the ecosystem.

(c) Other industrial or non-industrial production activities (including so-called
primary producing sector or service activities).

Let A1 be the inter-sectoral intermediate coefficient matrix for
non-environmental goods and services by the non-environmental goods and ser-
vices producing sector and A2 be the corresponding matrix for the waste disposal
sector for environmental protection. Note that a subscript 1 denotes a
non-environmental sector, whereas a subscript 2 denotes an environmental sector.
Let X be the level of production or activity of the industrial sectors other than the
environmental one, and let Z be the level of production or activity of the waste
abatement or disposal sectors. However, we integrate the activities of
non-environmental sector group (c) and those of environmental protection activities

2The resources as converted into products like “coal extracted from mines and ready for use in
power industry”. It is an intermediate good produced with the help of human labour, and service of
machinery of coal mines and other inputs.
3Geological resource such as coal as lying in the seam underground, but not yet extracted, yet only
discovered as prior geological information obtained through seismic survey or satellite imagery,
etc.
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of group (b) separately and vertically with those of group (a) so that the shares of
input requirements of natural resource development and extraction, i.e. of activities
of group, (a) are integrated with the concerned activities of group (b) and (c)—both
of which use the outputs of the former as inputs.

Let B1 and B2 be the Leontief capital coefficient of its dynamic system,4 i.e.
coefficients of non-environmental goods required for stock use in basic industrial
activities and those in waste abatement and disposal sector.

Let D1 and D2 denote the matrices of coefficients of primary labour and capital
services. As regards environmental inputs, R1 and R2 represent the matrices of
coefficients of requirements of in situ raw material for extraction or exploitation by
the two subsectors. W1 and W2, on the other hand, represent the sets of coefficients
of waste arising in the different activities of the two groups; W2 is likely to be near
null matrix. Wf is the waste of various kinds arising from the final use of all goods
and services, W is the vector of flow of wastes to the sink in unabated form, while Z
is the total gross wastes abated in the economy, as already mentioned. Finally, let
d ¼ D1X þD2Z be the total primary factor service required by X and Z, and r ¼
R1XþR2Z be the vector of total requirement of natural resources in the different
sectoral production activities.

In our simple model, we assume the economy to be closed and final con-
sumption to consist of the expenditure of households and government, denoted by
C and G, respectively. We assume investment to be endogenized in the dynamic
formulation of this Leontief-type model. If _X and _Z denote the change in X and
Z per unit of time, the investment use of the sectoral products would be B1 _XþB2 _Z.
We denote again the waste arising from the final uses of the sectoral products Wf ,
which would be determined by CþGþB1 _X þB2 _Z.

Let p and t be the vectors of prices of goods of group (i) goods of conventional
sectors and group (iv) waste disposal and abatement services. Let v and p further
represent prices of primary factors of labour and capital services and those of in situ
in-place natural resources groups of (ii) and (iii).

We can present the multi-sectoral dynamic resource-allocation problem as fol-
lows. We assume some given initial stocks of natural capital, man-made stock of
goods and services, as congealed or contained in the fixed capital and inventory
stock of physical capital, and finally pollution stock. We can consider labour here as
a kind of capital good (human capital) produced by spending on goods and services
like education and health.

4B1 and B2 are matrices of capital coefficients of the Leontief dynamic model for the sectors of
non-environmental goods and services corresponding to our production group of activities
(c) denoted by subscript 1 here, and those of environmental protection services corresponding to
our activities of production group (b) denoted by the subscript 2 here, respectively. The typical
element bij of matrices would represent the amount of the concerned good i that would be required
for capital stock use for capital formation for a unit increase of output capacity in sector j over
time.
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X ¼ A1XþA2Z þB1 _X þB2 _Z þCþG ð1Þ

Z ¼ W1X þW2ZþWf �W ð2Þ

N ¼ rðN;PÞ � R1X � R2Z ð3Þ

P ¼ W1X þW2ZþWf �W � QðPÞ ð4Þ

X � 0; Z� 0;N� 0;P� 0;C� 0;G� 0 ð5Þ

Sð0Þ: Vector of initial stock of goods as contained in the fixed capital stocks of
various sectors and goods inventory,5

Nð0Þ: the initial stock of natural resources,

Pð0Þ: the initial stock of pollutants.
Control variables: C, G and W whence C and G are aggregate macro-level

private consumption and government consumption, respectively, as already noticed
and W is the residual unabsorbed aggregate waste vector.

Any dynamic path of XðtÞ; ZðtÞ;CðtÞ;GðtÞ;NðtÞ;PðtÞ; SðtÞ, which would satisfy
Eqs. (1)–(5) along with the initial condition, and _S ¼ B1 _XðtÞþB2 _ZðtÞ,6 would
describe a feasible path. In order to evaluate the welfare contribution of any such
feasible path, we need an inter-temporal social welfare function. Let us assume the
following as one such welfare function:

VðsÞ ¼
Z1
s

uððCðtÞ;GðtÞ;PðtÞÞ exp �qðt � sÞð Þf gdt ð6Þ

where u is the current utility out of the flow of consumption and environmental
quality in terms of level of concentration of pollution as a stock, PðtÞ is the stock of
the pollutant, VðsÞ thus represents the discounted present equivalent value of the
stream of current utility where q is the time rate of discount. In accordance with the
meaning of capitalized value of any flow of benefit like utility, V(s) can be shown to
be equivalent to the total value of the initial stocks according to their accounting
prices based on their respective marginal value contributions.

5Where Q(P) is the depreciation of the stock of pollutant due to its degradation as an ecological
process, where P is the stock of pollutant.
6 _S is not savings. It should be interpreted as change in stocks of goods per unit of time as
contained in the form of fixed capital stocks of various sectors and goods inventory as already
noted above.

446 R. Sengupta



However, the value of wealth actually obtained would depend on the behaviour
of the economy with reference to its objectives. This, of course, would depend on
the resource-allocation mechanism of an economy, which would be determined by
the behavioural pattern of various agents of the economy, their individual values
and social norms, the institutional pattern of regulation or incentives in the society
and the quality of governance, among other factors (Dasgupta 2001). A given
resource-allocation mechanism and the corresponding choice of a path of dynamic
solution would yield a value of inter-temporal social welfare. The additional mar-
ginal value contribution from this inter-temporal welfare function (6) that would be
achieved for a marginal increase (variation) of any initial stock of capital or
resource would give us the shadow or accounting price of the stock concerned at the
initial date s. Sustainable development would require that the value of
inter-temporal welfare, as attained for a given resource-allocation mechanism,
should not decline over time.

i.e. dV
�

ds � 0, where

dV�

ds
¼

X
i

PsiðsÞ: dSi
ds

þ
X
j

PNjðsÞ dNj

ds
þ

X
k

pWkðsÞ: dPWk

ds

¼ ISðsÞþ INðsÞþ IW ðsÞ ¼ IðsÞ� 0

where pSiðsÞ, pNjðsÞ and pWkðsÞ denote the accounting or shadow prices of the ith
man-made capital stock, the jth natural capital stock and the kth waste or pollutant

stock, respectively, and dSi
ds ,

dNj

ds and dPWk

ds represent changes in these respective

physical stocks in the initial period s. Thus, ISðsÞ, INðsÞ, IW ðsÞ and IðsÞ would
indicate values of the investment or growth in assets in the form of man-made
capital, natural capital, bad stock of pollutants and total investment, respectively.
The prices based on marginal value contributions are likely to be non-negative for
commodity and natural capital stocks, and negative for the pollutant stock. When
we require the sum of all three types of investments in stocks to be non-negative for
sustainability, we really take a weak view of sustainability, so that all three types of
resource capital or stocks are substitutable for ultimately delivering the same level
of welfare. In other words, if IN is negative and IW is also negative, as expected,
investment in the man-made capital stock IS has to be sufficiently high to make net
total investment non-negative, which is the requirement for sustainability.

However, two issues become clear from our above discussion. First, the genuine
or environmentally adjusted investment or savings that would be obtained by
accounting for depreciation of not only of all kinds of man-made capital stocks, but
also of all kinds of natural capital stocks due to their depletion or degradation,
would be a true indicator of sustainability of the development process. For the
measurement of the value of such an indicator for monitoring sustainability, it is
important to inventorize the physical stocks of all the natural resources concerned
and the stocks of pollutants in concentrated form, as well as to evaluate them,
respectively, with appropriate prices.
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In view of the public good nature of many of the environmental goods and
services, and ill-defined ownership rights on the space of the ecosystem and
non-tradable character of the many of the environmental goods and eco-services,
both the tasks pose big challenges, requiring serious efforts in understanding and
collecting environmental statistics and developing the methodology of ascertaining
their shadow prices in the absence of price and market data. Substantive research
and advancement have already taken place in the methodology of evaluation of
environmental damages and benefits of improvement either via various indirect
methods of revealed environmental preferences through various types of market
transaction or through direct stated preferences for alternative contingent situations,
as obtained through various types of surveys.

We also need to take note of the fact that a non-negative value of genuine
investment may be necessary, but not sufficient, for environmental sustainability.
The reason behind the inadequacy for non-negative investment in any particular
period is that, in many countries or economies, the ecosystem has already been
severely degraded owing to the past neglect of action to protect and conserve it.
What is needed in many situations is not merely the conservation and protection of
the existing environmental resources but a restoration of environmental conditions
to their previous levels via restraint on environmentally damaging consumption and
use of resources. However, such restoration would involve high investment and
costs and would require finances to be mobilized for that purpose. This would again
require cost–benefit analysis of such project initiatives using our conventional
input–output model to yield some of the basic data. Planning for environmental
enhancement projects cannot thus be taken in isolation and would have to be
mainstreamed in the strategy of development. An integrated view of sustainability
based on the extension of interdependence analysis to economy-ecosystem interface
relations would enable us to analyse efficiency of multidimensional development.
An analysis based on an economy-environment integrated model should yield better
results and policy insights into the issues concerned.

4 Leontief’s Interdependence in Consumption
and the Notion of Social Well-Being

Leontief’s input–output system has been criticized for the lack of realism of its rigid
assumptions of fixed coefficient linear technology and the attendant limitations. The
novelty of Leontief’s approach lies in its essential idea of interdependences among
different sectors, whose application need not be confined to inter-sectoral produc-
tion–cost analysis, but is extendable to encompass interdependences between the
economic system and ecosystem—the latter being governed by the laws of solar
energy flow, geochemical cycle and, finally, very much by the entropy law char-
acterizing interaction between the two systems, as discussed above. We have shown
how the dynamic Leontief model can be extended to incorporate the role of the
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ecological process in economic growth and evolution and how sustainability of
development can be characterized.

Sustainability, as we have defined it, is a dynamic characterization of the
development of a nation’s well-being. The concept of well-being is itself a func-
tional one, which depends on the material consumption of various goods and
services by a society. We will now demonstrate how Leontief’s idea of interde-
pendences can be applied to the extended context of consumption, rather than
merely confining it to production. We will attempt to define well-being at the
societal level in concrete terms and try to estimate this apparently abstract con-
ceptual entity in empirical terms.

In this section, we define a concept of social well-being which is different from
the one underlying Eq. (6) of the preceding section as a part of the model of
sustainable resource dynamics and growth as presented. It has nothing to do with
the equation under reference. Eq. (6) presents an inter-temporal welfare function
where well-being was defined in a top-down approach being entirely determined by
the aggregate consumption at societal level along with its inter-temporal distribu-
tion, but irrespective of interpersonal distributive consideration. We have conceived
well-being of an individual household to be the satisfaction that it derives from the
consumption of the different goods and services, separable in such a way that the
satisfaction derived from each good is a monotonic increasing function of its
amount of consumption. However, given the interpersonal distribution of its con-
sumption (households being ordered according to monthly per capita total con-
sumption expenditure), a typical individual of a household derives satisfaction
which is dependent not on the absolute amount but on the relative amount of its
consumption with respect to the maximum amount of its per capita consumption as
attained by a typical household of the highest expenditure class, i.e. the top or the
10th decile class.

Accordingly for any given commodity or service and its consumption distri-
bution across consumption expenditure classes, the level of satisfaction derived by
its consumers of any given expenditure class (say of a given decile) as per such
conceptualization can be taken to be the ratio of its actual consumption to the
aggregate amount of supply of the concerned commodity that would have been
required to provide all the households of the concerned expenditure class with the
hypothetical maximum satisfaction. In other words, since any decile class has 10%
of the entire population, the societal satisfaction for the consumption of consumers
of any decile class of the concerned good would be the ratio or share of its mean per
capita consumption to that of the mean consumption of the top (10th) decile class
for the same commodity.

Table 1 describes the distribution of per capita consumption expenditure and that
of a specific given good and the corresponding societal satisfaction derived for the
different consumption expenditure classes for any given good or service. In
Table 1, dei and dci are the per capita total consumption expenditure and per capita
consumption of a given specific commodity, respectively, of the households
belonging to the ith decile class of monthly/yearly consumption expenditure. Qi is
the total amount of the concerned good actually consumed by the households of the
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ith decile class. Since all the classes have the same number of people, Q10 would
also provide the amount of the good that would be required for providing all the
people of any decile class of monthly per capita consumption expenditure with the
per capita mean consumption of the concerned good as attained by the top or 10th
decile expenditure class. Normalizing the maximum achievable satisfaction to the
level of 100%, we obtain (Qi/Q10) 100 as the estimate of the societal satisfaction
level of the ith decile expenditure class. These are presented in column 4 of Table 1.

If Sij denote the satisfaction level of the people of ith decile expenditure class
derived from the consumption of the jth good, then Sij ¼ ðQj

i =Q
j
10Þ � 100 where Qj

i
denotes the total consumption of the jth good by the ith decile class. Let us define
for the jth good, Sj to be the societal satisfaction level from the consumption of the
jth good taking all expenditure classes together. This is here taken to be the
Sj = mini Sij for all i for which Sij > 0. Again if, for all the goods and services
together, the overall satisfaction level of consumptions for all households together
be denoted by S, then S is defined to be min Sj over all j. In such definition, the level
of social welfare is thus determined both by the household-wise distribution of
consumption goods and also the commodity composition, quite independently. It
would point to the necessity of both redistribution of consumption of various goods
across income or expenditure class and also alter the product mix of supplies of the
different goods. The latter would require the use of conventional input–output
model to decide on the sectoral reallocation of resources to raise the overall level of
welfare.

Once Table 1 has been generated from the data, we may fit a smooth function or
curve to trace the relationship between per capita consumption of a given good and
the normalized satisfaction level attained. Its inverse function would be quite useful
for the purpose of policy and planning use of such empirical data and model. We
have viewed here social well-being as an output of a society or economy where the
consumptions of the people of various expenditure classes of the variety of com-
modities are the inputs. The restructuring of the consumption data in such format
along with the analytical frame as presented here illuminates how both the

Table 1 Distribution of monthly per capita consumption expenditure, consumption of specific
commodity and level of societal satisfaction from its consumption

Per capita
consumption
expenditure of
decile classes

Per capita
consumption of
specific commodity of
decile expenditure
classes

Actual total
consumption of the
specific commodity of
different decile classes

Societal satisfaction
level of households
of different decile
classes in %

de1 dc1 Q1 (Q1/Q10) * 100

de2 dc2 Q2 (Q2/Q10) * 100

… … … …

… … … …

… … … …

de10 dc10 Q10 (Q10/Q10) * 100
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restructuring of production and redistribution of goods produced among income–
expenditure classes become important to remove bottlenecks or obstacles in max-
imizing the societal overall satisfaction which arises from relative scarcity or
availability of any good as well as their sharing among different income–expen-
diture classes. The kind of reallocation of resources of production for changing
supply structure of goods and services and redistribution of products for con-
sumption across income classes that would be suggested by such empirical
model-based analysis, is likely to be insightful and helpful for policy guidance for
contributing towards greater social sustainability.

From this curve, the results in Table 2 were derived by using the inverse of the
fitted function and by way of appropriate interpolation and extrapolation.

However, such basic tables would need to be moderated in the light of various
experts’ opinion and experience. Thereafter, we could derive the best-fitting curves
or functions, so that we could use the model for various analytical and policy
purposes.

From the product-wise attainable levels of satisfaction, once we have generated
Table 2 for all commodities, the overall attainable level of well-being, or satis-
faction, for all commodities together could be determined as follows. Given the
physical availability of each product, in physical quantity or value terms, we would
need to read from Table 2, for the commodity or service concerned, the maximum
level of attainable satisfaction. However, this derivation would assume that, for all
other commodities, there is no availability constraint. Since the actual availability of
the different products need not be adequate to provide unconstrained maximum
satisfaction for all commodities or services, we could determine the maximum
attainable overall social satisfaction, as given by the minimum of maximum sat-
isfaction across commodities and services. This would be read from Table 2 for the
commodities and services concerned. Here we implicitly assume the
non-substitutability of sectoral products for generating welfare, as all of them are
required for producing certain levels of overall welfare or satisfaction.

Table 2 Social satisfaction at alternative per capita consumption levels

Social satisfaction at alternative per capita consumption levels

Alternative
satisfaction levels

Per capita consumption level of the
concerned item

Total requirement of the
product

100% ex1 fX1

. . .

. . .

. . .

50% ex2 fX2

. . .

. . .

. . .

0% exn fXN
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5 Concluding Remarks

The paper thus points to the potential of Leontief’s idea of interdependences in the
existing the input–output model to accommodate the following: (a) analysis of
inter-temporal natural and man-made capital resource use for sustainable growth of
income and capital (b) the application of input–output relationship in defining the
concept and content of social welfare which is determined by inter-household
distribution of consumption as well as the relative scarcity or availability of the
product mix of the consumption goods. While social well-being has been con-
ceptualized in both the parts of the paper, the former part has taken a top-down
approach while the latter one a bottom-up one. Besides, the former model analysis
has focused on the inter-temporal aspect of social welfare and intergenerational
equity, the latter uses a cross-sectional analysis of the state of interpersonal con-
sumption distribution with focus on intra-generational equity. The relative con-
sumption hypothesis of welfare has extended the notion of interdependence of
Leontief in the domain of consumption in producing social welfare which is an
output delivered by the consumption process. Again, the overall social welfare will
be ultimately determined by the most scarcely available commodity in the econ-
omy. Its relaxation would require inter-sectoral resource reallocation taking account
of conventional sectoral interdependence in production. Finally, both the analytics
of the two parts point to the role and importance of data of resources stocks on the
one hand and consumption distribution on the other for monitoring sustainability of
development process. In view of all these, the paper which has its conceptual
foundation in Leontief’s sectoral interdependence should have important bearing on
the development of database as well as strategy for sustainable development. It is
thus essentially the interdependences of consumption of various goods that would
generate an overall level of social satisfaction. The paper thus points to the
widening of scope of the interdependencies-based analysis, to explain not only
sustainable development, but also the notion of social well-being whose monotonic
rising trend characterizes sustainability.
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