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1 Introduction

The importance of classifying cancer and appropriate diagnosis of advancement of
disease has leveraged many research fields, from biomedical to the machine learning
(ML) domains. For proper diagnosis of a disease and categorizing it into different
classes, investigation in the changes of genetic expression level is needed. Gene
expression data (Zhang et al. 2008) has a huge impact on the study of cancer clas-
sification and identification. The ability of machine learning approaches to detect
key features from a huge complex dataset reveals their importance in the field of
feature selection frommicroarray dataset. Modelling of cancer progression and clas-
sification of disease can be studied by employing learning-based approaches. The
methodology that has been intimated here is based on supervised learning technique
for different input feature genes and data samples. In the supervised learning process,
a set of training data has been provided along with their class information. Based on
the methodology, it will identify the relevant informative features which will further
identify the class of an unknown test sample. Multi-objective optimization tech-
niques are involved in this paper to select the required features which are efficient in
the classification purpose as well as carry significant biological information related
to disease. Then, those features are used to train the classifier and a new sample is
diagnosed.

Different approaches are developed by the researchers for finding marker genes
(Khunlertgit and Yoon 2013; Bandyopadhyay et al. 2014; Mukhopadhyay and Man-
dal 2014; Apolloni et al. 2016) related to different diseases. Various statistical filter
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approaches (Bandyopadhyay et al. 2014), clustering processes (Mukhopadhyay and
Mandal 2014) and wrapper-based hybrid approaches (Apolloni et al. 2016) are uti-
lized for this purpose. Many supervised and unsupervised classification techniques
are used for classification or clustering of tissue samples. A family of bio-inspired
algorithms has also been applied while formulating the problem as an optimization
problem. The gene subset identification problem can be reduced to an optimization
problem consisting of a number of objectives. However, identifying most relevant
and non-redundant genes is the main goal that is to be achieved. Motivated by this,
different multi-objective methodologies are proposed in the literature (Mukhopad-
hyay andMandal 2014; Ushakov et al. 2016; Zheng et al. 2016;Mohamad et al. 2009;
Hero and Fluery 2002; Chen et al. 2014). Recently, a number of literature involve
multi-objective based methods for the feature selection from microarray datasets.
To obtain a small subset of non-redundant disease-related genes by using the multi-
objective criterions, different bio-inspired algorithms are applied. For example, a
variable-length particle swarm optimization (Mukhopadhyay and Mandal 2014) is
implemented. A bi-objective concept is implemented for clustering of cancer gene
frommicroarray datasets (Ushakov et al. 2016). Inwork (Zheng et al. 2016), a numer-
ical method is implemented with GA to extract informative features in the domain
of bioinformatics. Multi-objective function is optimized by genetic algorithm (GA)
(Mohamad et al. 2009) to obtain significant genes for cancer progression. Pareto-
based analysis is performed for filtering the relevant genes (Hero and Fluery 2002).
In this chapter, the problem is formulated as a multi-objective optimization prob-
lem, and multi-objective blended particle swarm optimization (MOBPSO), multi-
objective blended differential evolution (MOBDE), multi-objective blended artificial
bee colony (MOBABC) and multi-objective blended genetic algorithm (MOBGA)
are proposed for this purpose. Here, the stochastic algorithms are modified using
Laplacian blended operator to incorporate diversity in the search process. It helps to
get more diversified and promising result. This has been established theoretically and
experimentally in the subsequent sections. The modified multi-objective algorithms
are searching for Pareto-front solution which represents the feature genes for cancer
classification. Then, the comparative analysis is performed based on the efficiency
of finding relevant marker genes which are significantly associated with the disease.

For the reliable classification of a disease, multiple objectives play an important
role. In the context of gene selection from the microarray data, two objectives are
considered. One of them allows selection of the most differentially expressed genes
which help in identifying the separation between classes. Another consideration is
given to the accurate classification of the disease. T-score is used for the job of
selecting differentially expressed feature. Those selected genes may not be efficient
to provide good classification result due to the heterogeneous nature of gene expres-
sion. Our mission is to choose the combination of feature which is providing high
accuracy also. Again, if entire differential features are used, it can cause over-fitting
of the classifier. So, it is necessary to eliminate redundant features for the task of
classification. Here, our aim is to obtain high accuracy of classification. As well as
the selected features should have good value of t-score and this in turn indicates
differentiability in expression level. If the proper combination of genes for the deter-
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mination of disease can be identified, then it will be a significant contribution for the
diagnosis of disease and the treatment will be more effective and precise.

Experiments are performed using different types of microarray datasets which
include Child_ALL (Cheok et al. 2003), gastric (Hippo et al. 2002), colon (Alon
et al. 1999) and leukemia (Golub et al. 1999) cancer data. Initially, the performance
of the proposed methodologies for the job of classification of disease through super-
vised learning process is evaluated. As mentioned, in this chapter, differential evo-
lution (DE) (Price et al. 2006), artificial bee colony (ABC) (Karaboga and Basturk
2007), genetic algorithm (Yang and Honavar 1998) and particle swarm optimization
(PSO) (Kennedy 2011) algorithms are involved for solving multi-objective feature
selection problem along with Laplacian operator. Then, the results of classifica-
tion are compared with other established methods for four real-life cancer datasets.
The proposed Laplacian operator integrated with multi-objective swarm and evolu-
tionary algorithms establishes good results in all respect. The results ascertain the
ability of multi-objective blended particle swarm optimization (MOBPSO), multi-
objective blended differential evolution (MOBDE), multi-objective blended artificial
bee colony (MOBABC) andmulti-objective blended genetic algorithm (MOBGA) to
produce more robust gene selection activity. At the end of the chapter, the biological
relevance of the resultant genes is also validated and demonstrated.

The remaining of the chapter is presented as follows: First, a description of exper-
imental datasets is presented. Next, the proposed technique is presented for marker
gene selection. In the next section, the result of the proposed technique is demon-
strated and a comparative analysis is provided. Finally, the biological relevance of
the result is given.

2 Experimental Datasets

Two classes of raw microarray data for different types of cancers are collected.
In microarray data, the expressions of genes are arranged column-wise, whereas
the samples, collected from different sources, are arranged in row. The changes at
molecular level of genes can be visualized from the microarray technology. Here,
gene expressions from different samples are analysed in a single microscopic slide.
Samples from cancerous and non-cancerous tissues are taken and dyed using fluo-
rescent colours. Then, through hybridization procedure, the combined colours are
analysed. The intensity of different areas of microarray slide reveals the informative
content and subsequently, conclusion can be made by investigating the expression
level. Authors have collectedmicroarray datasets of different variants of cancers from
reliable sources such as National Centre for Biotechnology Information (NCBI).
A brief description of the microarray datasets used for the experimental purpose is
given below.

Child-ALL (GSE412) (Cheok et al. 2003): 110 samples of childhood acute lym-
phoblastic leukemia are collected. Among them, 50 and 60 examples are of before
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and after therapy, respectively. The samples are having expression level of 8280
genes. So, the dimension of the dataset matrix is D110X8280.

Gastric Cancer (GSE2685) (Hippo et al. 2002): Gastric cancer occurs due to the
growth of cancerous cells in the lining of stomach. This experimental dataset is
having expression of 4522 genes from total 30 number of different tissue samples.
Two classes of tumour such as diffuse and intestinal advanced gastric tumour samples
are considered. 22 samples are present in the first class and another class is having 8
samples.

Colon cancer (Alon et al. 1999): The colon dataset contains expression values of
6,000 genes column-wise. Totally, 62 cell samples are present row-wise, among
which first 40 biopsies are from tumour cells and next 22 samples are from healthy
parts of the colon. The data is collected from a public available website: www.bico
nductor.com/datadet.

Lymphoma and Leukemia (GSE1577) (Golub et al. 1999): The leukemia dataset
consists of 72microarray experiments including two types of leukemia, namelyAML
(25 samples) and ALL (47 samples). Expressions of 5147 genes are present in the
dataset. The data is collected from a public website: www.biolab.si/supp/bi-cancer/
projections/info/.

Preprocessing Microarray Data: The microarray data generally consists of noisy
and irrelevant genes which may mislead the computation. So, to extract most infor-
mative and significant gene subset which is relevant for the diagnosis of the disease,
first the noisy and irrelevant genes are to be eliminated. To analyse the noise content,
signal-to-noise ratio is calculated for each gene and based on the SNR value, the
top 1000 genes are selected for the next level of computation. The formula for SNR
value calculation is given in Eq. (1). Here, μ1, μ2 are the means of gene expression
of a particular gene over the samples of first class and second class, respectively.
sd1, sd2 are the standard deviations of gene expression of a particular gene over the
samples of first and second class, respectively.

SN R � μ1 − μ2

sd1 + sd2
(1)

Next, usingmin-max normalization process (Bandyopadhyay et al. 2014), those 1000
genes are normalized. If the expression of a gene over the samples is represented
by the variable g, then the min-max normalization formula for a data point gi is
described by Eq. (2). Thus, a data matrix Dmx1000 is formed where m is the number
of samples. This generated data matrix is used for the next level of computation.

xi (normali zed) � gi − min(g)

max(g) − min(g)
(2)

http://www.biconductor.com/datadet
http://www.biolab.si/supp/bi-cancer/projections/info/
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3 Objectives

A multi-objective optimization problem (MOP) can be represented as follows:

maximize F(x) � ( f (x), . . . , f m(x))T (3)

subject to x ∈ �, where � is the search space and x is the decision variable vector.
F: � → Rm, where m is the number of objective functions, and Rm is the objective
space. The heterogeneity in the expression level of genes must be high from one
patient to another and an optimal combination of feature set through learning process
is to choose which will perform well for the classification of new sample. It has
been noticed that a particular combination of gene set which is highly differentiable
from one class to another sometimes fails to achieve good classification result. It
sometimes causes over-fitting of the classifier. So, to keep a balance between them,
a multi-objective problem is constructed. It gives rise to a set of trade-off between
Pareto-optimal (P-O) solutions (Srinivas and Deb 1994). Here, two objectives are
considered in this chapter which are described below:

t − score � μ1 − μ2√(
sd2

1
n1

+ sd2
2

n2

) (4)

Accuracy � tn + tp
tn + tp + f p + fn

(5)

For t-score calculation, the mean expression of the selected genes over the sam-
ples for both the classes is calculated. Then, the difference between the two mean
expressions is computed. For fitness function for PSO computation t-score is utilized
which is described in Eq. (4) where μ and sd represent the mean and the standard
deviation value of the two classes, respectively. n1 and n2 are the number of samples
present in the two classes, respectively. Higher fitness function indicates the better
selectivity of genes. As another objective function, accuracy is estimated using the
number of false positive (fp), true negative (tn), false negative (fn) and true positive
(tp) for class prediction. The objective used for formulating multi-objective problem
and the proposed methodology is discussed in brief in the following sections.

4 Proposed Methodology

The problem has been modelled as a multi-objective optimization problem, and dif-
ferent multi-objective evolutionary algorithms are employed. In the multi-objective
optimization problem, a set of solutions called Pareto-optimal has to be achieved.
Here, based on two objective functions, optimal Pareto solution is generated and
for this purpose non-dominated sorting technique (Srinivas and Deb 1994) has been
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used. A new version of optimization algorithm is proposed and developed, entitled
as multi-objective blended particle swarm optimization (MOBPSO) algorithm for
finding gene subsets in cancer progression. PSO algorithm is modified, and Lapla-
cian blended operator is integrated to provide better diversity in searching procedure.
So, the multi-objective blended PSO based concept is implemented along with GA,
DE and ABC algorithms and MOBABC, MOBGA and MOBDE are developed.
Subsequently, a comparative study is performed using the proposed multi-objective
stochastic computational methods. For the selection of genes from microarray data,
supervised learning method is employed where the total experimental dataset is par-
titioned into two subsets. One is used for training purpose of the proposed model
and the other one is used for evaluation of the model. The schematic diagram of the
proposed methodology is shown for MOBPSO in Fig. 1, and the process selection
of bio-markers from gene expression profile is described below.

4.1 Multi-Objective Blended Particle Swarm Optimization
(MOBPSO)

4.1.1 Concept of Particle Swarm Optimization (PSO)

Particle swarm optimization, proposed by Eberhart andKennedy in 1995, is a simple,
well-established and widely used bio-inspired algorithm in the field of optimization.
The technique is developed based on the social behaviour of a bird flock, as the flock
searches for food location in a multidimensional search space. Location of a particle
represents the possible solutions for the optimization function, f(x). Velocity and the
direction of a particle are affected by its own past experience as well as other particles
in the swarm have an effect on the performance. The velocity and position update
rule for ith particle at tth generation are given in Eqs. (6) and (7) where the values of
two random weights, c1 and c2, represent the attraction of a particle towards its own
success pbest and the attraction of a particle towards the swarm’s best position gbest
respectively. w is the inertia weight. After a predetermined number of iterations, the
best solution of the swarm is the solution of the problem.

vi (t) � w ∗ vi (t − 1) + c1 ∗ rand ∗ (
pibest − xi

)
+ c2 ∗ rand ∗ (

gibest − xi
)

(6)

xi (t) � xi (t − 1) + vi (t) (7)
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Fig. 1 Computational methods using MOBPSO-based approach

4.1.2 Concept of Multi-Objective Blended Particle Swarm
Optimization (MOBPSO) for the Selection of Genes

The main drawback of PSO algorithm is that it is easily trapped to local optima due
to scarcity of divergence which leads to premature convergence. To get rid of the
issue, a diversity mechanism should be applied to get rid of any local optima. So,
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gbest

used for updating

If stagnant
New solution generated 
by Laplacian Blended 

Operator
(New solution)

Non-dominated solution 
archiveSwarm

Fig. 2 Schematic diagram of the proposed methodology

in course of searching, better results can be achieved by introducing some sort of
diversity technique. Beingmotivated by this, a blended operator is implemented with
PSO and MOBPSO is proposed. In MOBPSO, particles are searching for optima,
following the rules of PSO and if any particle is stuck at local optima, then it comes
out of the situation by using the new probable solution generated through Laplacian
blended operator. Blended Laplacian operator works very effectively to generate
new probable solutions in the search space. The whole swarm is directed to the new
solution which helps to discover new area of searching. As a whole the performance
of the algorithm is accelerated and a better optimized result of the problem can
be obtained. The mechanism is discussed below and shown in Fig. 2. MOBPSO
is applied in the domain of multi-objective problem where the aim is to choose
the Pareto-optimal solution. For the selection of feature genes, it is optimizing two
objective functions and after each iteration non-dominated solutions are selected. As
a single fitness value cannot be assigned, a modification is performed in the updating
rule of the particles. In MOBPSO, the particles of the swarm are updating their
velocity, and position towards the food using Eqs. (8), (9) and during updating the
effect of gbest is only taken into consideration.

vi (t) � w · vi (t − 1) + c1 · rand · (gibest − xi ) (8)

xi (t) � xi (t − 1) + vi (t) (9)

The gbest is the best solution chosen among the non-dominated solutions obtained
so far. For the problem of identifying significant genes, the differentially expressed
genes in different classes are important to be identified. As mentioned, t-score is
used as one of the objective functions for the purpose. Accuracy is chosen as another
objective function where the aim is to maximize the value of the accuracy. Now for
each iteration, new subset of genes is generated by MOBPSO. The position of each
particle represents a possible gene subset of the problem. Then, the fitness value of
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each particle is calculated and based on the non-dominated sorting, better solutions
are sorted. The non-dominated solutions are stored in an archive. As, for multi-
objective problem, a number of Pareto-optimal solutions can be achieved, one of the
Pareto-optimal solutions is randomly chosen as gbest. The gbest is used for the updating
of velocity and position of a particle of MOBPSO. In the next iteration, again new
subsets of genes are selected by the particles and the non-dominated solutions are
loaded into the archive. Now, the archive is updatedwith the non-dominated solutions
among the solutions obtained so far. A binary version of the optimization algorithm
is used to select feature genes which are to be presented in the computation. The
selection of genes is done based on Algorithm 1.

Algorithm-1 (Implementation of Binary concept)

for j=1:dimension of particle
if x (j) > 0.5

x(j)=1;
else x (j)=0;
end; 

end;

During the search process, it may happen that generation of new better solution
is stuck after few iteration due to the lack of diversity. So, the algorithm needs
some mechanism which can direct the particles to a new probable region. Blended
Laplacian operator works very efficiently to provide diversity to the swarm. If no
better solution is generated, blended operator produces a new gbest at that point to
provide diversification to the swarm. The mechanism is shown schematically in
Fig. 2. First, two random solutions, sol1 and sol2, are chosen from the archive. Then,
using a random coefficient termed as beta, two new solutions y1 and y2 are produced.
The new gbest, gbest_new, is a combination of these two new solutions y1 and y2 having
a weightage factor gamma. Blended Laplacian operator used for gbest_new generation
is described below. gbest_new is completely a new solution generated from the old best
non-dominated solutions, achieved so far. The new solution works to direct the entire
swarm to a new possible direction.

gamma � 0.1 + (1−0.1)0.95∗i ter

beta � 0.5 ∗ log(rand)

y1 � sol1 + beta ∗ (sol1 − sol2)

y2 � sol2 + beta ∗ (sol1 − sol2)

gbest_new � gamma ∗ y1 + (1 − gamma) ∗ y2

(10)

The new gbest_new provides a momentum in the velocity of the particles. The
position of the particles consequently changes. So, the stagnancy in the movement
of the particles can be overcome. To establish the effectiveness of blended Laplacian
operator, few plots are provided in Fig. 3. The experimental analysis is performed for
gastric cancer data, and the fitness values of searching particles for the two objectives
t-score and accuracy are plotted for different iterations. After a 100 iteration when
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New
solu on

Fig. 3 Plot of fitness values for gastric cancer at different iterations

swam is unable to generate new better solution, a new solution is produced using
blended operator. As a result, the swarm updates themselves and overcomes the
stagnancy. The effect is shown for iteration number 120. New better solutions are
generated by the searching particles. The overall MOBPSO technique is described
in Algorithm 2.

Algorithm-2 (MOBPSO)

1. Initialization.
Total Number of particle=N 

(a) Randomly initialize the position of particles, Xi (1=1, 2,…, N)
(b)Initialize archive1 with few randomly chosen solutions

2. Termination check.
(a) If the termination criterion holds go to step 8.
(b) Else go to step 3.

3. Set t=1(iteration counter)
For i= 1,2…N Do

(a) If stagnancy occurs, 
Choose gbest randomly from the archive1

Else choose gbest randomly from the archive2
End If

(b) Update the position according to Equations (8),(9)
(c) Evaluate the fitness of the ith particle f1(Xi) and f2(Xi)  

for two objectives
End For

(d) Choose the non-dominated solutions among N particles
(e) Update the archive1 with non-dominated solutions
(f) Check for stagnancy

If stagnancy occurs
i) Generate few new solutions (gbest_new) using blended laplacian 

operator as equation (10)
ii) Construct a new archive2 using those gbest_new

End If
4. Set t=t+1.
5. Go to step 2
6. Solution is the solution from archive1
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4.2 Other Comparative Methods for the Selection of Genes

Most of the evolutionary and swarm intelligence algorithms such as genetic algorithm
(GA), differential evolution (DE) and artificial bee colony (ABC) suffer from local
trappingwhich results in premature convergence. TheLaplacian blendedoperator can
be implementedwhen such situation occurs as it produces fewnew solutions blending
some previously generated solutions. So, the use of operator makes the optimization
algorithms more efficient in the process of stochastic searching. Here, authors have
integrated the blended operator with the above-mentioned algorithms and introduced
multi-objective blended differential evolution (MOBDE), multi-objective blended
artificial bee colony (MOBABC) and multi-objective blended genetic algorithm
(MOBGA) in the similar fashion as it is done for MOBPSO. MOBDE, MOBABA
and MOBGA are now applied to the four cancer datasets for marker gene selection.
In the next subsection, the methodologies are discussed in brief.

4.2.1 Multi-Objective Blended Genetic Algorithm (MOBGA)

GA is a metaheuristic algorithm which is being inspired by the natural selection.
It constitutes of few steps like parent selection, crossover and mutation (Yang and
Honavar 1998). Initially, the algorithm starts with few solution termed as chromo-
some. Now, fitted chromosomes are considered as parents who are used to generate
new child solutions. To create new solutions, a set of genetic operations like crossover
and mutation are used. In MOBGA, initially non-dominated solutions are stored in
an archive. Parents are chosen randomly from the archive to create next generation
of solutions. Next, based on Pareto-optimal concept, fitted chromosomes survive
and the archive is updated accordingly. Similar to the MOBPSO, when stagnancy
occurs, blended Laplacian operator is utilized to overcome it. New parents are gen-
erated using blended Laplacian operator. For MOBGA, the process of gene selection
is kept same as shown in Fig. 1, and only the MOBPSO block is replaced by the
MOBGA.

4.2.2 Multi-Objective Blended Differential Evolution (MOBDE)

DE is a population-based stochastic optimization technique which adopts mutation
and crossover operators to search for new promising areas in the search space (Price
et al. 2006). The algorithm starts with a number of solutions based on non-dominated
sorting and more promising solutions are kept in an archive. From the archive, fitted
solutions are selected formutation purpose andnewsolutions are produced. Similar to
previously mentioned algorithms, when no further improvement is found, Laplacian
blended operator is used. The binary format is implemented as done usingAlgorithm-
1, and the process of gene selection is same as described in Fig. 1 except that the
MOBPSO block is replaced by MOBDE.
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Table 1 Parameters used in different swarm and evolutionary algorithms

Algorithms Parameters Explanation Value

MOBPSO N Number of particle(s)
in one swarm

20

c1, c2 Acceleration constants 1.49

w Inertia 0.7

r1, r2 Random numbers [0, 1]

MOBGA N Number of genetic(s)
in one group

20

Ps Selection ratio 0.8

Pc Crossover ratio 0.9

Pm Mutation ratio 0.01

MOBDE N Number of
individual(s) in one
group

20

fm Mutation factor 0.6

CR Crossover rate 0.9

MOBABC N Number of bee(s) in
one swarm

20

L Limit for scout phase 100

4.2.3 Multi-Objective Blended Artificial Bee Colony (MOBABC)

Artificial bee colony (ABC) algorithm is inspired by the foraging behaviour of honey
bees (Karaboga and Basturk 2007). Three groups of bees, employee bees, onlooker
bees and scout bees, are involved in the searching process. The employee bee pro-
duces a modification on the position (solution) and depending on the non-dominated
sorting procedure best positions are memorized. Here, those positions are stored
in an archive. Onlooker bee chooses a food source from the archive and searches
thoroughly across it. When stagnancy occurs, the archive is updated with new solu-
tions, produced through Laplacian blended operator. MOBABC is applied to cancer
datasets similar to the process as described in Fig. 1 just replacing the block of
MOBPSO by MOBABC. The parameter settings of all other stochastic algorithms
are given in Table 1.

5 Experimental Results

The experimental datasets consist of microarray data of Child_ALL, leukemia, colon
and gastric cancer. Multi-objective blended GA (MOBGA), multi-objective blended
DE (MOBDE), multi-objective blended ABC (MOBABC) and multi-objective
blended PSO (MOBPSO) are employed for the task of feature gene selection using
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supervised learning process in the field of cancer classification. The performance of
the proposed multi-objective gene selection techniques is analysed and compared
for four real-life cancers. The evaluation is performed based on classification results
such as sensitivity, specificity, accuracy and F-score (Agarwalla and Mukhopad-
hyay 2016) using 10-fold cross-validation. Different classifiers are involved for the
classification such as support vector machine (SVM), decision tree (DT), K-nearest
neighbour (KNN) classifier and naive Bayes (NB) classifier (Kotsiantis et al. 2007).
Experiments are carried out 10 times, and the average results are reported. The perfor-
mance of MOBPSO is given in the subsequent sections utilizing different classifiers.
Then, a comparative study is performed involving all the algorithms. Next, the results
are compared with other existing methods reported in different research articles. The
proposed methodologies establish promising results, indicating the capability to pro-
duce more effective gene selection activity.

5.1 Classification Results

In this chapter, the aim is to identify top differentially expressed genes (DEGs)
which are performing well in the process of classification. By involving MOBPSO,
MOBGA,MOBDEandMOBABCalgorithms, the optimized gene subset is obtained.
The gene subset which is identified is validated by analysing the classification results.
The proposed methodology is implemented using four different well-known classi-
fiers (SVM, DT, KNN and NB). The experimental result ascertains that the proposed
methodology is able to extract important features from the huge dataset. The clas-
sification results of MOBPSO algorithm for different cancer datasets are given in
Table 2. For leukemia cancer, NB classifier shows better performance compared to
others classifiers. Here, 100% accuracy is achieved which indicates the perfect clas-
sification of disease. For colon cancer, decision tree classifier is working efficiently
in terms of providing good specificity of the result. Highest accuracy is achieved by
the SVM classifier which is equal to 87%.

For gastric cancer, SVM achieves 89% accuracy which establishes its superiority
over the other classifiers, used for the experiment. KNN classifier is providing 79%
accuracy and 89% sensitivity as the classification result of Child_ALL data.

The accuracy of classification obtained using different classifiers is also given in
the form of bar chart in Fig. 4 for better interpretability of the results. The compara-
tive result shows that for leukemia data, NB and decision tree both work effectively
to classify the cancer. In case of colon cancer, SVM classifier is producing reliable
result. For gastric cancer, SVM and NB classifiers are able to find out relevant genes
for disease classification. KNN classifier is performing top for Child_ALL cancer
compared to all other classifier techniques. Similar to MOBPSO, the other method-
ologies like MOBGA, MOBABC and MOBDE are applied on the cancer datasets
and a comparative study is performed in the next subsection.
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Table 2 Results of classification using MOBPSO for different cancer datasets

Dataset Algorithms Sensitivity Specificity Accuracy F-score

Leukemia MOBPSO-
SVM

1.00 0.78 0.89 0.87

MOBPSO-
KNN

0.89 0.87 0.89 0.91

MOBPSO-
tree

0.96 1.00 0.99 0.98

MOBPSO-NB 1.00 1.00 1.00 1.00

Colon MOBPSO-
SVM

0.91 0.72 0.87 0.81

MOBPSO-
KNN

0.75 0.71 0.73 0.70

MOBPSO-
tree

0.72 0.77 0.77 0.75

MOBPSO-NB 0.78 0.76 0.76 0.75

Gastric MOBPSO-
SVM

1.00 0.89 0.89 0.92

MOBPSO-
KNN

0.81 0.87 0.83 0.89

MOBPSO-
tree

0.78 0.83 0.82 0.86

MOBPSO-NB 0.91 0.87 0.89 0.90

Child_ALL MOBPSO-
SVM

0.71 0.76 0.70 0.71

MOBPSO-
KNN

0.89 0.73 0.78 0.81

MOBPSO-
tree

0.78 0.77 0.74 0.72

MOBPSO-NB 0.72 0.73 0.71 0.69

5.2 Comparative Analysis

To estimate the effectiveness of the proposed method, experiments are conducted
on the four real-time cancer datasets. Here, authors have provided the results of
classification of disease after applyingMOBPSO,MOBDE,MOBGAandMOBABC
on the datasets. SVM classifier is used for each classification purpose. Average
result of 10 times 10-fold cross-validation is reported for the comparative study in
Table 3. Best results are marked in bold. For leukemia, good results are obtained
using MOBGA. For colon cancer, MOBPSO is the best performing feature selection
technique and MOBABC is able to obtain second position. MOBDE has achieved
promising result for gastric cancer, whereas all the algorithms are able to achieve
100% sensitivity for the data. For Child_ALL data, MOBPSO is able to estimate
the proper genes for the classification of disease with an accuracy of 75%. The
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Fig. 4 Accuracy of
classification using different
classifiers for a leukemia, b
colon, c gastric, d
Child_ALL cancer datasets

comparison of accuracy obtained from different proposed algorithms is also shown
in Fig. 5.

In Table 4, results are again compared with other approaches, reported in different
literature for gene selection methodology (Mukhopadhyay and Mandal 2014; Apol-
loni et al. 2016; Salem et al. 2017; Luo et al. 2011). NSGA-II (Deb et al. 2002) and
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Table 3 Result of comparison with different swarm and evolutionary algorithms

Dataset Algorithms Sensitivity Specificity Accuracy F-score

Leukemia MOBPSO 1.00 0.78 0.89 0.87

MOBABC 0.84 0.86 0.83 0.80

MOBDE 0.71 0.83 0.81 0.79

MOBGA 0.90 0.91 0.90 0.89

Colon MOBPSO 0.91 0.72 0.87 0.81

MOBABC 0.90 0.76 0.81 0.83

MOBDE 0.71 0.69 0.67 0.68

MOBGA 0.78 0.73 0.77 0.80

Gastric MOBPSO 1.00 0.89 0.89 0.92

MOBABC 1.00 0.90 0.90 0.92

MOBDE 1.00 0.94 0.91 0.93

MOBGA 1.00 0.86 0.87 0.89

Child
_ALL

MOBPSO 0.71 0.76 0.75 0.71

MOBABC 0.60 0.64 0.61 0.62

MOBDE 0.65 0.70 0.67 0.63

MOBGA 0.50 0.70 0.66 0.68

Fig. 5 Accuracy of classification using different algorithms

MOEA/D (Zhang andLi 2007) are also applied on the cancer datasets to obtain Pareto
solutions for the objectives. For colon and Child_ALL datasets, MOBPSO is able to
gain the best result of accuracy in classification of cancer among the techniques, used
for comparison. For other two datasets, the results are also quite promising. The com-
parative result signifies the efficiency of the proposed methodology for supervised
cancer classification.
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Table 4 Comparison of accuracy of classification with other results reported in the literature

Reference Year Leukemia Colon Gastric Child_ALL

(Salem et al. 2017) 2017 0.97 0.85 – –

(Luo et al. 2011) 2011 0.71 0.80 – –

(Apolloni et al.
2016)

2016 0.82 0.75 – –

(Mukhopadhyay and
Mandal 2014)

2014 – – 0.96 0.74

NSGA-II (Deb et al.
2002)

2002 0.78 0.75 0.93 0.68

MOEA/D (Zhang
and Li 2007)

2007 0.92 0.81 0.91 0.72

MOBPSO 2017 0.89 0.87 0.89 0.75

MOBDE 2017 0.83 0.81 0.90 0.61

MOBGA 2017 0.81 0.67 0.91 0.67

MOBABC 2017 0.90 0.77 0.87 0.66

Table 5 Biological significance for gene–disease association

Dataset Associated diseases Gene symbol

Leukemia Leukemia RAG1(3), MSH(61), CD36(2)

Lymphomas CCND3(7), LYN(4)

Colon Colorectal cancer MAPK3(11), EGR1(1)

Malignant tumour of colon IGF1(67), KLK3(781)

Gastric Malignant neoplasm of
stomach

CYP2C9(1), SPP1(20)

Stomach carcinoma SPP1(21), NOS2(2),

Child_ALL Tumour progression SMAD3(1), ITGA6(1)

5.3 Biological Relevance

Biological relevance of the experimentally selected genes is analysed by gather-
ing the information about those genes from disease–gene association database.
Also, the information of number of Pubmed citations against those genes is
collected. In Table 5, disease information related to those top genes is given.
For example, MSH gene has 61 Pubmed citations as evidence that the gene is
related to leukemia cancer. Similarly, for colon cancer KLK3 is the most cited
gene related to the disease. The information proves the biological significance
of the proposed work. As a whole, it can be concluded that the proposed gene selec-
tion methodologies are more efficient in detection of the relevant genes for all the
different types of datasets.
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6 Conclusion

Classification of disease through supervised learning method leads to the inves-
tigation on feature selection technique. So, for the feature reduction and extrac-
tion from the huge dimension of data, authors involve new multi-objective blended
particle swarm optimization (MOBPSO) technique. The methodology uses a
new concept of integrating blended Laplacian operator in the algorithmic por-
tion, and it generates a subset of genes based on two objectives. The multi-
objective concept along with the proposed methodology is proved to be very
useful in the context of diagnosis of disease as it identifies biologically sig-
nificant genes related to the disease. Similarly, authors have implemented the
concept with other swarm and evolutionary algorithms and developed multi-
objective blended differential evolution (MOBDE), multi-objective blended arti-
ficial bee colony (MOBABC) and multi-objective blended genetic algorithm
(MOBGA). The experimental result establishes that the proposed technique is able
to provide promising result in the context of classification of disease which reflects
its effectiveness of selecting relevant feature genes.
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