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Abstract. Today’s internet exploits the P2P network for its unique and special
characteristics such as resource sharing, query routing, dynamic topology con-
struction, self-healing in communications and easy and efficient network setup.
Moreover, P2P network has undergone many challenges which enable malicious
nodes to launch denial of service attacks, allows the adversary peer nodes to
deny the query request and even not utilizing its energy for query routing
process in the network. These challenges resultant in performance degradation
and reduce the query success ratio. In this paper, the authors elaborate the robust
trust-based peer communication model that utilizes the scalable topology by
building an overlay network with trusted neighbor peers. By having the trust-
worthiness among the neighbor peer nodes, the privacy, security protection in
query searching and success ratio has been increased simultaneously. The main
contribution of this paper is to compute Trust-Matrix-Value (TMV) for each
peer node, based on the parameters such as query response (QR), resource
sharing (RS), information quality (QI) and success ratio (SR). The peer nodes
with higher values are considered for further query forwarding and others traffic
has been blocked. A comprehensive analysis has been performed and their
simulation results proved that the proposed scheme achieves efficient searching
with minimal delay, discards by penalizing the malicious peer nodes from the
topology, and maximizes the query success ratio in P2P networks.

Keywords: TMV � Trust-Matrix � DoS attack � Security services
Malicious peers � Attacks in P2P � Trust measures

1 Introduction

Peer-to-Peer systems comprise of several distributed applications in which each peer
can allow to share their resources with other peers by simple message exchange. The
primary goalmouth of the P2P system is to cooperatively sharing the resources among
the peers and to aggregates the resources efficiently in order to make available at the
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Internet edge. In specific, Gnutella and KaZaA based file sharing of P2P system
becomes a most popular model for the interchange of resources among the huge
number of internet consumers. The lack of a central controller and non-hierarchical
organization of peers make the P2P applications more vulnerable. Without performing
the peer authentication, adversary peers can enable various security attacks such as IP
spoofing, falsify messages, man-in-the-middle and denial of services (DOS) in the
network. A distributed peer-to-peer system [11] should influence resources of all peers
such as memory space, bandwidth, and processors to perform query searching and
provides better scalability in the network. Besides, in P2P system data has been
replicated in multiple peer nodes which provide fault tolerant and there is no single
point of failure [13, 14]. Decentralized distributed P2P systems are highly susceptible
to Sybil attacks [6], where malicious peer node obtains multiple identities of other peer
nodes in the same network (called Sybil node).

To guard against this Sybil attack [4], just monitoring each peer’s behavior is not
adequate because all the Sybil peers can act smoothly initially, and later unveiling an
attack. To overwhelm the above-discussed issues, the work focuses on the function-
alities of trustworthiness among the peer nodes and ensures the node privacy while
communication. The trust management scheme separates trust peers from the malicious
peer nodes, based on the past communication history between them. The formation of
trust communities enables each peer node to practice neighborhood of trust for query
forwarding which is to defend peer confidentiality in the network.

2 Related Works

In this section, the authors have performed a literature survey based on two primary
characteristics: Query searching and secure peer selection mechanisms. In a peer-to-
peer network, the resource searching algorithms are hardly divided into two categories:
broadcasting method and state knowledge-based searching. By broadcasting approa-
ches like Flooding and Random-walk, the search queries can directly forward to more
number of neighbor peers without any constraints. It results in huge overhead in
network traffic and does not scale well which incurs variances in performance with
minimum success rate and query hits [8]. In flooding based searching technique,
querying peer node sends a search query to all its neighbor peers. There is another
technique for improving the search efficiency stated in the algorithm [2] is based on
query forwarding. Further, in [1, 5], the neighbor peers flood the search query to all of
its logical neighbors, excluding the inward bound peers, until the Time-to-Live
(TTL) value reaches to zero or the response of the query receives [9].

Another approach called Random-k-walker [7], which sends search queries to its k-
neighbors named “k-walkers”, of the querying peer. Every walker selects the next k-
neighbor peers randomly then forwards the search query to that walker. This random
walker selection mechanism executes until the TTL value expires or receiving the
query response. The scope of the search gets an increase as the search mechanism
delivered the query request to large peer count, which improves the success ratio
[3, 12]. Moreover, the above-stated search mechanism selects the neighbor peer nodes
without any selection strategies, so there may be a chance of performance level
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dissatisfaction. In [16], authors have proposed a searching technique called Query
Routing Tree (QRT) in P2P networks. This technique controls the query forwarding
hops without loops and reduces the query traffic significantly. Here, the authors have
taken the environment as unstructured P2P networks. It is very difficult to compute the
cost of the link between communicating peer nodes every time in a dynamic model [2].
In unstructured P2P networks, the peer nodes are highly mobile in nature. So, the cost
of the link changes frequently as the topology change. This technique decreases the
overall network performance. In [10], authors have proposed a probabilistic prototype
to handle trust measures in P2P networks. It performs a local query computation and
propagation of trust values of each peer node into modules of other peer nodes. It is
well suited for the dynamic P2P networks where each peer has different perspectives
towards the other peers with whom it interacts.

Venkadeshan and Chandrasekar [15] have proposed a technique called Peer-ID
based authentication scheme in a peer-to-peer network. They have described a mech-
anism known as Identity-based peer authentication, which authenticates the peer node
at the time of entry level into the network. By observing all the above discussion, this
paper proposes the Trust-Matrix-Value (TMV) based query routing mechanism which
combines the advantages of trusted peer selection and searches performance efficiency
in the P2P network.

3 Constructing Trust-Based Topology

In this section, the current work focuses with the construction of a trustworthy envi-
ronment for communicating peer nodes. In the topology, all the peer nodes perform
self-organization of network without any central controller and express their resources
with other peers in an autonomous manner. Here, the authors propose a peer selection
algorithm called Trust-Matrix-Value (TMV) which constructs trustworthiness among
the communicating peers in P2P networks. Each peer node computes trust value of
their neighbor peers which used for further query forwarding process. In practical,
computing peer’s trustworthiness and collecting these trust values in the P2P network
is not an easy task. For that, calculate the following characteristics for each peer node:
(1) Query Response (QR) frequency, (2) Resource Sharing (RS), (3) Quality of
Information (QI), (4) the query Success Ratio (SR), and (5) the transmission peer
distance (PD).

Based on these characteristics, neighbor peers with higher TMV value can be
targeted for further query forwarding, by this means the network traffic has been routed
to trusted zone, the query success ratio is increased and reducing the network traffic
overhead significantly. The key factors of this work are, peer selection and query
forwarding, each peer should validate the trust value of its neighbor peer nodes before
sending or receiving the traffic. The accumulated trust value of the peer nodes is
considered and whose value is put down the threshold value is assumed as distrusted
and the network traffic through that peer node is blocked. The trust measures are used
to evaluate the query traffic from the peer nodes and based on the traffic each peer is
updating the trust values of its neighbor peer nodes. In order to increase the efficiency
of query search by exploiting the trustworthiness among the peer nodes intelligently,
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the TMV mechanism delivers the high level of security protection for the peer com-
munication. Figure 1 illustrates the different notations used in this trust matrix model.

3.1 TMV Based Query Routing

In Trust-Matrix-Value (TMV) based query routing mechanism, the querying peer node
PQ is handling two different matrixes: Left side-Matrix and Right side-Matrix. The Left
side-Matrix called as Bound-Matrix (BM), is a n � 4 matrix, where n represents the
number of neighbor peer nodes of PQ and 4 stands for representing the four columns
QR, RS, QI, and SR scores of n neighbor peers of PQ. The four computed scores are
placed in the first, second, third and fourth columns of BM matrix respectively. The
Right side-Matrix called as Distance Matrix (DM), is a n � 1 matrix in where n stands
for the number of neighbor peers and 1 stands for the entry of neighbor peer nodes
distance D(Px). By having these two BM and DM matrix, the querying peer PQ

computes the Trust-Matrix-Values (TMV), which results in n � 1 matrix.
Each neighbor peer should assign the computed trust value. The querying peer PQ

uses the Tx resulted in trust value of peer from TMV matrix to choose the neighbors
with the top-k scores and forward the search query. Figure 1 listed out the set of
notation used and Fig. 2 illustrates the TMV matrix computation process and topology
of querying peer PQ. As depicted in Fig. 2, the neighbor peers of PQ peer are {Px, Py,
Pz, Pm, and Pn}.

TM PQð Þ ¼

BM
Px QRð Þ Px RSð Þ Px QIð Þ Px SRð Þ
Py QRð Þ Py RSð Þ Py QIð Þ Py SRð Þ
Pz QRð Þ Pz RSð Þ Pz QIð Þ Pz SRð Þ
Pm QRð Þ Pm RSð Þ Pm QIð Þ Pm SRð Þ

..

.

..

.

2
6666666664

3
7777777775

DM
D Pxð Þ
D Py
� �

D Pzð Þ
D Pmð Þ

..

.

..

.

2
6666666664

3
7777777775
¼

TMV
Tx
Ty
Tz
Tm
..
.

..

.

2
6666666664

3
7777777775

ð1Þ

Fig. 1. Notations used Fig. 2. TMV matrix and topology of querying
peer PQ
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3.2 Trust-Matrix-Value (TMV) Calculation

When the search query originated, the querying peer node PQ calculates the trust value
for each of its neighbor peer nodes by using TMV computation. These computed
values are treated as the parameter for selecting the appropriate neighbor peers for
further query forwarding. The peers with high trust measures are considered as trust-
worthy peers than other peers. The peer’s traffic is either accepted or rejected based on
its calculated trust measures by its neighbor peer nodes. Trust-Matrix-Values
(TMV) are calculated from the BM � DM aggregated values, where peers with low
trust measures are considered as distrusted and the query traffic for them is conse-
quently reduced. The peers with high trust measures are considered as trustworthy and
thereafter the traffic to that peer is fully loaded. This TMV-based query routing
mechanism allows the peers to dynamically update the trust values at periodic intervals.
Here, the authors use the mean and standard deviation techniques to attain the trust-
worthiness in a P2P network. Let us consider the data set as {x1, x2, x3 … xn}.
Assume that, the mean value M of each column in BM is computed before calculating
the standard deviation of each column of BM. It is state

�M ¼ 1
n
�
Xn
r¼1

BM r; cð Þ: ð2Þ

where n is the number of neighbor peers of querying peer PQ, BM(r, c) is the rth row
and cth column entry of the BM matrix. The standard deviation SD computation as
follows:

SD ¼
Z ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n�1 �

Pn
r¼1

BM r; cð Þ � �Mð Þ2 if n� 2

0 if n ¼ 1

vuut ð3Þ

At last, define the DM matrix n � 1 as

DM c; 1ð Þ ¼ SDPn
r¼1 Sr

ð4Þ

where DM(c, 1) is the weight of the cth column (c, 1)-entry.

3.3 Calculation of TMV Parameters

Query Response (QR). In unstructured peer-to-peer networks, several freeloaders are
available who utilize the network resources without sharing any of their own resources.
This freeloader has been affecting the search performance of P2P network communi-
ties. In order to thwart free loaders, QR is utilized to make difference among the peer
nodes as leech peers and fervent peers. The score of QR is computed by each peer node
by considering the query response frequency of its neighbor peers. The querying peer

86 R. Venkadeshan and M. Jegatha



PQ computes N(QR), the number of query responses for all its neighbor peer nodes.
Formally, Px(QR) is the query response frequency of peer Px.

Px ORð Þ ¼
XN Pxð Þ

x

N QRð Þ ð5Þ

where N(Px) is the neighbor peers of a querying peer PQ; that is, N(Px) are one hop
away peers from PQ. Additionally, querying peer PQ should compute QS(Px), is the
number of queries sent (QS) to the peer nodes that are one step away from PQ. The
number of query response N(QR) of the peer Px is given as,

N QRð Þ ¼ QS Pxð Þ � QR Pxð Þ ð6Þ

where QR (Px) is the query responses of peer Px. When N(QR) of peer Px increases, the
chance of trust value measures also increases.

Resource Sharing (RS). In P2P networks, an observation has been taken on the aspect
of sharing network resources, in which the resource sharing among peer nodes are
extremely unbalanced. It has been proven that only limited number of peer nodes is
effectively sharing their resources to all other peer nodes and very few percent of peers
are properly responding to requested queries. To provide a better success ratio all peers
should honestly involve in query forwarding process, but only a small count of vol-
unteer peers are involving which increases the delay in query processing. Besides, each
peers’ query response abilities vary because of their heterogeneity in resource sharing.
In trace analysis has been taken by the authors, shows that only limited peers are
sharing their resources effectively. For the reason that, query response involves
matching patterns with the searching keywords of all shared resources. Here, the
authors improvise the concept as increasing the number of shared files will automat-
ically increase the query success probability. From the above observations, the authors
come up with the notion of effective resource sharing (RS), which help us to govern the
number of shared resources among the peer nodes in the P2P network. Every peer node
should compute Px(RS) of its neighbor peers, means the number of resources shared by
the peers that are one step away from querying peer PQ.

Px RSð Þ ¼
XN Pxð Þ

x
N RSð Þ ð7Þ

It is practical that, when a peer shares its maximum resources to other peers, then it is
having higher probabilities of query matching than a peer that shares limited resources.

Quality of Information (QI). In P2P network, another observation stated that not all
the shared files are used for answering request queries [4]. By considering the number
of shared resources with querying peers and the number of resources used to query
response has a solid relationship with the responding peers. Having this in mind,
exploit the feature, the “Quality of Information” that distinguishes the useful and
useless resources. Consider NM(RS) be the number of shared information that match
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with the requested queries. Each querying peer PQ computes Px(QI) for all of its
neighbor peers. It is stated as,

Px QIð Þ ¼
XN Pxð Þ

x
NM RSð Þ ð8Þ

Success Ratio (SR). The next parameter taken for analyses is the query success ratio SR
of the neighbor peer nodes. Though the possibility of query success ratio may be
influenced by the quality and quantity of resource contents, which have been taken the
number of success hits provided by the neighbor peer nodes are considered for analyzes
the quality of services. Each querying peer PQ computes NS(QR), is the total amount of
success query response of neighbor peers that are one step away from PQ. It is defined as,

Px SRð Þ ¼
XN Pxð Þ

x

NS QRð Þ ð9Þ

The time is taken for the query success and its efficiency in query forwarding has been
improved gradually. Therefore, the queries exchanged between the peers and its traffic
is minimized.

4 Experimental Setup and Performance Evaluation

This section, deals with the performance evaluation of proposed TMV-based query
routing mechanism with the support of simulator and analysis the results outcome with
the existing famous search mechanisms. In the simulation environment, build the
topology with peers range from 100–3,000 peer nodes and Table 1 listed the different
parameters used in the simulation. By considering the high mobility nature of peers in
an unstructured P2P network, the topology design that allows the peer nodes can join
(leave) a network at any point.

Each peer node can generate the queries with equivalent probability. Here, the
comparison among the searching mechanisms like Flooding (FL), K-Random-Walk (k-
RW) and Query Routing Tree (QRT) with the proposed Trust-Matrix-Value (TMV) for
the parameters Response Time, Query Success Rate, Searching Hop in Query Hit were

Table 1. Simulation parameters

Parameters Values

Nodes 100–3000
Node degree 5
Max TTL 20
Query request per second 1000
Topology area 1000 m * 800 m
Simulation time 600 s
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considered. During simulation, peers in the topology can randomly generate the query
message and perform forwarding it to neighbor peers. Figure 3 illustrates the average
response time taken to hit the target peer. The outcome of the experiment shows that
the proposed TMV achieves the minimum response time than another searching
mechanism. In practical, TMV utilizes a minimum amount of network resources to find
query matches, it attains the best response time than k-RW and QRT. On the other
hand, it also acquires low network traffic. Even though the number of query generation
increases, TMV performs effectively because it selects trusted neighbor peers each time
for further query forwarding. Following it, perform the simulation against the com-
putation of average success rate of searching queries as stated in Fig. 4.

It shows that TMV achieves 70–80% of query responses for the request, whereas
FL achieves only 50–60% of query responses due to its high traffic overhead and RW
produces only 42–49% of responses because of non-deterministic neighbor selection
whereas QRT achieves 61–70%. As an outcome, the proposed TMV reduces the
network traffic cost with higher success rate. Figure 5 shows the result of an average
number of search nodes with the number of queries. As discussed, TMV has been
choosing the neighbor peer nodes based on its trust measures, it uses only a minimum
number of hops to obtain the query response. Whereas FL, k-RW and QRT searching
algorithms consider most of the peer nodes in the process of query searching, the
network resources have not been utilized properly. As shown in the result, TMV
achieves query response with minimum peer utilization. In the second simulation setup,
compare the trusted and distrusted peer-to-peer network by evaluating the following
parameters: Success Ratio, and Delay. In Fig. 6, it has been proven that the trusted P2P
network achieves high success rate with increasing search query counts than the dis-
trusted environment. In a distrusted network, some of the peer nodes are selfish in
nature; it should not use its own resources for query searching and forwarding process.

Figure 7 shows the comparison between query response delay and a number of
query nodes. From the outcome, it has been proven that the query delay increases when
the number of querying peer increases. The time delay taken for query response is
minimal in trusted network compared to distrust network even the querying peer nodes
increases.

Fig. 3. Average response time of search
queries

Fig. 4. Average query success ratios for 1000
peers
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5 Conclusion

In this work, the authors have proposed a Trust-Matrix-Value (TMV) based query
searching mechanism for peer-to-peer networks, which is built on the trust management
scheme. The key idea of this work is to establish the trustworthiness among the
communicating peer nodes before sending or accepting query traffic. Each peer should
examine the trust of the neighbor peers before query forwarding. The simulation has
been executed to analysis the performance level of TMV algorithm with FL, k-RW and
QRT. The results exhibit that TMV increases the network performance gradually even
under dynamic circumstances. Through the simulation results, TMV is an effective
query searching mechanism and optimized algorithm to enhance the query hits in peer-
to-peer networks.
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