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Preface

These two volumes constitute the Proceedings of the International Conference on
Data Management, Analytics and Innovation (ICDMAI 2018) held from January 19
to 21, 2018, which was jointly organized by Computer Society of India (Div II),
Computer Society of India (Pune Section) and Institute of Industrial and Computer
Management and Research (IICMR), Pune. The conference was supported by
industry leaders like TCS, IBM, Ellicium Solutions Pvt. Ltd, Omneslaw Pvt. Ltd.,
and premier academic universities like Savitribai Phule Pune University, Pune;
Lincoln University, Malaysia; Defence Institute of Advanced Technology, Pune.
The conference witnessed participants from 14 industries and 10 international
universities from 14 countries. Utmost care was taken in each and every facet of the
conference, especially regarding the quality of the paper submissions. Out of 488
papers submitted to ICDMAI 2018 from 133 institutions, only 76 papers (15.5%)
were selected for oral presentation. Besides quality paper presentation, the con-
ference also showcased four workshops, four tutorials, eight keynote sessions, and
five plenary talks by the experts of the respective fields.

The volumes cover a broad spectrum of fields such as computer science,
information technology, computational engineering, electronics and telecommuni-
cation, electrical, computer application, and all the relevant disciplines. The con-
ference papers included in this proceedings, published post-conference, are grouped
into four areas of research such as data management and smart informatics, big data
management, artificial intelligence and data analytics, and advances in network
technologies. All four tracks of the conference were much relevant to the current
technological advancements and had the Best Paper Award in each of their
respective tracks. Very stringent selection process was adopted for paper selection,
from plagiarism check to technical chairs’ review to double-blind review; every
step was religiously followed. We are thankful to all the authors who have sub-
mitted papers for keeping the quality of the ICDMAI 2018 conference at high
levels. The editors would like to acknowledge all the authors for their contributions
and also the efforts taken by reviewers and session chairs of the conference, without
whom it would have been difficult to select these papers. We have received
important help from the members of the International Program Committee.
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We appreciate the role of special sessions organizers. It was really interesting to
hear the participants of the conference highlighting the new areas and the resulting
challenges as well as opportunities. This conference has served as a vehicle for a
spirited debate and discussion on many challenges that the world faces today.

We especially thank our Chief Mentor, Dr. Vijay Bhatkar, Chancellor, Nalanda
University; General Chair, Dr. P. K. Sinha, Vice Chancellor and Director,
Dr. S. P. Mukherjee International Institute of Information Technology, Naya Raipur
(IIIT-NR), Chhattisgarh; other eminent personalities like Dr. Rajat Moona,
Director, IIT Bhilai, and Ex-Director General, CDAC; Dr. Juergen Seitz, Head of
Business Information Systems Department, Baden-Wuerttemberg Cooperative
State University, Heidenheim, Germany; Dr. Valentina Balas, Professor, Aurel
Vlaicu University of Arad, Romania; Mr. Aninda Bose, Senior Publishing Editor,
Springer India Pvt. Ltd; Dr. Vincenzo Piuri, IEEE Fellow, University of Milano,
Italy; Mr. Birjodh Tiwana, Staff Software Engineer, Linkedin; Dr. Jan Martinovic,
Head of Advanced Data Analysis and Simulations Lab, IT4 Innovations National
Supercomputing Centre of the Czech Republic, VŠB Technical University of
Ostrava; Mr. Makarand Gadre, CTO, Hexanika, Ex-Chief Architect, Microsoft;
Col. Inderjit Singh Barara, Technology Evangelist, Solution Architect and Mentor;
Dr. Rajesh Arora, President and CEO, TQMS; Dr. Deepak Shikarpur, Technology
Evangelist and Member, IT Board, AICTE; Dr. Satish Chand, Chair, IT Board,
AICTE, and Professor, CSE, JNU; and many more who were associated with
ICDMAI 2018. Besides, there was CSI-Startup and Entrepreneurship Award to
felicitate budding job creators.

Our special thanks go to Janus Kacprzyk (Editor-in-Chief, Springer, Advances
in Intelligent Systems and Computing Series) for the opportunity to organize this
guest-edited volume. We are grateful to Springer, especially to Mr. Aninda Bose
(Senior Publishing Editor, Springer India Pvt. Ltd) for the excellent collaboration,
patience, and help during the evolvement of this volume.

We are confident that the volumes will provide state-of-the-art information to
professors, researchers, practitioners, and graduate students in the area of data
management, analytics, and innovation, and all will find this collection of papers
inspiring and useful.

Arad, Romania Valentina Emilia Balas
Pune, India Neha Sharma
Kolkata, India Amlan Chakrabarti
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Organizing Committee Details

Dr. Deepali Sawai is a computer engineer and is the alumnus of Janana Probodhini
Prashala, a school formed for gifted students. She has obtained Master of Computer
Management and doctorate (Ph.D.) in the field of RFID Technology from Savitribai
Phule Pune University. She is a certified Microsoft Technology Associate in
Database and Software Development. She has worked in various IT industries/
organizations for more than 12 years in various capacities.

At present, her profession spheres over directorship with several institutions
under the parent trust Audyogik Tantra Shikshan Sanstha (ATSS), Pune. At present,
she is Professor and Founder Director, ATSS’s Institute of Industrial and Computer
Management & Research (IICMR), Nigdi, a Postgraduate, NAAC-accredited
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She has so far authored six books for computer education for school children
from grade 1 to 9 and three books for undergraduate and postgraduate IT students.
She has conducted management development programs for organizations like
nationalized banks, hospitals, and industries. She has chaired national and inter-
national conferences as an expert. Her areas of interest include databases, analysis
and design, big data, artificial intelligence, robotics, and IoT.

She has been awarded and appreciated by various organizations for her tangible
and significant work in the educational field.

Dr. Neha Sharma is serving as Secretary of Society for Data Science, India. Prior to
this, she has worked as Director, Zeal Institute of Business Administration,
Computer Application and Research, Pune, Maharashtra, India; as Dy. Director,
Padmashree Dr. D. Y. Patil Institute of Master of Computer Applications, Akurdi,
Pune; and as Professor, IICMR, Pune. She is an alumnus of a premier College of
Engineering affiliated to Orissa University of Agriculture and Technology,
Bhubaneshwar. She has completed her Ph.D. from the prestigious Indian Institute
of Technology (ISM), Dhanbad. She is Website and Newsletter Chair of IEEE Pune
Section and served as Student Activity Committee Chair for IEEE Pune Section as
well. She is an astute academician and has organized several national and inter-
national conferences and seminars. She has published several papers in reputed
indexed journals, both at national and international levels. She is a well-known
figure among the IT circles of Pune and well sought over for her sound knowledge
and professional skills. She has been instrumental in integrating teaching with the
current needs of the industry and steering the college to the present stature. Not only
loved by her students, who currently are employed in reputed firms; for her passion
to mingle freely with every one, she enjoys the support of her colleagues as well.
She is the recipient of “Best Ph.D. Thesis Award” and “Best Paper Presenter at
International Conference Award” at the national level by Computer Society of
India. Her areas of interest include data mining, database design, analysis and
design, artificial intelligence, big data, and cloud computing.
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About the Book

This book is divided into two volumes. This volume constitutes the Proceedings
of the 2nd International Conference on Data Management, Analytics and
Innovation 2018, or ICDMAI 2018, which was held from January 19 to 21, 2018,
in Pune, India.

The aim of this conference was to bring together researchers, practitioners, and
students to discuss the numerous fields of computer science, information technol-
ogy, computational engineering, electronics and telecommunication, electrical,
computer application, and all the relevant disciplines.

The International Program Committee selected top 76 papers out of 488 sub-
mitted papers to be published in these two book volumes. These publications
capture promising research ideas and outcomes in the areas of data management
and smart informatics, big data management, artificial intelligence and data ana-
lytics, advances in network technologies. We are sure that these contributions made
by the authors will create a great impact in the field of computer and information
science.
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Improved Rotated Local Binary Pattern

Divya Khare, D. R. Gangodkar and Saurabh Dwivedi

Abstract Content-based image retrieval is the implementation of computer vision
techniques to image retrieval problem, that is, issue of looking for images taking
from high-end cameras in large image dataset. It aims to finding pictures of interest
from an extensive picture database using the visual content of the pictures.
“Content-based” implies that the hunt will break down the genuine content of the
picture instead of the metadata, for example, tags, descriptions, and keywords
linked with the picture. The term “content” in this context may point to shapes,
hues, surfaces, or some other data that can be derived from the picture itself.
Graphical processing unit is helpful in most picture handling applications because
of multithread execution of algorithms, programmability and minimal effort. The
substantial quantities of pictures have increased challenges to computer to store and
oversee information adequately and productively. Features can be extracted parallel
from the pictures with graphical processing unit utilizing different procedures.
Utilizing Graphical processing unit based feature extraction algorithm can perform
feature extraction easily and in fast and efficient way. The NVIDIA CUDA is
fundamentally new computing architecture technology that enables the graphical
processing unit to solve difficult, time taking, complex problems. This paper aims to
find out the similarity between images that is query image and image present in
dataset. The paper aims at the performance of various content-based image retrieval
algorithms, which include, local binary pattern and rotated local binary pattern. An
improvement has been made in Rotated local binary pattern where mapping
function has been incorporated so as to give better results, with the help of mapping
we are able to sort the higher and lower priority pixel values of query image and
images present in our database.
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1 Introduction

Content-based image retrieval is a process of computer vision algorithm usage to
solve image retrieval problem, that is, issue of looking for digital images in large
image dataset [1]. An image have two types of features, one is high level feature
another is low-level feature, high-level features are those features by which we
classify object in real life for example emotions, background. The low-level fea-
tures are those objective values based on pixel values for example color, contrast,
and illumination. There are also some basic features of an image on the basis of
those features CBIR is performed; those features are technical quality, blur, color,
composition, face detection, and spatial envelope. Technical quality deals with
things such as sharpness, contrast and noise. These are used to measure the
objective quality of the image, and identify mistakes for example pictures which are
out of focus, blur manages components to quantify fogginess in a picture, color
incorporates features to analyze the hue and saturation of a picture, composition
removes the auxiliary data about the shape in a image, including measures of
picture symmetry and picture arrangement, face detection is as clear as crystal.
Individuals may incline towards photographs having faces rather than the one
without individuals in them. Spatial envelope is a gathering of a few features that
attempt to group scene types, in view of these incorporate “instinctive nature”,
which measures the distribution of edge orientations: predominantly horizontal and
vertical is less natural than an even mix, and roughness, which measures the general
complexity of the picture, among others. CBIR of image is based on similarities in
their contents, i.e., surfaces, hues, shapes and so on, viewed as the lower level
elements of a picture [2]. These ordinary methodologies for image retrieval depend
on the calculation of the similarity query and images. It aims to finding pictures of
interest from an extensive picture database using the visual content of the pictures
[3]. “Content-based” implies that the hunt will break down the genuine content of
the picture instead of the metadata, like tags, keywords, etc., associated with the
picture [4]. The term “content” in this context may refer to hues, shapes, surfaces,
or some other data that can be derived from the picture itself. The objective of the
work is to find similarity among images performing content-based image retrieval
using graphical processing unit. The dataset comprises of large number of images
belonging to various class, for example, class labels such as Indoor, Low
Resolution, Inverted, Noisy, Outdoor, etc. The dataset used is WANG dataset [5],
which is a subset of Corel dataset, and the work has been carried out using tool
MATLAB. An improvement has been made in Rotated local binary pattern where
mapping function has been incorporated so as to give better results, with the help of
mapping we are able to sort the higher and lower priority pixel values of query
image and images present in our database. Higher priority values are those, which
are present in query image as well as in images present in our database.
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Lower priority values are those, which not present in query image when we
compare it with images present in our database. Further give higher priorities values
to structural similarity index matching (SSIM) to perform CBIR.

2 Related Work

In CBIR many authors have worked in the field feature extraction and similarity
matching of images. Zhang et al. [6] discussed about the performance of CBIR
using saliency detection. The paper focuses on the CBIR system based on SIFT and
region segmentation to identify CBIR. Zhang et al. [6] proposes a novel higher
order local pattern descriptor, local derivative pattern. LDP is general framework to
encode directional pattern features based on local derivative variations. The limi-
tation of local binary pattern is, it does not capture the more detailed information as
compared to Local derivative pattern. LBP only encode the relationship between the
central point and its neighbors [6]. The LDP encodes various distinctive spatial
relationships contained in a given local region by extracting higher order local
information. Mehta et al. [7] talked about around two novel rotation invariant
texture descriptors. They are based on LBP, which is best and every now and again
utilized texture descriptors. Despite the fact that LBP effectively catches the local
structure, it is not rotation invariant. The concept of dominant direction has been
used, where circular neighborhood and descriptor is figured regarding it. The
weights related with the pixels in its neighborhood are shifted circularly taking into
account the dominant direction as well. The techniques proposed by author are
checked for the class of texture classification and the execution is contrasted and the
first LBP and its existed expansions. The various authors have worked on features
of images. Features are important, for it helps us to extract information from an
image. The authors have discussed about various features and how they impact the
user perspective for a particular image. The work on content-based image retrieval
and image descriptor like LBP, LDP, RLBP has been done by authors in [8–11].
There are limitations in the previous work done like, rotated local binary pattern
(RLBP) works for rotated images as well as for normal images but it fails to remove
if there is any noise present in the image. It reads that noise as a pixel value and fails
to give accurate results.

3 Background

Local binary pattern just considers the signs of the differences to figure the final
descriptor. The information related to the magnitude of the differences is totally
disregarded [6]. The magnitude gives complimentary information that has been
used to build the discriminative power of the operator. Local binary pattern
(LBP) does not work for rotated images. It only works for normal images. If user
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provides a query, which is rotated, in that case it fails to find out the angle on which
the image is rotated. It only works for the images whose angle is same for both
query image and the image present in database. Rotated local binary pattern (RLBP)
works for rotated images as well as for normal images but it fails to remove if there
is any noise present in the image. It reads that noise as a pixel value and fails to give
accurate results. It also fails to store the pixel values permanently it only do tem-
porary buffering as long as process continues once pixels values are converted in
the form of 0 and 1 it stores the weight associated with pixel value. Due to this
limitation in RLBP there is scope of improvement in it. The improved version of
RLBP is further discussed.

CBIR frameworks have turned into a dependable tool for many picture database
applications and they were utilized as a part of different fields and spheres of human
activity. There is a developing enthusiasm for CBIR frameworks due to the con-
straints inherent in metadata-based frameworks, and in addition the vast scope of
conceivable uses for proficient image retrieval frameworks. The CBIR innovation
has been utilized as a part of a plenty of uses, for example, unique fingerprint
identification, advanced libraries, crime prevention, medicinal diagnosis, historical
research, structural and building design, publishing and advertising, art, education,
geographical information and remote sensing systems (Fig. 1).

Various applications of CBIR system

(a) Medical Applications—The utilization of content-based retrieval can bring
about services that can profit biomedical systems. Three extensive areas can
right away exploit CBIR strategies: educating, diagnostics, and research.
Clinicians typically utilize comparative cases for case-based thinking in their
decision-making process. In the medical field, a few diseases require the
medicinal professional to pursuit and survey comparable X-rays or examined
pictures of a patient before giving an answer.

Fig. 1 Typical architecture of CBIR
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(b) Digital Libraries—There are a few advanced libraries that give services based
on image. One case is the computerized exhibition hall of butterflies, went for
building an advanced accumulation of Taiwanese butterfly. This advanced
library incorporates a module responsible for CBIR based on color, texture, and
patterns.

(c) Crime Prevention—One of the main jobs of police is to distinguish and
capture offenders. Nonetheless, to accomplish that, the bureau of security
examination must distinguish the personality of crooks as fast as possible and
with a high accuracy rate. For a long time, the crime rate is expanding so that
the police must manage countless pictures that stored in a database. Once
another picture is arrived, it must be contrasted with these pictures with group it
accurately. Unmistakably, doing this job physically takes quite a while in this
way; the requirement for criminal acknowledgment framework is firmly
highlighted here.

(d) Web Searching—The most important application, in any case, is the Web, as a
major part of it is dedicated to pictures, and looking for a particular picture in
reality is an overwhelming task. Various business and exploratory CBIR
frameworks are currently accessible, and many web searches are presently
furnished with CBIR offices. Today it is evaluated that there are 30 billion
pictures in Imageshack, Facebook holds 35 billion photographs.

4 Proposed Work

Rotated local binary pattern (RLBP) works for rotated images as well as for normal
images, it select center of image surrounded by eight neighbors and find out
dominant direction and shift pixel corresponding towards that direction. There is
weight associated with each pixel value and to find out the total value the weights
where pixel values are greater than center are added together. RLBP only considers
the weight associated with the pixels and makes use of it during operation. It only
stores the set of values, which comes out by using dominant direction [12]. It does
not perform uniform bit shift, which is very helpful in removing any kind noise
present in the image. Bit shift provide improvement in matching. If there is any
noise present in an image, it reads that noise as a pixel value and fails to give more
accurate results.

The main idea behind proposing improved RLBP is to perform bit shift so that
any noise, which is present in image, should be removed and the results, which is
obtained, should be more accurate. We also incorporated mapping values in our
work. Color mapping is a function that maps the colors of one image to the colors of
another (target) image. We indexed the pixel values of query images as well as
images of our database and store those values. We maintain a array where we store
the list of images. After storing those values we find out which pixel values are
present in both query image and images in our dataset. We shuffle the image values,
which have higher priority and low priority. After shuffling we pass the higher
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priority values to structural similarity index matching function to find out the best
possible similarity in images. The idea is to implement RLBP with five parameters as

IRLBP ¼ RLBP I;R;N;M;Hð Þ;

where, I is the input image, R is the radius, N is the neighbor pixels, M is Mapping
Function and H is the Histogram. Incorporating mapping function gives better
results as it works well for rotated images also as discussed. The SSIM value, i.e.,
the structural similarity index matching also comes out to be better (Fig. 2).

GPU array function is used to transfer an array from MATLAB to the GPU. In our
work we are actually transferring the image from our code to GPU. Many MATLAB
built in function support GPU array input argument, whenever any of these functions
is called with at least one GPU array as an input argument, the function executes on
the GPU and generates a GPU array as the result [1]. The function cat(3,imadjust) is
used for increasing the contrast in the image for accuracy. “timeit()” function is used
for CPU time, which measures the typical time(in seconds) required to run the
function specified by the function handle. GPU “timeit()” is preferable to “timeit()”
for function that use the GPU, because it ensure that all options on the GPU have
finished before recording the time and compensates for the overhead. For operations
that do not use a GPUtimeit() offers greater precision. After having all time intervals
the total is computed and the results are processed.

Steps involved in proposed work

• First we input query image.
• Resize the resolution of our query image same as the resolution of images

present in our database using MATLAB built in function.
• Find out the center of image and neighbors surrounding it (Fig. 3).
• In this matrix center and neighbors are calculated by dividing 5 rows by 2 and 5

columns by 2. We obtain the pixel 2.5 as our center.
• Find the angle of query image using

Fig. 2 Smaller number of
CPU versus larger number of
GPU cores
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a ¼ 2 � p=neighbors,

where neighbors are the pixels surrounded by center pixel and spoint is an array.

spoints i; 1ð Þ ¼ �radius � sin i� 1ð Þ � að Þ;
spoints i; 2ð Þ ¼ radius � cos i� 1ð Þ � að Þ;

• Find the dominant direction (D) of an image. The neighbor whose difference is
maximum with center pixel is marked as dominant direction [7].

D ¼ argmax gp�gcj j

gp and gc are values of center pixel and neighbors respectively. Store all the
dominant directions values of images present in an our database in an array D[i].

• Matching continued further by extracting features of both query image and
image present in database using MATLAB function built in (Extractfeature),
and matching the pixel values of query image and image present in database.

• To achieve more accurate results we included the concept of mapping, where we
assign index number to each pixel value of our image and use function imfilter
to separate the higher and lower priority values. Higher priority values are those,
which are same in query image and image present in our database. Store those
values in an array and further give those values to SSIM (Structural similarity
index matching) to achieve more accurate results. This is how indexing per-
formed as shown in figure store (Fig. 4).

5 Implementation and Results

The work has been carried out using the tool MATLAB. Utilizing MATLAB for
GPU computing gives you a chance to accelerate your applications with GPUs
more effectively than by utilizing C or Fortran. With the recognizable MATLAB
language you can exploit the CUDA GPU computing technology without learning
the complexities of GPU structures or low-level GPU computing libraries.

Fig. 3 Arrangement of
center and pixel values
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In the flow diagram, Fig. 5, comparison of rotated local binary pattern using
three parameters and rotated local binary pattern using five parameters is shown.
First we input our query image for RLBP using three parameters those are (I, R, N).

In case of five parameter, that is (I, R, N,M, H), I, R, N stands same as discussed,
additional M and H stands for mapping parameter and histogram respectively. We
performed this task on mixed dataset, which is made up of different classes of
images. For three parameters, we obtain the structural similarity index matching
less as compared with five parameters. For three parameters, SSIM value is 3.9279
and for five parameters, SSIM value is 4.2191. Further shown the improvement of
7.41% as compared to RLBP for three parameters.

In Fig. (6), comparison of matching results is shown for rotated local binary
pattern for three parameters and five parameters for mixed classes of images. The
blue bar shows SSIM value for RLBP using three parameters and red bar shows
SSIM values for RLBP using five parameters. The values shown in vertical line of
bar graph shows structural similarity index matching values. Figure represent that
matching percentage for RLBP using five parameters is better as compared to
RLBP using three parameter.

In Fig. (7), comparison of matching results is shown for rotated local binary
pattern for three parameters and five parameters for same class of images. The blue
bar shows SSIM value for RLBP using three parameters and red bar shows SSIM
values for RLBP using five parameters. The values shown in vertical line of bar
graph shows structural similarity index matching values. Figure represent that
matching percentage for RLBP using five parameters is better as compared to
RLBP using three parameter.

In Fig. (8), comparison of execution time of CPU and GPU is shown for local
binary pattern. The blue bar shows the time taken by CPU to compute set of images
in seconds and red bar shows time taken by GPU to compute set of images in
seconds.

The values shown in vertical line of bar shows, the execution time in seconds.

Fig. 4 Pixel values and
index numbers of an image
surrounded by eight
neighbors
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In Fig. (9), comparison of execution time of CPU and GPU is shown for RLBP
using three parameter, RLBP using five parameters and RLBP using five param-
eters with GPU. The blue bar shows the time taken by GPU to compute set of
images in seconds for RLBP using five parameter, purple bar shows time taken by
CPU to compute set of images in seconds for RLBP using five parameters and
green bar shows the time taken by CPU to compute set of images in seconds for
RLBP using three parameter.

The values shown in vertical line of bar shows, the execution time in seconds.
Figure represents that GPU compute the set of images and gives results more
frequently as compared to CPU.

In Fig. (10), the best five matches obtained based on local binary pattern is
shown, we give a query image and obtain best five matches the drawback of this
result is that we obtain our query image in result also but it is on second number.

Fig. 5 Flow diagram of result obtained
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In Fig. (11), the best five matches obtained based on rotated local binary pattern
using three parameters is shown, we give a query image and obtain best five
matches the drawback of this result is that we are not able to get our query image
and matches are also not way too similar with our query.

In Fig. (12), the best five matches obtained based on rotated local binary pattern
using five parameters is shown, we give the same query image as we given in RLBP
using three parameters and obtain best five matches. Here we obtain that the
similarity index is more as compared with RLBP using three parameters and
LBP. We obtain five best matches which are approximately 90% similar with our
query image. So we concluded that rotated local binary pattern using five

Fig. 6 Comparison of SSIM value results obtained for RLBP with three and five parameters
respectively for mixed class of image

Fig. 7 Comparison of SSIM value results obtained for RLBP with three and five parameters
respectively for same class of images
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parameters give better matching results as compared with rotated local binary
pattern using three parameters and with local binary pattern.

We have used two datasets to perform our work, the WANG dataset [5], the
WANG database is a subset of 1,000 pictures of the Corel stock photograph
database which have been physically chosen and which frame 10 classes of 100
pictures each. The WANG database can be considered similar to common stock
photo retrieval tasks with a few pictures from every class and a potential user
having a picture from a specific classification and searching for comparative pic-
tures which not been utilized by other media.

The 10 different classes of images are utilized for importance estimation: given a
question picture, it is accepted that the client is looking for pictures from a similar

Fig. 8 Comparison of execution time for LBP using CPU and GPU respectively

Fig. 9 Comparison of execution time by RLBP with three parameters, RLBP with five parameters
using CPU and RLBP with five parameters using GPU
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Fig. 10 Best five matches based on LBP

Fig. 11 Best five matches based on RLBP
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class, and in this manner, the rest of the 99 pictures from a similar class are viewed
as applicable and the pictures from every single different class are viewed as
immaterial. Stimuli dataset [5] has 17 classes, each class contain 40 images (res-
olution 384 � 256). We have mixed the images of all the 17 classes present and
prepared a new dataset called as mixed. The work is performed on both dataset.

The Table 1 below, shows the result obtained on various classes, where image
size is 384 � 256, the table shows time taken by LBP without using GPU, time
taken by LBP with using GPU, time taken by RLBP without using GPU, time taken
by improved RLBP without using GPU, time taken by improved RLBP with using
GPU.

Class Line drawing shows best matching result for all the algorithms and class
Fractal shows the worst matching results for all the algorithms. The work has been
carried out using the tool MATLAB.

Utilizing MATLAB for GPU computing gives a chance to accelerate applica-
tions with GPUs more effectively than by utilizing C or Fortran. With the recog-
nizable MATLAB language we can exploit the CUDA GPU computing technology
without learning the complexities of GPU structures or low-level GPU computing
libraries.

Fig. 12 Best five matches based on improved RLBP
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6 Conclusion

When using RLBP with five parameters, mapping plays an important role in cor-
rectly identifying the similarity amongst various images. When we perform RLBP
with three parameters on dataset with less number of images and RLBP with five
parameters, the algorithm with five parameters gives a better result with similar
class of images, even when the query image is rotated left by 90°, it is able to
identify and map the corresponding pixels correctly. The dataset used in the work is
“stimuli” and “wang” dataset which is a subset of “Corel 10K containing 10,000
images of low quality. When the same algorithm is executed on dataset with
multiple images from different classes then RLBP with five parameters outperforms
RLBP with three parameters and the result improves by approx. 8%. While doing
content-based image retrieval using GPU, the execution time decreases a lot in case
of GPU based RLBP. The work also shows the best matches while we perform
CBIR using a query image.

Table 1 Result obtained on various class of images

Name of
classes

Size of
image

Time taken
by LBP
without
using GPU

Time
taken by
LBP with
using
GPU

Time taken
by RLBP
without
using GPU

Time taken
by IRLBP
without
using GPU

Time taken
by IRLBP
with using
GPU

Action 384 � 256 56.52 28.16 5.68 1.12 0.68

Affective 384 � 256 66.81 31.41 5.94 1.08 0.74

Art 384 � 256 66.24 32.51 5.23 1.16 0.84

Black
white

384 � 256 64.41 34.71 5.29 1.24 0.72

Cartoon 384 � 256 63.50 30.07 3.28 1.04 0.75

Fractal 384 � 256 96.87 47.79 6.79 2.83 1.24

Indoor 384 � 256 46.78 20.58 4.7 1.8 0.85

Inverted 384 � 256 66.32 34.42 5.11 2.19 1.47

Jumbled 384 � 256 57.50 27.57 3.41 1.32 0.74

Line
drawing

384 � 256 67.88 31.27 2.92 1.02 0.62

Mixed
dataset

384 � 256 46.28 24.91 6.21 2.73 1.17
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An Introduction to Quantum Search
Algorithm and Its Implementation

Jose P. Dumas, Kapil Soni and Akhtar Rasool

Abstract Quantum computing is new era of computing, used in modern world to
solve complex problems which can be solved using a supercomputer and those
problems can be solved in an efficient manner using quantum computer. Quantum
computing uses properties of superposition and entanglement to solve complex
problems like NP Hard, and by using them the quantum computer may find the
solutions in faster manner compared to classical computers. Grover’s search is
introduced for searching in an unstructured database that is used to locate a par-
ticular item in the database. It provide a speedup of

ffiffiffiffi
N

p
over classical. This article

describes Grover’s search with an example, applications and limitations. Also
explores the functionality of quantum circuit, oracle circuit that is particular to
Grover’s. This article concludes with the Grover’s search advantage over classical
search.

Keywords Diffusion operator � Oracle � Quantum grover’s search
Qubits

1 Introduction

High-performance computers are used to solve many complex problems that cannot
be solved using current generation of computers, such as in areas like medicine,
science, defense, and so on. One of the promising types of high performance
computer is based on the usage of Quantum effect for computation. The tasks that
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are impossible to solve by current generation can now be solved using Quantum
computing. It is derived from quantum mechanics, which is a core branch of
physics [1].

Only one quantum computer has been available commercially, that was devel-
oped by D-wave systems in 2011. However, it does not have any sort of evidence,
in order to prove that it operates with the real quantum effects. In order to create a
quantum computer the essential equipment’s are, fundamental storage, quantum bit,
that holds simultaneous many states to be realized. The quantum computer is being
created in research laboratories with few qubits [2].

The most famous algorithms having a greater boost in quantum computing were,
the Shor’s and Grover’s. Grover’s Search, uses superposition and entanglement.
These are the main phenomena which are responsible for the exceptional compu-
tational power over classical computers or a supercomputer that is available in this
time. That is the searching can be done within a limit of O (

ffiffiffiffi
N

p
) [3–5].

To know about the working of quantum computer, various simulators such as
Libquantum, jquantum, are used. These simulators simulate the working of quan-
tum computer on classical computers. To study about quantum computer, write
programs in various simulators that are executed by classical computers.
C-language is the platform in which the simulator Libquantum operates. In order to
simulate operations of quantum bits, the simulator must be used, calculate all states
that are in entanglement. It is both time and space consuming [6, 7].

2 Quantum Qubits

Qubit or quantum bits are the basic block of quantum computing. Qubits are used to
store the current state in quantum computers. This is made up of three components:
a memory in order to hold data being processed, a CPU which is used to process the
qubits and input/output used to give and extract data from quantum computers. The
difference between a bit and qubit is bits are in either 0 or 1. But qubit is a
combination of these.

Uses the Bra-ket notation to describe the state of qubit:

x ¼ 0[ and y ¼j j1[ ð1Þ

The above equation says the qubit value of x is 0 while qubit y is 1 (it is
pronounced as “ket 0 and ket 1”). This state corresponds to classical bits state 0 and
1. The |0> and |1> are column vectors represented below.

0j [ ¼ 0
1

� �
and 1j [ ¼ 1

0

� �
ð2Þ
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2.1 Quantum Superposition

As per laws of quantum physics states, when a particle enters in superposition it
simultaneously exit in both states. According to quantum computers it means these
states can exit in superposition of 0s and 1s. In a classical computer there is only two
states it is 1or 0.But in this, qubit can be in complex superposition of states [8] (Fig. 1).

In the above figure, vector representation of single qubit is shown. Here qubit is
visualized as unit vector on the plane. So according to this, depending on the
complex numbers a and b it can exist either in |0> or |1> or in combination of |
0> or |1> . By using this property it can compute 2″ computations at a time (n is the
number of qubits). Assume it make use of 500 qubits and by using this property, it
can do 2500 calculations in a single step.

Superposition with qubit x is shown below

x ¼ a 0[ þ bj j1[ ; ð3Þ

where amplitude are a and b, which are complex numbers where |a|2 and bj j2
measures the probability of the qubit, and if any attempt of measurement result in
state |0> with a probability |a|2 and |1> with a probability of |b|2. For example, let

x ¼ a 0[ þ bj j1[ ; aj j2¼ 0:2; bj j2¼ 0:8 ð4Þ

In the above example, the qubit x is measured |0> with a probability of |a|2 while
the other is measured |1> with a higher probability of |b|2. That is the qubit x exist in
a state known as |1> . Naturally

aj j2 þ bj j2¼ 1 ð5Þ

The main difference between a bits and qubits, in case of bit it is able to
determine its value. But qubits value can be determined only by measuring its
probability and when these measurements is done superposition property is
destroyed.

Fig. 1 Single qubit
represented as unit vector
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2.2 Quantum Entanglement

Entanglement is the major phenomenon exhibit by qubits. This phenomenon occurs
when a pair of particles is generated or when these particles are separated by very
far distance. By measuring first qubit it can tell something about the second qubit. It
means states of entangled qubits cannot be described independent to each other.

Taking both these properties together to create an enormously enhanced com-
puting power. For example, classical computer can store only one of four binary bits
(00, 01, 10, or 11) at a time when a 2-bit register is used, but quantum computer can
store all at a time. And when the qubits increases the capacity also increases
exponentially. When entanglement is done no measurement need to be applied on
second system. For example

x ¼ 1ffiffiffi
2

p 00[ þj j11[ð Þ ð6Þ

Here according to above equation, the second qubit have equal probability to
exist in either 0 or 1 if the first qubit is not measured. But if it has been measured,
then second qubit will have a probability of 0 or 100%. The measurement of qubits
is dependent to each other. In reality this can be thought as, there are two boxes and
two balls one is blue and the other is red. The balls are assigned randomly to these
boxes. Then by knowing what ball is inside the first box, the ball in second can be
determined. This is a practical example for better understandability of entangle-
ment. This property that is exhibited by qubits is known as entanglement.

3 Quantum Basic Gates

In a quantum computer, information is also processed using gates. Quantum gates
are basics of all quantum algorithm and they are similar to classical logic gates.
These gates provide the same functionality as classical logic gates. Various gates
are available and each gate has a specific purpose. These gates are being used to
transform the qubits value from one state to another according to properties of
various gates. Each quantum gates can be expressed by unitary matrix [9, 10].

These basic gates are the smallest building block of several algorithms including
Grover’s search. Quantum Circuitry is used to graphically describe the various
quantum algorithms. Each gate is represented by a block with lines which is used to
represent input and output. Quantum gates are able to manipulate arbitrary
multi-partite states including the superposition of states, which are frequently
entangled. All these gates used in quantum are reversible. The advantage of using
reversible gates are energy efficiency and also it maintain the property of quantum
that is, entanglement. Shown below are major three gates which are very useful for
the construction of various algorithms. They are also called universal quantum gates
because by using this, any gates can be made.
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3.1 The Controlled-NOT Gate

The CNOT gate, 2-bit reversible gate is similar to classical NOT gate but a control
bit is added to control the not operation. That is first bit is control bit while the other
is the target. And if the first bit is 1 then only it performs the NOT operation. That is
to change the bit value of second bit the control bit has to be 1 (Fig. 2).

In the figure given below it has two inputs (A, B) and two outputs (A′, B′).
According to first bit (A) value, the second bit negated or not negated.

3.2 The Toffoli Gate (CCNOT)

This reversible gate has two control bits. There will be change of third input bit if,
the first two input bits are both 1. In other words, values of the third input bit is
flipped the first two control bits are true. It is named after Tommaso Toffoli. Toffoli
gates can be used to implement any classical circuit (Fig. 3).

Here 2-bit gate, where there are three inputs (A, B, C). Out of them two are
control bits (A, B). If control bits is set to 1 then the results in third bit output (C′)
get flipped. By using this gate, there is two control line which can be used to control
the operation.

3.3 The Hadamard Gate

Single qubit gate which is useful out of all gates. It is named, after French math-
ematician who is Jacques Hadamard. Hadamard gates are used to create superpo-
sition of states. Many quantum computer algorithms make use Hadamard gate to
get superposition of states [11] (Fig. 4).

Fig. 2 CNOT gate with
4 � 4 unitary matrix

Fig. 3 CCNOT gate with
8 � 8 unitary matrix
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By using these Universal gate, all other gates (X-OR, AND, OR, etc.) can be
made. The graphical representation of the gates is shown below (Figs. 5, 6 and 7).

4 Grover’s Search

In 1996 Lov Grover found this to find an element from an unsorted database. It
provides a speedup of

ffiffiffiffi
N

p
in magnitude, (where size of the database is N) over

classic algorithm. It was with great practical use. Grover Search is a probabilistic
model, since it runs several times to give the result with highest probability [12]. It
is proven that it is one of the quantum algorithms which provides optimal and also
results in the best possible database search over classical computers. Grover’s
Search performs a search over a set of N = 2n items to find unique element within
O (

ffiffiffiffi
N

p
) (Fig. 8).

Fig. 4 Hadamard gate with
propagator

Fig. 5 CCNOT gate

Fig. 6 CNOT gate

H
Fig. 7 Hadamard gate
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The number to be searched is pre-entered. The classical information and the
measured quantum register are given to oracle function. The oracle depends on the
specific instance of the search problem. The diffusion operator block is also known
as inversion about the average operator and it in order to increase the probability of
the marked state’s amplitude is amplified. From the above figure, first all states are
initialized to |0> except the state to be found. After that it is allowed to pass through
Hadamard gate so that equal superposition is obtained. After that it is allowed to
pass through oracle function and the value to be found is negated and other values
remains same. After that it pass through diffusion operator so that it amplify the
state to be found.

4.1 Grover’s Algorithm

Given an unstructured database of N elements, search for a single key matching a
given search criterion, using classical computation resources, takes O(N) time to
search at least half of the elements. Grover’s algorithm can locate the key using

ffiffiffiffi
N

p
only queries to an oracle that judges a match with the search criterion. To do this we
need specific Grover’s quantum circuit for a given quantum algorithm. Its circuit is
shown below (Fig. 9).

Uw is Grover’s Oracle function (varies according to search application) which
used to map the search element (element required to find). It returns 1 if match
found else returns 0. In order to obtain more security the oracle function is repeatedffiffiffiffi
N

p
times. The main thing about Grover’s search is, since it is a probabilistic model

there is a chance that result diverge from the correct answer if it is allowed to run so

Fig. 8 Circuit for Grover’s search
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many times. So we must ensure that it is running only optimum amount of time and
it should be taken care off. The algorithm in brief [8]:

Given an unstructured database with N = 2n elements

Step 1 Here n qubits are initialized to |0> and the oracle qubit to |1>.
Step 2 To achieve the uniform superposition all qubits applied Hadamard gate.
Step 3 Oracle is applied. This performs a form of CNOT operation. If the input

satisfies the search criteria, then oracle bit is flipped. Where x is the correct
state if f(x) = 1, else returns 0.

x[ !� �1ð Þf xð Þ xj [ ð7Þ

Step 4 Apply Diffusion Operator that is Conditional Phase-Shift gate on all qubits
except the oracle qubit. This gate negates the probability amplitude of the |
000 … 0> basis state, leaving that of the others unaffected. It can be
realized using a combination of X, H and Cn�1—NOT gates’ as shown.
Conditional Phase-Shift is given below [13].

2 0n [\0nj j � In ð8Þ

Step 5 Repeat steps 3–5 p
4

ffiffiffi
N
M

q
times, the number of Keys (M) matching the search

criterion [14].

The above steps are, how the algorithm finds the desired element. Algorithm has
n + 1 qubits. First initialization step, here the database size is taken as N and if the
size is N there should be log N qubits are required. The element to be found is
initialized to |1> and others are initialized to |0>. The algorithm has 3 major steps,
first is applying Hadamard gate as a result all states are equally superpositioned.
That is, splitting the qubits into every possible inputs. These mix qubits into uni-
form amount of amplitude. Suppose x* is the search element (Fig. 10).

Then comes the Oracle function, its function is simple it output 1 if desired
element is found else 0. The search element (x*) is given externally to oracle. If the
input, not found then the Eigen value �1ð Þ0 results in 1. Here Oracle function is
invoked twice since

ffiffiffiffi
N

p
value is 2. And the eigen value is −1 for the element to be

found, it result in flipping of amplitude to �1ffiffiffi
N

p (Fig. 11).

Fig. 9 Graphical representation of the algorithm where search is done in N = 2n elements
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Diffusion operator comes next, it increase the amplitude by 3ffiffiffi
N

p roughly. After

oracle again Hadamard gate is applied it result in state change, which once again
reflects the input looking for to x-axis. It results in the increase of getting the output,
the probability of expected value goes up.

In unitary matrix form, Z0 = 2|0n><0n| − In, where I is identity matrix. Suppose
the input is |x> having no 0n component.

Z0 x[ ¼ 2j j0n [\0n x[�j jx[ ¼ �jx[ ð9Þ

In the above equation, <0n|x> equals to zero, so that desired output −|x> is
obtained. That is if the input is not present, it doesn’t do anything else it results in
increase of amplitude.

Phase inversion followed inversion bymean increase the amplitude by 2ffiffiffi
N

p . Diffusion

operator is used to increase the amplitude of search element absolutely (Fig. 12).
After 2nd iteration the amplitude increases by 5ffiffiffi

N
p , after third iteration it becomes

7ffiffiffi
N

p and so on. And after
ffiffiffiffi
N

p
steps the amplitude is increases and after such iteration

the desired result is obtained (Fig. 13).

4.2 Grover’s Search Example

Consider a system having N = 4 = 22, where N is total number of elements and it
requires n = 2 Qubits in order to simulate the search. A state to be searched is
represented by ‘|x0>’ and the corresponding bit string to be searched is |10
(Fig. 14).

Fig. 10 Equal superposition of all states

Fig. 11 The Oracle negate the value of search element
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Fig. 12 After 1st iteration there is an increase in amplitude of x* by 3ffiffiffi
N

p

Fig. 13 After 2nd iteration there is an increase in amplitude of x* by 5ffiffiffi
N

p

Fig. 14 Block diagram of Grover’s example
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The ket notation with two qubits is given below

x[ ¼ a0j j00[ þ a1 01[ þ a2j j10[ þ a3j11[ ð10Þ

According to algorithm, all n qubits is initialized to “|0>” and a0, a1, a2, a3 the
amplitude of the corresponding states.

The next step is to apply Hadamard gate, in order to obtain uniform amplitudes
associated with each and every state. That is for four states available and it is
1ffiffiffi
N

p ¼ 1ffiffi
4

p ¼ 1
2

H2j00[ ¼ 1
2
j00[ þ 1

2
j01[ þ 1

2
j10[ þ 1

2
j11[ ¼ 1

2

X3
0

jx[ ð11Þ

In order to visualize how the algorithm work, geometric interpretation of the
amplitudes are necessary (Fig. 15).

According to algorithm we have to perform two iterations. It is obtained by

p
4

ffiffiffi
4

p
¼ p

4
2 ¼ p

2
� 1:6 ¼ 2 ð12Þ

In each iteration the oracle is called first and then inversion about its mean is
done. The oracle negates amplitude of qubit state |10> and thus results in (Fig. 16)

jx[ ¼ 1
2
j00[ þ 1

2
j01[ � 1

2
j10[ þ 1

2
j11[ ð13Þ

After this perform step 5 that is diffusion operator (conditional phase shift),
which will increase the amplitudes of the corresponding state by their difference
from their mean, decrease if the difference is negative (Fig. 17).

Fig. 15 Equal superposition
of all states

Fig. 16 The Oracle negate
the value of |10>
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Then the second iteration performed same as above, until the correct result is
obtained. Now when the system is observed, the correct solution, |10> is obtained
with high probability. After second iteration again the magnitude of |10> increases.
Grover’s algorithm is driven by probability.

5 Applications

Grover’s search is mainly used in Graph coloring, Boolean satisfiability, Triangle
finding, TSP (Traveling salesman problem), Pattern Matching, N-queen Problem,
etc. The pattern matching problem, the best known algorithm will take O (MN)
where M is the pattern size and N is entire string from where the matching is done.
This can be easily done using Grover’s Search. Basic application of Grover’s
Search is database search, which is used nowadays for searching a webpage using
several search engines. By using Grover’s Search the search can be done much
faster compared to searching mechanism that is currently available.

Transcendental logarithm problem [15] is a problem where Grover’s search is
made used build signature schemes. This algorithm not only can speed up solving
some NP-complete problems, but also is very useful for attacking some symmetric
key cryptosystems which have a low length key. Some enlightening on how to
improve the security of existing cryptosystems. Grover’s Search can be also used to
crack passwords. Grover’s Search can be also used to solve almost all NP-Hard and
NP-Complete problems in a faster and efficient manner and it takes low memory.

6 Conclusion

The focus of this paper was to explore all the possibility of Quantum Grover Search
which could be useful to tackle various problems like NP-Hard, NP-complete
problems. An example is also given which shows the working of Grover’s search.
Benefit of this algorithm is to execute complex operations in a faster manner than
classical computer and since qubits exhibit superposition it can gain exponential
speedup. This is very useful to handle large number of calculations. It provides
better execution and low memory usage. When competing with quantum com-
puters, classical computers can simply run ideal error-free quantum algorithms. But
it takes long time to simulate quantum bits and the technology required to

Fig. 17 Increase in the order
of magnitude of |10> state
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implement quantum computer might be available now. Only through simulation
over classical computer, the research can be done using Grover’s search. Since it is
a probabilistic model there is a chance that result diverge from the correct answer if
it is allowed to run so many times. So we must ensure that it is running only
optimum amount of time and it should be taken care off. Quantum Grover’s search
is next generation search technique which can be used to solve complex problems.
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Smart Waste Management
for Segregating Different Types
of Wastes

Rashi Kansara, Pritee Bhojani and Jigar Chauhan

Abstract The trend of IoT is increasing day by day, making each and everything
related to daily life a smart thing. Making things smart also reduces the need for
manpower; in addition, the work is done appropriately as it decreases human
intervention. The garbage management is one of the major problems as it causes
many diseases if the garbage is not collected on time. Smart bins are used to collect
all the garbage from a particular area until the bins are filled up to a threshold level.
When the bin is 80% filled, the location of the bin is displayed to the garbage
collector on his mobile application using the GPS module attached to the bin. With
respect to the above theory, we are proposing an idea in which there is a prototype
that the bin when gets filled up to a threshold level, i.e. when 80% of the bin is
filled, the GPS module attached to the bin will show an alert to the garbage collector
truck of that area that the bin in his vicinity needs to be emptied. A shortest path to
empty all the filled bins or the bins with the threshold level is also displayed on the
mobile application that saves fuel and time and more work can be done. When
the bin is filled or senses hazardous gas using a gas sensor, it will close the lid until
the garbage truck arrives to empty it. Once the lid is closed, only the garbage
collecting truck assigned to that area can open the lid. The garbage is then dumped
to the garbage collecting truck, which in turn is composed of a unit that comprises
individual machines that have the ability to segregate different types of waste using
robotic arm by detecting the properties of that waste.
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1 Introduction

As we are noticing urbanization is the major cause of the increased and unfriendly
environment waste generated from households, hospitals and factories are
increasing day by day. In the absence of bins, people scatter the waste on the road,
making the roads unpleasant and sometimes this waste gets piled up and animal’s
squatter on the waste and consume it, and in addition it also attracts flies, rats and
other creatures that spread diseases. If waste management is not properly handled, it
may affect the nature as well as the humans residing in the nearby vicinity. Plastic
waste is generated in huge quantities but the method used to dispose it is inap-
propriate and also it does not get decomposed in the soil, and in addition burning of
plastic is harmful to the nature. Decomposable waste is used to make fertilizers or
biogas, and hence they are eco-friendly causing no harm to nature. Metallic wastes
easily get attracted to the magnet and they can be melted and formed into a required
shape to reuse it. Glass wastes can be easily smelted and reused by recycling it,
which in turn reduces the cost of the new products made. Biomedical wastes are
very harmful as they can spread the diseases very easily. Toxic metals in e-waste
are very harmful to the environment.

The garbage collecting trucks do not collect the waste from roads on time. These
trucks collecting the waste from roads deliver the waste to the dumping ground
making a pile of waste, which then results in a huge mountain of waste. This waste
consists of metals, biodegradables, plastics, e-waste, etc. These wastes are not
segregated according to the properties, as there is no hi-tech technology available.
Smart waste management for segregating different types of wastes is needed, as
there is a lack of knowledge and awareness among the people to dispose the waste
differently according to their properties.

In this paper, we propose a smart bin that when gets filled closes the lid of the
bin so that no more waste can be added that will fall on the ground and cause
harmful diseases. Also, if harmful gas is present in the bin it will close the lid until
the bin is emptied into the garbage collecting trucks. The smart garbage collecting
truck consists of a small mechanism that when the bin is emptied into the truck all
the waste gets segregated into three different large bins. The bins in the truck after
sorting of waste consist of dry, wet and metallic waste in three different bins.

2 Drawbacks of Existing System

The existing system notifies the fullness of the bin but there is no system that does
not allow intake of more garbage when the bin is full, and if the intake is not
restricted people will empty their bins and all the litter will be on the floor causing
many diseases and a bad odour as well as the city becomes dirty. Also, it is
necessary to close the lid if the bin consists of harmful gasses that can harm the
nature. This feature is more useful near the industrial areas. The garbage collected
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from these bins is then emptied into the dumping ground, i.e. there is no proper
waste management. The waste garbage is not decomposed or reused efficiently.
There is no garbage truck that segregates the waste inside it using small machinery,
hence reducing the manpower and providing an efficient way to manage the waste.
There is no system that segregates the waste according to parameters such as dry
waste, wet waste and metallic waste. The following are the drawbacks of some of
the existing devices:

• This surveyed literature [1] has the following drawbacks:

1. It only considers the bins that are filled equal to if its level exceeds 80% of the
bin or contains harmful gas.

2. If the trucks are overloaded, it discards its further route of collection.
3. Inadequate data about garbage collecting time and area of the bin.
4. Inadequate facility for monitoring the system, trail the truck and bins.

There is no facility for quick response to critical cases like accident of the truck
and breakdown.

5. No way for clients to complaint about bins being full if the bin system breaks
down.

Solution:

1. Each area consists of minimum two bins to avoid people facing problem of bin
being closed due to bin being fully filled or containing harmful gas until the
truck arrives at the desired location.

2. If the trucks are overloaded, then the trucks assigned to the nearby area will be
notified about it to collect the garbage and one of the trucks will accept the
request to avoid people facing problems of waste, as the bin lid will be closed
once it is fully filled or contains harmful gasses.

3. Every time the waste in the bin reaches the threshold level, it shows a task to the
truck assigned to that area and when the truck reaches that area using the
shortest path suggested it will respond to the task as completed, and time and
area of that bin will be notified for further information.

4. The path is suggested considering the shortest path to save fuel and time and, in
addition, with the requests of the bins that are to be emptied immediately.

5. The alternative truck or the truck of the nearby area will collect the garbage by
accepting the request until the truck of that area gets back to normal or get
repaired; it will shut down its system indicating that it will not accept any
requests and it is the duty of the nearby truck to accept the request or in worst
case the alternative truck will accept the request. There will be an alternative
truck for every 25 km radius in case of emergency, and if truck is overloaded or
if the truck of any particular area has met any accident, then there are many
emergency requests from that area.

• This surveyed literature [2] has a disadvantage that some bin gets filled up much
faster than the next scheduled time for collection which causes an overflow of
waste.
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Solution:

It is due to the static time for waste collection like the traditional system,
whereas we are having a dynamic waste collection system which is smart. For
the areas with more waste generation like near the factories or hospitals and
nursing homes, we will be provided with extra bins so that people do not face
any problems of truck arriving late as these are the places which have a high
demand of waste collection.

• This surveyed literature [3] has the disadvantage that it uses RFID card to
indicate when it empties the bin. Every time the bin is emptied, the status of the
bin is updated and to empty the bin, RFID card is used.

Solution:

RFID is the unique identity of every bin and if it breaks down, the status of the
bin cannot be updated when the garbage truck has emptied the bin. The time at
which it is emptied is also not updated. The proposed system uses a battery for
the system inside the bin to work.

• In this surveyed literature [4], smart bin segregates the waste inside the bin
itself. It segregates into decomposable wastes and plastic wastes. It uses
decomposable waste to make biogas out of it. It uses three ultrasonic levels to
check the level of waste in bin each at 120° angle and four load cells to check
the waste level inside the bin.

Solution:

Unnecessary extra costs of more ultrasonic sensors and load cell do the same
work. Also, if the waste consists of metals and glasses, it will not be separated
and mixed with the decomposable wastes.

• In this surveyed literature [5], it has the basic functionality of finding the fill
level of the bin and updating the server about the amount of waste collected to
predict the amount of waste generated in future.

• In this surveyed literature [5], the smart bin checks the amount of the waste in
the bin using ultrasonic sensor and information about the waste is sent to the
server to make future plans to estimate the quantity of waste that will be pro-
duced. The volume of the waste is checked twice a day.

Solution:

It takes real-time information about the waste. The amount of waste emptied is
updated to the server whenever the garbage collecting truck empties the bin. The
ultrasonic sensor measures the level of waste at regular intervals.

36 R. Kansara et al.



• In this surveyed literature [6], the people have to segregate the waste and throw
it into their respective bins. It gives some points according to the weight of the
waste thrown on their respective cards. This makes the human to remove more
and more waste in the greed of money.

Solution:

People having less knowledge of the products might not put the waste in its
respective bin but in other bins. This might be problematic and also the humans
have to segregate the waste, whereas here the machines and sensors will perform
this work without human intervention.

• In this surveyed literature [7], it is equipped with an LCD screen to show the fill
percentage of the bin and the humans have to segregate the waste before
throwing them into the bin. It is the duty of the users to maintain different wastes
in different bins at your home and accordingly dump them in their respective
bins before throwing them into the bin.

3 Comparison with Existing Literature

Presently, all the waste collected from houses is gathered near the corner of the
street. These wastes are not collected by the garbage collecting trucks daily.
Sometimes, it might take few days. If the waste is not emptied daily, then the bins
get overflowed and all the waste on the roads makes the city unpleasant. Also, it
becomes home for many diseases. When the waste is collected from these places, it
is dumped in one place. These wastes are not decomposed or reused based on the
type of the waste.

In this surveyed literature [1], its purpose is to schedule the trucks by suggesting
the nearest route to empty the bins that are almost filled with wastes or contain some
harmful gasses. These smart bins provide data about the level of the bin filled and
the level of the dangerous gas contained in it. The system also shows approximate
time to collect the waste, status of the bin, the approximate time taken to fill the bin
and nearest route to collect the waste. The data are summarized and based on those
data the reports are generated.

In this surveyed literature [2], the smart bin identifies the fullness of litter bin and
reports the readings and sensor status. The bin contains a GPS sensor to obtain the
current location of the deployed bin. It consists of a back-end server to analyse
whether the predefined rules and tags are fulfilled to generate the event accordingly.

This surveyed literature [3] consists of a smart alert system for waste collection
from the bins by offering an urgent emptying of bins alert on the web server of the
municipality. The cleaning of the bins is done based on verification. The garbage
level is measured using ultrasonic waves interfaced with Arduino UNO. After
cleaning, the driver of waste collecting truck confirms the task of emptying the bin.
The task is performed using RFID tag. Remote monitoring is done to reduce the
manual work process of monitoring and verification.
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In this surveyed literature [4], a smart bin will separate plastic material from the
waste inside the bin itself so that the decomposable waste can be used as fertilizers
or to produce biogas. Ultrasonic sensor is used to find the level of the bin filled. It
uses GSM module to communicate with the server, while the GPS module is for the
identification of the bin.

In this surveyed literature [5], a smart waste sorter machine was used to sort out
different types of wastes. The wastes can be sorted out according to metal waste,
paper waste, plastic waste and glass waste. It consists of a weight sensor to measure
the amount of particular waste collected.

In this surveyed literature [5], the smart bin consists of sensors to identify the
fullness of the bin. It also provides shortest routes, and from past feedback it also
predicts the future state with respect to factors such as traffic congestion in an area
where the bins are placed, cost efficiency balance, rate at which the bins get filled, etc.
to improve collection efficiency and it determines the bins to be emptied in early stages.

In this surveyed literature [6], a smart recycle bin was used that uses a plastic
card which is smart to measure the weight of the waste. The bins contain RFID
technology to track the waste in the bins. Here, the smart bin knows which type of
waste is present in what quantity. The waste is disposed according to glass, paper,
aluminium can and plastic products. When waste is thrown, it consists of reward
points on the user’s card using RFID. The points depend on the amount of wastes
disposed and what type of waste is disposed. The accumulated points can be
encashed in the bank account or rebate for a product. This is done to create
awareness among people to dispose the garbage according to different types.

In this surveyed literature [7], a cloud-based waste management system was
used. Here, the bins are equipped with sensors and the waste level status is notified
and uploaded on the cloud. All appointed people can access the data from cloud. It
also helps in suggesting shortest path according to the status of the bin to save fuel
and time.

4 System Overview

The following are the components used in the smart bin:

1. MQ-4 Gas Sensor

MQ-4 Gas Sensor is a simple and easy to use sensor. It is a compressed natural
gas sensor which is appropriate to sense the components of the natural gas present
in the air (Fig. 1).

2. Ultrasonic Sensor

HC-SR04 Ultrasonic Sensor measurement functionality is used without having
any contact. Its range is between 2 and 400 cm. Its accuracy can reach up to 3 mm.
Each module of the sensor is contained with a control circuit, transmitter and
receiver (Fig. 2).
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3. GPS Module

GPS module is used to receive the data from GPS satellites. It sends the geo-
graphical location (Fig. 3).

Fig. 1 MQ-4 Gas Sensor

Fig. 2 HC-SR04 Ultrasonic Sensor
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4. GSM Module

GSM module is used to send real-time location of bin received from the GPS
module to the GPS-based system present in the smart truck. The digital system has
an ability to carry 64 kbps to 120 Mbps of data rates (Fig. 4).

5. Microcontroller

Arduino Mega 2560 is the microcontroller used to connect all the sensors and
battery for power supply (Fig. 5).

Fig. 3 GPS module

Fig. 4 GSM module
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6. RFID Module

RFID sends the converted radio waves. These waves are sent from RFID tag to
the controllers. The RFID reader is placed on the device. The RFID reader and the
RFID tag should have the same frequency (Fig. 6).

5 Proposed System

In this paper, we propose a smart waste garbage truck that will collect the waste
from a smart garbage bin. This bin with the help of some sensors will analyse the
level of garbage and accordingly alarm the preventive measures. The ultrasonic
sensor is used to measure the amount of the waste in the bin. When the garbage in
the bin reaches the threshold level, i.e. when the bin is 80% filled, it will show an
alert to the garbage collector truck on its mobile application to empty the bin as
soon as possible. If the bin is fully filled, the lid of the bin closes and does not open
until the garbage collecting truck empties the bin. The ultrasonic sensor—HC-SR04
—uses ultrasonic waves to measure the level of the garbage in the bin. The gas
sensor—MQ4 is used to detect whether the hazardous natural gas like methane is
present in the bin. If the gas sensor detects the harmful gasses, it closes the lid of the
bin until the bin is emptied by the garbage collecting trucks. The person in the
garbage collecting truck will have a card, which consists of RFID tag and using this
RFID tag the lid of the bin is opened. The bin consists of a battery for keeping all
the sensors working and to keep the track of the bin. It also consists of a GSM
module to communicate with the server. The GPS module attached to the bin will

Fig. 5 Microcontroller
Arduino Mega 2560

Fig. 6 RFID module
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send its real-time location to all the garbage collecting trucks in its vicinity.
Similarly, waste collector truck would possess a GPS-based system, which will
show all the garbage bins within the truck’s vicinity. Each truck will have a radius
of 5 km to empty all the bins that show an alert about the bins present in that area.
Using analytics, the mobile application shows the shortest path to empty all the bins
that show the alert, by saving fuel and time and doing more of work. This helps in
reducing the pile of wastes present on the road and also decreases the diseases
spreading through this waste, and in addition to this the animals do not squatter on
it to eat the waste.

The waste from the bins is then transferred to the garbage collecting truck. The
garbage collecting truck on its way segregates the waste, thus utilizing the time and
no heap of waste is created. The segregated waste is then transferred to their
respective places, where they are reused or decomposed appropriately. There is a
moving belt inside the truck in a circular shape on which the waste from the bins is
emptied. The belt consists of a mechanism to segregate waste. The infrared
transmitter and receiver are used to detect whether objects are present on the belt or
not. If the waste is detected on the belt, the conveyor belt starts moving. As soon as
the conveyor belt starts moving the blower starts, the blower is used to remove all
the dry waste from the conveyor belt and put them into one of the bins. The magnet
present at one side of the belt will attract all the metals and transfer it to one of the
bins. Rest of the wet wastes is put into the bin using the robotic arm present on the
belt to one of the bins. All the dry, wet and metallic wastes are put into bin number
1, 2 and 3, respectively. It also includes some other contaminants. It does not fully
segregate the waste.

The graph is plotted with parameters for daily, weekly, monthly, quarterly,
semi-annually and annually available data. It also consists of a feature that shows a
graph for the amount of each waste collected from respective area to analyse the
different types of wastes generated. All the data collected are stored in the database
server. All the data are calculated using analytics (Figs. 7, 8, 9 and 10).

6 Conclusion and Future Work

In most of the places, waste management is done manually. This increases more
time to perform some task as well as manpower. Also, the work done is not perfect
and the waste is not segregated to either reuse it or decompose it appropriately.
When waste is not managed properly, it directly affects the human health as well as
the nature. The waste when not managed properly creates environment pollution
and makes people prone to diseases. IoT is a major technology evolving to make
such things simpler and automatic with less human intervention. This paper makes
an attempt to dispose the waste properly into the smart dustbin by humans, to
collect the waste by garbage collecting trucks from the bins on time and it closes the
lid of the bin when the bin is full or contains harmful gasses. The GPS gives an alert
to the garbage collector to empty the bin, and when the lid is closed, the garbage
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Fig. 7 Smart garbage bin architecture

Fig. 8 System diagram for smart garbage bin

Smart Waste Management for Segregating Different Types of Wastes 43



collector opens the lid using the RFID tag, to empty the bin into the truck. The
smart garbage collecting truck consists of small machinery and robotic arm to
segregate the waste efficiently according to parameters such as dry, wet and metallic
wastes into different bins, respectively. An android application shows the places
from where the bin is to be emptied, the shortest path to empty all the bins and
graphs related to the wastes collected. This is a research-oriented survey paper, and
hence implementation system overview is provided. As this is the prototype,
experimentation is yet to be done, and hence no results are compared in result
analysis but this is definitely an improvement in existing systems available till date.

This is just a generalized proposed paper. This can be done in detail in future by
segregating different wastes according to their types such as plastic, glass, paper,
biomedical wastes, waste, etc.

Fig. 9 System diagram fir waste segregation in garbage truck
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Fig. 10 Anatomy of system
structure for mobile
application
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Performance Evaluation and Analysis
of Feature Selection Algorithms

Tanuja Pattanshetti and Vahida Attar

Abstract Exorbitant data of huge dimensionality is generated because of wide
application of technologies nowadays. Intent of using this data for decision-making
is greatly affected because of the curse of dimensionality as selection of all features
will lead to over-fitting and ignoring the relevant ones can lead to information loss.
Feature selection algorithms help to overcome this problem by identifying the
subset of original features by retaining relevant features and by removing the
redundant ones. This paper aims to evaluate and analyze some of the most popular
feature selection algorithms using different benchmarked datasets K-means
Clustering, Relief, Relief-F, Random Forest (RF) algorithms are evaluated and
analyzed in the form of combinations of different rankers and classifiers. It is
observed empirically that the accuracy of the ranker and classifier varies from
dataset to dataset. Novel concept of applying Multivariate co-relation analysis
(MCA) for feature selection is made and results show improved performance over
legacy based feature selection algorithms.

Keywords Classification � Clustering � Feature selection algorithms
Relief � Relief-F � Random forest

1 Introduction

In machine learning and data mining applications pertaining to real-world problems
often there are issues with the data with n-dimensions where ‘n’ can vary between
several hundreds [1]. Processing time and memory requirements of the algorithms
is hugely affected by the data with high dimensionality. Algorithm’s performance
gets degraded because of presence of irrelevant, redundant and noisy dimensions
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which is often referred to as due to the curse of dimensionality. In order to make
sense out of a huge dataset (having hundreds of features and instances), it is
cumbersome to analyze each and every feature. Feature Selection is a technique
through which the irrelevant or redundant features in a dataset can be removed,
making it easier to analyze the dataset with small subset of features [2]. Feature
ranking is a similar approach wherein the attributes are ranked in accordance with
their order of significance [3]. Here the real challenge lies in selection of optimal
number of features such that the resulting subset of features is most relevant and
provide maximum accuracy. Feature selection techniques help to curtail the issues
related to high dimensions of data by identifying most relevant features in an
effective and efficient manner.

In some cases, feature ranking algorithms are used along with classifiers for
determining accuracy and this approach is coined as “Wrapper” method [3, 4].
Usually in this technique the classifier performance on validation set is used to
predict the efficiency of identified set of features and with iterations the predictor
accuracy can be optimized. It is implemented as a cross-validation approach in
which the algorithm is trained to estimate the prediction accuracy of the identified
feature subsets. This technique promises good results but iteratively training the
algorithm impacts its speed. For this very reason wrapper method is seldom used on
large datasets containing many features. Filter method on the other hand is much
faster than wrapper and hence can be applied to large data sets containing many
features and hence is its wide applicability.

Depending upon existence and applicability of labels feature selection methods
based on data can be broadly classified into supervised and unsupervised methods.
In unsupervised learning the training data set includes samples where labels are
missing. Typical approaches used in this method are clustering, probabilistic gen-
erative models and identifying meaningful data transformations. The added
advantage of having a class label in supervised methods improves the effectiveness
to discriminate and distinguish features into mutually exclusive classes. Supervised
feature selection algorithms make use of “Sparse learning” as it is one of the
effective approaches. In case of unsupervised feature selection algorithms as the
labels are missing, by making use of clustering technique the cluster labels are
generated and based on these multi-cluster feature selection (MCFS) labels sparse
learning similar to supervised method is adopted [5] thus making it applicable to
classification or regression problem. As most real-world data is unlabeled and
looking at the expense of transforming it to labeled one, unsupervised feature
selection has thrown new challenges to researchers. The validation of feature
selection algorithm by making use of classifier works well with labeled dataset but
in case of unlabeled dataset validation of feature selection algorithm remains a
challenge [6].

To overcome this limitation new approach of applying multivariate correlation
analysis (MCA) for feature selection is proposed. MCA can be used on both labeled
and unlabeled datasets as it removes the dependency on classifying the features on
labeled attributes. In this approach correlation amongst features is calculated and
the features with higher correlation score are chosen to be candidates of optimal
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features set. Depending upon the co-relation score the features are ranked. The
classifier is trained iteratively by making use of these ranked features and respective
classifier accuracy with particular feature subset is measured. For example, the four
features ranked in descending order are {a, b, c, d}, then accuracy is evaluated with
the combination of highest ranked features viz; {a, b} with 70% accuracy {a, b, c}
with 80% accuracy and {a, b, c, d} with 70% accuracy. Thus, the combination
which has the highest accuracy percentage (in this case {a, b, c}) is selected and
represents the subset with optimal number of features.

The rest of this paper is organized as follows. In Sect. 2, existing feature
selections techniques are covered. In Sect. 3, proposed technique which makes use
of multivariate correlation score for feature ranking is discussed. In Sect. 4, the
evaluation of proposed technique is carried out and in Sect. 5 the paper is con-
cluded with a glimpse of future work.

2 Literature Survey

Assume a feature set is given as, F ¼ ff1; f2; . . .:fng, then machine learning tries to
associate functional relationship Y ¼ f ðXÞ between an input set X and output set Y,
where X = F. However, obtaining output Y may requires only subset of input
features X 2 F. Feature selection helps us to extract subset of complete set which
can predict the output Y with same or greater accuracy as compared to accuracy
when using complete input set X, and while keeping computational cost minimum.
Feature selection methods can be broadly classified into three categories namely
filter, wrapper and embedded [2, 7]. Filter approach uses threshold measure to
generate feature subset whereas wrapper approach uses prediction model by
training a classifier to produce feature subsets. Wrapper methods are computa-
tionally expensive as they tend to call induction algorithm for every feature set
generated. This has compelled researchers in finding alternative method that
requires less computations. Embedded method is a collective technique wherein
feature selection is done as a part of model construction process [5].

As most real-world problems include multi-class scenarios it is desirable that an
algorithm operates in multi-class domains (as opposed to two-class domains) [6].
Thus, it becomes essential to choose algorithms that can operate on multi-class
domain problems. While finding out relevant features it is noteworthy to consider
combined effect of several features on result. Most of the earlier algorithms do not
calculate relevance as a combination of more than one feature. One of the important
requirements of feature selection algorithms is that it should work on nominal as
well as categorical values so as to work with real-world datasets [7]. The multi-
variate correlation analysis technique is used to find correlation between multiple
variables and to evaluate how many features of the subset are relevant. It selects
optimal set of attributes which are relevant. The notion of relevancy is introduced
by Kohavi and John [7]. Here the authors categorize three levels of feature rele-
vancy as strong relevance, weak relevance and irrelevance. A feature Xi is relevant
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if removing that feature affects the classification accuracy whereas it is weakly
relevant if, output is not fully dependent on input feature.

One of the basic methods of feature selection is brute-force that exhaustively
evaluates all possible combinations of feature sets thus finding best feature subset.
However, it is computational cost is very high and there exists danger of
over-fitting. Hence many researchers use greedy methods, such as forward selection
for assisting feature subset finding. Greedy Forward Search [8] method, starts with
ranking the features and then including only those features that contribute to the
accuracy. It assumes that there exists dependence between features which are highly
ranked. Similar approach is adapted in FOCUS [9, 10] in which researchers start
with empty feature set and uses BFS to find minimal combination of features which
can accurately predict classes.

Relief [11] operates on two-class domains and fails to discriminate between
features exhibiting redundancy. It employs learning approach which is instance
based and relevance weight is given to each feature which is used as a metric to
classify the feature and assign it to a particular class [11]. The strategy used for
distinguishing makes this technique immune towards noise-tolerant as well as
robust to the interactions among features. The features being ranked by weight help
in selecting only those features to be part of final set whose weight is above the
user-specified threshold level. It uses Euclidean distance method to find the prox-
imity of feature to a particular class in terms of nearest hit and nearest miss. The
training data is randomly sampled by the algorithm and for every single sampled
instance the distance is calculated. The instance belongs to the same class if there is
a hit whereas if it is a farthest instance it is assigned to the opposite class con-
tributing to nearest miss [2]. The feature weight is updated based on the values of
nearest hit and nearest miss. The feature will receive a low weight if it fails to
distinguish between instances of same class and vice versa. It fails to effectively
identify relevant features in multi-class domain and to discriminate between
redundant features. It’s more effective when applied for large numbers of training
instances. Relief-F is an updated version of Relief that operates on multi-class
problem [2]. Relief-F generalizes the behavior of Relief to classification. Relief-F
[12] uses Manhattan distance to find nearest hit and nearest miss. Manhattan dis-
tance uses absolute value distance as opposed to squared error (Euclidean) distance
in Relief. The techniques used for calculating distance can also impact feature
ranking. Absolute value distance gives more robust results [11]. I-Relief [12]
algorithm is used to solve multi-class problems as it makes use of statistical search
approach. R-Relief-F is used to solve regression based problems similar to I-Relief
using statistical approach.

Relief-F [12] used to derive the most relevant subset of features. It belongs to
Relief family algorithm, works on the same basic principle that of Relief [11]. It
calculates the feature weight for each attribute and then ranks them. The weight of
the attribute in Relief-F is a measure which is obtained from difference in the values
of instances for that particular attribute depending on how well it distinguishes
these instances from same class or different class [11]. For this purpose, we use
nearest hit H, for the same class and nearest miss M, nearest neighbor from different
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class for the same instance. This adds up quality estimation measure ‘W’, weight of
that attribute. For example, for an instance I and H, if they have separate values for
an attribute A, if the attribute separates these two instances within same class the
quality estimation measure W for this attribute is decreased. Whereas for instances
I and M, if they have different values for attribute A and the attribute separates them
into two instances in different classes then the quality estimation measure for this
attribute is increased. This process is repeated ‘m’ times, which is user-defined
parameter and here it is equal to the number of instances in the dataset. The K-value
basically distinguishes Relief-F from Relief [13]. Selecting optimal value of ‘K’ is
crucial as this implies the number of iterations to be carried to identify the number
of hits and misses. K-value is related to complexity of the problem and depends on
number of instances. If ‘K’ chosen is very small then essence of robustness is lost
and if chosen very large then it may unnecessarily influence the ranking by
exhibiting biased behavior. This problem is dealt by iteratively calculating the
weights of parameters till there is convergence. Thus, Relief-F is more robust
compared to Relief. Relief-F algorithm performs better in case of dependent attri-
butes when there is split in decision. I-Relief [14] focuses on the comparison of
differences on sample dataset. If samples are not in close proximity then their
contribution to the relevance weight will be zero [13]. Random Forest (RF) works
similar to decision tree algorithm.

In Fast Correlation-Based Filter approach [15] relation between feature-feature
and feature-class is determined. In first step ranking of correlated features using
Symmetrical Uncertainty Coefficient is done and a threshold over coefficient is
applied to limit number of features. In the second step redundant features are
removed by ranking the features based on their correlation. Kolmogorov
Smirnov-Correlation-Based Filter test [16] is used to determine the correlation
between various features and their class labels. Unsupervised feature selection
approach can work with large datasets. It uses feature similarity between pairs of
features calculated with custom indexing mechanism. The features are clustered and
features representing most of the information are chosen from these clusters. This
approach is redundancy tolerant.

In Heuristic Search Algorithm [17] user selects the value of ‘d’ (d number of
features from set F with total number of features ‘p’ (d ≤ p)) making it unsuitable
for real-world problems. Determining optimal value of ‘d’ is a challenge as if d is
small, it may reject relevant features and even single excluded feature may lead to
poor concept description. On the other hand, if d is set to higher value then it may
lead to inclusion of irrelevant features. These types of algorithms further exhibit
poor performance when features interact with each other. Ensemble feature selec-
tion repetitively select features using data re-sampling and final aggregates various
runs to select commonly ranked features. Such approaches help to reduce biasing in
feature ranking.

Rankers are used for preprocessing and efficient classifiers are needed to match
with them to give appropriate subset of features. The weight estimators like Gain
Ratio and Gini do not identify the conditional dependency between the attributes
optimally [18].
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K-means clustering works better with large dataset, it partitions data based on
the criterion function of square-error and then identifies the high-density region and
assigns the clusters. The working is as mentioned below in following manner.

a. Select randomly K clusters and calculate their centroids (‘M’ is the centroid with
‘K’ clusters in ‘n’ dimensional space)

MK ¼ 1
n

� �Xnm
i¼i

xi j ð1�m� kÞ ð1Þ

b. Assign each instance to a particular cluster.
c. Calculate Euclidean distance and square-error for each instance and based on

this assign the instances to new centroids.

ek ¼
Xnm
i¼0

dist ðxi; MkÞ where 1�m� k ð2Þ

This indicates within cluster variation.

J ¼
Xk
i¼1

e2i where J is squared error function ð3Þ

d. Obtain these results and repeat till convergence.

K-means is chosen here because of its simplicity. Time complexity and space
complexity Oðn � kÞ and O(k + n) respectively are relatively better. As this algo-
rithm does not depend on the order of the instances this helps to get similar results
each time clustering is performed.

Vapnik [19] introduced Support vector machine (SVM) for feature selection, it’s
a supervised data classification method. SVM works by generating a hyper-plane
which could distinguish data points into different classes. In most of the datasets
there are multiple hyper-planes separating classes, in such case SVM choose
hyper-plane that is farthest from its nearest data points. Newly arrived data points
are derived based on its location in the half space. SVM [20] performs better with
large features set. When data is categorical and data distribution is linear then linear
SVM is applied, however when data is nonlinear kernel SVM is applied.
When SVM is used for feature selection the data is represented into very sparse
representation allowing very simple classification rule and controlling over-fitting
by maximizing the margin. RF algorithm [4] exhibits good performance in prob-
lems involving both classification and regression. However, its accuracy gets
affected by high-dimensional data. Multi valued features are favored by RF but it is
tolerant to noise. While constructing tree from raw samples the features are ran-
domly sampled so the generated node might get biased by irrelevant features. In
another approach RF score is used for ranking informative features.
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Koller and Shamai [21] uses Markov blanket as a method for feature selection.
Their approach uses backward elimination in which the feature is removed if the
class label is not dependent on feature. Similar approach taken by Langley and
Sage’s [22] called OBLIVION which is a combination of wrapper approach with
K-NN approach. Their system initially contains all the features, those features were
removed that does not have effect accuracy when removed. Finally, it halts when
accuracy starts declining. Table 1 shows application of few feature selection
algorithms from previous work summarized below.

Table 1 Application of feature selection algorithms

Algorithm name Type Approach used Benefit Drawback/
purpose/results

Relief Filter Relevance
evaluation

Scalable to high
dimensionality
data set

Can’t eliminate
redundant features/
preprocessing data

Correlation-based
feature selection

Filter
(Multivariate)

Symmetric
uncertainty

Handles
irrelevant,
redundant
features

Can’t handle
numeric class
problems/
evaluation
function is biased
toward highly
correlated features
class

Fast
correlation-based
filter

Filter Predominant
correlation as a
goodness
measure

Reduces
dimensionality

Can’t handle
feature
redundancy/
efficient for high
dimensional data

Fast
clustering-based
feature subset
selection

Filter Graph-theoretic
clustering
method

Dimensionality
is hugely
reduced

Works well only
for Microarray
Data/proposed and
evaluated

Condition
dynamic mutual
information
feature sel.

Filter Conditional
dynamic Mutual
Information

Better
performance

Sensitive to noise/
proposed and
evaluated

Affinity
propagation—
sequential feature
selection

Wrapper Applied SFS on
clusters to get
best subset

Faster than
sequential
feature
selection

Accuracy is not
better than SFS/
APSFS is
proposed based on
affinity
propagation
clustering

(continued)
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3 Proposed System

As applications are becoming more complex and data stored by these applications
can be very large; gaining information from such unprocessed data could misguide
machine learning algorithms [4]. Using feature selection algorithms could greatly
reduce number of computations [2, 3] and also help machine learning algorithms to
work on unbiased datasets. Over the labeled dataset supervised feature selection
algorithm works well, however selecting threshold level is a real challenge which
can be solved by using classifiers. For unlabeled datasets feature selection algo-
rithms cannot be trusted and thus we lack a good measure of accuracy. Therefore,
problem of feature selection over unlabeled dataset has attracted more attention. As
discussed earlier most of the feature selection/ranking approaches consider each
attribute as standalone feature but in real world more than one attributes contribute
to final output. Final target variable should be extracted from these multi-feature
interactions. Based on the findings of state of art literature, the technique called
multi-feature correlation score is proposed and can be used for determining the
relevant features.

The architecture of proposed system is shown in Fig. 1. The input to this system
is raw dataset consisting of multiple features which is preprocessed and normalized
and then the matrix representation of each sample is created. Each samples matrix
representation is then used for calculating the correlation score between every
feature pair. This calculated correlation value for every pair is then passed to ranker
algorithm which then ranks those pairs in descending order. The evaluation is
carried out by comparing various feature selection algorithms with proposed
technique and the results gathered over labeled and unlabeled datasets.

Consider a unlabeled dataset X ¼ x1; x2; . . .; xn½ � which consists of n number of
samples and each sample consists of m number of features which can be represented
as, xi ¼ f1; f2; . . .; fmf g. Extracting relevance of each feature using multi-variable

Table 1 (continued)

Algorithm name Type Approach used Benefit Drawback/
purpose/results

Evolutionary local
selection
algorithm

Wrapper K-Means
Algorithm used
for clustering

Covers a large
space of
possible feature
combinations

Cluster quality
decreases with
increased number
of features

Wrapper based
feature selection
using SVM

Wrapper Feature selection
—forward
sequential used,
SVM-evaluation.

Better accuracy,
faster
Computation.

Selection
algorithm of
iterative nature

Hybrid feature
selection

Hybrid Filter-mutual
information.
Wrapper-feature
sel.

Improves
accuracy

High computation
cost for high
dimensional data
set
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correlation technique is a three-step approach. Initially each sample is represented
in two-dimensional matrix form represented as,

xi ¼

f1 0 0 0 0 0

0 f2 0 0 0 0

0 0 f3 0 0 0

:: 0 0 0 fm�1 0

0 0 0 0 0 fm

2
6666664

3
7777775 ð4Þ

xi ¼ vj;k where, 1� i�m; 1� j�m; 1� k�m, j! = k.
Each diagonal element of matrix shown above represents a single feature from

the sample. In second step, Euclidian distance between any two features is calcu-
lated. This information is represented in matrix form as shown below,

di ¼

0 e f1 � f2ð Þ :: e f1 � fm�1ð Þ e f1 � fmð Þ
0 0 :: e f1 � fm�1ð Þ e f2 � fmð Þ
0 0 :: :: ::
0 0 0 0 e fm�1 � fmð Þ
0 0 0 0 0

2
66664

3
77775; ð5Þ

where, e is distance function and e fi� fjð Þ ¼ 0 iff; i ¼¼ j; also eðfi�j
fjÞj ¼ eðfj� fiÞj j.

Thus, two triangular area maps obtained are mirror images and are exactly
similar in nature. Thus, only upper/lower triangle values can be calculated which
serves the purpose. These two steps are repeated for every sample in the dataset X.
The mean µ and standard deviation σ is computed using the equation given below.

Raw 
Data

Pre-
processing

Matrix 
Representation

Multi-Feature 
Correlation 
Determiner 

Ranker Ranked          
Features 

Fig. 1 System architecture
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li;j ¼
Xn
j¼1

xi;j ð6Þ

l ¼
Xn
i¼1

di ð7Þ

r ¼ 1
n

Xn
i¼1

di � l ð8Þ

For every sample the covariance matrix is calculated as follows:

ci ¼ 1
n� 1

r f1; l1ð Þ � � � r f1; lmð Þ
..
. . .

. ..
.

r fm; l1ð Þ � � � r fm; lmð Þ

2
64

3
75 ð9Þ

Finally, the mean of all covariance matrices is calculated for the given dataset to
rank features based on their relevance, as given in the equation.

cmean ¼
Xn
i¼1

ci ð10Þ

From the mean covariance matrix Cmean, it can be inferred by how much amount
feature fi is correlated with feature fj; fjþ 1; . . .; fm. The values of covariance matrix
are sorted in ascending order to rank the features according to the score. The
threshold τ is applied to remove the features which are having low ranking score.

4 Experimental Results

To verify the applicability of proposed feature selection algorithm, the initial
experiments are carried out on publicly available, preprocessed and normalized
datasets such as weather and breast cancer datasets. Initially, the results are carried
out by extracting relevant features using well known FSA like Relief, Relief-F.
Table 2 gives the statistics of each of the dataset used for carrying out evaluation.
Relevant features are extracted at different intervals by gradually decreasing the
threshold level. Using the training dataset only relevant features are used for
training a classifier. Accuracy of classifier gets impacted by the order and relevance
of the features; this helps in identifying the relevant features. RF is selected as a
classifier for experimentation and the results collected are given below. By giving
the training dataset only relevant features are used for training a classifier and
accuracy is measured. This helps in offering a clear view of how accuracy gets
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impacted while features are included into relevancy list and in understanding which
features are relevant.

For unsupervised approach before using benchmark dataset [2] for determining
the accuracy of proposed feature selection algorithm the labels are removed from
the datasets and the ranked features are extracted at different threshold levels. These
features are used for training the classifiers and accuracy is determined. Figures 2
and 3 show the impact of feature selection algorithm on classifier accuracy. To
determine the classifier accuracy the classifier training is carried with increasing
training feature set (features were added one by one). The results suggest that

Table 2 Benchmark dataset statistics

S. No. Dataset Total
number of
samples

Number
of
features

Number of
training
samples

Number of
test samples

1 Weather forecast 1648 14 1483 165

2 Breast cancer
Wisconsin
(diagnostic)

569 33 480 89

Fig. 2 Feature selection algorithms accuracy for weather forecast dataset
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ranking produced by MCA holds promising prospects and can be used for further
analysis and applications.

For analysis three features selection approaches viz; Relief, Relief-F and mul-
tivariate correlation are applied. It is very obvious that different feature selection
algorithms will have difference in accuracy for different datasets. The goal is to
identify best feature selection algorithm and compare its accuracy with proposed
feature selection approach. Training samples are initially normalized to remove
impurities and are then given to each of the participated feature selection approach.
Initially, threshold level is set to maximum value ‘0.9’ and gradually it is decreased
by interval of 0.1 to minimum ‘0’ and extracted features are observed. With every
changing threshold level, the classifier (Random Forest) is trained using only
selected features and accuracy is calculated. The 10-fold cross validation technique
is used to verify the results obtained from different feature selection algorithms. The
results collected are given below. Figure 2 shows the classifier accuracy on weather
dataset.

After carrying out experiments over different feature selection algorithms, it is
observed that model performance decreases as number of features gets increased.
The order in which features are getting introduced plays crucial role in determining
the accuracy of classifier.

To verify how feature selection helps in reducing the number of features and its
effect on accuracy of classifiers, feature selection algorithms over breast cancer
dataset is applied and the results are shown in Fig. 3. The results provided clearly
shows that, feature ranking approaches removed irrelevant features from dataset.

Fig. 3 Feature selection algorithms accuracy for breast cancer Wisconsin dataset
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The chosen breast cancer dataset has 33 features. Only 10 features from total 33
features are highly relevant. As features relevancy decreases adding these irrelevant
features has negative impact on classifier. For breast cancer dataset, the maximum
performance accuracy observed is 94% over Relief-F, whereas Relief and multi-
variate correlation approach attained nearly 86 and 90% of the accuracy respec-
tively. The graph shows that as more features get included for classification the
classifier performance starts steadily decreasing. It is also observed that multivariate
correlation technique is useful and can be used for feature selection.

5 Conclusion

Many real-world problems currently existing have vast number of features for
example data in bioinformatics. It becomes difficult to process such data and
comprehend as many more features are often redundant and not relevant. Feature
selection can be employed to identify the features which really contribute towards
decision making and only such features should be considered as candidates for
decision making process. Computation speed of algorithm can further be improved
effectively by only focusing on such relevant and non-redundant features. This
paper proposes multivariate correlation-based approach for feature selection. The
evaluation results collected over benchmark dataset shows that this approach can be
used for feature selection. Multivariate correlation score for feature ranking is found
to be promising approach. In MCA, highly correlated features are represented as +1
and if features are not correlated then it is represented as −1. This helps users to
remove those features from dataset whose Co-relation is less than 0. If classifier
attribute is known then we can measure Co-relation value against classification
index and for unsupervised datasets we can rely on correlation score of feature for
its ranking. By applying feature selection, we are able to improve prediction quality.
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Vertex Importance Extension
of Betweenness Centrality Algorithm

Jiří Hanzelka, Michal Běloch, Jan Martinovič and Kateřina Slaninová

Abstract Variety of real-life structures can be simplified by a graph. Such sim-
plification emphasizes the structure represented by vertices connected via edges.
A common method for the analysis of the vertices importance in a network is
betweenness centrality. The centrality is computed using the information about the
shortest paths that exist in a graph. This approach puts the importance on the edges
that connect the vertices. However, not all vertices are equal. Some of them might
be more important than others or have more significant influence on the behavior of
the network. Therefore, we introduce the modification of the betweenness centrality
algorithm that takes into account the vertex importance. This approach allows the
further refinement of the betweenness centrality score to fulfill the needs of the
network better. We show this idea on an example of the real traffic network. We test
the performance of the algorithm on the traffic network data from the city of
Bratislava, Slovakia to prove that the inclusion of the modification does not hinder
the original algorithm much. We also provide a visualization of the traffic network
of the city of Ostrava, the Czech Republic to show the effect of the vertex
importance adjustment. The algorithm was parallelized by MPI (http://www.mpi-
forum.org/) and was tested on the supercomputer Salomon (https://docs.it4i.cz/) at
IT4Innovations National Supercomputing Center, the Czech Republic.
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1 Introduction

The graph theory is proving to be a useful tool in the variety of research fields.
A graph can describe objects and their communication and/or relationship. This has
become very advantageous in areas like biology and chemistry [1–3], sociology [4–
7], linguistics [8, 9], physics and informatics [10–14]. The structure and topology of
the graph or network thus become the focus of the research. Although the meaning
of vertices and edges is different across the scientific fields, the underlying idea
remains the same. For example, the interaction of proteins in biology is not different
to an interaction of two people in a social network. Proteins and people are rep-
resented by vertices and their interaction by edges. It is the weight of an edge that
allows the quantification of the interaction.

The shared interest is finding the important or influential vertex in a given graph.
For this purpose, the various centrality scores are capable of an answer. There is a
plethora of them available, like closeness, degree, eigenvector or Ketz centrality,
but the most common and widely adopted is the betweenness centrality score [15].
The role of betweenness centrality score is to identify the busiest vertices in the
network. This score is computed using the knowledge of the shortest paths in the
network. Therefore, it adopts the information from the edges. But the vertices also
contain valuable information that should not be neglected.

Particularly, interesting and growing area where the graph theory has its place is the
urban traffic monitoring. The latest development of the society sees the increase of the
vehicles in the cities as more people are able to afford a car. Therefore, the advanced
planning of the infrastructure and the traffic control become more important. One
approach is to make a connection with the known physical problem. Daganzo [16] is
treating traffic flow as a hydrodynamic model and solves it using differential equations.
More general approach to traffic flow is based on the application of extended Kalman
filter [17, 18].Other authors noted the trend pattern in trafficflowand analyzed it as time
series [19, 20]. Since the traffic flow is happening on the roads, it is natural to consider
the road network as well. The graph theory helps in visualization of the transportation
network, where the vertices represent crossroads, turnings, exits from the parking lot,
etc., and edges represent roads. The oriented weighted graph makes the faithful
description of the real network. Additionally, the weights of the edges can be used to
represent various information about the conditionsof a given section like speed,weather
condition, time of the day, etc.

The graph of the city transportation network is complicated even for smaller
cities. Therefore, it is desirable to extract as much information as possible from it.
The common way is to use the betweenness centrality score that gives relevant
answers about the vertex importance. The role of betweenness centrality score is to
identify the busiest vertices in the network. This approach is examined by authors in
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[21–24]. However, some authors argue that human rationality is bounded [25] and
their choice of the shortest path is not equivalent to the topological choice. Another
problem is a high dynamic of the network. Thus, the authors raised the question
whether betweenness alone is enough to describe the traffic flow. While the concern
is certainly valid, there is still a lot of research to be done on the topic.

For our purpose of traffic monitoring, the betweenness centrality is satisfactory.
The problem we discovered is that the betweenness centrality uses the information
about the shortest paths in the graph and it does not take into account the vertices
which are passed when going from the origin to the destination. People do not use
the network just for the sake of using it. They enter it at some origin point because
they care for the destination. Let us consider a major event is happening in the city
like a concert or political meeting. We can expect increased traffic towards this
vertex when the people want to reach this event and when the people are leaving it.
We could change the weights of all edges lying on the shortest paths to the des-
tination to account the increase in traffic, but it would require the change of a
significant amount of values. Moreover, when the people will leave the event, it
would be difficult to assess which values to increase, since the destination points are
unknown. Thus, we propose the assignment of the weight to the vertex. It can also
help solve the dynamic problem mentioned above.

While the motivation behind the modification was its use in the traffic network,
we believe its usefulness goes beyond it. While analyzing the social behavior of a
group, the ability to increase the importance of a given vertex (individual) can be
used to describe a sudden change in the group dynamics. When studying the spread
of information in a network, credible and dependable sources can have increased
importance. These are just few examples where the concept of the vertex impor-
tance can be considered.

This paper is organized as follows. Section 2 briefly reminds of the betweenness
centrality. Section 3 describes the proposed modification. Section 4 shows the
results of the performance and Sect. 5 shows the visualization and examples, both
carried out on real traffic data. Section 6 concludes the paper.

2 Betweenness Centrality

Betweenness centrality or in full form Shortest path betweenness centrality first
appeared in sociology [26]. Its main purpose was to quantify the individual’s
influence over the information flow in the social network. It has been generalized
and adopted since as one of the centrality measures in the network. The higher
value of betweenness centrality means the greater importance within the network.
Specifically, within the context of the traffic network it usually represents a prob-
lematic section of the traffic flow.

Betweenness centrality of a vertex is defined as the ratio of the number of the
shortest paths between an origin and a destination that pass through the vertex and
the number of all the shortest paths between an origin and a destination.
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Let us describe the traffic network with the graphG ¼ ðV ;EÞ, where V is the set of
vertices pair-wise connected by edges forming the set E. We define a path from s 2 V
to t 2 V as an alternating sequence of vertices and edges, beginning with s and ending
with t, such that each edge connects its preceding vertex with its succeeding vertex.
The symbol rst ¼ rts denotes the number of the shortest paths between vertex s 2 V
and t 2 V , and rst vð Þ is the number of the shortest paths between s and t that goes
through v 2 V . Betweenness centrality BC for the vertex v 2 V is then defined as

BCðvÞ ¼
X

s 6¼v 6¼t2V

rstðvÞ
rst

ð1Þ

To get the shortest paths we use standard Dijkstra algorithm [27]. Betweenness
centrality is computed using Brandes algorithm [28]. The pseudo code is mentioned
below as Algorithm 1.

Algorithm 1. Original betweenness centrality for directed graph with edge lengths.
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3 Modification

As mentioned in the introduction, the purpose of this modification is to describe the
situation better, when the importance will change for one vertex or some number of
vertices.

We identified that there are two natural types of events that can occur in
experiments or real situations. The first event arises when the vertex is the source of
the shortest paths. It means every shortest path leading from this point is influenced
by the increase. To simulate this event, we selected the parameter alpha to describe
the rise of the vertex importance.

The second event arises when the vertex is more important as a destination point
for the betweenness calculation. This kind of behavior influences all the shortest
paths that lead to the destination vertex. For this phenomenon, we designated the
parameter beta.

Therefore, the importance parameter of the vertex in a modified version of the
betweenness centrality algorithm consists of two positive real numbers alpha and
beta.

• alpha 2 R� 0 (source vertex importance)—increases betweenness on the
shortest paths directing from this vertex

• beta 2 R� 0 (destination vertex importance)—increases betweenness on the
shortest paths directing to this vertex

The betweenness gain on the shortest paths is proportional to the chosen values.
For example, if alpha is equal to 2 for vertex A ðalphaA ¼ 2Þ, then betweenness
centrality gain on vertices that are on the shortest paths from vertex A to all other
vertices is twice as big. This situation is illustrated in Fig. 1. The betweenness
centrality is calculated just from the vertex A to all other vertices and the red edge
means that it is lying on the shortest path from vertex A to all other vertices.

Change in beta value can be seen in Fig. 2, where betweenness centrality is also
calculated just from vertex A to all other vertices. We set beta equal to 2 for vertex
D ðbetaD ¼ 2Þ. In this case, the betweenness is doubled for every surrounding

Fig. 1 Comparison of betweenness gain for vertex A, when alphaA ¼ 1 on the left and alphaA ¼
2 on the right
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vertex. The amount of betweenness gain for vertices that are further from the
destination vertex slowly dissipates.

The pseudo code of this modification can be seen in Algorithm 2. The modifi-
cation is on line 23 where we added the parameters alpha and beta. If alpha and
beta values are set to value 1, we get original unmodified algorithm from Ulrik
Brandes as seen in Algorithm 1.

Algorithm 2. Modification of original betweenness centrality for directed graph
with edge lengths.

4 Performance Test on a Traffic Network

To test our modification, we chose a graph of the traffic network. This experiment
was focused on measuring the difference in speeds and memory requirements of the
original and modified betweenness centrality algorithm parallelized using MPI on a
graph generated from the actual traffic network of Bratislava city in Slovak
Republic as an input. The source graph contained 225,526 vertices and 529,767
edges. Data are obtained from open source OpenStreetMap project1.

The performance was tested on Salomon cluster operated by IT4Innovations
National Supercomputing Center. The cluster consists of 1008 compute nodes and
each of them contains 2x Intel Xeon E5-2680v3 processors clocked at 2.5 GHz and
128 GB DDR4@2133 RAM. When the experiments were performed, the operating

Fig. 2 Comparison of betweenness gain for vertex A, when betaD ¼ 1 on the left and betaD ¼ 2
on the right

1https://www.openstreetmap.org
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system was CentOS 6.7 and the code was compiled using Intel C++ Compiler 17.0.
To increase the speed for a given architecture, -xHost flag was used in a compi-
lation. This flag allows to use the highest instruction set available on our Haswell
architecture.

Table 1 shows the speed and memory requirements of the original and modified
version of the betweenness centrality algorithm. The test was performed for a
different number of computing nodes from one to eight. On each computing node, a
process per processor core was created. So, one node could have 24 processes,
because each node had 2 � 12 cores. On average, each process consumed
89.73 MB of RAM for the original version of the algorithm and 93.35 MB for the
modified version. The modified version of algorithm took on average about 8.76%
longer when compared to the original version. Speed decrease (SD) was calculated
according to formula SD ¼ t2 � t1ð Þ=t1 � 100, where t1 is time of original version
of betweenness and t2 is time of modified version of betweenness. We also tested
the memory requirements of both versions of the algorithm. From the results, we
can compute that the modified version of algorithm required around 4.05% more
memory. To summarize, the overhead of modified version is acceptable for us.

5 Experiments

To better describe and provide visual example of our modification, we chose a
graph of a traffic network again because it is easy to interpret and visualize. For this
particular case, we can notice certain ambiguity between parameters alpha and beta.
Consider the example of people going to work from certain suburb area in the
morning. Do we increase the parameter alpha to show the increase in traffic coming
from the source or parameter beta to show increase in traffic going to the desti-
nation? We usually want to increase both values, but we should base this on our
knowledge of the local network and people’s behavior. Therefore, this change
should be used in the context of macro-simulation when alpha and beta values are

Table 1 Comparison of the original and modified version of the betweenness centrality algorithm
on the graph of Bratislava city traffic network

Computing
nodes

MPI
processes

Speed(s) Memory
requirements
per process
(MB)

Speed
decrease
(%)

Memory
increase
(%)

Orig.
BW

Mod.
BW

Orig.
BW

Mod.
BW

1 24 812.21 883.35 86.0 89.5 8.76 4.07

2 48 414.74 452.91 95.4 98.9 9.20 3.67

4 96 208.45 226.52 88.5 92.0 8.67 3.95

8 192 104.88 113.68 89.0 93.0 8.39 4.49
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selected in agreement with the analysis of mobility of the population. If we get the
origin-destination matrix, we can use it to adjust these values for each vertex and
the resulting betweenness can be more precise. We can also simulate differences of
betweenness for different times on the same graph of the traffic network. Therefore,
we can identify bottlenecks during weekdays in the morning, when a lot of people
are going to work, or in the evening when they are going back home.

Our modified version of the betweenness centrality was integrated into the
Floreon+ system2 operated by IT4Innovations National Supercomputing Centre3.
The objectives of the Floreon + system are monitoring, modeling and prediction of
crisis situations. With the help of this system, we created examples of betweenness
centrality algorithm results when we modified alpha and beta values. We used
different values to illustrate the contrast between them and the default values. The
subset of a real traffic network of Ostrava city, the Czech Republic was used as an
input graph. The dimension of the observed area was 45 � 60 km. The visual-
ization of the betweenness centrality is therefore confined to this area.

You can see the selected area of traffic network of Ostrava city in Fig. 3.
Betweenness centrality score was obtained via the unmodified algorithm (we used
default values alpha = 1, beta = 1 in this example). The width of the red line
denotes the value of betweenness score; the wider the line is, the bigger the
betweenness centrality values are. At the bottom of this picture, there is a black
circle with the selected vertex for which beta value will be changed.

Figure 4 shows the value of beta increased to 5000 for the selected vertex in the
black circle. This change makes the vertex more important destination for the
traffic. We can see a visible change of the line width directing to this vertex.

Fig. 3 Visualized betweenness centrality output for a part of Ostrava city. In black circle, there is
a selected vertex with value beta = 1

2https://floreon.it4i.cz
3http://www.it4i.eu
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Figure 5 shows another example. The selected part of Ostrava city remains the
same, but this time we consider three points of interest. Here we use the original
betweenness centrality, i.e. alpha = 1 and beta = 1 for all the circles.

Then Fig. 6 shows how the betweenness changes in comparison to Fig. 5, when
we set the value of beta to 2000 for the black circles and the value of alpha to 5000
for the red circle. This change is clearly visible and simulates higher traffic around
the red circle where the selected vertex is more important as a source point for the
shortest paths. Also, higher traffic is visible on main road between black circles,
where the selected vertices are more important as a destination points.

Fig. 4 Visualized betweenness centrality output for a part of Ostrava city. In black circle, there is
a selected vertex with value beta = 5000

Fig. 5 Visualized betweenness centrality output for a part of Ostrava city. In black circles, there
are selected vertices with value beta = 1, and in red circle there is a selected vertex with value
alpha = 1 (color figure online)
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6 Conclusion

In this paper, we described the modification of betweenness centrality algorithm
from Ulrik Brandes, so it is able to take into calculation the vertex importance in the
graph. We identified two types of vertex importance—source vertex (alpha) and
destination vertex (beta) importance.

The main objective of this change was to add new possibilities to work with
betweenness centrality. We chose graphs of the traffic network for the testing the
algorithm. This type of network is very static, but the events occurring here are on
the other hand very dynamic. With this modification, we can easily adjust the
betweenness score during the day cycle, and we can also quickly react to new
events. It also allows us to anticipate problematic parts and bottlenecks in the traffic
flow better.

The comparison of the original betweenness algorithm and our modified version
shows favorable results for our modification. When they were both tested on the
same traffic network depicting the city of Bratislava, the additional computation
slowed the algorithm on average by 8.76%. The memory consumption increase was
only 4.05%. The performance of the modification is therefore very good.

The attached visualization of the Ostrava city traffic network shows the inter-
pretation of these two values and how they differ from each other.

The only thing we have not tackled in this paper is how to choose the values
themselves. There is no quick and easy recommendation. It is imperative to know
the structure of your network. It is important to perform the research on the mobility
of the population for the particular traffic network. The origin-destination matrix
can be used for more precise adjustment of the parameters. Monitoring of the
network is also very useful to get information on movements within the network
during the day cycle.

Fig. 6 Visualized betweenness centrality output for a part of Ostrava city. In black circles, there
are selected vertices with value beta = 2000, and in red circle there is a selected vertex with value
alpha = 5000 (color figure online)
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The future research will be focused on better understanding of the alpha and
beta values. We also will focus on better analysis of our traffic network so we can
better refine these coefficients.

Developing self-sustaining system capable of auto adjustment depending on the
current situation is one of the goals of the project ANTAREX4 and its use case
focused on self-adapted server side/client side navigation system. The proposed
extension of the betweenness centrality algorithm will be tested within this project
on the server-side navigation system part to obtain a global view of traffic network
and to be able to influence the traffic flow within the Smart City context.
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Privacy Protection Data Analytics
in Smart Home Environments
with Secure Computation

N. Naveen and K. Thippeswamy

Abstract These days in smart home environments, one could find the absence of
mechanisms to empower occupants so as to see and manage the data created by
smart gadgets at peoples living places. By means of the expanding adoption
physical devices such as remote systems, intelligent gadgets, and sensors homes
have been getting to be smart home environments. Intelligent gadgets could obtain
an unfathomable measure of delicate individual data. Nevertheless the incredible
way of smart home data investigation has been building up defensive consideration.
The gathering and processing of data of this data raises privacy concerns about how
the people existing in a kind of a smart home environments could guarantee where
this data would be shared just pertaining to their own particular great, as opposed to
be shared, collected, used, or maliciously disclosed so as to meet the requirements
which would damage their independence and security. Hence handling a sort of
data ought to be exclusive to specific clients in charge of straight concern. This
study proposes a framework displayed to keep up safety and saving protection so as
to examine the data regarding from homes that are brilliant, in the absence of
bargaining on utility data. This study deals with the implantation of a security
protecting method of pertaining to the art of solving coding called cryptography as
well as randomization has been utilized for keeping up the protection of touchy data
pertaining to a person. Randomization is strategy; which adjusts unique data by the
addition of a few noises arbitrarily to unique data which is independent of different
reports. At this time cryptography strategy has been utilized to provide safety and
security of sensitive attributes. Prior to the process of Randomization Data partition
are performed in vertical and horizontal. At long last, giving right of entry of
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sharing data is data is ensured against third party and valuable data is imparted to
approved data per users for security counseling, and investigative reason.

Keywords Cryptography � Data collector � Data provider � Dataset
Partition � Randomization

1 Introduction

Nowadays a number of senior citizens in developed countries is increasing rapidly
and related on the research by UN this would increase double in 2050. Normally if
elder people are living in home they need healthcare services to monitor and keep
their health safely. If elder people population growing rapidly that much of
healthcare services needs to be provided to them. But in developing countries
parents and senior citizens people are living in individual home. In this situation
these people needs preventive health care and keep their living situation securely in
all situation. For providing health care and security of elder people, smart home
system is introduced to monitor their heath report keep their living data safely.

In smart home system sensor are used to collect data from home about living
peoples. This data should be transformed to data receiver for further services
(healthcare service, research service) with secure manner to maintain privacy of
each people in smart homes. In order to achieve the effective services by data
analytics technology sensor data has to collected centrally and distributed with
privacy mode. Distribution of preserving privacy of small scale data is concentrated
broadly as of late. Miniaturized scale data encloses data where all of it consists of
data around a single element, for example, a man, a family unit, or an association
[1].

In the present days, tidy home surroundings have been expanding quickly.
Progressively, material articles have begun to pick up the capacity to transmit data
concerning their surroundings. By means of the expanding reception of sensors,
savvy gadgets, and remote systems, houses are getting to be brilliant home situa-
tions. Situations of these kinds are exceptionally particular, savvy gadgets work
together, course of action, distribute, as well as create derivations from the data
caught concerning the condition of the home and the exercises of its inhabitants
(and guests) [2].

According to Cook et al. [3, 4] by existing in a keen home setting its occupants
could build the nature of ones life. Shrewd home look to improve a man’s situation
and lifestyle. Helped existing, a type of smart house, tries to screen a home to
guarantee the inhabitant’s wellbeing, empowering the matured and invalid populace
to stay in their abodes for more time. In any case, reconnaissance functions in sit-
uations of this kind need protection procedures if the innovations are to be
acknowledged by the inhabitants. It is because of the confidential way related to the
home as well as intrusive way of observation.
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In the present days keen home situations there is an absence of instruments to
empower tenants to see and manage the data created by brilliant gadgets in their
home [5]. Insightful gadgets might get a boundless measure of delicate individual
data. The gathering and handling of this data elevates security worries concerning
how the people existing in a shrewd situation of this kind, home situation can
guarantee that this data would be mutual very soon for their personal great, instead
of be gathered, distributed, utilized, or malignantly unveiled for reasons which may
disregard their independence and protection.

To give aiding administrations from side to side data expository innovations, and
as a rule sensor data should be gathered halfway and adequately and execute
knowledge discovery algorithms. Knowledge discovery from records, procedures
such as regression, clustering, association rules, decision trees, classification,
genetic algorithm and so forth are utilized as a part of these days.

In any case, the gathered sensor data from smart homes symbolizes to individual
and touchy data and could frequently uncover the total existing conduct of a person.
In the meantime, it is not possible to execute investigation on data that might have
changed mostly owing to the way of the arrangement in which it is critical to have
the capacity to distinguish character, to which defensive mind should be outfitted.
To beat this subject protection saving is the most excellent arrangement in this sort
of dispersed surroundings.

Protection safeguarding data distributed have built up thought lately as talented
methodologies have been utilized for sharing data where saving character security.
Preferably investigation on encrypted data will be a flawless answer for saving
security anyway, it is not a simple or a without cost errand.

Homomorphic encryption [6], attempts to deal with data investigation on
scrambled data. Fontaine et al. [7] assesses the progressions in homomorphic
encryption however, present study in encrypted data investigation stay wasteful to
be utilized realistic applications. It gets to be important to formulate a plan which
would permit implementation of data analytic/mining algorithms whilst safe-
guarding security of observed people. This study tries to suggest security safe-
guarding system related to cryptography as well as randomization ideas to give
improved uprightness and secrecy related to facts as well as gives improved
components to allocation of data. At this time prior to accomplishing randomization
procedure on data, data partition technique has been utilized for partition data
present as the form of a vertical and horizontal. In horizontal partition of data, every
piece comprises of a set of which all the elements are contained in another set.
Proceedings of a connection R wherever as perpendicular dividing of data, every
fragment comprises of a set of which all the elements are contained in another set
qualities of a connection R. In distributed environment partition techniques provide
more data integrity.

A strategy of security safeguarding is randomization and this methodology
attempts to protect data privacy through including random noise, while ensuring
that the arbitrary commotion at a standstill jams the “signal” emitted from the data
as a result the examples could be even now be precisely assessed. At this time
cryptography strategy additionally utilized for gives option privacy of allocation of
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data. Data Randomization consolidated with cryptographic procedure additionally
gives productive consequences. In the events that data change and encryption
techniques have been applied in mix after that the data privacy is saved emphati-
cally [8].

2 Related Work

The important issue of implementing geometric data [9] bother in various people
allocated mining has been to safely bring together numerous geometric irritations
which have been favored by various gatherings, individually. Three conventions
have been created for perturbation unification.

Sharma [10] gives a broad study of various protection safeguarding data mining
algorithms. The researcher have examined about benefits and negative marks of
algorithm Randomization. Researchers proposed techniques are just estimated to
the objective of protection conservation; it is required to advance immaculate those
methodologies or build up several effective strategies.

As per Devi [11], an audit of the cutting edge strategies for security and
examination of the agent strategy for protection safeguarding data mining and
brings up their benefits and bad marks. Learning is matchless quality as well as the
extra proficient one is about data soften up, one is less inclined to become victim to
the detestable programmer double-dealers of data innovation.

Tipawan [12] as well as the group talked about on the discoveries that might be
divided as four aspects

(i) Data mining;
(ii) Knowledge sorts and/or knowledge datasets;
(iii) Data mining tasks; and
(iv) Data mining strategies and applications utilized as a part of knowledge

management.

This portrays the meaning of data mining by means of its usefulness. At that
point it clarifies learning administration reason and different administration appa-
ratuses coordinated in data administration. Finally, the utilizations of data mining
procedures have been condensed and talked about. Sharma, Gupta and Jain’s
proposition [13] primarily manages data recovery framework. The territory wher-
ever clients may have the capacity to search for records, data in the middle of report
or a set of data that describes and gives data about other data. Archives on the
network have been called as the Data recovery.

Adhvaryu [14] the progression in data mining methods assumes a vital part in
several applications. In setting of protection and safety concerns, the issues created
by affiliation principle mining procedure have been explored through numerous
exploration researchers. It has been demonstrated so as to the abuse of this strategy
might uncover the record proprietor’s delicate and confidential data to unknown
people. Numerous scientists are coming out with their push to protect security
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present within Association Rule Mining. This study tries to display the overview
about the methods and algorithms utilized so as to safeguard protection as a part of
association rule to partition the database horizontally.

Rajkumar [15] so as to safely provide individual definite delicate data from two
data providers, whereby the shared data keeps up the vital data for later data mining
tasks. Protected data conveyed areas the issue of disclosure delicate data while
mining for helpful data. Researchers in this study deal with the issue of confidential
data distributed, wherever individual exceptionality for the comparative plan of
individuals has been confined through people of two kinds. Differential protection
has a detailed security demonstration which creates undoubtedly approximately a
foe’s knowledge groundwork learning. A differentially private module guarantees
that the probability of output (discharged data) has been promptly similarly from
about the identical data sets and in this manner guarantees all outputs are merciless
to any particular’s data. However, a particular’s protection has been not at danger
considering enthusiasm for the data set. In particular, the study demonstrates an
organized set up for differentially confidential data release pertaining to
straightened-circulated data between gatherings in two in the semi-honest to
goodness enemy replica. Initially a two-party tradition has been provided for the
proponent system. The tradition could be utilized regarding the sub-tradition
through a number of other algorithms which involves the segment related to
exponents in distributed surroundings. In like manner, the research study tries to
present a two-party algorithm which releases differentially confidential data
securely as per the importance of protected varied party algorithm.

Shrivastva [16] data mining can be deemed as a procedure where data would be
gathered from various bases as well as recommence it in valuable data. Data mining
has been otherwise called knowledge discovery in database (KDD). Privacy and
accuracy have been the vital concerns in data mining when data is distributed.
A productive course for prospect data mining exploration would be the advance-
ment of systems which consolidate security issues. The greater part of the strategies
uses arbitrary stage methods to cover the data, for saving the protection of delicate
data. Randomize reaction strategies have been created with the end goal of securing
studies protection and keeping away from answers bias mainly. In RR system will
add the certain level of randomness to the response to keep the data. The target of
this proposition is to improve the security step in RR procedure utilizing four
gathering plans. To begin with as indicated by the algorithm irregular attributes a, b,
c, d had been viewed as, later the randomization are performed on each dataset as
indicated by the estimations of theta. At that point CART and ID3 algorithm were
connected on to the data randomized. The outcome demonstrates in kind of way
through expanding the gathering, the security stage would increment.

The goal of privacy safeguarding system to ensuring private data has been
defends from process of perceptive data. Smart houses have been raised in different
literatures from privacy concerns about data. The design of technical solution is
able to protect privacy and analyze complete data life cycle for smart homes. The
data analytic technologies to provide a service through sensor data has been col-
lected normally and efficiently performs the knowledge based on discovery
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algorithm. After collecting the sensor data through smart homes that represents the
sensitive and personal data is to complete the trade of individual behaviors. At the
same moment, it is impossible to perform data analytics and is transformed to a
nature of solution.

Moncrieff et al. [17] propose innovative solutions to dynamically modify the
confidentiality level in smart homes, while maintaining the functionality based on
data masking techniques using environmental context to decrease the invasive
nature of technology.

Meyer and Rakotonirainy [18] demonstrate the selected data to disclose a con-
fidentiality administrator module through context-aware systems based on interact
with each user.

Bagüés et al. [19] propose a framework to control the distribution of data sur-
rounded by context-aware service through chain interaction, based on a set of user
distinct privacy policies.

Drosatos and Efraimidis [20] introduces a privacy preserving based on crypto-
graphic approaches to distribute the statistical investigation of data begins with
sensors. The above solution to discuss about the address privacy concern is very
precise which are required the proposed solution. The different process of data has
been incorporates an innovative smart home blueprints. Fontaine et al. describes the
advancement of encryption but, present study to encrypt the homomorphic data
analytic remains efficient that is used in convenient applications. The smart homes
system ensures the execution of mining algorithms and data analytic while preserve
privacy of monitor individuals. The schema is reversible because that authorized
personal details can be provided with personnel individual need of assistance. To
finish the storage overhead and computation of the method has to be evaluated
carefully. The role of privacy differs from cultures, jurisdiction and countries. In
generally, the confidentiality is related with storage, assortment, use, sharing and
processing of personally identify the data.

Chen and Zhao [21] propose a survey the privacy issues and data precautions
about the entire lifecycle of data provide from cloud computing. The structure is
based on their four areas to make a certain security. In our proposed system, the
cloud identifies the authority user exclusive of expressive the authorized users are
able to identify the stored data. In our system identify the features level of access
control with authorized users are able to encrypt and decrypt the storing data. The
system is used to protect the replay attack and support their modification, creation,
and reading the data store from cloud system. The user access control and
authentication scheme is robust and decentralized, but different access control
systems of cloud are centralized. Therefore, the smart home appliance is capable to
protect data such as all type of products and it contains their ingredients or other
product attributes. The benefits of system can be securely realized by access the
user data of home appliances through Smartphone or a browser.
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3 Proposed Work

In huge applications, the entire data might be in single space known as multiple
sites or centralized known as distributed database. Approaches have been proposed
by several authors for both distributed database as well as centralized to secure
confidential data. This study manages privacy protecting in distributed database
environment whilst distributing discovered knowledge/hidden data to numerous
legitimate people. Privacy safeguarding in data mining through utilizing crypto-
graphic part foundation admittance organization is displayed in. The researchers
have suggested another arrangement by coordinating the benefits of the main
methodology that protects the protection of the data via utilizing a developed part
which is stressed on the entire managed method besides the secondary method that
utilizes strategies based on cryptographic with the perspective of reducing reduction
of data as well as security.

3.1 Data Collector and Receiver

The data collector happens to be a task that is present in every smart home. It is in
charge of gathering sensor data and exchanging all of those to the data cluster at
standard interims. It can be configured from end to end a design document con-
trolling each part of its usefulness. In the middle of others the principle angles it
designs, are connection with the sensor data sources, the recurrence where it verifies
for novel data, the location at where the data has to be sent, the protocol utilizing
that builds up a connection and the arrangement where the data will be transferred.

The data receiver module gathers the data from the data collector. Data receiver
plays out an algorithmic capacity for division between the diverse properties of the
record, taking into account the current composition meaning of the record. The
attributes have been grouped in view of regulations, empirical observations and
linkage of public sources. In data handling requirements, a normal procedure for
grouping has been established to be built up as well as it might call for a different
exploration center. The change in algorithmic capacity yields have been put away
independently so that to accomplish disengagement amongst delicate and
de-sharpened data. The attributes which have been deemed primary/
quasi-identifiers have been utilizing crypto strategies, before encrypting and put-
ting away them, as well as their real worth into the dictionary storage identifier, in
the event that they don’t as of now subsist. The non-identifiers alongside the
primary/quasi identifiers have been in de-distinguished capacity which they would
put away (Fig. 1).
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3.2 Partition Method

In distributed environment, the database has been divided into put out of joint parts
and every spot comprises of only fragment. Data could be partition in various
courses, for example, mixed, vertical and horizontal. In horizontal partition of data,

Data Collector Data Collector Data Collector

Data Receiver

Partition dataset
(Vertical and 
Horizontal)

Randomization
(Adding Noise to Data)

Cryptography
(Quantum- resistant 

cryptography)

Data Provider

Check Access 
Control Provide Result

User UserUser

Data base

Fig. 1 Data analysis in smart home environment architecture
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a set of fragment containing within a set pertaining to the proceeding is present in
every piece of a relation R wherever as vertical apportioning of data, a set con-
taining within a set of properties is present in every section of a relation R. The
partition method has been blended with the discontinuity anywhere data is being
apportioned on a level plane and after that each divided section has been supple-
mentary divided into pieces that are vertical and the other way around.

(1) Vertically Process: In this work k-attribute record has been divided vertically
into k single-attribute records. For this situation, the test would be data mining:
taking in the insights of Boolean functions of the attributes, utilizing the
single-characteristic inquiry and reaction instruments as outdated.
A third possibility is a mix of a k-attributes record which is in a vertical position
apportioned more than two or more records along with k1 and k2 (potentially
covering) qualities, separately, where k1 + k2 k. data set i, i = 1; 2, could deal
with ki-ary useful inquiries, and the objective is to study connections flanked by
the sensible yields, e.g.,\If f1(1;1;:; 1;k1) holds, “do play a role in the
improvement the probability where f2(2;1:; 2;k2) holds?”, let us say fi has been
identified as the capacity on the property estimations in the ith for the files.

(2) Horizontal Process: In horizontal partitioned appropriated record, distinctive
arrangements of account with a familiar set of properties of entire record have
been set at various destinations. The relationship among things or thing sets
could be discovered right just if guidelines are resolved from consequences of
aggregate arrangement of files across all the locales. In any case, either of the
individual locale proprietors desires to give no single record to some place and
that creates the concern a testing one which is separating fundamental data from
all locales data exclusive of getting to personal account so as to produce
association regulations.

3.3 Randomization Method

In the present security saving data mining innovation, the randomization technique
has been considered in general the best. These strategies additionally provide
knowledge discovery and balance among privacy preservation. At this time for
utilizing this strategy some commotion has been inserted to the data to veil the areas
of documentation [7] that is adequately vast as a result the character estimations of
the documentation could by no means again be recouped. For the execution of
randomization strategies, it is required to actualize two stages.

The given features are as per the following:

(1) data providers randomize their data and broadcast randomized data to data
recipient;

(2) data receiver evaluations unique distribution of data utilizing distribution
recreation algorithm.
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This study tries to investigate the noise addition perturbation methods which
change secret credits via the addition of clamor to give confidentiality. Noise
addition functions through the inclusion or duplication of a random variable process
or number that is randomized to private quantitative attributes. The stochastic
quality is looked over an ordinary conveyance mean that is zero as well as a minor
standard deviation. Deal with added substance commotion with the universal term
that = 5 K + 5 (1) at which Z is termed to be the changed data spot, X is the first
data point and is the arbitrary variable (clamor) with a distribution 5R * 5A (0,2).
This has been later being made to add it to X. This X is later supplanted alongside
Z owing to the data set to be distributed.

3.4 Cryptography Method

Themethod relying on cryptography ensures high level of data protection. Encryption
strategy determines the [18] issues where individuals together direct mining assign-
ments taking into account the confidential contributions they give. These mining
assignments might occur among two contenders or even among untrusted parties.
Hence it is the reason protection saving strategy requires actualizing to protect the data.
There are different PPDM strategies, for example, the strategy on vertically and
horizontally partition the data. Encryption strategy guarantees the exchange of data is
safe and secure, yet this technique has been very little effective.

3.5 Data Provider

The past sub-segments the areas that have been safely gathering, processing and
storing delicate data were tended to. With a specific end goal to understand the
advantages of a framework the outcomes from data processing should be prepared
that could be accessible to proper users. Here data provider accomplishes validation
process for each client. At whatever point clients goes into this system, the data
provider verifies the client part and whether this client is validated or not and gives
access clients.

4 Result and Discussion

An advanced approach to ensure protection is to transfer detecting data on indi-
vidual data provisions that are being claim and manage by the clients, empowering
them to manage as well as confine individual data statement and activity entire
management to their data. At this time, clarify test comes about so as to show the
proficiency of our methodology as far as flexibility, safety, and execution.
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Figure 2 indicates contrastive procedure amongst obtainable and planned
arrangement of general framework. In disseminated surroundings distribution facts
to the clients who are third has been a basic procedure. Since veiling touchy
properties and in the meantime distributing related data to client is a subject of a
honesty. In this suggested framework respectability of delicate properties has been
accomplished through cryptography as well as randomization system. It gives
improved execution when contrasted with the existing framework.

Figure 3 shows comparative results between existing and proposed system
methods based on accuracy. Compare to existing system this proposed system gives
more integerity and confidentiality when sharing the data in distributed
environment.
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Overall PerformanceFig. 2 Overall performance
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Figure 4 shows cryptography Parameter results, when compare to existing
techniques like ECC and RSA, this proposed technique of QRC provides better
results in area of processing speed and security.

5 Conclusion

PPDM emerged in response of two similarly imperative (and apparently dissimilar)
required data examinations with a specific end goal to convey improved adminis-
trations and guaranteeing the security privileges of the data owners. Troublesome as
the undertaking of addressing to these requirements may appear to be, a few sub-
stantial endeavors are achieved. This study is deemed to be a survey of the
prevalent methodologies to implement the Privacy Preserving Data Mining, in
particular: partition dataset, randomization, cryptography as well as synopsis. In
Privacy Preserving Association standard mining over on horizontally partition
database and vertical partition database to finds the global association rule from the
neighborhood itemset that is incessant. In horizontally and vertically segment
database utilize an alternate method to give protection. Randomization-based sys-
tems have been prone to assume a vital part in this domain. It demonstrated where
underneath specific stipulations it is moderately simple to rupture the security
insurance given by the irregular based clamor including procedure. The study
accompanies a strategy, which accomplishes a sort of safe and secure sealed
framework. Here modern cryptographic algorithms are used to achieve a secure
way of data.
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A Review of Software Defect Prediction
Models

Harshita Tanwar and Misha Kakkar

Abstract This paper analyzes the performance of various software defects pre-
diction techniques. Different datasets have been analyzed for finding defects in
various researches. The main aim of this paper is to study many techniques used for
predicting defects in software.

Keywords Defect prediction models � Redundant metrics � Attribute selection
process � Software quality

1 Introduction

As use of software is increasing in various fields such as hospital, IT companies,
banking, etc. So, having defects free software is very important. A high quality of
software can be obtained by using SDP model. SDP models identify the bugs in the
particular software at the early stage that is at the stage of software development.
This SDP model is trained with the help of software metrics or attributes.
Effectiveness of SDP is based on the characteristics of various metrics of a par-
ticular software. These metrics are used to find whether a software contains the
defective modules or not. Researches are done regarding selection of attributes in
order to develop as much as effective SDP model.

To construct effective software defect prediction model first data is collected and
then, analyzed. Many techniques can be used for preprocessing of data which
includes data cleaning, feature selection, variable clustering, VIF, Spearman,
redundant analyses etc. Datasets from these preprocessing techniques are then used
for training SDP models. For constructing SDP models, many algorithms such as
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KNN, NN, SVM, Naïve Bayes and random forest can be used. Prediction output
then determines whether the dataset contains defect metrics or not.

The performances of these SDP models can be evaluated using performance
indicator that is CA (Classifier Accuracy), AUC (area under curve), Precision and
Recall etc. Also many SDP models such as random forest, fuzzy logic system, SAL,
regression analyses etc. are introduced by researchers.

This review paper is organized as follows: Sect. 2 consists of review procedure
part, Sect. 3 contains literature review part, Sect. 4 contains the conclusion part and
last section contains the references.

2 Review Procedure

In order to analyze the performance of various SDP models, we have reviewed 20
relevant research papers out of 100 research paper. We find the relevant paper for
review based on the following steps:

(i) Downloaded the research paper using the search keywords: Software Defect
Prediction.

(ii) Read the title, Abstract and conclusion of research papers.
(iii) Selected the 20 relevant paper after reading the content of 100 research

paper.
(iv) Results and conclusion of 20 paper is then analyzed thoroughly.

Figure 1 describes the flowchart used for defect prediction.
To analyze SDP, we formulate the following research questions to keep review

focused

RQ1: what are the different techniques of software defects prediction?
RQ2: what are the measures that effect the performance of SDP models?
RQ3: How irrelevant data can introduce defects in software?
RQ4: what methods can be used for improving software defects prediction models?

Fig. 1 Flowchart for review process
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3 Literature Review

It has been analyzed from review of 20 research papers that mainly three techniques
are used for implementing the SDP models that is classification, regression and
clustering. Many researches on SDP model done by researcher are discussed below:

In [1], Ai-jamimi and Hamid proposed a fuzzy logic-based SDP model. The
performance of this logic-based prediction model has been checked by real software
projects data. They find this model as the most effective way to obtain dominant set
of metrics. This in turn make fuzzy logic-based model more valid and satisfactory
as compared to other models. Result showed that using all software metrics gives
the lowest accuracy and less satisfaction as compared with the other set of metrics.
The relevant set of metrics gives better result that is metrics obtained after removal
of redundant metrics.

In [2], Koroglu et al. used seven old versions of software and their additional
feature to find the defects of current versions. They compared several SDP process
that is Naïve Bayes, decision tree, and random forest and finds the random forest
has the highest predictive power as compared to other models. All these models are
compared with the AUC value that is area under curve. They find that random forest
has the highest AUC value.

In [3], Sharmin proposed a novel technique of attribute selection that is selection
of attribute with log filtering (SAL). They used the log filtering to preprocess the
data. Finally, comes to the conclusion that this method gives the more accuracy of
SDP as compared to other techniques. This method is applied on several widely
used publicly available datasets

In [4], Sethi and Gagandeep find that the artificial neural network (ANN) gives
the better result as compared to fuzzy based logic model. ANN gives the more
accurate value. It can be used in hybrid approach to a large dataset. These model is
analyzed with the mean magnitude of relative error (MMRE) and balanced mean
magnitude of relative error (BMMRE).

In [5], Suffian used the metrics in order to find the performance of different
models that is regression model with other models. They find that regression
analysis is most accurate as compared to other models. They used the p-value of
0.05 as the threshold for the selection of attributes of software.

In [6], Ami et al. proposed a novel approach of attribute selection method for
construction of effective defect prediction model. This approach finds the attributes
with high accuracy by calculating the total weight of each attribute and sorting each
attribute based on total weight. They used the one classifier that is Naïve Bayes in
their study in order to construct the SDP model.

In [7], Can et al. introduced a novel approach for software defect prediction PSO
and SVM called as P-SVM model and observed that P-SVM has more accuracy
than BP neural network, SVM Model and GA-SVM model. They found this model
as most robust. The dataset used is only JM1 for proposing the novel approach of
P-SVM.
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In [8], Jiarpakdee finds after studying 101 available datasets that 10–67% of
metrics of these datasets are redundant. Also, it has been observed that elimination
of redundant metrics before constructing the SDP model is very important. It
improves the performance of SDP model.

In [9], Wang et al. observed that multivariant Gauss Naïve Bayes has best
performance as compared to all kind of classifiers. It is most effective defect pre-
diction model. They also experiment with J48 in order to find the performance of
multivariant Gauss Naïve Bayes. They found that MVGNB is most effective in
predicting the defects at an early stage of software development.

In [10], Liu et al. proposed a SDP model for that service oriented software. They
find the SDP model based on the present model, QDPSOMO. It provides better
management of quality for software that depends on EXPERT COCOMO. It is
formed by the combination of defect prediction, measurement and management.

In [11], Kakkar and Sarika Jain concluded from their research work that hybrid
model of classifier or the combination of one or more classifier always gives the
better result than any single classifier. The hybrid approach of selection of attribute
gives more accuracy. It also helps us to analyze the impact of attribute selection and
preprocessing of data on different SDP models. Performance of five classifiers has
been compared, i.e., IBk, KStar, LWL, Random forest, and Random tree. It has
been observed that LWL gave the accuracy of 92.23% and has best performance.

In [12], Verma and Kumar analyzed the multiple regression in their research
work. They find the impact of clustering on defect prediction. Three clusters are
formed. Result has shown that prediction model formed after clustering showed
better result rather than applying prediction model on whole software project.

In [13], Yang et al. proposed a novel approach that is learning-to-rank
(LTR) approach for the construction of SDP model. This approach helps to find the
test resources more effectively by finding which module of software have more
defects. They found that learning to rank approach gives better prediction accuracy
as compared to linear model using LS. However, LTR in some cases is not giving
as better result as given by Random Forest. LTR is not performing better in all
cases.

In [14], Sawadpong and Allen use a exceptional handling for implementation of
SDP model. They proposed exception-based software metrics. It is based on the
structural attributes of exception handling call graphs. They came to the conclusion
that if SDP model that is depends on exceptional based metrics gives more result as
compared to conventional prediction model. They used the software repositories
that have mined data and defect reports for their research.

In [15], Shuai et al. implemented Genetic algorithm with SVM (GA-CSSVM) on
NASA datasets. They concluded that GA-CSSVM performed better as compared to
increases normal SVM.

In [16], Gabriel Kofi Armah et al. performed Multilevel preprocessing by
selecting the attributes twice and filtering instance thrice. Four K-NN classifier’s
preprocessing that is KNN-LWL, KStar, IBK, and IB1 results were analyzed and
compared with random tree, random forest, and non-nested generalized classifier.
Four performance parameter that is accuracy, recall, Area under curve (AUC) and
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precision are used to compare them. Results showed that performance of Random
Forest increased by performing double preprocessing.

In [17], Lo et al. combined SVM and Auto Regression Integrated Moving
Average (ARIMA) for SDP. They analyzed that performance of hybrid model is
better as compared to conventional prediction model and decreases error rate.

In [18], Oral et al. performed SDP by combining three classification techniques
that is NB, voting feature interval and MLP using five datasets. He concluded that
combination of these classifiers gives better performance to SDP models especially
for embedded system.

In [19], Singh et al. analyzed the performance of different mining techniques that
is Logistic Regression, random forest, C4.5, Association Rule Mining, Naïve
Bayes, ANN, SVM, genetic algorithm and Fuzzy Programming. They concluded
that Data Mining techniques are very helpful for removing minor defects.

In [20], Challagulla et al. compared 13 machine learning methods. They find that
NB, neural network, and Instance-based learning performed better than other as
compared to all other methods.

As seen from Table 1, there are many techniques use for the implementation of
SDP models. Some of these techniques are fuzzy logics based, ANN based model,
P-SVM model, Multivariant Gauss Naïve Bayes model, random forest method,
regression analysis and many more.

NASA datasets are the most commonly used dataset for analyses of defects in
software.

4 Conclusion

There are many techniques for constructing SDP models such as fuzzy logic-based
software prediction, Naïve Bayes, neural network, random forest, SVM, P-SVM,
etc. Different researcher performs preprocessing with different techniques and
comes out with different conclusions. It has been observed that selection of attri-
butes effects the performance of SDP model. There are many measures that effect
the performance of SDP models that is AUC (area under curve), precision, recall,
classifier accuracy, etc. However, introduction of irrelevant data decreases the
performance of SDP model. Many methods are there for improving the perfor-
mance of SDP that is multiple regression, multivariant Naïve Gauss Bayes, Info
gain metrics selection method, SAL (Selection of attribute using log filtering),
statistical approach, optimization theory, Exceptional handling call graphs etc.
Based on the analysis, further new techniques can be introduced for constructing
the better SDP models.
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A Study on Privacy-Preserving
Approaches in Online Social Network
for Data Publishing

S. Sathiya Devi and R. Indhumathi

Abstract Online Social Networks (OSNs) have become major platform for social
interactions, sharing personal experiences and providing other services. OSN pro-
viders provide significant services to its user for free of cost. Various privacy
control mechanisms for users have been provided by OSNs to decide who can view
their personal information. User’s sensitive information could be leaked even when
privacy rules are properly set by the service providers. Various users’ data are
collaborated for different analysing purposes. Many threats arise to user data in
OSN. This paper discusses various types of threats that arise to user data and the
technique which overcomes the attacks made on the user data.

Keywords Anonymization � Differential privacy � K-anonymity
OSN threats

1 Introduction

Online Social Networks (OSNs) have become a necessary part in modern life for
person to stay connected to each other. In the current era, social networking has
become a major trend for many Internet users. The Internet has over 3.17 billion
users and there are around 2.3 billion active social media users. Around 85%
online user use at least one of the OSN such as Facebook, Twitter and LinkedIn,
etc. Which is used for building relationship, sharing personal experiences and
providing other services. As Social Network sites are growing tremendously, the
owners accumulate huge amount of information about OSN users. Various business
organizations collect data from different OSN which helps to find hidden growth
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opportunities for an organization. Government also gathers various data that could
help them to improve policy design and service delivery. Generally, the data col-
lected by OSN operators is rich in content and the relationships that are very helpful
to many third party consumers. The data generated through social network services
is called as social networking data. It includes Profiles, login credentials, user
message, tags, multimedia, their preferences, rating, interest and the data related to
their browsing interest. Some forms of data are shared by various organizations for
business purpose and public interest. The shared data may also contain sensitive
information while sharing may lead to privacy breach. In order to overcome the
privacy issue, many tools have been developed. The individual’s personal infor-
mation known as sensitive data has to be protected while publishing the data. So
privacy plays a vital role in OSN. In an OSN there are three basic requirements as
(i) Confidentiality, (ii) Integrity and (iii) Availability [1]. Privacy-Preserving Data
Mining (PPDM) and Privacy-Preserving Data Publishing (PPDP) are techniques
used for maintaining privacy. In PPDM, mining algorithms are developed to modify
the user data to maintain privacy such as Trust Third Party (TTP), Data Perturbation
technique, Secure Multiparty Computation and Game Theoretic approach and
PPDP is used where the whole raw data are sanitized and then published to the third
party for various analysing purposes. While publishing data, various threats occurs.

Though Social Network has lots of advantages, one of the big challenges is to
overcome the threats that occur to user privacy. This paper provides a broad view of
the recent studies on social network data threats, privacy attacks and
privacy-preserving techniques. The rest of this paper is organized as follows:
Sect. 2 analyses the various threats for the user and threats through service provider
to user in Social Network. Section 3 describes the different type of Anonymization
techniques used to sanitize the data. The Differential privacy which overcomes the
drawback of Anonymization techniques is discussed in Sect. 4.

2 Threats in Social Network

Most of the users are unaware of various security risks in the Social Network. Fire
et al. [2] listed out various threats in SN and they are classified into (i) Classic
threats, (ii) Modern threats, (iii) Combinational threats and (iv) Targeting children
and it’s shown in Fig. 1. Generally Classical threats are performed in user account
and their credential information. The various types of Classical threats are Malware,
Phishing attack, Spammer, Cross-site scripting and Internet fraud. By using external
software, the user system and all credential information is accessed in Malware. The
attacker steals user identities and posts the messages on behalf of the user in
Phishing attack. The attacker sends the spam message to all users in Social Network
is called Spammer. Malicious scripts are injected into trusted web sites through the
process of Cross-site scripting. The unauthorized person who hijacks the genuine
user’s account is called Internet fraud.
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In modern threats, the user information is hacked by following ways such as
Click Jacking, De-anonymization, Identity Clone Attack, Information Leakage,
Location Leakage and Socware. The users are asked to click a link which leads to a
fake page, through which the user information can be accessed is known as
ClickJacking. By De-anonymization attack [3] the user details are gathered from
cookies and the user real identity is uncovered from various OSN group. In the
Identity Clone Attack, attacker deceives the user’s friend to make healthy rela-
tionship with them by replicating the user’s identity either in the same network or
in the other network. The sensitive data about the user is leaked due to application
weakness in Information Leakage. The location about the user is leaked from their
account access and various posting of the user in the OSN sites is known as
Location Leakage. In Socware the adversary takes the advantage of the social
context of posts. The combinational threats are created by combining Classical
threat and Modern threat. In the same way in OSN, many young children are
targeted, where they communicate with the strangers and they share the personal
information about them in OSN, which causes various attacks.

Beye et al. [1] describedUser-related privacy concern and Provider-related privacy
concern in a Social Network. The privacy is breached by OSN user or unauthorized
visitors in User-related privacy concern. Palen et al. [4] identified three privacy
boundaries in User-related privacy and they are (i) Identity boundary, (ii) Disclosure
boundary and (iii) Temporal boundary. Identity disclosure occurs when an identity of
a person in a record is revealed. In Disclosure boundary information about the users
are made more public than intended and Temporal disclosure, which manages the
user’s present and future action such as the information once posted in OSN, then it
becomes impossible or difficult to remove that information in future. In
Provider-related privacy concern, the SN user keeps full trust on the service provider.
The data retention issue occurs when data posted by user in OSN cannot be removed
permanently. The data are not deleted for various reasons, OSN employee or service
providers have full access to the user browsing private information and this infor-
mation are sold. In order to provide the privacy for the user, the information are
anonymized and then sold to the third party. To protect privacy of all user data in OSN

Threats

Example
a) Malware
b) Phishing attack  
c) Spammer  
d) Cross-site 

scripting      
e) Internet fraud       

Classical 
Threat

Modern 
Threat

Example
a)  ClickJacking
b) De-anonymization         
c) Identity Clone Attack
d) Information Leakage
e) Location Leakage
f) Socware

Combinational
Threat

Targeting 
children

Example
a) Online Predators
b) Risky    Behaviours
c) Cyber bullying

Fig. 1 Threats in social network
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various privacy protecting technologies are used [5] and they are: (i) Anonymization,
(ii) Decentralization, (iii) Privacy setting and management, (iv) Encryption and
(v) Awareness, Law & Regulation. Anonymization is an effective method of PPDP,
where the data is sanitized in order to protect privacy of an individual. So the personal
identification information about the individual is removed in Anonymization.
Buchegger et al. [6] listed out the possible advantages and challenges for shifting to a
fully decentralized OSN. Encryption can be used as a tool to provide confidentiality
and as the basis for integrity. Encryption is done in order to protect data from unau-
thorized users or the Service Provider. Lucas et al. [7] proposed encryption techniques
to encrypt certain parts of a user’s profile using public key cryptography. The service
provider established various laws to maintain privacy for the user.

Apart from various threats, certain attacks are also possible in SN which is listed
out in Table 1 [8]. Nagel [9] described a high level of classification of threats such
as Privacy breach, Passive attack and Active attack. The attacks discussed in
Table 1 come under these three classifications of threats.

Table 1 Various attack in social network

Plain Impersonation Fake profiles are created for the user and the adversary participates in
OSN activities on behalf of genuine user

Profile cloning Adversary creates a fake profile for a user who already has a profile

Profile hijacking Adversary gets control of the user’s existing profile

Profile porting Profile in one OSN is cloned to another OSN

ID theft Adversary is able to convince everyone about the ownership of some
others profile and they misuse the reputation of the real profile

Fake request The adversary sends a fake request and through which, details about
different users are obtained

Profiling The user always shares their personal information in OSN, so various
attacks are possible with the user profile

Secondary data
collection

Adversary tries to collect data about user from secondary source

Crawling and
harvesting

The whole OSN is targeted so that the information about user can be
used for various marketing and business purpose

Image retrieval and
analysis

Attacks are carried on multimedia data available on OSN

Communication
Tracking

Adversary uses the communication information between the users
and the posted comments by the user in OSN

Fake profile and Sybil
attacks

Fake profile is generated by creating fake email address and Sybil
account is created on behalf of a group

Group
Metamorphosis

Group is formed by various user of same interest, but the owner of
the group deviate the users according to his own interest and the
group member will be unaware of it

Ballot stuffing and
Defamation

Attacker tries to decrease the public interest of a target user

Censorship OSN providers have control on overall data in a network, so that the
adversary can use all the data and information of the user
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2.1 Anonymization Operation

Social Network providers use a variety of techniques to provide security for user. In
Sect. 2 various threats were discussed and one of the best methods to overcome the
threat is Anonymization. Data analysis is done in two ways such as Interactive and
Non-Interactive data analysis. In Non-Interactive data analysis the whole data is
anonymized before publishing. While publishing the data to government and various
organizations certain information about the individual is sanitized in order to preserve
privacy, this process is called Anonymization. Table 2 represents the details of
patients in a hospital. The attributes in Table 1 are classified as (i) Key attributes,
(ii) Quasi-Identifiers (QID) and (iii) Sensitive attributes (SA). The name or the unique
ID by which the individual can be directly identified are said to be key attributes and
the sensitive attributes are the attributes that the individual does not want to disclose
about them such as disease, salary, etc. When the combinations of different attributes
are linked with external data, the user identity can be easily found then these types of
attributes are called Quasi-Identifiers. Always the key attributes are removed during
publishing the data for analysis purpose. For example in Table 2 the name attribute is
removed. It is important to prevent disclosure of sensitive information of an individual
during release ofmicro data. There are two types of information disclosure represented
[10] as (i) Identity disclosure and (ii) Attribute disclosure. Identity disclosure arises
when an individual is associated to a particular record in the released table. Attribute
disclosure arises when new information about any individuals is exposed while
associating the individual with the sensitive attribute. These two types of information
disclosures are achieved by anonymizing the records before releasing. The
Anonymizationprocess is doneby the following operation [11, 12]: (i)Generalization,
(ii) Suppression, (iii) Anatomization, (iv) Permutation and (v) Perturbation. In
Generalization, theQIDandSAare replacedwith somevalue, in order to hideQIDand
the reverse operation is said to be Specialization. Various type of Generalization
schemes are Full-domain, Sub-tree, Sibling, Cell andMultidimensional. For example
if the location of the individual is given as TamilNadu orKerala then it can be replaced
by India and the age 23 can be represented as >20. By performing Generalization,
more records will have the same set of Quasi-Identifier values which is defined as
Equivalence class. In Suppression, the QID and SA are replaced with special values

Table 2 Patient details

Name Age Gender Pincode Disease Physician

Ram 23 Male 632,123 HIV John

Raju 45 Male 632,189 Brain tumour Sam

Siva 35 Male 632,023 HIV John

Sita 60 Female 632,003 Cancer Prem

Raja 65 Male 632,003 Heart Disease Raj

Rani 33 Female 632,123 HIV John

A Study on Privacy-Preserving Approaches in Online Social … 103



(Example: “*”). Three types of suppression are Value, Record, and Cell. For example
620,023 can be replaced by 6*****.After applyingGeneralization andSuppression to
Table 2 the result appears as Table 3.

Anatomization is a process in which the values of QID is not modified but
disassociates the relationship between QID and SA. Here both QID and SA are
represented in separate table and they are connected using common tuple id. The
Table 2 is Anatomized and tuple id is provided for each tuple and then separated
into two different tables such as Tables 4 and 5 respectively.

The next type of Anonymization method is Permutation where the attributes are
disassociated by partitioning and shuffling within the group. For example Table 2 is
portioned vertically or horizontally and different groups are formed. The result of
vertical and horizontal partition is shown in Table 6. In Perturbation the original
data value is replaced with synthetic data values. Various Perturbation methods are
Additive noise, Data swapping and Synthetic data aggregation. Even though the
attributes are sanitized through various operations discussed above, still privacy
breach is possible. Various techniques used to maintain privacy during
Anonymization are discussed in the next Section.

Table 3 The result of the
operation of Generalization &
suppression of Patient data

Age Gender Pincode Disease Physician

20–30 Male 632*** HIV John

40–70 Male 632*** Brain tumour Sam

20–40 Male 632*** HIV John

50–70 Female 632*** Cancer Prem

60–70 Male 632*** Heart Disease Raj

20–40 Female 632*** HIV John

Table 4 Quasi-Identifier
table

QID Age Gender Pincode

1 23 Male 632,123

2 35 Male 632,023

3 45 Male 630,189

4 60 Female 630,003

5 65 Male 632,003

6 33 Female 632,123

Table 5 Sensitive attributes
table

QID Disease Physician

1 HIV John

2 Brain tumour Sam

3 HIV John

4 Cancer Prem

5 Heart Disease Raj

6 HIV John
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3 Anonymization Techniques

As an incredible amount of information is being exchanged synchronously between
various organizations for business transactions so individual’s privacy is subject to
risk. In order to maintain privacy of the individual, the data is anonymized by
removing the personal information.

The processes carried out in Anonymization are represented in Fig. 2, where the
record such as patient details are collected first and then the key attributes are
removed. The Quasi-Identifiers are identified using different methods from
the record. Finally the Anonymization techniques are applied in order to prevent
any information disclosure.

3.1 Identifying QI

Identifying QI in a given record is a major part in Anonymization process. There are
different methods available in literature to identify the QI. Mothwani et al. [13]
proposed a method called (i) Distinct Ratio (e) and (ii) Separation Ratio (d). And also
proposed greedy algorithms for the (e, d)-separation and distinct minimum key
problems, which identifies small Quasi-Identifiers with provable size. According to
Divanis et al. [14] Quasi-Identifier are detected by combining different attributes and
they found the unique combination of record in dataset and Gkoulalas et al. [15]
proposed two multi-threaded algorithms for discovering privacy Vulnerabilities in
datasets. They introduced the Multi-Thread Unique Identification (MTUI) Algorithm
that identifies the set of minimal attributes combinations that contain unique attribute

Table 6 Vertical and horizontal partition

Name Age Gender Pincode Disease Physician
* 23 Male 632,123 HIV John
* 45 Male 632,023 Brain tumour Sam
* 35 Male 630,189 HIV John
* 60 Female 630,003 Cancer Prem
* 65 Male 632,003 Heart Disease Raj
* 33 Female 632,123 HIV John

Data set Identifying
 

Result of 
Anonymization

Applying Anonymization 
TechniquesQI

Fig. 2 Anonymization process
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in the given record. They presented the Multi-Thread Risk Algorithm (MTRA),
which is designed to calculate the vulnerability index for each combination of
attributes in a dataset. After identifying the QI, the next step is to apply the appro-
priate Anonymization techniques, which is discussed in the next Section.

3.2 Privacy-Preserving Techniques

Various privacy-preserving techniques are applied after identifying the
Quasi-Identifiers. Several techniques are available to protect from various attacks
and they are: (i) K-anonymity, (ii) ‘-diversity, (iii) t-closeness, (iv) Slicing and
(v) Differential privacy.

The linkage attack is possible while combining the Quasi-Identifiers, Samarati
and Sweeney [16] introduced K-anonymity which overcomes the linkage attack,
where attributes are suppressed or generalized until each row is identical with at
least k − 1 other rows. According to [16] a table satisfies k-anonymity if every
record in the table is indistinguishable from at least k − 1 other record with respect
to every set of quasi-identifier attributes, such a table is called a k-anonymous table.
Table 7 is an anonymized output of Table 2 satisfying 3-anonymous since it has at
least three indistinguishable tuple. Two types of attacks occur in K-anonymity such
as (i) Background knowledge and (ii) Homogeneity attack. Background knowledge
attack is possible when Table 7 is linked with external record. For an example in
Background knowledge attack, suppose by knowing Raja’s age and Pincode,
adversary can judge that Raja corresponds to a record in the last equivalence class
in Table 7 and if the adversary knows that Raja is suffering from chest pain. This
background knowledge enables adversary to conclude that Raja has Heart disease.
Homogeneity attack is possible in Table 7, since all age group within 36 have HIV
disease. To overcome these types of attacks Machanavajjhala et al. [17] proposed a
technique known as ‘-diversity.

According to [17] a q*-block is ‘-diverse if contains at least ‘ “well-represented”
(It guarantees that there are at least ‘ distinct values for the sensitive attribute in
each equivalence class) values for the sensitive attribute. Each equivalence class of
the table has ‘-diverse values and there are three types of ‘-diversity such as
(i) Distinct ‘-diversity, (ii) Entropy ‘-diversity and (iii) Recursive (c, ‘)-diversity.
Table 8 shows an anonymized version of Table 2 satisfying 2-diversity which
overcomes the attacks in k-anonymity. For example, a person cannot infer from

Table 7 3-anonymous
Patient details

Age Gender Pincode Disease

<36
<36
<36

*
*
*

632***
632***
632***

HIV
HIV
HIV

>39
>39
>39

*
*
*

6*****
6*****
6*****

Cancer
Heart Disease
Brain tumour
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2-diverse Table that Ram (23 year old and Pincode 632,123) has HIV disease, but it
can be easily identified from 3-annoymous Table. Since it overcomes the attacks in
K-anonymity, it also suffers some types of attack such as (i) Skewness attack,
(ii) Similarity attack and (iii) Probabilistic inference attack. Skewness attack occurs
when ‘-diversity does not prevent Attribute disclosure. Similarity attack occurs
when an adversary can learn important information from the anonymized table even
though the equivalence classes are distinct. Probabilistic inference attack occurs
when the adversary has a large variation between the prior and posterior beliefs. Li
et al. [18] proposed a method known as t-closeness which overcomes the drawback
of ‘-diversity. According to [18] an equivalence class is said to have t-closeness if
the distance between the distribution of a sensitive attribute in the class and the
distribution of the attribute in the whole table is no more than a threshold t. Earth
movers distance is used to find out the distance between the sensitive attributes. It
overcomes the Homogeneity attack and Background knowledge attack in
K-anonymity and protects against Attribute disclosure.

Bucketization [19] is an Anonymization technique which was introduced after t-
closeness. According to [20] a tuple partition consists of several subsets of micro
Table 2, such that each tuple belongs to exactly one subset. Each subset of tuples is
called a bucket. The process of Bucketization is carried out by the following way.
The first tuple is selected from Table 5 and collected in a bucket, next the second
tuple is selected from Table 5 and it is compared with the first tuple in the bucket, if
there is diverse from the first one, then it is selected for the same bucket, else the next
tuple is selected from the Table 5 and compared in the same way with the tuples in
the bucket. According to bucket size, the tuples are separated in the bucket. The main
objective is to group sensitive attributes into small buckets and to make it difficult to
understand the association among the sensitive information and identity information.

Table 9 represent the Bucketized output for sensitive attributes in Table 2,
which has two buckets named as 1 and 2. Attributes in each bucket are selected as a
distinct one so that ‘-diversity is achieved. For example the different SA {HIV,
Brain tumour, Cancer} is in bucket 1 and SA {HIV, Heart Disease, HIV} is in
bucket 2. But Bucketization does not prevent Membership disclosure. Membership
disclosure occurs when an attacker can infer with high probability that an indi-
vidual’s record is present in the published data. So a novel method called Slicing
was proposed [20]. Where a given patient detail in Table 2 is sliced by attribute
partition and tuple partition which also involves column generalization. Column
generalization ensures that each column satisfies the k-anonymity requirement.

Table 8 2-diverse Patient
detail

Age Gender Pincode Disease

20–70
20–70
20–70

*
*
*

6321**
6321**
6321**

HIV
Brain tumour
HIV

20–70
20–70
20–70

*
*
*

6320**
6320**
6320**

Cancer
Heart Disease
HIV
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Table 2 is sliced and represented as Table 10. Within each bucket of sliced table,
the values in each column are randomly permutated to break the linking between
different columns. For example in the first bucket of sliced Table 10 the values
{(23, M), (35, M), (33, F)} and {(632,123, HIV), (620,023, Brain tumour),
(620,023, HIV)} are randomly permutated so that the linking between the two
columns within one bucket is hidden. Here each portioned data maintains ‘-
diversity. It also overcomes the problem of identification of Quasi-Identifiers in a
huge dataset and it handles multiple dimensional data.

So far different Anonymization techniques were discussed for single SA,
non-numerical SA and fixed bucket size. But more number of techniques is pro-
posed in literature for multidimensional attributes, multiple numerical SA and
having different bucket size. Liu et al. [21] proposed a new algorithm to overcome
the problem of multiple numerical sensitive attributes by using the methods such as
(i) Clustering and (ii) Multi-Sensitive Bucketization. Wang et al. [22] presented a
flexible Bucketization scheme to address the issue in maintaining uniform or fixed
bucket size which does not attain privacy. Susan et al. [23] proposed an algorithm
to overcome the problem of high dimensional data and multiple sensitive data.
Zhang et al. [24] proposed a better algorithm of K-anonymity for multiple sensitive
attributes where more balanced distribution of sensitive attributes are made, which
satisfies the demand of diversity. Aristodimou et al. [25] created algorithm which is
based on K-anonymity through pattern-based multidimensional suppression and
used feature selection for reducing the data dimensionality and to obtain
K-anonymity they combined the attribute and record suppression.

Wong et al. [26] proposed ki-anonymity model, where level of protection is
decided first, instead of trusting an agency. Ma et al. [27] proposed ki-degree
anonymity with vertex and edge modification algorithm where a graph is modified
by adding edges and vertices to preserve privacy. Liu et al. [28] proposed (a, k)-
anonymity model based on clustering techniques which provides stronger privacy
protection. Sei et al. [29] Considered all attributes in a dataset as sensitive QID and
they proposed two algorithm as (i) Anonymization and (ii) Reconstruction
Algorithm. Comas et al. [30] used micro aggregation to generate k-anonymous t-
close data sets. The methods discussed above are done to provide better privacy in
Non-Interactive analysis process. Privacy-preserving techniques for Interactive
process are discussed in the next section.

Table 9 Bucketized result of Patient detail

QID Disease Physician Group

1
2
4

HIV
Brain tumour
Cancer

John
Sam
Prem

1

3
5
6

HIV
Heart Disease
HIV

John
Raj
John

2
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4 Differential Privacy

The Interactive data analysis is carried out by Differential Privacy. Dwork et al. [31]
proposed Differential Privacy to prevent the attackers from detecting the presence
or absence of a given person in a database. The Differential privacy [31] is defined
as Definition: A mechanism M: D ! T satisfies e-differential privacy if for any
possible output O 2 Range(M), and every pair D, D1 2 D distinct in only one record
Pr[M(D) = O] � ee…Pr[M(D) = O]. Where D and D1 are two databases, e is the
error added to output of the query and O is the output of the query. The process is
diagrammatically represented in Fig. 3.

In Fig. 3, query is submitted to the data holder and according to the result of the
query; certain amount of noise is added to the result and published to the analyser.
Using Laplace or Gaussian method the noise is added to the query result.

The query is generated during real time in an Interactive data analysis. DP is a
method used for releasing the results of statistical queries of sensitive data. DP
overcomes the drawback of identifying whether an individual has participated in the
analysis or not, by adding noise to the result in such a way that the result will not
change and the privacy of the user is not violated. For Example, for the query “how
many patients are having HIV below age 34” in Table 2, the answer is one and if
the adversary knows the name below 34, then it is easily identifiable that Ram is
having HIV. So here the noise is added such a way that the particular individual is
not identified.

4.1 Addition of Noise (e)

There are four mechanisms by which noise is added to the query and they are
(i) Laplace mechanism, (ii) Gaussian mechanism, (iii) Exponential mechanism and
(iv) Geometric mechanism [32]. The value of e is selected as neither too large nor

Table 10 Anonymized result
after slicing

(Age, Gender) (Pincode, Disease)

(23,M)
(35,M)
(33,F)

(632,123, HIV)
(620,023, Brain tumour)
(620,023, HIV)

(45,M)
(60,F)
(65,M)

(600,003, Heart Disease)
(600,003, Cancer)
(632,123, HIV)

Sensitive Data setQuery

Noise ResultOutput

Fig. 3 Differential privacy
process
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too small, so that it will not compromise the privacy. Geng et al. [33] measured
noise magnitude and noise power and then the noise is added using staircase
distribution. Ji et al. [34] did not explicitly considered post-processing, since
post-processing does not help in terms of improving the data utility so they added
independent Laplacian noise to each component of the query output using Uniform
Noise Mechanism and Discrete Laplacian Mechanism. Xu et al. [35] generated
histograms where each dataset is transformed into statistical counts on each possible
value. And they proposed two differential privacy mechanisms such as
(i) NoiseFirst and (ii) StructureFirst, which provides accuracy in output for short
range and long range queries respectively. These are the various ways by which
noise is added to the query output in order to provide privacy. But different attacks
are possible in DP, which is discussed in next Section.

4.2 Attacks in Differential Privacy

Even though DP overcomes the drawback of Anonymization, various types of
attacks are possible in DP. The covert channel attack and Side channel attacks are
the two types of attacks which occur in DP [36]. Lists outs the three types of attacks
in Side channel as State attack, Privacy budget and Timing attack. In a DP, when an
adversary quotes a query there are three possible outputs are seen and they are,
(i) the result for the query, (ii) the time taken to execute the query and (iii) adversary
may get a output for the query or not. A query consists of one or more mapping
operation that process individual record in the data base and combines the result of
mapping function using reducer code. The mapping operation is called as micro
queries and the rest of the code is called the macro query. The State attack exploits a
global variable to open a channel between micro queries. Here the adversary pro-
grammes in such a way to modify some internal state. An adversary can then look at
the state to figure out whether the record is present in the dataset or not. Privacy
budget is maintained for all databases and it refuses to answer any queries once the
budget is exhausted. In DP lower privacy budget implies better privacy. In Timing
attack, the user identity is identified by estimating the time taken to compute the
query, for example a system takes one minute to answer a query if Ram has cancer
and one micro-second otherwise, then based on query time the adversary may know
whether Ram has cancer or not. To overcome these types of attacks, different
methods are developed such as Privacy integrated query (PING) [37], Gupt [38]
and Fuzz [36]. Ji et al. [34] proposed differentially private data publishing algorithm
by building a noisy wavelet-coefficient synopsis of the multidimensional data.

In previous Section various Anonymization techniques were discussed which
overcomes different attacks. But the common trade-off in PPDP and PPDM is
privacy versus Quality, so the efficiency and effectiveness of Anatomized record
can be analysed by various metrics. Xuezhen et al. [39] used three measurements
for the anonymous model such as (i) Distortion ratio, (ii) Discernibility
Metric (DM) [40] and (iii) Normalized Average EC size metric (CAVG).
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The above-mentioned metrics are explained with help of a taxonomy tree. Each
column is represented as tree and the leaf node are the all possible values in the
column. The higher nodes represent collective terms for their child nodes. The
distortion of a value is defined in terms of the height of the node that is generalized
in a tree. Especially, for a node which has not been generalized, then the value is
equal to 0. That means no distortion. The distortion (d) is represented in Eq. (1) as:

d ¼
X
i;j

hi;j. . .; ð1Þ

where hi,j is the height of the generalized value of QI qi of the record rj. Distortion
ratio is equal to the distortion of the generalized Table divided by the distortion of
the fully generalized table, where the fully generalized table is one with all QI
values are generalized to the root of the taxonomy tree. Minimal Distortion is a
penalty-based system where, whenever a value (for one record) is generalized, the
distortion count is incremented.

Discernibility Metric (DM) [41] assigns a penalty to each tuple based on how
many tuples in the transformed dataset are indistinguishable from it. The utility
measure for k-anonymity is given as a tuple that inhabits a generalized equivalence
class E of size|E| = j, j > k incurs a “cost” of j. A tuple that is suppressed entirely
incurs a cost of D, where D is the size of the entire database. Thus, the cost incurred
by an Anonymization is given in Eq. (2).

CDM ¼
X
jEj � k

jEj2 þ
X
jEj � k

jDjjEj. . .; ð2Þ

where the sets E refer to the equivalence classes of tuples in D induced by the
Anonymization. The first sum computes penalties for each non-suppressed tuple
and the second for suppressed tuples.

Normalized Average EC size metric (CAVG) was proposed by LeFevre et al. [42]
where the quality of k-anonymization is measured by the average size of QI-groups
produced. The objective is to reduce the normalized average QI-group size and it is
represented in Eq. (3).

CAVG ¼ jTj
numE � k . . .; ð3Þ

where k is the records and numE is the number of ECs. The utility of anonymous
data is measured by DM and CAVG.

Iyengar [43] defined Loss Metric (LM) as the information loss caused by gen-
eralization. LM is defined as the number of nodes in a record’s value has been made
indistinguishable from (via generalization) compared to the total number of original
leaf nodes in the taxonomy tree. Information loss (ILoss) [44] takes the same
approach as LM where the information lost by generalizations is measured. It
measures the fraction of domain values lost for an attribute by each generalization.
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Li [20] used Rooted Mean Square Error (RMSE) to measure the predication
accuracy. The RMSE is defined as the square root of the mean squared error in
Eq. (4).

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 ðXobs;i � Xmodel;iÞ2
n

s
� � � ; ð4Þ

where Xobs is observed values and Xmodel is modelled values at time/place i.
For differential privacy [31] Mean Square Error (MSE) metric is used to evaluate

the utility of sanitized histograms in different approach. Information-Gain-to-
Privacy-Loss ratio (IGPL) [45, 46] is a trade-off measure for privacy and utility. It
gives the trade-off between Information Gain and Privacy Loss (PL/IG). Here IG and
PL are defined by information measure and privacy measure.

In this survey, we reviewed the recent developments in privacy maintenance.
The main objective is to transform the original data into anonymous form to prevent
from inferring sensitive information of individual record. The implementation of
privacy-preserving techniques varies according to real lifetime applications. The
process of various privacy-preserving methods leads to loss of information. There is
trade-off between data utility and privacy. Data utility is compromised during
privacy preserving and so the objective is to preserve privacy in such a way that the
utility of data is increased.

5 Conclusion

This paper addressed various threats and attacks in PPDM and PPDP. Sharing
information has become part of the regular activity of many individuals, companies,
organizations and government agencies. So maintaining privacy during sharing
information is a major task. There are various threats and attacks which occur
during publishing user data for various analysis processes. The individual’s data are
not secured in an Online Social Network. The data are used for various processes
such as public health centre, marketing and various analysis processes. Various
techniques are developed to protect the privacy of the user. But attacks are still
possible in the privacy protecting techniques. And to overcome that new techniques
are followed such as k-anonymity, ‘-diversity, t-closeness, Slicing, Bucketization
and Differential Privacy. Despite of all these techniques, various attacks are pos-
sible from adversaries and it is difficult to maintain privacy of an individual. Future
work mainly focuses on maintaining privacy and high data utility so that user data
can be utilized for various data analysis process and Research work.

112 S. Sathiya Devi and R. Indhumathi



References

1. Beye, M., Jeckmans, A., Erkin, Z., Hartel, P. H., Lagendijk, R., & Tang, Q. (2012). Privacy in
online social networks. In Computational Social Networks: Security and privacy (pp. 87–
113). Springer Verlag, August 2012.

2. Fire, M., Goldschmidt, R., & Elovici, Y. (2014). Online social networks: Threats and
solutions. IEEE Communication Survey & Tutorials, 16(4), 2019–2034 Fourth Quater 2014.

3. Narayanan, A., & Shmatikov, V. (2009). De-anonymizing social networks. In 30th IEEE
Symposium on Security and Privacy (pp. 173–187).

4. Palen, L., & Dourish, P. (2003). Unpacking ‘privacy’ for a networked world. In CHI 2003
(pp. 129–136). ACM.

5. Mehmood, A., Natgunanathan, I., Xiang, Y., Hua, G., & Guo, S. (2016). Protection of big
data privacy. IEEE Access, 4, 1821–1834.

6. Buchegger, S., & Datta, A. (2009). A case for p 2p infrastructure for social networks—
opportunities and challenges. In 6th International Conference on Wireless On-demand
Network Systems and Services (pp. 161–168) February 2009.

7. Lucas, M. M., & Borisov, N. (2008). Flybynight: Mitigating the privacy risks of social
networking. In 7th ACM workshop on Privacy in the electronic society (WPES) (pp. 1–8).
ACM.

8. Cutillo, L. A., Manulis, M., & Strufe, T. (2010). Security and privacy in online social
networks. In Chapter 23: Handbook of social network technologies and applica-
tions (pp. 497–522), 15 October 2010.

9. Nagle, F. (2013). Privacy breach analysis in social networks. In Lecture notes in social
networks: Mining social networks and security informatics (pp. 63–77). Berlin: Springer.

10. Gkoulalas Divanis, A., Loukides, G., & Sun, J. (2014). Publishing data from electronic health
records while preserving privacy: A survey of algorithms. Journal of Biomedical Informatics,
50, 4–19, August 2014.

11. Panackal, J. J., & Pillai, A. S. (2013). Privacy preserving data mining: An extensive survey. In
International conference on multimedia processing, communication and information
technology, MPCIT (pp. 297–304).

12. Mehmood, A., Natgunanathan, I., Xiang, Y., Hua, G., & Guo, S. (2016). Protection of big
data privacy. IEEE Access, 4, 1821–1834, May 9, 2016.

13. Motwani, R., & Xu, Y. (2007). Efficient algorithms for masking and finding quasi-identifiers.
In The conference on very large data bases (VLDB) (pp. 83–93).

14. Gkoulalas Divanis, A., & Braghin, S. (2016). Detecting Quasi Identifier in dataset. United
States Patent Application Publication, Pub No: US 2016/0342637 A1, Pub Date Nov 24,
2016.

15. Gkoulalas Divanis, A., & Braghin, S. (2015). Efficient algorithms for identifying privacy
vulnerabilities. In IEEE First International Smart Cities Conference (ISC2) (pp. 1–8).

16. Sweeney, L. (2002). K-anonymity: A model for protecting privacy. International Journal of
Uncertainty, Fuzziness and Knowledge-Based Systems, 10(5), 557–570.

17. Machanavajjhala, A., Gehrke, J., Kifer, D., & Venkitasubramaniam, M. (2006). ‘-diversity:
Privacy beyond k-anonymity. In 22nd international conference on data engineering (ICDE)
(pp. 24).

18. Li, N., Li, T., & Venkatasubramanian, S. (2007). t-Closeness: Privacy beyond k-anonymity
and ‘-diversity. In IEEE 23rd International conference on data engineering (ICDE)
(pp. 106–115).

19. Yang, X, Wang, Y. Z., Wang, B., & Yu, G. (2009). Privacy preserving approaches for
multiple sensitive attributes in data publishing. Chinese Journal of Computers, pp 574–587
Sept 2009.

A Study on Privacy-Preserving Approaches in Online Social … 113



20. Li, T., Li, N., Zhang, J., & Molloy, I. (2012). Slicing: A new approach for privacy preserving
data publishing. IEEE Transactions on Knowledge and Data Engineering, 24(3), 561–574.

21. Liu, Q., Shen, H., & Sang, Y. (2015). Privacy-preserving data publishing for multiple
numerical sensitive attributes. Tsinghua Science And Technology, 20(3), 246–254.

22. Wang, K., & Wang, P. (2016). Generalized bucketization scheme for flexible privacy settings.
In Information Sciences (pp. 377–393). Elsevier Inc.

23. Susan, V. S., & Christopher, T. (2007). Anatomisation with slicing: A new privacy
preservation approach for multiple sensitive attributes. SpringerPlus.

24. Zhang, L., Xuan, J., Si, R., & Wang, R. (2016). An improved algorithm of individuation
K-anonymity for multiple sensitive attributes. Wireless Personal Communication. Springer
Science Business Media New York, 2016.

25. Aristodimou, A., Antoniades, A., & Pattichis, C. S. (2016). Privacy preserving data
publishing of categorical data through k-anonymity and feature selection. Healthcare
Technology Letters, 3(1), 16–21.

26. Wong, K. S., & Kim, M. H. (2015). Towards a respondent-preferred ki-anonymity model.
Front Information Technology Electronic Engineering, 16(9), 720–731.

27. Ma, T., Zhang, Y., Cao, J., Shen, J., Tang, M., Tian, Y., Al-Dhelaan, A., & Al-Rodhaan, M.
(2015). KDVEM: A ki-degree anonymity with vertex and edge modification algorithm.
Computing, 97(12), 1165–1184, December 2015. Springer Vienna.

28. Liu, X., Xie, Q., & Wang, L. (2015). A personalized extended (a, k)-anonymity model. In
Third international conference on advanced cloud and big data. IEEE.

29. Sei, Y., Okumura, H., Takenouchi, T., & Ohsuga, A. (2017). Anonymization of Sensitive
Quasi-Identifiers for l-diversity and t-closeness. IEEE Transactions on Dependable and
Secure Computing, (99), 1–1.

30. Comas, J. S., Ferrer, J. D., Sánchez, D., & Martínez, S. (2015). T-Closeness through
microaggregation: Strict privacy with enhanced utility preservation. IEEE Transactions on
Knowledge and Data Engineering, 27(11), 3098–3110.

31. Dwork, C. (2006). Differential privacy. In Proceedings of International Colloquium
Automata, Languages and Programming (ICALP) (pp. 1–12).

32. Nguyen, H. H., & Kim, J. (2013). Differential privacy in practice. Journal of Computing
Science and Engineering, 7(3), 177–186, September 2013.

33. Geng, Q., & Viswanath, P. (2016). Optimal noise adding mechanisms for approximate
differential privacy. IEEE Transactions on Information Theory, 62(2), 925–951.

34. Ji, Z., Xin, D., Jiadi, Y., Yuan, L., Minglu, L., & Bin, W. (2014). Differentially private
multidimensional data publication. Information Security, Communications Supplement No. 1,
79–85.

35. Xu, J., & Zhang, Z. (2013). Differentially private histogram. The VLDB Journal, 797–822.
36. Haeberlen, A., Pierce, B. C., & Narayan, A. (2011). Differential privacy under fire. In

USENIX Security.
37. McSherry, F. D. (2009). Privacy integrated queries: An extensible platform for

privacy-preserving data analysis. In 35th SIGMOD international conference on management
of data (pp. 19–30), Providence, RI.

38. Mohan, P., Thakurta, A., Shi, E., Song, D., & Culle, D. E. (2012). GUPT: ‘Privacy preserving
data analysis made easy SIGMOD’ 12 (pp. 20–24).

39. Xuezhen, H., Jiqiang, L., Zhen, H., & Jun, Y. (2014). A new anonymity model for
privacy-preserving data publishing. Communications System Design. China
Communications, pp 47–59, Sept 2014.

40. Fletcher, S., & Islam, M. Z. (2015). Measuring information quality for privacy preserving data
mining. International Journal of Computer Theory and Engineering, 7(1), 21–28.

41. Bayardo, R. J., & Agrawal, R. (2005). Data privacy through optimal k-anonymization
(pp. 217–228). IEEE Computer Society: In ICDE.

114 S. Sathiya Devi and R. Indhumathi



42. LeFevre, K., DeWitt, D. J., & Ramakrishnan, R. (2006). Mondrian multidimensional
k-anonymity. In ICDE’06 (p. 25). IEEE Computer Society.

43. Iyengar, V. (2002). Transforming data to satisfy privacy constraints. In The Eighth ACM
SIGKDD International Conference on Knowledge Discovery and Data Mining (pp. 279–288).
ACM.

44. Xiao, X., & Tao, Y. (2006). Anatomy: Simple and effective privacy preservation. In The 32nd
International Conference on Very Large Data Bases (pp. 139–150).

45. Fung, B., Wang, K., & Yu, P. (2007). Anonymizing classification data for privacy
preservation. IEEE Transactions on Knowledge and Data Engineering, 19(5), 711–725.

46. Fletcher, S., & Islam, M. Z. (2015). Measuring information quality for privacy preserving data
mining. International Journal of Computer Theory and Engineering, 7(1), pp. 21–28,
February 2015.

A Study on Privacy-Preserving Approaches in Online Social … 115



Parallel Clustering for Data Mining
in CRM

E. Manigandan, V. Shanthi and Magesh Kasthuri

Abstract In modern business conditions that are characterized by a stronger pro-
cess of globalization, uncertainty, risk and competition, companies have to struggle
every day to maintain market share and achieving better business results. In order to
achieve this, the company must always be a step ahead of the competition. This
means anybody must anticipate the needs of its clients and each client must access
individual. This work is based on addressing this goal. Due to the fact that it is a
large amount of data, it is simply impossible to do manual data analysis. Analyses
are left to specially developed programs; a new kind of technology whose goal is
precisely the solution of the problems that has been faced in Business Intelligence.
Business Intelligence (BI) refers to be a broad set of applications and technologies
for data collection, access to data and expert analysis of data, and in order to
provide adequate support to the decision making process. BI represents a family of
products that includes Data mining Algorithms, Data mining products for creating
reports. Improving efficiency in this process is discussed in this work. The
M-Clustering algorithm which is conceived in this work provides solution to data
mining using clusters in twofolds—setting boundary limits during filtering and
historical data processing. Define a set of data to be used for training which can be
taken from filtering various attributes and the fields from the classifications set
given. The data processing activity will be done using this training datasets to get
expected result. This is evaluated for processing actual dataset or further execution
for provisional trained dataset preparation. This work covers high-level view of the
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proposed system along with the processing steps used in the system. It also covers
experimental evaluation carried out with customized algorithm implementation in
WEKA tool and compared the processing efficiency of experimental data with
k-means evaluation.

Keywords Big data � Clustering algorithm � Data classification
Data mining � K-Means � Parallel clustering � Spectral � Spatial algorithm
WEKA � Classification

1 Introduction

Lead generation is conceived as an idea to get better Return of Investment
(ROI) through easy and meaningful way of marketing. The objective of this work is
to define an effective way of lead generation using customized clustering algorithm.
The customization is required for applying in the field of CRM to get better Return
of Investment with less cost and time spent in data mining.

There are different customization done in clustering algorithm in data mining [1]
like Spectral clustering, special clustering, binary tree clustering to name a few. But
still clustering algorithm is not efficient enough in Big data analytics as the volume
increases the process rate also proportionally increases [2]. Hence a customization
is required in Clustering algorithm when applied for Big data analytics like in the
field of data mining in CRM. This customization implemented in this work is done
in such a way that the processing rate will have consistent performance when
volume increases by addressing data volume increase with delta (use historical
processing results with new data evaluation) volume processing which improves
performance by implementing parallel clustering and hence higher Return of
Investment (ROI) in marketing trend analysis.

As shown in Fig. 1, there are six stages in clustering algorithm where the data
mining activity starts with input data collection which can be used for attribute
selection and using the filtering criteria as fed by the user depending on the type of
data mining to be done and taken further to store them as data set which can be used
to create cluster by transforming the input data set into nodes of relational data in
terms of cluster tree [3]. The next stage is to mine the node to do pattern evaluation
which can be used interpret and evaluate the data and its relation which can be
converted into evaluation results as needed by the user in terms of visualized reports.

2 Parallel Clustering

Clustering algorithm in data mining is the technique of grouping data elements that
allows establishing/relating objects of data that are similar. Groupings are actually
sorting elements in sets, in which achieve the greatest similarity data (for example,
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customer segmentation—by age, occupation, income, consumption) [4]. This work
is to customize the clustering algorithm by eliminating the pitfalls that traditional
Clustering algorithm has and do an experimental evaluation of the Customized
M-Clustering algorithm for real-time customer relationship data collection and do a
comparison with other clustering algorithm with respect to cost effectiveness,
efficiency, improvisation, usability and adoptability.

Nowadays, customers have multiple sources/channels to communicate with a
company. Apart from calling them, they can use chat, email, Web and even SMS to
reach your organization when they have a problem or need assistance with products
and services. Moreover, customers can also use social media and blogging/review
sites on the Web [5] to share their experiences about any product/service. With this
drastic expansion in the communication channels, it becomes all the more important
for companies to understand customer needs/perception and strategize to enhance
customer experience and expand business.

Since M-Clustering is designed (as shown in Fig. 2) to handle data collected
from multiple data sources, user can collect data from all possible sources suitable
for the business evaluation and feed to the input feeder system to take it for
processing further.

One cannot deny the fact of the growing popularity of social networking sites
like Facebook and Twitter [6] and sites which provides high degree of user per-
sonalization and user intercommunication like LinkedIn and Research Gate. While
yearly growth in the largest sites may have started to slow down, there is evidence
that growth is accelerating in communities that have previously not had a high
degree uses in a social networking site. Social networking sites are being used
by people to understand each other in a better way and to explore themselves.

Fig. 1 Stages in clustering algorithm

Parallel Clustering for Data Mining in CRM 119



One of the interesting area of applying extensive data mining is social networking
sites as they have huge volume of data flowing which can be used for relate
information and get data analytics information. While the usage rates, public
availability and media scrutiny all point to increased interest in the sites, there are
number of impediments to capitalizing on data mining strategies for this area.

3 Implementing in CRM Data Analysis

In Big data analysis for customer relationship data (ex: Banking, Insurance) there is
a huge time consuming process [7, 8] in reprocessing the data when new data gets
added. If there is any manual tuning done, then the reprocessing time is still more
and increases for every process tuning. When the frequency increases (ex:
Banking KYC, Insurance customer preference of products [9]) then the impact of
such Big Data solution is high.

One can understand that this customized mining has two goals: effective pre-
diction and better turn-around time for result. This uses variables existing in the
database from historical store which helps to evaluate unknown and future values of
interest and concentrates on getting patterns including data and helps in user
interpretation. As a result, this process differs in underlying application and also
technical process involved in it which is explained in Fig. 3.

The key processing logic of M-Clustering algorithm starts with defining the data
model used to store the data processing information in the Data service component.
This also means, storing the data model in the own clustering representation in a

Fig. 2 High-level view of M-Clustering system
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matrix format associating each unique field in an indexed searchable fashion. This
is an unsupervised solution which stores indexed model of fields based on each set
of results it evaluates and uses them for field selection in subsequent evaluation.
During Clustered evaluation, preprocessing steps like attribute filtering and attribute
range setting can be done multiple times based on user requirement [10]. A typical
example for range setting is Age limit (or age group) to be considered for a data
mining execution of Internet usage statistics in a given city.

4 Purpose for Customizing Clustering Algorithm

M-Clustering algorithms are suitable for identification of class based data in spatial
databases. But it is not limited to the large spatial databases alone but also can
handle minimal requirements of domain knowledge to determine parameters given
as input, clusters received for discovery which has higher efficiency on large
databases. The high-level pseudo code for this customized parallel clustering
algorithm is listed below

Fig. 3 Process steps of
M-Clustering algorithm
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Step-0: Feed the input data to the system
Step-1: Prepare node elements U with c as 1 (initially) and add elements
which increases running value of c
Step-2: Prepare the tree T in parallel with all the node element groups which
decides how to organize the node element group (ordering)
Step-3: Get each element and match with a node element if it can be attached
to it or not. If it matches to the distance (c) then attach the element else find
next appropriate node element group to attach it.
Step-4: Now the node element groups are ready to handle rest of the ele-
ments. Now run parallel threads for each node element group and start
processing them.
Step-5: If a new element matches closer to an existing element (v) then
remove v and -merge to another matching cluster w
Step-6: If element group ordering changes due to new element addition, then
rearrange the cluster U in appropriate position. Also rearrange the same in
the tree T which runs in parallel (step-2)
Step-7: Also update the memory Q with cluster groups x (tree representation
in U and memory representation is x)
Step-8: Detached element in step-5 should also be re-organized as per cluster
w in the memory also (Q)
Repeat Step-4 to Step-8 until all input from S is processed.

This customization implemented in this work is done in such a way that the
processing rate will have consistent performance when volume increases by
addressing data volume increase with delta (use historical processing results with
new data evaluation) volume processing which improves performance by imple-
menting parallel clustering and hence higher Return of Investment (ROI) in mar-
keting trend analysis [11].

5 Attribute Evaluation Using Weka

This work uses WEKA as the tool for implementing Clustered evaluation algo-
rithm. There are two stages of algorithm implemented in WEKA. M-Clustering
Attribute evaluation (classification) and data visualization with attribute relation as
stored in clustered group of data nodes. The steps involved in using M-Clustering
system using WEKA for data mining is explained in a simple flowchart of steps as
given in Fig. 4.

The customization of M-Clustering algorithm is done some simple solution
design by using Historical data evaluation to minimize the re-evaluation process
and handling delta change of data from historical information. But there are more
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improvisation required for handling Big Data analysis in an effective way [12]
when one can build clustered information of nodes.

This is achieved by introducing a new technique called parallel clustering where
the system identifies grouping of data collection and the groups are converted into
multiple parallel processing steps where cluster nodes are created on their own.

This parallel clustering helps in achieving effective clustering process in Data
mining in CRM. Clustered evaluation is a highly used technique in mining solution,
in which many of existing clustering algorithms are in-efficient in handling extre-
mely higher volume of arbitrarily shaped distribution data and datasets with
multi-dimension relation.

At the same time, statistics-based cluster evaluation methods always treats with
high cost for computational evaluation [13] in cluster evaluation which prevents
clustering algorithms to be an efficient solution usable practice.

Fig. 4 Steps in M-Clustering evaluation in WEKA
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Although, many visualization techniques used in cluster evaluation are used
predominantly as means for information rendering [14], rather than for inspecting
how data pattern varies with the variations of the fields of the algorithms.

To add to this, the impreciseness of visualization has limitation that it is usable in
contrasting grouping information only [15]. This is explained in a high-level
architecture in Fig. 5.

M-Clustering is an approach of data group formation using clustered nodes, as
the data in every group share patterns of same kind. It tends to partition by itself in
the data space in a region group or clusters, in which the samples in the tables are
allocated, either calculative or probability-wise. The aim of this step is identifying
every sets of similar dataset, in some optimal fashion as compared in Table 1.

Parallel Cluster analysis is a solution model which helps to discover the sub-
structure of a dataset in which data is divided into several clusters. The term
“clustering” is to describe methods for grouping of unlabeled data.

Hence this is a useful technique for analyzing data where resembling set are
grouped into a partition and in the same fashion different items are grouped in its
own parts/partition when it is dealing with the cost and time of evaluation. This is
also a fundamental principal of this work in handling data mining for better per-
formance in evaluating results and in data processing having multiple iteration of
evaluation. This is the solution of evaluating a unique pattern of data from different
perspectives and helps in concluding it into a value added information.

Fig. 5 High-level architecture of parallel clustering system

Table 1 Functional comparison between traditional and customized clustering algorithm

Functional aspect K-means cluster/spectral cluster Customized M-Cluster

Clustering method Distance based clustering [16] Tree based clustering (graph)

Data volume handling Any size of data can be handled [17] Any size of data can be handled

Data attribute volume Lower number of attributes [18] large number of attributes

Cluster depth User specified [19] Auto calculated

Hierarchical Depth based [20] Depth and node based

Cluster assignment Probabilistic [20] Ordered node based
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6 Conclusion

Though Data mining in CRM can be addressed with proven solutions using existing
algorithm like K-Means, this work primary focusses on Data mining technique in
CRM where there are frequent volume of data change and re-evaluation is done
with every dataset addition.

The primary goal of this work is to define a customized clustering approach for
Data mining which can be efficiently used for field like CRM where frequent
dataset change occurs and re-evaluation is executed. This helps in higher Return of
Investment (RoI) as the processing efficiency increases during each cycle of
re-evaluation of mining. The M-Clustering algorithm involves partitioning a given
dataset into some groups of data whose members are similar in some way.

The usability of this cluster analysis can be applied in different CRM evaluation
for Lead generation, Market analysis and advertisement improvement. Since the
data volume is higher in such area, using a historical algorithm like K-Mean
clustering algorithm would suffer by the problem of time complexity due to volume
and frequent change in data collected from additional source. This has been
overcome by M-Clustering and the experimental evaluation proves it to be efficient
in terms of time (processing and execution time during higher data growth) and
costs (lower costs in terms of less resource usage in execution without using
complex system).

The experimental evaluation measures processing efficiency in terms of pro-
cessing time when data volume increases in both dimensions (number of fields to
process and number of records to process). The processing rate comparison is
shown in Table 2.

Table 2 Experimental results

Evaluation data WEKA algorithm evaluation

No. of attributes �
No of records

Total data size
(Columns �
Rows)

Attribute classification and Evaluation
(in milliseconds)

Simple
K-means
(No clustering)

Hierarchical
clustering

M-Cluster
algorithm

16 Columns � 690 Rows 11,040 25 268 16

217 Columns � 510 Rows 110,670 469 531 453

27 Columns � 4627 Rows 124,929 739 904 516

72 Columns � 10,108
Rows

727,776 953 890 878

61 Columns � 39,644
Rows

2,418,284 16,968 18,903 16,281
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M-Clustering is a technique that can be applied in different mining solution.
There are various techniques similar to this available but when it is compared with
cost and time efficiency, as shown in above table, this algorithm evaluates in better
productivity and optimal in evaluation. This work can be further extended to
multi-dimensional parallel clustering for big data based data mining solutions.

Example sources for dataset for above evaluation:

http://repository.seasr.org/Datasets/UCI/arff/
https://dreamtolearn.com/doc/2HDNJH3XJU6CVGKZ7SDM4MCSW
http://kdd.ics.uci.edu/databases/20newsgroups/20newsgroups.html
http://kdd.ics.uci.edu/summary.data.application.html
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Digital Data Preservation—A Viable
Solution

Krishnan Arunkumar and Alagarsamy Devendran

Abstract Almost all the artifacts we have in digital only format is susceptible to
loss because of the media deterioration, where they are stored. Even if we argue that
migrating digital data on newer media at regular intervals will solve this issue. We
have an even more important issue of digital data being inaccessible or not readable.
This happens if software interpreting the data becomes obsolete. In such case the
data is lost, as a bit stream is meaningless unless we can interpret them. Digital data
preservation is a long and still open research area. There are various solutions
proposed and implemented till date. All the solutions can be broadly classified into
two categories (migration and emulation), based on the strategy to ensure longevity.
We studied various approaches and strategies done till date for digital data
preservation and propose a new framework—a combination of migration and
emulation for digital preservation with fewer dependencies on future technology.

Keywords Digital data longevity � Digital data preservation � Data longevity

1 Introduction

In an interview with BBC at February 13, 2015—father of the Internet Vint Cerf,
caused a stir when he expressed his concern that today’s digital content might be
lost forever. He also mentioned that if technology continues to outpace preservation
tactics, future citizens could be locked out of accessing today’s digital content enter
a “digital dark age”.
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What is “digital dark age”?
It is the situation, where we have lot of digital data (documents and multimedia) but
not able to read or interpret them. This could happen, if the format used to represent
the digital data becomes obsolete.

2 Challenges in Digital Data Preservation

2.1 Core Problem

In digital preservation paradigm one of the most difficult challenges is to maintain
the interpretability of data across changing technologies. A sequence of bits is
meaningless if it cannot be decoded and transformed into some meaningful
representation.

Example Documents stored as Word Star, a 1978 format, are as good as
unreadable today.

2.2 Modern World Problem

Digital data exists as static content (like books, images, video, music) or dynamic
content. In today’s world most of the content in internet is rendered dynamically.

How do we preserver this type of content? Can we free these contents and
preserver? How to exactly reproduce the dynamic content?

Dynamic content generation involves reproduction of the entire set of software
executions. Preserving the entire set of “software execution” is a complex problem
of aligning many moving parts over time. Over time lot of things are changing,
hardware, OS, libraries, configurations, preferences, location and many.

2.3 Secured Documents Problem

Consider the case of encrypted documents and keys distribution for accessing them.
Let us consider the case of storing encrypted documents in a distributed environment
of many servers for long term. There is lot of research work happening in this area [1].

To achieve secrecy and longevity, we can have secret stored in multiple servers
and have a constraint that a minimum number of shares among them must be
required to reconstruct the secret. From a long-term archival point of view, any
retrieval of such secured document needs some piece of software along with the
data for construction of secret key from k or more pieces. Hence, software for key
generation also needs to be preserved along with the platform on which it is
developed.
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2.4 Standards for Digital Data Preservation

Earlier research work on digital preservation was carried out by the Commission on
Preservation and Access and the Research Libraries Group (RLG) in 1994. This
task force summarized the basic requirements of preservation and issued a report
(D. Waters and J. Garrett 1996). Between 1996 and 2002, many libraries, archives,
and data-centers started to create digital repositories for their digitized information.
The Consultative Committee for Space Data System (CCSDS) proposed an
infrastructure model the Open Archive Information System (OAIS). The term OAIS
also refers to the ISO OAIS Reference Model (ISO 14721:2003). This reference
model is defined by recommendation CCSDS 650.0-B-1 of the CCSDS to stan-
dardize digital preservation practice and provide a set of recommendations for
preservation program implementation.

3 Related Works

There has been significant amount of research work happened over the past 2
decades to address this problem. All of the long-term access strategies proposed can
be broadly categorized under Migration and Emulation strategies.

3.1 Emulation

Here the system changes the environment, so that the original environment is
created. Key thing is that the original digital item for preservation is intact and
never modified. It is rendered by the application in the emulated environment.

Emulation has steadily improved over the last decade. At National Library of the
Netherlands has used a UVC [2] (Universal Virtual Computer) system to make
images available, and among other things via the EU project Planets developed the
Dioscuri emulation system that can emulate x86 machine architecture. The project
Preserving Virtual Worlds, which focuses on the preservation of games and
interactive fiction, and the EU project KEEP (Keeping Emulation Environments
Portable), also work with emulation. The status of this research is that there are
promising prototypes, but products that can function in a preservation system are
still far away.

Pros There are some types of records, for example interactive records, whose
functionality cannot be preserved by the migration strategy. For such cases emu-
lation is the only possible solution.

Cons Costs of such system are really high. Usually the following tasks are per-
formed for data preservation:
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– store bit streams
– preserve digital medium
– refresh/copy data to new media
– preserve integrity data during copy step
– preserve original application program, which was used to access data

Along with these steps for a proper working of emulation, we need to design and
run emulator programs to mimic the behavior of old hardware platforms, OS and
supporting libraries to run preserved application.

3.2 Systems Using Emulation Strategy

Dioscuri [3]—Dioscuri is x86 hardware emulator (written in java). It is OAIS
complaint. It emulates various components of the hardware architecture as indi-
vidual emulators and interconnecting them in order to create a full emulation
process.

OLIVE [4] (Open Library of Images for Virtualized Execution)—Olive is a col-
laborative project for long-term preservation of software, games, and other exe-
cutable content.

How they do it? Entire virtual machine along with the “executable content” is
preserved along with metadata about the software and games preserved. VMs are
stored with lot of metadata, so that users have lot of options to search and run.
Virtual machine is then streamed using Internet Suspend/Resume technology. Users
download the respective VM and run the preserved software and games from their
local machine.

3.3 Limitations of Emulation Based Systems

Scalability
The ideas work well for artifacts from the pre-Web era. Considering the facts of
huge number of web sites, the proposals of dedicated resources for the above
methods need to be reconsidered.

Bit Preservation
Technical and Economic challenge of keeping the bits safe at huge scale cannot be
simply ignored.

Intellectual Property
Digital copyright law on the data being preserved need poses lot of constraints to
the emulation based solution.
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Security Threats
Following are the major known threats on the virtualization technology.

• Hyper-jacking
• VM Escape
• VM Hopping

Technology Dependency
There are still a lot of dependency on the current technologies especially existence
of JVM (Java Virtual Machine) in future.

3.4 Migration

Here the system changes the actual digital object, so that it adapt to the new
environment to be migrated. This is akin to “recompilation”. An earlier model could
be portability through source code (for, e.g., a C program that is retargeted (re-
compiled) from MIPS to x86-64); if source is not available but a binary is, then we
may need to use the emulation method unless reverse assembly is feasible.
However, the environment is typically complex and only part of this environment
may be retargeted (firmware is almost always binary and proprietary).

This is an efficient approach as there is no interpretive overhead. But there is a
startup cost and may be the “full system” needs to be converted. This latter aspect
may be problematic if some migrated part is never used again.

Conversion to Standard Formats Another popular strategy is to migrate digital
objects from many different formats to standard formats. For example, “Text
documents” in several commonly available word processing formats to standards
like SGML (ISO 8879). Images to standard file format and standard compression
algorithms (e.g., JFIF/JPEG).

You can observe technical people used to migration of data from one data format
to another format (especially documents). In the last decade this has become a
primary interest to many long-term archival systems because of the less cost
intensive task involved in this. There are various factors for this: Today fewer
formats, each formats are used relatively longer and they are relatively better
documented.

Definitely “Data” itself cannot be used. It requires a system that can interpret the
data format in order to reproduce the data content. The more complex the data
content and data format become, the greater the dependence on systems to interpret
the data format. The migration strategy is thus by no means perfect, but currently in
technical and financial terms the most simple and secure preservation strategy.
Hence, used in practice by most preservation institutions.

Costs of Migration Apart from the regular bit stream protection, we have addi-
tional cost for building a monitor system which will
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– Identify obsolete formats and of which the content must be migrated to other
formats.

– Actual migration of data from one format to another.

3.5 Systems Using Migration Strategy

LOCKSS (Lots of Copies Keep Stuff Safe) [5] LOCKSS Program, from Stanford
University Libraries and network, provides open-source digital preservation tools to
preserve and authoritative access to digital content. It is OAIS complaint. It was
started in 1999 @ Stanford University Libraries. Currently, there are 10,000+
e-journal titles from 520 publishers use LOCKSS. Libraries (United States and
United Kingdom) that participate in the Global LOCKSS Network pay a small
annual fee to join and get service.

Internet Archive Currently there are 361 billion web pages; 1,406,181 movies;
121,293 music concerts; 1,737,905 recordings; 5,279,432 texts are available.

Portico Porticos mainly involved in E-Journal Preservation Service. Currently
there are 27,727,531 items available for preservation.

3.6 Limitations of Migration Based Systems

None of the above experiments really speaks about long-term preservation and also
they heavily depend on current technologies. We are not very sure what future
technologies will be? How, what and where information will be stored or pro-
cessed? The argument within the community is like with continuous effort on
migrating data at regular intervals will suffice.

Apart from the amount of effort in terms of finance and time it needs few more
pressing disadvantages of migration strategy are

– Possible loss of information
– It requires manual/semi-manual checking of results
– Results are unpredictable
– It must be repeated every few years
– Error propagation

3.7 Insurable Storage Services [6]

This works deals with cost aspect for digital preservation and proposes an eco-
nomically sustainable solution. The proposed solution creates a market place
bringing two parties, people storing data for preservation and technology partners.
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4 Our Contribution

We build a more concrete solution by a combination of migration, emulation, and
encapsulation for digital preservation with less dependency. We looked at digital
data being preserved and in retrieving the meaningful information from them in
various scenarios and come up with a new concept of “Eternal Binary”. A detailed
discussion is given in the following section.

4.1 Digital Preservation Framework

Core Idea Packing a basic machine emulator (written in some abstract language), a
simple Operating System to support the execution of Application along with the
data to support the rendering of the same in future. Our claim is that in future
technology, it will be easy to create an interpreter for this basic machine emulator
packed along with data. With that interpreter we can emulate the basic machine,
OS, Application and hence render data stored for longevity.

Eternal Binary With our system in place, every reader application (nothing but a
native binary file specific to architecture) can be stripped and converted as “Eternal
Binary” and from that moment all the data that are viewable via that reader can be
viewed in future technology with the “Eternal Binary” being created through our
system. This “Eternal Binary” application along with the “basic machine emulator”,
“simple OS” can render the data.
There are two ways to ensure the “Eternality” of the Application:

1. Create a distributed self-healing system to maintain all the “Eternal Binaries”.
So that any reference in future for viewing related data can be taken from it.

2. Always pack the “Reader Application” (Eternal Binary version), “basic machine
emulator” and “simple OS” along with data. As of now, “Reader application
developers” are responsible for creating the stripped version of the Application
binary with given specification of basic machine and simple OS details.

In our experiments we created two such Applications, for reading and displaying
ASCII encoded English txt file and “TSCII” encoded Tamil txt file. Later, we need
an automated solution for converting any binary for a given architecture to an
“Eternal Binary” file.

Even though our solution falls under “Emulation” category, our approach of
stripping the minimal OS and basic machine emulation just to support the running
of a single application only makes it unique and has the following key advantages:

Simplicity Proposed solution needs an interpreter, which can be easily imple-
mented in future technology (compared to the complexity of hypervisors in virtu-
alization technology.)
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Security Proposed solution does not have the entire OS virtualized and hence
exposing the security flaws of guest OS is avoided. Also, the code is open source
which can be inspected for security loopholes.

Beyond 0s and 1s Proposed solution is not limited to a computers based on binary
system (0s and 1s), even if the future technology has some other format of repre-
senting data. Creating an interpreter will be relatively easy with specification given.

5 Proposed Solution

5.1 Basic Machine Emulator—Von Neumann Architecture
(MIPS R2000 ISA)

Almost all the computers we have today are based on the basic design “Von
Neumann Architecture”. As per “Von Neumann Architecture”, all computers have

• Four main sub-systems: Memory, ALU, Control Unit, I/O
• Program resides in memory
• Program instructions are executed sequentially

Our emulator is built on Von Neumann Architecture. A detailed design/
description for the same is out of scope of this document. Here, Execution of
instruction happens in instruction cycle. This is the basic operation cycle of a
computer.

5.2 Encapsulation/Packing

The digital data to be preserved (For our experiment we used data in “txt” files, both
English language [ASCII] and Tamil language [TSCII]), basic machine emulator,
simple operating system, application binary (simple “C” language program for
reading and printing data stored in “txt” file). We believe carrying metadata about
the requirement of interpreter and how to get display should be packed like a
“readme.txt”. This will help technologist of future to decode with their setup. This
particular metadata is always kept updated (in latest standard format), may be every
time a migration happens to avoid physical deterioration. A physical copy of the
same is maintained with the digitally preserved artifact (Fig. 1).
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6 Experiments and Results

We created a POC (proof of concept) implemented in Java based on proposed
framework for digital data stored in txt files. Hence, demonstrated the proposed
framework will solve issues in digital data longevity. Following sections explains in
details about the components of POC used in our experiments.

6.1 Interpreter (in Future Technology)

In our experiment we use applet-viewer, which can run in any standard browser. It
will download the Basic machine emulator, OS, Application, data and render
accordingly.

6.2 Base Machine Emulation

In our experiment we choose the following components:

Processor MIPS R2000 ISA implementation [7]

Co-Processor CP0, CP1 Interrupt/Exception handling and floating point
operations

RAM Array of bytes (128 MB)

System Clock @ every nano-second (1 GHz Clock)
Once the base emulator is ready we hardcoded simpler programs like add, gcd

for correctness of basic flow of instructions.

Fig. 1 Encapsulation and
architectural stack
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Another important aspect is the display module. Display is not a simple mapping
of some region in memory to some patterns. It is not that simple. Basic VGA card
and its programming are not trivial. We have used an open-source implementation
(JPC Java X86 PC Emulator, which uses code from Bochs emulator) for our display
system.

6.3 Binary of Application (as MIPS R2000 Machine Code)

For the test we needed a basic “hello world” program compiled for the MIPS R2000
architecture. We also need the program to be statically linked. We tried various
cross compiler tool chains and got the basic program cross compiled for MIPS
R3000 architecture with Linux. We ran the binary with QEMU-MIPS [8]
(MIPS + Linux setup) and got required “Hello World” output.

6.4 Cross Compiler Tool Chains

With cross compiler—we can create executable code for any platform. For
example: we can create executables for Linux/ARM on Linux/x86 based
architecture.

For our experiments, we compiled for Linux/MIPS R3000 using “gcc binutils”
tool chain. Details of how cross compiler works, the process to build a tool chain
for a given target architecture and compile/build using the tool chain are out of
scope of this document.

6.5 QEMU [8]

QEMU (“Quick EMUlator”)—is an open-source processor emulator. It emulates
CPU through dynamic binary translation and provides a set of device models,
enabling it to run a variety of operating systems.

We used QEMU-MIPS to test our programs compiled for MIPS architecture.

6.6 ELF Files and ELF Loader

All the binary files generated by gcc and its tool chains are in ELF format. To run
them we need a module to parse, interpret and load them in appropriate areas in
memory. For that we implemented an ELF Loader parsing and loading corre-
sponding sections into main memory.
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6.7 System Call

A user program makes a “system call” to get the operating system to perform a
service for it, like reading from a file, start another process, etc. In general system
calls provides the essential interface between a user process and the operating
system.

In our experiment, we ended-up in implementing the SYSCALL handler for 350
+ system calls with very few actual implementations as per the trace from
QEMU-MIPS trace.

6.8 Experiment Setup—Summary

Base Machine Emulator

– 140 Instructions (MIPS R2000)
– 128 MB RAM
– System Clock
– Co-Processors 0,1 Exception Handling and Floating Point operations
– 32 Integer Registers, Memory Address Register (MAR), Memory Data Register

(MDR), Instruction Register (IR), Program counter (PC), HI, LO

Simple OS

– Interrupt handling and system calls implementation
– ELF Parser and Loader: To load and run single application
– File System (read from Actual data _le packed, write to Standard output device

via VRAM)

Display

– VGA Card emulation
– Character mode initialization

Application

– C program with read, write to STD OUTPUT system call (statically linked and
cross compiled for MIPS 3000 + Linux)

Data

– Simple txt file storing sentences in English encoded in ASCII format.

Digital Data Preservation—A Viable Solution 139



Package
All these information will be packed as a single JAR file and available for
download/interpretation Interpreter. We depend on java’s “applet-viewer” for
downloading and interpreting the basic machine emulation, OS, Application along
with data.

6.9 Results and Analysis

After the study of various contemporary approaches and strategies taken for digital
preservation, we propose a new framework for digital preservation with very
minimal expectation/assumption on future technology. We have come up with a
proof of concept on how a data stored in our framework can be accessed in future
after decades or even centuries. Of course, we assume the hardware availability and
retrieval of bit streams is taken care and an applet-viewer like tool exists in future.

Digital data longevity is a deep recursive problem, which makes it difficult to
come up with complete solution. We believe that packing entire computation
system along with data and metadata for rendering is a reasonable solution. Our
experiment on decoding the encapsulation with an applet-viewer, which is a part of
every modern browser these days, proves our proposed framework works.
Especially the second experiment we ran to retrieve non-Unicode TSCII encoded
Tamil document. Retrieving such a document involves considerable time of either
converting the document to Unicode document with some TSCII to Unicode
conversion tool or by finding a font supporting TSCII encoding + installing it in the
OS. If we cannot find them, then it is as good as lost data.

7 Conclusion

7.1 What Needs to Be Done Further?

Key differentiator of our proposal is combining Migration and Emulation strategy.
We do a one-time migration to create an Eternal Binary out of application along
with platform details. This step is to ensure the execution of application in future
with very minimal dependency. That is, with the given data (0s 1s) stored privately/
publicly and a reference to the Eternal binary stored in a common place. Retrieval
of the data is guaranteed anytime anywhere in future.

After our experiments, we propose to build an open-source system like OLIVE
to maintain all the Eternal binaries of possible applications generating digital data.
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The system will have three main components

1. Interface for creating Eternal Binaries
2. Interface to link private/public data with available Eternal binaries
3. Interface to load and view data with Eternal binaries

7.2 Motivation

Scalability In the proposed solution, only the digital data needs to be preserved.
This can be stored in a private or public cloud with different access privileges to
ensure secured access over data. The application and platform to create or render
the digital data are borrowed from the centralized repository, during the retrieval
time. The complexity of the retrieval system is not a problem as we are going to
maintain the eternal binary version of the same. With the implementation of bigger
government projects like Aadhar, Digital India, e-Governance data preservation
strategy ensuring security and scalability will be critical.

Intellectual Property As the data is separated and stored alone, every security
feature available now can be applied.

Security Threats Proposed solution does not have the entire OS virtualized and
hence exposing the security flaws of guest OS is avoided. Also, the code is open
source which can be inspected for security loopholes.
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Big Data Security Threats
and Prevention Measures in Cloud
and Hadoop

Manoranjan Behera and Akhtar Rasool

Abstract Big Data, collection of huge data sets is a widely used concept in present
world. Although being stored and analyzed by Cloud services, it poses the greatest
challenge of security threats, occurring in the exposure of enormous amount of data.
This paper we are going to explain recent security risks, threats, and vulnerabilities
with respect to Cloud Services, Big Data [with extra focus on EnCoRe system],
Hadoop [with extra focus on HDFS] and throws light on issues dealing with big
data analytics. It prominently makes use of recently developed approach called
sticky policies and the existing security framework to improve security. This paper
provides a literature review on security threats and privacy issues of big data,
Hadoop concurrent processing. It also uses Verizon and Twilio which is familiar
for its trustworthy implementation of the Hadoop using Amazon Simple Storage
services (S3 services).

Keywords Big data � Cloud services � Hadoop � Security

1 Introduction

The stream computer science witnessed significant change in its domain due to
widespread popularity of Web 2.0 in 2009. Later on, this became an inspiration for
technology giants like (i) Microsoft and (ii) Google to offer browser based pursuit
solutions. Amazon released {Elastic compute (EC2)/S3} in 2006 which was a
landmark advancement in cloud computing but year 2009 marked the actual of
cloud technology.

M. Behera (&) � A. Rasool
Maulana Azad National Institute of Technology, Bhopal 462003
Madhya Pradesh, India
e-mail: nadantilttlia@gmail.com

A. Rasool
e-mail: akki262@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
V. E. Balas et al. (eds.), Data Management, Analytics and Innovation,
Advances in Intelligent Systems and Computing 808,
https://doi.org/10.1007/978-981-13-1402-5_11

143

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1402-5_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1402-5_11&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1402-5_11&amp;domain=pdf


The cost effectiveness, scalability of cloud based computing services has made
its use across commercial, noncommercial and academic sector for offering services
like storage, infrastructure, platform, and software, etc. With the widespread use of
these services in past few years, their security is of prime importance now.

Big Data is considered by world over as the biggest innovation in computing [1],
and now a familiar term to almost all due to recognition in sectors such as (i) health,
(ii) administration, (iii) Learning, (iv) Transportation, (v) retail, (vi) manufacturing
and (vii) personal location data.

Huge (big) data set is a word used for group of data sets of such complex size
which makes it extremely difficult to be processed by application of commonly used
data processing algorithms and platforms. Some examples of big data are (i) social
networks, (ii) sensor networks, (iii) high throughput instrument, (iv) satellite and
(v) streaming machine [2].

Hadoop released 1.0 in December 2011, equipped with security features which
was an improvement from its previous versions. Thus emergence of Hadoop led to
store, process and analyze big data as a cluster scale platform. This technology is
being used by large corporations like (i) Adobe, (ii) Facebook and (iii) Spotify.
International Data Corporation (IDC) estimates its growth as a significant software
market with $130 billion share in 2016 [3].

2 Literature Review

In distributed programming, the security concern start working when enormous
amount of private data stored in a database which is not encrypted format. When
moving from similar type data to the different type data certain tools and tech-
nologies for huge data set is not often developed yet with more security [4]. It has
been reported that big data advancement increases the threats to the existing
security of the data. One issue with big data privacy is policy management and how
to enforce it with this huge data and not affecting the performance [5]. Big Data
security usually is to the use of the Big Data to implement solutions increasing
security, reliability, and safety of a distributed system. Big Data privacy focuses on
the protection [6]. There is no limit of ownership and right to some sensitive data
that is still the risk of information leakage [7]. Hadoop security issue should not be
given a priority facing in distributed and parallel processing of data. The diversity
and the increased volume of data exchanged make the security problem [8].

3 Cloud Services

With development of cloud computing technology, concerns associated to data,
security, and user privacy have intensified. We have perceived low user reliance in
the different security initiatives undertaken by cloud service providers [9] as a
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reason for basic characteristics of shared resources of cloud, dearth of regulation
over storage of data and openness by providers. Relevance of security threats in
cloud services in present era as estimated by Cloud Security alliance (CSA) [10] is
shown in Table 1. Figure 1 shows Verizon Cloud Infrastructure which uses a
layered security model [11]. The four security layers are as follows:

A. Base Security

It refers to outer security which does not rely on technology. Verizon has started
different initiatives like continuous video monitoring with 3 months support, bio-
metric readable support system, and 24*7 on-site guard services. Algorithm such as
“need to know” and “event by event” are used for access control. Along with it to
strengthen this physical security, background check of employees and training on
security updates are being emphasized.

Table 1 Security threats with their relevance [10]

i. Data breaches 91%

ii. Data loss 91%

iii. Insecure interfaces and APIs 90%

iv. Malicious insiders 88%

v. Service traffic hijacking 87%

vi. Misuse of cloud services 84%

vii. Shared technology vulnerabilities 82%

ix. Denial of service 81%

Fig. 1 Verizon cloud infrastructure [11]
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B. Logical Security

This Security level is the second line of defence which is divided into different sub
layers that work in an integrated manner to protect the whole infrastructure.
They are

I. Compute sub-layer, II. Network sub-layer, III. Storage sub-layer,
IV. Management sub-layer.

C. Value-Added Security

It contains some value-added security features comprising of Firewall and VPN
potentialities, predesigned security solutions having uses of Big Data and its
characteristics, which can detect security vulnerabilities and identify mitigation
options.

D. Governance, Risk and Compliance

This layer ensures the standard of the three previous layers. Also agile development
techniques and innovative methods control and fix the bugs in this layer. Besides
this, high-end change management is followed for updation and debugging, veri-
fication and rollback procedures.

4 Big Data

Big data [1] is going to be the most happening phenomenon in near future
encompassing both technical and marketing data inside it. It contains large volume
of data and in due course of time its growth rate has increased.

4.1 Major Issues in Big Data

a. Management issue
b. Processing issues
c. Security issues
d. Storage issues

This paper mainly focuses on Security-Related-issues.

a. Management Issue

This issue pertains to gathering large volume of data from the organizations. This
means the focus is on [12]

• High-data quality,
• data ownership,
• standardization,
• documentation and accessibility of data set.
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b. Storage Issues

The quantity of data that has to be stored has always posed a problem. Take the case
of most recent data explosion at social media. The biggest problem is there has been
no new storage system. Current limits are 4 TB per disk. So 1 Exabyte would
necessitate {Twenty-five thousand (25,000)} disks. Even if 1 Exabyte could be
processed on a single computer system, it would not match the requisite number of
disks [13].

c. Processing Issue

The analysis in big data operating involve higher unit sizes like Petabyte (10^15),
Exabyte (10^18) or even in Zettabyte (10^18). For Example 1 K Petabyte involves
total end-to-end processing time of 635 years. Hence the need of hour is requisite
parallel processing and new analytics algorithm to provide desired result [11].

d. Security Issue

Both public and private database is equally vulnerable to data thefts due to lack of
proper monitoring and tracking at the origin. Loopholes in security policy of both
public and private organizations and lack of encryption at the time of storage of
huge amount of data paves an easy path for the hacker to steal the required
information. Apart from this, storage of data in presence of untrusted people and
lack of development of proper tools and technologies with security certification has
posed a great challenge with respect to the security issues [14].

There can be various type of data hacking. Like collection of data set along with
copying it and storing it in common devices like USB drives {Pen drive} and hard
disks. Also there can be hacking by sending threats like: {Denial of Service,
Snoofing attack, Brute force attack}. The knowledge of key value pair of data
makes the data more vulnerable. The solution lies at increasing the security tiers
simultaneously with increase in data tiers and development of robust algorithm and
efficient cryptographic framework techniques. Apart from this, landmark tech-
nologies in storage of data like Hadoop and NoSQL can solve many issues in big
data. Hadoop is also in similar way vulnerable to security issues, as original Hadoop
distribution is not designed keeping in view its use in enterprise data environment.

Solution of these issues need proper understanding of the problems and subse-
quent measures. They are

User Authentication and Access—Hadoop needs strict authentication of user
and control of access rights. One possible solution for this problem is Apache
Sentry.

Regulatory Requirements—Organizations with huge data system need extra
regulatory requirement and system audits regarding generation and storage of
records.

User Impersonation—Lack of strong protocol for user and service authenti-
cation in Hadoop increases the vulnerabilities in input of data. Kerberos and LDAP
protocols are used against this weakness.
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Protecting Data-At-Rest and Moving Data—Data encryption method is used
for protecting Data at rest and Network encryption methods have been used for
moving data. Although native Hadoop distribution system provides for the data
encryption but later one is not included in this. So it requires the user to make that
line of protection.

4.2 Hadoop Architecture

HDFS is nothing but Java portable file system. Whereas Hadoop cluster is in a
group (Fig. 2). Commodity Hardware usage—{One Datanodes and more than one
Namenode} provides redundancy in storage of vast pool of data with

(a) Low level of latency
(b) Operations like “Write Once” “Read Many Times” Getting done.

Remote Procedure calls (RPC)—As method for communication between the
nodes.

Metadata like

• locations of blocks on data nodes,
• active data nodes,
• a bunch of other metadata,
• duplicates.

In addition to storage functions it also

• it decreases the dropping of data,

Fig. 2 Hadoop architecture [15]
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• also decreases corruption of the file. In case of any lost or failed block, the
namenode makes another carbon copy of the same block.

Any error or failure takes place in the node, periodic repairing can be done in
case of any failure of the node.

HDFS permit more than one thousand nodes by a single Operator [15].
In case of replica of each block in various data nodes:
(a) Original data node as rack 1 (b) Replicated data node as rack 2.

4.3 HDFS Security Approaches

In Hadoop distributed file system {hdfs} security of data is ensured through below
methods.

• Kerberos
• Bull Eye Algorithm Approach
• Namenode Approach

A. Kerberos Mechanism

Hadoop community has proposed and come to a conclusion that token based
authentication is the appropriate approach to combine pluggable authentication
providers, to improve upon single sign on for end user as desired and enforce
centralized access control on the platform. This paper reflects on an innovative
solution about implementation of token authentication based on the Kerberos
pre-authentication framework. It proposes a pre-authentication mechanism for
Kerberos that allows users to authenticate to Key Distribution Center
(KDC) tossing a standard token [16].

The connection in HDFS is established by two methods.

• Remote Procedure Call—between client and Name node.
• Block Transfer—the link From Client to Data node.

Authentication of a RPC connection is done using Kerberos. Kerberos authen-
ticated Connection is required for obtaining token by the user. We have TGT
(Ticket Granting Ticket) or Service Ticketing used for authentication of name node
in this mechanism. With each renewal of Kerberos,

• new TST
• ST

are being issued to all task. Finally, after getting request from any task, Kerberos
Service Ticket using TGT is issued by—Key Distribution Center. The best part of
Kerberos approach is that: ticket cannot be renewed even if the attacker steals
(Fig. 3).
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B. Bull Eye Algorithm Approach

Hadoop is a technology to store sensitive data’s like credit card number, passwords,
bank details etc. So an algorithm, bull eye approach is used to enhance the security
features in Hadoop. It analyzes all the information in 360° manner and data node of
rack 1 is used for implementation [4].

Data’s are stored in required blocks but this is solely allowed for that particular
client. This algorithm forms a bridge between

(a) Real data node
(b) Replicated data node and also examine the relation between two racks.

But the authorized person permitted to

• The read or write about the data node.
• While implementation happens below the data node in both the racks, Data

breaches and its complete checking is given immense importance Encrypted
data—used for better protection in data node.

• This algorithm scans the data before getting allowed to enter into the blocks and
also after entering both the rack 1, 2.

• Thus, this mostly concentrates only on the highly confidential data stored in the
data nodes.

C. Namenode Approach

HDFS focuses on

• data streaming,
• storing large data sets,
• dealing with hardware failure.

Fig. 3 Kerberos authentication [16]
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But, it makes the number of system service and stored data equally not available.
So, it is difficult for accessing the data in a perfectly safe way from this critical
situation. Security in data availability is done. By using two Namenodes [4].

In HDFS,

• Namenode plays lead role
• Data Nodes assist namenodes running in the aforesaid cluster.

Hence, Name Node Security Enhance: [4]
(a) Name Node: An HDFS comprises of Single Namenode—for making

namespace operations (like renaming, opening, closing of files and directories).
A master server—for managing the file System namespaces and for regulating the
access to files by clients.

(b) Data Node: The Data nodes functions with instruction from Name node and
performs block creation, deletion, replication, and read write requests from file
system clients.

4.4 Discussion

Hence we analyse that our work brings into picture different approaches for securing
data in HDFS. In the first one, the basis is Kerberos in HDFS which is used to access
a data block correctly and also by an authorized user. Whereas as in second one, the
basis is Bull Eye Algorithm Approach which explains about security method from
one node to another node and also scans nodes from all possible way to avoid
attacks. In the third one, the basis is Namenode where security is obtained by
replicating a name node to lower crashes for future references.

4.5 HADOOP Security Issue

When it comes to Hadoop security, we have seen many testing times, given its
concurrent processing architecture. In the case of authentication vulnerabilities, this
has led to launching central authentication via Kerberos systems. Now Hadoop
framework despite forming an important role for traditional distributed systems also
forms an integral part of a cloud environment. The basic construction of Hadoop
makes a file to be split into blocks or chunks, further distributing over different
nodes leading to its further processing at a time. But in the cloud technology
background it becomes tough to exactly find out the specific node which holds that
specific block of data. In the cloud it becomes hard to mark a specific node having a
particular set of data.

This paper focuses on security architecture of Twilio. It is a more than one user
communication media to ensure isolation of resources. There is still a possibility for
physical theft of data, but is protected against using base security measures (Fig. 4).
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5 Big Data Security: — {Risks, Vulnerabilities
and Threats}

Although Big Data can have many advantages, it needs proper security measures.
Storing and analyzing large volume of data extant a mammoth task for encryption.
The cost incurred in encryption and decryption has impact on further uses of data.
But an important point to note is that this encryption is require to neglect the mix of
datasets to avoid risks and threats which has adds to possibility of further data loss.
Analysis of the data should be done without decrypting it ensure security and
privacy of the client (Fig. 5).

Different sets of data in a dataset are needed to be extracted and ply differently.
Taking into consideration the high velocity of data, tracking access and data flow
without fixed path of travel between two or more nodes can be a bigger issue.
Ensuring control of access and data is necessary for protecting the data from the
vulnerabilities of theft or loss. If corruption in one data set is allowed to go outside
the proper bounds, it poses the same risk for other customer datasets or it may
hamper the whole infrastructure of the cloud service provider. The Backup and
Restore functions may negatively affect performance because of the presence of

Fig. 4 Cloud security architecture named as Twilio [19]
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enormous amount and high velocity data. Hence if data loss is to be avoided this
problem cannot be overlooked [17].

For the above-discussed purpose we will focus on sticky policy based frame-
work in the subsequent paragraphs.

5.1 Sticky Policies

The security issues of big data have undergone transformation by design of Sticky
Policy based framework. Lee and his co-authors have proposed framework with an
innovative tool to help in securing big data application on the basis of data privacy
management project called Encore. Encore implement sticky policy which apply
constraints on data to define usage allowances. The architecture is given in Fig. 6.

There are two domains:
(a) Trusted authority. (b) Data center.

• The first one regulates identity, manage the sticky key and also manage policy
engine; whereas

• The second one stores encrypted data.

In the first one
Identity and key management engine has the user information which

comprises of

• Authentication and authorization information
• Privileges which it has for each piece of data, whereas;

Policy engine which comprises of various sub parts:
i. Policy Controller: ii. Policy Portal: iii. Policy negotiation: iv. Policy Update: v.

Enforcement: vi. Policy store.
This Engine (policy) functions as the core of the engine which has further two

functions:

(a) Controlling the data accessed
(b) Keeping track of parties privileges.

In the Policy Engine,

(a) Policy Portal acts as entry path to the engine

• receives data access requests from sender.
• gives final responses back to user.

(b) Policy Controller regulates the data for

• making a decision about the rejection of the entreaty or
• forwarding it to the responding part.
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(c) Policy negotiation asks

• Scheme,
• match policies to the database of users.

(d) Policy update—updates the security policies.

Fig. 6 Sticky policies [18]
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(e) Enforcement component

• confirms the fulfillment of required sticky policies by user
• keeps audit logs of all the activated policies and accessed data.

(f) Policy store keeps

• Data mapping
• And access it.

Then the stored data is encrypted which can in future be made accessible after
policies have been given approval [18].

Sticky Policies gives an ideal framework to get more guarded transactions. This
is used in private classified data like: (i) ATM Pin (ii) medical records (iii) law
enforcement record (iv) highly confidential data {defence secret data, government
organizations, investigation reports etc}.

We find that it is quite obvious for security be made a priority in the initial phase
of design and implementation. But still there are chances that new vulnerabilities
are sure to be identified. Further, a system to completely eliminate cyber criminals
is yet to be designed.

On a concluding note, we can say that, In future Big Data security field is
certainly going to play a more important role in the technical era as Cloud Services
are increasing in popularity and are used in every sphere of life like right from
personal data backup to large scale storage and analysis of big data in corporations.

6 Conclusion

In light of growing significance of big data collection and analysis in present day
world, there has been a great leap in the volume of data produced. Thus we see
many technologies getting developed to collect, analyses, and store this data but this
comes with a price as they have vulnerabilities, risks and security threats associated
with them. What is seen as breach in data across various platforms today is justi-
fication that security cannot be just skipped in developing the Big Data technology.
Hence a lot of research is going on security issues in initial design and imple-
mentation phase and taking steps to restrain them.

Exactly, this paper tries to deduce current security threats in cloud services, big
data and Hadoop which can be done by systemically bringing into effect any one of
the approaches or by effective combination of the three in HDFS. Furthermore, a
holistic system to fully stop cyber criminals is yet to be developed. Thus on a
concluding note we can say that the Big Data security field is certainly going to play
a major role in times to come.
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Optimized Capacity Scheduler
for MapReduce Applications
in Cloud Environments

Adepu Sree Lakshmi, N. Subhash Chandra and M. BalRaju

Abstract Most of the current-day applications are data centric and involves lot of
data processing. Technologies like hadoop enable data processing with automatic
parallelism. Current-day applications which are more data intensive and compute
intensive can take advantage of this automatic parallelism and the methodology of
moving computation to data. In addition to it the Cloud computing technology
enables users to establish the required clusters with required number of nodes
instantly. Cloud computing has made easy for the users to execute large data
applications without any requirement to establish/maintain the infrastructure. As
cloud gives readily installed infrastructures, using hadoop on cloud has become
common. The existing schedulers are very effective in static cluster environments
but lack performance in virtual environments. The purpose of this work is to design
an effective capacity scheduler for MapReduce applications for virtualized envi-
ronments like public clouds by making scheduling decisions more intelligent using
the characteristics of job and virtual machines.
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1 Introduction

Hadoop [1] uses MapReduce framework where the given application executes in
parallel on multiple nodes. The data of application is divided into multiple chunks of
equal size and distributed to multiple nodes for processing. Map task perform the map
function of the application on a split of data and generates the key value pairs which
are further hashed and shuffled to an appropriate reduce task. Reduce task performs
reduce logic on the output (Key/Value pairs) received from different mappers.

There aredifferent schedulersprovided inhadooppackagewhicharepluggable.The
schedulers provided in hadoop package are FIFO, Capacity scheduler, Fair scheduler.
The default scheduler used in hadoop 2.0 is capacity scheduler. Our papers [2] can be
referred for description of schedulers provided in hadoop package. All the schedulers
provided in hadoop are optimal in fixed cluster environment. When executed in cloud
environments it does not give optimized performance as the cloud is completely vir-
tualized and each physical machine is shared by multiple virtual machines. Our paper
[3] gives the study of performance of virtual machines for MapReduce applications in
public cloud environment Amazon EMR. The execution time for hadoopMapReduce
jobs can be further optimized by making scheduling decision more intelligent. If
scheduling of MapReduce tasks considers the characteristics of virtual machine along
with the job characteristics, we can make optimal scheduling.

Capacity Scheduler [4] in hadoop works in the form of hierarchy of queues and jobs
are always placed in leaf queues. The available resources can be shared by multiple
queues according to the configuration given in capapcityscheduler.xml file. In this
paper we have improved the capacity scheduler by embedding the knowledge of
virtual machine state and the resource requirements of the job. The proposed work is
done in 3 modules: 1. Job resource requirements classification 2. Virtual machine state
classification 3. Scheduling based on the above two classifications. Our experiments
show that there is an improvement of 18–25% in the execution time of the hadoop jobs
on virtualized environments. Less execution time is a major factor in cloud environ-
ments as users pay as use for the infrastructures. Reducing the execution time when
executed on public clouds would reduce the costs incurred for cloud resources usage.

2 Background and Related Work

Capacity Scheduler is the default scheduler in Hadoop 2.0 [5]. One of the biggest
advantages ofHadoop ismulti-tenancy featurewhich enablesmultiple tenants to share
the cluster in such a way that resources are allocated to their applications in a timely
manner with respect to capacities allocated. Capacity scheduler enables sharing of
large cluster amongmultiple users givingminimum capacity guarantee. It ensures that
a single job/user/queue does not monopoly the resources available in the cluster.

Capacity scheduler mainly uses the concept of job queues and ensures capacity
guarantees for queues. It uses hierarchy of queues where jobs are submitted to leaf
queue. Certain capacity of resources is allocated to queues which can be used by the

158 A. Sree Lakshmi et al.



jobs submitted in the child leaf queues under it. The capacity guaranteed for the
queues is configurable. Free resources can be allocated beyond the capacity of the
queue also if not utilized by the other queues in the cluster. When an underutilized
queue needs resources, the resources released by the over utilized queue are allo-
cated to them. Hence elasticity is provided so that underutilized capacity of a queue
can be provided to queues that need more resources beyond its allocated capacity.

Once thefirst job is submitted to the queue all the resources are given to it.When the
job of other queue is submitted then further released resources are allocated to both the
queues in accordance to the capacities guaranteed to the queues. Capacity scheduler
does a static way to scheduling based on the resource requirements of the job and
resources available in the cluster. Though it gives best run times in cluster environ-
ments. It needs some improvements when executed in virtualized environments.

Otherworks done in the direction of schedulers have done optimizations in different
directions to decrease the execution time of the MapReduce applications. The authors
of [6] designed a context aware scheduler for Hadoop1.x which improves the overall
throughput of the system by leveraging the cluster heterogeneity. It schedules the tasks
by context, i.e., job characteristics and resource characteristics of the nodes in the
cluster.Theauthors neglected the IObound shufflephasewheremapoutputs aremoved
to the reducer. Their work mainly classifies the node statically to determine whether a
node is fast or slow. SAMR [7] self adaptive MapReduce scheduling algorithm in
heterogeneous environment adapts to the continuously varying environment auto-
matically by calculating the progress of tasks dynamically. It splits the given job into
many fine grained tasks and while executing these fine-grained maps and reduce tasks
stores the historical information on every node. Based on the historical information
SAMR will adjust the time weight of each stage of the map and reduce tasks.

The authors of [8] designed a fine-grained and dynamic MapReduce task
scheduling scheme for the heterogeneous cloud environment. Their work is also
based on collecting historical and real time online information from each node in
the cluster and selects the appropriate parameters in order to identify slow running
tasks. Nodes are statically classified as high performance and low performance
irrespective of the load on peer virtual machines running on the same physical node.

Research Work in [9] has a scheduling framework that takes into account the
actual resource requirements of the job. Their scheduler classifies tasks into
schedulable and non-schedulable classes based on whether a job will overload a
node. They used only CPU utilization but other job features need to be considered
relatively. Scheduling related works by different researchers [10–19] in the direc-
tion of dynamic resource allocation try to optimize the execution times in different
directions like cost, IO time, Network IO, reduce operation time, etc.

3 Proposed Work

In virtual environments each physical machine has multiple virtual machines hosted
on it and shares the resources in the physical machine and accesses them through
hypervisor. When a Hadoop cluster is created in a virtualized environment the
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performance is not similar to that of dedicated cluster environment. An optimized
scheduler is required for virtualized environments to schedule the Hadoop
MapReduce applications. A better performance can be obtained by including the
information related to job characteristics and VM characteristics in scheduling
decisions. When a job is scheduled to a VM its performance is very much affected
by the other virtual machines running on the same physical host. This is more
effective in the case of disk performance as every read/write operation done by a
VM goes through hypervisor and the disk I/O is shared by multiple VMs. This has
more effect in Hadoop jobs as the map/reduce application input/output are done to
disk. The amount of CPU and IO required by every job has different performance in
different VMs depending on the current CPU and IO usage of the VM and the other
VMs existing in the physical machine.

If job characteristics is understood to be whether it is CPU-intensive or
IO-intensive then a proper VM can be chosen to give better performance of the
MapReduce application execution. Scheduling can be made dynamic which includes
the features of job, current VM characteristics. Our proposed work is to design a
dynamic capacity scheduler which schedules MapReduce applications considering
the job and VM characteristics. As the amount of data processed except the last map
task is same and the map function applied is same, understanding the job charac-
teristics is easy after execution of few map tasks, which can be used in scheduling the
future map tasks of that job. Similarly if the current state/characteristics of every
virtual machine is regularly monitored and a tag is set regularly based on the amount
of CPU utilization and IO Utilization of each VM. If a VM is tagged to be using
more IO then that VM is more appropriate for a map task which is less IO-intensive.

To simulate our work, we used CloudSimEx [20] which is a MapReduce sim-
ulator and an extension of CloudSim simulator [21]. CloudSimEx has simulation
for both cloud environment and MapReduce execution. But as our scheduler is an
improvement over current capacity scheduler, we built the existing scheduling
model of capacity scheduler on CloudSimEx. To model capacity scheduler the
following changes are made to the CloudSimEx tool.

1. Limited number of virtual machines, the number of virtual machines required by
user is taken as parameter through cloud.yaml file as the cloud is usually rented
by specifying the number and type of machines required.

2. In cloudSimEx a scheduling plan is built for all cloudlets considering the virtual
machines available in the data centres and all cloudlets are submitted at a time.
Cloudlets are mapped to VMs initially itself. As number of VMs is restricted
based on user request, initial binding of cloudlets VM’s is removed. It is being
modelled in an incremental fashion. Cloudlets are submitted initially to VMs
based on the capacity guaranteed (Algorithm 1).

3. Job submissions are made through queues where each queue is associated with
capacity guarantee (queue_capacity). If queue_capacity is [60, 40] then 60% of
resources are assigned to queue1 and 40% of resources to queue2. If nVMs = 5
then 3 VMs are allocated to queue1 and 2 VMs for queue2. Cloudlets are
modelled to assign to nVMs as per the user provided queue_capacity.
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4. Submit cloudlet method is overridden to submit cloudlet to a specified VM so that
once the task assigned to slave node running on thatVMis completed it can assign a
new task to it within the constraints of capacity Scheduler (Algorithm 2).

5. Cloudlet return is being modified in order to invoke submitCloudlet(VM vm) to
submit a cloudlet to the VM according to queue capacity allotment.

6. Job_submitted_count[] array is used to maintain the number of cloudlets sub-
mitted for each queue to enable the capacity allocation constraints. No of
resources allocated to job in queue 0 is indicated in job_submitted_count[0].

7. job_index[] array to hold the index of each job submitted to cloudletList. This is
being used to enable to move to next job in the queue easily instead of com-
paring with every task in the cloudletList. As every job is divided into tasks
executed in cloudlets, when a task tag does not match with VM tag, the
remaining tasks of the same job need not be compared with the VM tag, and we
can directly compare with the cloudlet of next job. job_index[0] = 0 which is
the index of cloudlet of the first job submitted and job_index [1] is assigned with
the index of the first cloudlet of the second job submitted.

submitCloudlets() is invoked only once during the initial scheduling to VMs.
First cloudlet is submitted and job_submitted_count is updated to reflect the current
allocation done to the queue to which the job request belongs. If that request
allocated resource (VM) count is less than the guaranteed queue capacity the next
index also belongs to the same job request otherwise the index is made to point to
next job request to fulfil its guaranteed queue capacity.

___________________________________________________________________________
Algorithm1 submitCloudlets()
___________________________________________________________________________
1 q_c = Queue_Capacity; 
2 count, index, q= 0;  lastindex = job_index[q] – 1; 
3 for each vm in VmsCreatedList

3.1 cloudlet = get cloudlet at index
3.2 if (cloudlet instanceof ReduceTask && 

!isAllMapTaskFinished(cloudlet.getCloudletId())) then continue; 
3.3 r = request to which cloudlet belongs  
3.4 set vmid of cloudlet to vm 
3.5 put(cloudletid,vmid) into scheduling plan
3.6 send CLOUDLETSUBMIT event;
3.7 cloudletsSubmitted++;  count++; 
3.8 job_submitted_count[q] = count; 
3.9 for i = q to job_index.length 

3.9.1 job_index[i] = job_index[i] – 1; 
3.10 lastindex = job_index[q];
3.11 if (!((count < q_c[q]) & (index < lastindex))) then

3.11.1 index = lastindex  
3.12 count = 0; q++; 
3.13 lastindex = job_index[q];
3.14 endif 
3.15 add cloudlet to CloudletSubmittedList 
3.16 remove cloudlet from CloudletList 

4 end for 
___________________________________________________________________________
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SubmitCloudlets(int Vmid) is invoked for submission of cloudlets as each VM is
ready to accept a new task on finishing the previously allocated task. Index is made
to point to the queue which has less allocated resources than the guaranteed
capacity. If the task is a reduce task and its corresponding map tasks are not
completed then cloudlet from next queue is considered. If the queue is last queue
tried and no more cloudlets next to it in the cloudletlist we simply return as in step
4.4.2, otherwise point to the next queue. But if the selected task is a map task and
within the capacity guaranteed for the corresponding queue then that task is sub-
mitted to the VM.

___________________________________________________________________________
Algorithm2 submitCloudlets(int vmid) 
___________________________________________________________________________
1 if (getCloudletList().size() > 0) then 
2 done = false;
3 index = 0; 
4 for  each vm in VmsCreatedList

4.1 if (vm.getId() == vmid) then
4.1.1 q = 0; 
4.1.2 if ((job_submitted_count[q] < q_c[q]) & (job_index[q] > 0)) then break;
4.1.3 else q++;
4.1.4 break; 
4.1.5 endif 

4.2 if (q != 0) then vindex = job_index[q – 1];
4.3 cloudlet = get cloudlet at index
4.4 if (cloudlet instanceof ReduceTask  && 

!isAllMapTaskFinished(cloudlet.getCloudletId())) then 
4.4.1 if (q == q_c.length – 1)  index = job_index[q –  1];
4.4.2 if (index = = 0)  return;
4.4.3 endif 
4.4.4 else

4.4.4.1 index = job_index[q];   q = q + 1; 
4.4.5 endif 
4.4.6 cloudlet = get cloudlet at index
4.4.7 endif 
4.4.8 r = request to which cloudlet belongs 
4.4.9 set vmid of cloudlet to vm 
4.4.10put(cloudletid,vmid) into scheduling plan 
4.4.11send CLOUDLETSUBMIT event
4.4.12cloudletsSubmitted++;
4.4.13job_submitted_count[q]++; 
4.4.14if (q == job_submitted_count.length – 1) then  job_index[q] – = 1; 
4.4.15if (q > 0)  
4.4.16if (job_index[q] == job_index[q –  1]) 

4.4.16.1 t = job_index[q]; 
4.4.16.2 job_index[q] = 0;  job_index[q – 1] = 0; 
4.4.16.3 for (int i = q + 1; i < job_index.length; i++) 
4.4.16.3.1 job_index[i]= job_index[i]–  t;
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4.4.17endif 
4.4.18endif 
4.4.19else
4.4.20for (int i = q; i < job_index.length; i++)

4.4.20.1 job_index[i]= job_index[i]– 1; 
4.4.21endif 
4.4.22getCloudletSubmittedList().add(cloudlet);
4.4.23getCloudletList().remove(cloudlet);

4.5 endif 
4.6 endfor 

5 endif 
___________________________________________________________________________

Our work is a contribution to CloudSimEx with the scheduling techniques of
Hadoop. We implemented the scheduling algorithms FIFO, Capacity Scheduler of
Hadoop MapReduce applications in CloudSimEx. This contribution enables people
working in the area of scheduling, load balancing of Hadoop jobs for virtualized
environments to simulate their work. Our proposed work of designing a dynamic
capacity scheduler is simulated in CloudSimEx by including the job characteristics
and VM characteristics in scheduling decisions. When a cloudlet is returned, submit
cloudlet decides about which job is to be given to the VM based on the job tag and
VM tag within the constraints of queue capacity.

Jobs are categorized to be CPU-intensive, IO-intensive and every job is asso-
ciated with a 2-digit tag which indicates the intensiveness of the job. MSB indicates
the CPU-intensiveness and LSB denotes IO-intensiveness. Tag with value 01
indicates a job which is IO-intensive and value 10 indicates a job which is
CPU-intensive. Similarly every VM is associated with 2-bit tag to indicate the
current load of CPU and IO of the host on which the virtual machine is deployed.
Cloudlets can be submitted with reference to the tag of jobs and virtual machines.
Jobs can be assigned a tag by user if the intensiveness of the job is known or can be
calculated after few map tasks get executed. When a virtual machine tag indicates
as IO heavy then a task which is more CPU-intensive and less IO-intensive would
be appropriate choice.
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___________________________________________________________________________
Algorithm submitCloudlets()

// CapacitySchedulerLoadAware
___________________________________________________________________________

1. q_c = QueueCapacity; 
2. index,q= 0;  lastindex = job_index[q] – 1; 
3. for each vm in VmsCreatedList
4. cloudlet = first cloudlet in cloudletList; 

5.1 done = false;
5.2 for idx=0 to job_index.length
5.3 q = idx; 
5.4 if (idx == 0) then  index = idx
5.5 else index = job_index[idx – 1] 
5.6 if (job_submitted_count[q] < q_c[q]) then 

5.6.1 cloudlet = Cloudlet at index
5.7 if (cloudlet instanceof ReduceTask && 

!isAllMapTaskFinished(cloudlet.getCloudletId())) then  continue; 
5.8 r= request to which cloudlet belongs 
5.9 if (((int) r.job.getTag() & (int) vm.getTag()) == 0) then

5.9.1 set vmid of cloudlet to vm 
5.9.2 put(cloudletid,vmid) into scheduling plan 
5.9.3 send CLOUDLETSUBMIT event
5.9.4 cloudletsSubmitted++;
5.9.5 done=true; 
5.9.6 break; 

5.10 end if 
5.11 end if 

6 end for 
7 if(!done) 

7.1 cloudlet= first cloudlet in cloudletList;
7.2 r = request to which cloudlet belongs 
7.3 q = 0; 
7.4 set vmid of cloudlet to vm 
7.5 put(cloudletid,vmid) into scheduling plan 
7.6 send CLOUDLETSUBMIT event,   
7.7 cloudletsSubmitted++;

8 end if 
9 job_submitted_count[q] = job_submitted_count[q]+1; 
10 for (int i = q; i < job_index.length; i++)

10.1 job_index[i] – = 1; 
11 lastindex = job_index[q];
12 if (!((job_submitted_count[q] < q_c[q]) & (index < lastindex)) ) then 

12.1 index = lastindex;  q++;  lastindex = job_index[q];
13 end if 
14 add cloudlet to CloudletSubmittedList 
15 remove cloudlet from CloudletList 
16 end for 
 __________________________________________________________________________ 
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4 Evaluation and Results

Simulation.properties:
cloud.file = Cloud.yaml
experiment.files = test3.yaml
machines = �4,5,6,7,8�
mtype = large-aws-us-east-1

MapReduce jobs used: MapReduce_9_2.yaml, MapReduce_15_2.yaml,
MapReduce_30_2.yaml, MapReduce_50_1.yaml, MapReduce_100_3.yaml

Experiment file is specified as yaml file in which jobs are considered as part of
queues in the order of submission. Different combinations of MapReduce appli-
cations are being submitted and the execution times of CapacityScheduler and
CapacitySchedulerLoadAware by varying number of virtual machines. One of the
sample of experiment file is as below (Fig. 1).

Expertiment:test3.yaml 
!!org.cloudbus.cloudsim.ex.mapreduce.Experiment 
workloads: 
 - !!org.cloudbus.cloudsim.ex.mapreduce.Workload 
   [ 
    CapacitySchedulerLoadAware, Public, 
      { 
        GOLD: 100.0, 
        SILVER: 60.0, 

BRONZE: 0.0
      }, 
    [ 
     #[Submission Time, Deadline, Budget, Job, user class] 
     !!org.cloudbus.cloudsim.ex.mapreduce.models.request.Request 
     [200000, 120, 2.5, MapReduce_50_1.yaml, GOLD], 
 !!org.cloudbus.cloudsim.ex.mapreduce.models.request.Request 
     [200000, 120, 2.5, MapReduce_100_3.yaml, GOLD], 
!!org.cloudbus.cloudsim.ex.mapreduce.models.request.Reques 
     [200000, 120, 2.5, MapReduce_15_2.yaml, GOLD], 
]]

Test case nVMs (N = 4) nVMs (N = 5) nVMs (N = 6) nVMs (N = 7)

CS CSLA CS CSLA CS CSLA CS CSLA

MR-30-2,
MR-9-2

101.88 87.05 81.78 68.47 68.52 58.272 59.094 57.67

MR-50-1,
MR-30-2

313.57 240.57 255.82 187.52 224.89 157.9 201.369 137.49

MR-50-1,
MR-100-3

504.17 444.42 398.1 353.18 316.19 192.6 212.959 198

MR-100-3,
MR-50-1

530.75 488.97 439.21 347.13 371.79 319.91 325.07 305.14
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The above results Figs. 2, 3, 4 and 5 indicate an improvement in execution time
of the MapReduce jobs on an average of 20%. In few cases there is no major
difference in the execution times as the jobs submitted are appropriate to the VM
characteristics. There is an improvement brought in the job exection time where
MapReduce applications are scheduled in appropriate to VM characteristics
(Fig. 6).

Fig. 1 CapacitySchedulerLoadAware execution

Fig. 2 MapReduce 30-2,
MapReduce 9-2

Fig. 3 MapReduce 50-1,
MapReduce 30-2
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5 Conclusion

The MapReduce applications which automatically use the advantage of availability
of multiple nodes by executing map and reduce in parallel can further be optimized
if the scheduler logic includes a concept of learning of jobs and machine

Fig. 4 MapReduce 50-1, MapReduce 100-3

Fig. 6 CapacityScheduler versus CapacitySchedulerLoadAware

Fig. 5 MapReduce 100-3, MapReduce 50-1
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characteristics. If a virtual machine is loaded with CPU-intensive task then
scheduler can schedule an IO-intensive task so that there could be an appropriate
usage of resources available on the virtual machine. Our work was to design an
optimal scheduler for MapReduce applications which can schedule balanced set of
workloads to all nodes in the cluster. It not only enables fast execution of the tasks
but can also be used to make users understand about the characteristics of the job
submitted to the cluster. Job characteristics enable user to use proper configuration
of Hadoop cluster for further executions of the same job. Our primary goal is to
reduce the execution time of the Hadoop map tasks by including the behaviour of
map task and virtual machine in scheduling decisions.
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Big Data Analytics Provides Actionable
Insights into Ship Emissions

Frank Cremer and Muktha Muralee

Abstract Atmospheric emissions such as NOx from ship engines have a drastic
impact on the environment. Controlling them is crucial for maintaining a sustain-
able growth for any logistics company. The Port of Rotterdam (The Netherlands) is
using big data analytics to gain actionable insights into these emissions. Our case
study deals with the implementation of the emission calculations and reporting
implemented in Hadoop. In the analytical setup we introduce the method for esti-
mating emissions based on recorded ship position data and information about its
engines. We present a flexible approach that stores intermediate results allowing
different levels of aggregation. These results are visualized in a Geographical
Information System (GIS). We present some selected results followed by conclu-
sions and recommendations.

Keywords Atmospheric emissions � Emission model � GIS � Hadoop
Mapreduce

1 Introduction

Big data solutions like implementation based on frameworks such as Hadoop
provides insights that were previously not possible. This has been demonstrated in
many web-based applications such as recommendation lists for online shops and
suggested friends for Facebook and LinkedIn. However, in this case study for the
Port of Rotterdam we introduce a novel application of big data technology: to
calculate aerial emission from ship traffic in such a way as to provide actionable
insights.
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In this paper, we first explain why this study is relevant to the Port of Rotterdam.
Next, we introduce the analytical setup used to model the emission per ship, based
on each individual ship characteristics, its actual route. We then describe how it is
aggregated into actionable results and visualized. Then, we show the implemen-
tation in software and discuss some selected results. At the end of the paper we
present the conclusions and the future scope of this work.

2 Impact of Ship Emissions

The Port of Rotterdam is located near the metropolitan city of Rotterdam and is
close to protected and sensitive nature areas. Since it is one of the ten largest ports
in the world, it has a very intensive ship traffic. This ship traffic is the source of
large amounts of atmospheric emissions of NOx, CO2, SOx and particulate matter
(PM) [1], even though less than other sources (such as road traffic and agriculture).
This work is comparable to other studies [2, 3] in terms of emission calculations,
but presumably one of the first to use big data technology to calculate emissions
exhaustively at high temporal resolution.

For the Port of Rotterdam authority, it is a necessity to manage the ship emis-
sions in order to be able to grow while reducing the footprint on the environment.
The emission per terminal is restricted by its environmental license. Hence, it is
imperative that the Port Authority have information about the emission attributed to
each terminal. Only then operational decisions can be made to reduce the emission
and/or incentives be given to less polluting ships.

Up until now the emission was calculated on a large grid, by RIVM, a gov-
ernment body. The results were not at a fine-grained level to be useful for deter-
mining emissions per terminal. Hence, the Port decided to implement their own
model based on their dataset of ship positions, which was stored in Hadoop. The
following sections of this paper show the implementation of the emission model in
Hadoop and its results.

3 Analytical SETUP

In this section, we describe the analytical model setup to determine the ship emissions
and to provide aggregated results that can be visualized and used as input for other
models, for example, the deposition model. The first part deals with the emission
model, the second part describes the stored ship position data. How data is aggregated
is described in the third part and the visualization is described in the last part.

An overview of the processing from ship position data to storing intermediate
results for further aggregation and visualization is shown in Fig. 1. Examples of the
input and output data are shown for illustration. There are three steps involved:
(1) creating tracks from individual position updates, (2) matching these tracks with
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predefined areas and (3) calculating the emission and storing these for these areas
and separately for segments (two consecutive points).

3.1 Emission Model

The emission model is a model that estimates the various emissions into the air
from sea ships. It is modeled, as opposed to measured, since as of date ships do not
have sensors for measuring it in real time.1

The model uses as input the speed, the duration and the navigational status of the
ship. The navigational status of a ship can be three states:

• Cruising at sea
• Maneuvering in the port
• Anchored or at a berth

For each state, different configurations of the main engine and auxiliary engines
are used. The speed of the ship determines how many engines are used (if there is
more than one) and to what percentage each engine is used.

The emission from the main engine during cruising at sea and maneuvering is
given by the following formula:

EME;subst ¼ EFsubst neng
� � � t � CRS vð Þ � CEFsubst vð Þ; ð1Þ

Posi on data
Track

builder

Emission 
factorsAreas

Visit 
reporter

Ship 
informa on

Emission 
calculator

Area-based
emissions

Point
emissions

ship 2, visit #2

ship 1, visit #1 Area 51
Enter: 12:47
Leave: 13:18

Ship 1,visit #1
Emission 15 g

Ship 2,visit #2
Emission 20 g

Ship 1,visit #1
Area 51
Emission 3 g

Fig. 1 Overview of the processing steps

1This model is common practice for aerial emission estimation and in use by government bodies
such as RIVM.
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with

• EME,subst(neng)—the emission (in g), which depends on neng, the number of
engines in use (-)

• t—the time (in s)
• v—the speed (in m/s)
• CRS(v)—the speed correction factor (-)

CRS vð Þ ¼ v=vcruiseð Þ3 þ 0:2
� �

= 1þ 0:2ð Þ ð2Þ

• CEFsubst(v)—the substance correction factor (-)

When the ship is moored at a berth or at anchor, the main engine is considered to
be off, so

EME;subst ¼ 0 ð3Þ

For the auxiliary engine, the formulas are more straightforward

EAE;subst ¼ EFAE;subst;\state[ � t; ð4Þ

with

• EAE,subst—the emission for the auxiliary engine (in g)
• EFAE,subst,<state>—the emission factor for the auxiliary engine, given for the

states “anchor”, “berth”, “sea” and “maneuver” (in g/s).

The emission factors for each individual ship have been provided by TNO
(National research institute). TNO has determined these factors based on the ship
data (such as engine, cruise speed, gross tonnage) obtained from the Lloyds register
of ships.

3.2 Ship Position Data

The Port maintains a continuously updated dataset of all the ship traffic in its area.
This data set is used operationally for traffic management and stored in Hadoop for
traffic analyses. The data set consists of the ship position along with another 60
parameters (such as ship name, identifier, length, speed, course, etc.) and is stored
every 10 s. Given an average number of ships in the range of a thousand ships, this
gives a total of about 10 million records per day. It is obvious that processing these
many records (especially for a whole year) is way beyond the reach of traditional
solutions.
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Based on the emission model (as described in part A) and the ship positions, the
emission for the ship between any subsequent 10 s is calculated. The distances and
speeds are calculated based on the coordinates of the subsequent time intervals.

These emission results are stored back into Hadoop. With a 10 s interval for
measurements, we have created a very detailed emission model. However, this
model is too fine-grained to provide any insights, hence we need to aggregate the
data as described in the next paragraph.

3.3 Aggregating Results (Port/Area/Berth Visits)

There are four different selections within the emission data set that are of impor-
tance to the Port

• Total emission from activities within the Port.
• The emission attributed to the individual terminals, e.g., container terminals,

refineries, etc.
• The emission per administrative area, e.g., a port basin.
• The emission per visit per ship. A visit is defined as a ship entering the port’s

operational area at 60 km from the entrance of the port, visiting one or more
terminals and then leaving outside of the 60 km from the entrance.

An overview of the administrative areas is shown in Fig. 2. These areas range
from 60 km out in sea (with designated anchor areas) to the port area itself (at a
length of more than 40 km). In Fig. 3 a selected area of the port is shown. In this
figure the port basins are visible (side arms of the river) as well the berths at the
terminals. For illustration, a track of ship—actually its individual positions—is
shown. This ship enters the port from the sea, sails up to the river and into the port
basin called Maasvlakte to moor at the berth of terminal. After unloading and
loading (not visible here) the ship leaves again the port to set sail for (presumably)
the next port.

For each of these selections, the emissions can be aggregated in different ways:

• A uniform grid.
• The grid used by RIVM for yearly country-wide emission reporting.
• A grid which is finer (i.e., has smaller cells) closer to sensitive areas.
• Emissions per administrative area.
• Emissions for complete port visits attributed to specific berths belonging to the

terminals.

Due to these many combinations of selections and aggregations, a flexible
computational storage structure is necessary. The following intermediate data is
stored:

• Visit information, containing the following:
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– Unique identifier for the ship.
– Unique visit identifier.
– Per area:

• Area type (e.g., port area, anchor area, port basin and berth).
• Area identifier.
• Timestamp of entry.
• Timestamp of exit.

• Segment emission data (10 s interval), containing the following:

– Timestamp.
– Unique ship identifier.
– Visit identifier.
– Navigational status (anchor/berth, cruising at sea or maneuvering).
– Emission for the main and auxiliary engines for the eight different emission

substances.

Fig. 2 Overview of the administrative areas
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– Funnel height.
– Warmth output.

Using these two data sets, it is possible to query the data to obtain the required
combinations of selections and aggregations. For instance, the emissions of all the
ships visiting a specific terminal is calculated in two steps. First, all the visit
identifiers are determined by selecting the visits that have as type “berth” and as
area identifier the required berth identifier. Second, a selection is made of all
segment emissions which is aggregated onto the required grid.

3.4 Visualization

Insights into emissions is not only obtained by the numerical values of the emission
estimates, but also through visualization. Obviously, any statistics can be put into
graphs, e.g., comparing terminals or the same terminal over several years. However,
in this paper, we limit the results to how we visualize the data set geographically.

Although the individual segment emission can be easily displayed geographi-
cally, there are too many points to provide any insights. Therefore, the visualization
uses the emission per grid cell. The output of the aggregation is a set of 8 different
emissions per grid cell. These grid cells are converted into a geographical database
and visualized into a geographical information system (GIS).

Fig. 3 Selection of the river, port basin and terminal area, with the track of a ship
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3.5 Input for Deposition Model

The output of our model, i.e., the emission per grid cell, can be used for the
deposition model AERIUS [4]. This model calculates the deposition for the sub-
stance NOx, i.e., where it falls on the ground. The deposition depends on the height
of the funnel (chimney) of the ship and the warmth output of the engine. The higher
the funnel and the greater the warmth output, the further the NOx will be deposited.
Nature areas are especially sensitive to NOx as it acts as a fertilizer affecting the
natural vegetation.

Ideally, the aggregation should be done separately for each combination of
funnel height and warmth output, to serve as input to the deposition model.
However, this leads to more input points than AERIUS can handle. To reduce the
number of points for each grid cell, nine different combinations of funnel height and
warmth output are used (three for each parameter).

4 Software Implementation

The analytical setup as described in the previous section has been implemented
using various software components. In this section, we describe how it is
implemented.

The software implementation is divided into three parts: (1) the analytics for
modeling the emissions and determining ship visits, (2) the selection and aggre-
gation of these results and (3) the visualization of the results. For our work, we have
used the following components:

• Hadoop filesystem for storage of (1) and (2)
• Custom developed MapReduce [5] Java code for (1) and in part for (2)
• Hive [6] (the Hadoop SQL engine) queries for (2)
• FME for converting the results from (2) in a geographical format
• ArcGIS for geographical visualization of the results (3).

The custom developed Java code has been developed using common IT stan-
dards. Especially for the emissions, model test cases have been created and the
results have been validated externally by TNO.

5 Selected Results

In this section, some selected results are shown to demonstrate the insights into the
emission calculations. Figure 4 gives an overview of the total NOx emissions per
grid cell for all ships visiting the port (as the actual numbers are not relevant for this
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paper, the scale has been omitted). Although the emission is not normalized by the
grid size, travel patterns can clearly be identified.

Figure 6 gives similar results for ships that do not visit the port from seaside
(there is some residual traffic between the port and the neighboring ports in
Dordrecht and Moerdijk). In this graph, there is clearly ship traffic passing along
Rotterdam at seaside (please note that the scales are not the same as in Fig. 4).

Figure 5 shows the emission per administrative area. The emission is normalized
by its area to provide emissions in kg per m2. Obviously, these normalized emis-
sions appear to be high for berths at terminals as ship need to spend some time at
the same location for loading and unloading. The emission model allows to estimate
the savings in emissions when onshore power supply is used, so that ships do not
need to run their auxiliary engines while being moored at the berth (Fig. 6).

Fig. 4 Overview of the NOx emission from ship traffic that visits the port. The color scale ranges
from green at low emission, via yellow to red at high emissions
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Fig. 5 The emission per area normalized to area size

Fig. 6 Overview of the NOx emission from ship traffic that does not visit the port. The color scale
ranges from green at low emission, via yellow to red at high emissions
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6 Conclusions

With the approach followed in this paper, we have demonstrated that actionable
insights can be gained by deploying big data methodologies for emissions calcu-
lations for the Port of Rotterdam. Specifically, the Port now has insights in the
emissions per terminal, the emission close to sensitive areas, and the emission per
ship per visit to the operational area of the port. A fine-grained emission model has
been deemed essential for providing these results.

Based on these results actions can be defined to reduce the ship emissions while
increasing the throughput of cargo, such as providing electricity for moored ships
and/or providing incentives (e.g., by reducing the mooring fees) for cleaner ships
and/or enforcing change or routes to diminish the impact on sensitive areas.

7 Future Scope

The results obtained using this methodology are more accurate than has previously
accomplished by less fine-grained models, due to (1) better position estimates
(2) shorter time intervals and (3) using emission factors for individual ships.
Therefore, these results could be used for the Dutch National report on emissions.
Providing these inputs for Rotterdam area should give a better estimate country
wide. Moreover this methodology could be used for other Dutch areas as well, e.g.,
the Port of Amsterdam and the North Sea even further improving the estimates.
Obviously, the same approach can be used for other countries.

A recommendation for improvement is for AERIUS to be implemented to run on
Hadoop, thereby lifting the restriction for the number of input points. As the
deposition model is additive, i.e. the total deposition is the sum of the deposition of
each point emission, it should be able to parallelize the computations.
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Part III
Artificial Intelligence and Data Analysis



Optimizing Deep Convolutional Neural
Network for Facial Expression
Recognitions

Umesh Chavan and Dinesh Kulkarni

Abstract Facial expression recognition (FER) systems have attracted much
research interest in the area of Machine Learning. We designed a large, deep
convolutional neural network to classify 40,000 images in the dataset into one of
seven categories (disgust, fear, happy, angry, sad, neutral, surprise). In this project,
we have designed deep learning Convolution Neural Network (CNN) for facial
expression recognition and developed model in Theano and Caffe for training
process. The proposed architecture achieves 61% accuracy. This work presents
results of accelerated implementation of the CNN with graphic processing units
(GPUs). Optimizing Deep CNN is to reduce training time for system.

Keywords Convolutional neural network � Deep learning � Graphical processing
unit (GPU)

1 Introduction

1.1 Background

Facial expression recognition have found applications in technical fields such as
Human–computer Interaction (HCI) which detect people’s emotions using their
facial expressions and security monitoring [1]. Use of Machine learning is powerful
approach to detect and classify images. To improve their performance, it is nec-
essary to collect larger datasets, as well as need to build powerful models. The
weakest point of machine learning is that it cannot do feature engineering. The
limitations of machine learning in many cases learned model does not generalize
well. An algorithm can only work well on data with assumption of the training data.
The biggest drawback is it is time consuming for learning with large datasets with
powerful model. Deep Learning (DL) is a new advancement in area of machine

U. Chavan (&) � D. Kulkarni
Walchand College of Engineering, Sangli, Maharashtra, India
e-mail: umesh.chavan@walchandsangli.ac.in

© Springer Nature Singapore Pte Ltd. 2019
V. E. Balas et al. (eds.), Data Management, Analytics and Innovation,
Advances in Intelligent Systems and Computing 808,
https://doi.org/10.1007/978-981-13-1402-5_14

185

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1402-5_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1402-5_14&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1402-5_14&amp;domain=pdf


learning research whose motivation is moving closer to the objective of Artificial
Intelligence (AI). Convolutional neural networks (CNNs) are a special kind of DL
method. CNNs are useful in the area of computer vision. Facial expression
recognition (FER) techniques detect people’s emotions using their facial expres-
sions. We build a model for FER using deep CNN. CNNs have much fewer
parameters as compared to neural networks. So they are easier to train. More
training time in CNN with large dataset is major bottleneck. We designed model in
Theano framework [2] and exploited Graphics Processing unit (GPU) computation.
The result shows that it is achieving 2–5 times speedup with training on GPU. Also
shows that it achieves 61% accuracy. Our intention is to exhibit the performance
and scalability improvement for FER using deep CNN.

2 Convolution Neural Network (CNN)

A CNN [3] is an advance in neural network evolution. It consists of sequences of
one or more convolutional layers (CLs). CL’s are mostly with pooling layers (PLs).
PLs are succeeding by one or more fully connected layers (FCs), FCs are just as
standard neural network. Accurate and correct feature extraction is necessary. This
is the base for CNN. Input to a neural network is fed from output of feature
extractor. It is challenging work to select a “suitable” feature extractor. It cannot
adapt to network configuration. It is not part of learning procedure. These layers
arranged in feed-forward structure as shown in Fig. 1. In a CNN only a small
region/subset of input layer connects neurons in hidden layer. These regions are
referred as Local receptive fields. The local receptive field is translated across an
image to create a feature map. It can use convolution to implement this operation
efficiently. So it’s called as a CNN. The typical neural network has parameters—
weights and biases [4]. The model learns these values during the training process
and it’s continuously updates with each new training examples. However, in the
case of CNN, weights and bias values are the same for all hidden neurons in a given
layer. This means that all hidden neurons detect the same feature such as an edge or

Fig. 1 A typical CNN model
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blobs in different regions of the input image. This makes network tolerant to
translation of object in an image. Activation step applies the transformation to the
output of each neuron by using activation functions Rectified Linear Unit com-
monly known as a ReLUs [5]. Most DL network use ReLU for hidden layers. The
power of ReLU is it trains much faster is more expressive than other alternatives—
logistic function. Also ReLU prevents the gradient vanishing problem. It takes
output of neurons and maps it the highest positive value or if the output is negative
the function maps it to zero. We can further transform the activation step by
applying a pooling step. Pooling reduced the dimensionality of the feature map by
condensing the output of small regions of neurons into a single output. The CNN
with its layer(s) is briefly explored in [6].

3 GPU (Graphics Processor Units) Programming

GPUs are massively parallel numeric processors. It is programmed in C with
extensions for GPU programmers. It has application programming interfaces for
programmers. It takes advantages of heterogeneous computing systems that contain
both CPUs and massively parallel GPU’s. For a GPU developer, the computing
environment consists of a host that is traditional CPU and one or more devices that
are processors with massive number of arithmetic units. GPU is a typically known
as device in CUDA. Use of GPUs together with a CPU is GPU-accelerated com-
puting. It accelerates deep learning applications. This work presents results of
accelerated implementation of the deep CNN in graphic processing units (GPUs)
for FER.

3.1 CUDA Programming Architecture

CUDA architecture allows the programmer to write one code that will run on both
CPU and GPU. In CUDA GPU is referred as a device and CPU is referred as Host.
CUDA assumes that the device and the host have their own separate memories
where they store data. The function that executes on GPU is known as a Kernel.
The kernel is invoked and executed by 100 s or even 1000 s of threads at a time.
The CPU launches the kernels with a specific syntax to let GPU know how many
threads should be used. The kernel function reserves memory in the device on board
global memory. It takes one of the device’s pointers as the first argument and the
second argument is how many bytes to reserve. This function copies data from the
host and device memories. CUDA provides a scalable approach to express paral-
lelism. The CUDA is suitable for large amount of data and having lots of com-
putations like image convolution. It achieves high throughput. CUDA uses
thousands of threads executing in parallel, all these threads are executing the same
function which is known as a kernel. Programmer can organize threads into blocks.
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These thread blocks are again arranged into grids of multiple thread blocks. All
thread blocks at the same time work together through shared memory. A thread
block has its own ID for its grid. Streaming microprocessors (SMs) are the part of
GPU that actually runs this kernel. SMs are the heart of the architecture. They
perform computations which have their own control units, execution pipelines,
caches and registers. A typical CUDA architecture is shown in Fig. 2.

3.2 System Design

We built a CNN that has two convolution layers and two fully connected
(FC) layers. In the first convolution layer, have 20, 5 � 5 filters with pooling. In the
second convolution layer, we had 20, 5 � 5 filters and also pooling. In all con-
volution layers ReLU activation function is used. In the first FC layer it have 500
neurons and in second FC layer have 300 neurons. In both FC layers same as in the
convolution layer we used ReLU activation function. Also we used softmax as loss
function. We trained the network for varying number of epochs on each run (for 2,
10, 30, 50, 70 epochs) and with batch size of 30 samples. We cross-validated the
hyper-parameters.

Fig. 2 CUDA programming model
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3.3 CNN Model

For an image with a size M � N of and kernels with a size of m� n, the convo-
lution is represented as

zðkÞij ¼
Xm�1

s¼0

Xn�1

t¼0

wðkÞ
st xðiþ sÞðjþ tÞ ð1Þ

Here w is the weight of the kernel, which is the model parameter. Above Eq. (1)
is for one kernel. For multi-convolution layers, the equation is

zðkÞij ¼
X

c

Xm�1

s¼0

Xn�1

t¼0

wðk;cÞ
st xðcÞðiþ sÞðjþ tÞðiþ sÞðjþ tÞ ð2Þ

Here, c denotes the channel of the image. If the number of kernels is k and the
number of channels is c, we have w 2 Rk�c�m�n. Then we see from the Eq. (2) that
the size of convolved image is (M − m + 1) � (N − n + 1). After the convolution,
all the convolved values will be activated by the activation function. We will
implement CNN with the ReLU (rectified Linear Unit) function. With the activation
we have

aðkÞij ¼ hðzðkÞij þ bðkÞ ¼ maxðo; zðkÞij þ bðkÞÞÞ ð3Þ

where b 2 Rk, a one-dimensional array. Next is the max-pooling layer. The prop-
agation can simply be expressed as

yðkÞij ¼ maxðzðkÞðl1iþ sÞðl2jþ tÞÞ ð4Þ

Here l1 and l2 are the size of pooling layers and s 2 ½0; l1�; t 2 ½0; l2�.
Usually l1 and l2 are set to same sizes (2 or 4). The simple Multilayer Perceptron

Network (MLP) follows after sequences of convolutional layers and pooling layers
to classify data. MLP can accept one-dimensional data. Output of CLs and PLs are
two-dimensional, we need to flatten the down sampled/pooled data as preprocessing
to adapt it to input to input layer of MLP. The error from input layer of MLP is
back-propagated to the max-pooling layer, and this time it is un-flattened to two
dimensions to be adapted properly to the model. Max-pooling layer simply
back-propagates error to its previous layer as max-pooling layer does not have
parameters. The equation can be expressed as

@E

@
ðkÞ
ðl1iþ sÞðl2jþ tÞ

¼
@E
@yðkÞij

0

(
if; yðkÞij ¼ aðkÞðl1iþ sÞðl2jþ tÞ ð5Þ
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Here E denotes the evaluation function, the error is then back-propagated to the
CL, and with it can calculate the gradient of the weight and bias. Gradient of bias is
represented as

@E
@bðkÞ

¼
XM�m

i¼0

XN�m

j¼0

@E

@aðkÞij

@aðkÞij

@bðkÞ
ð6Þ

@
ðkÞ
ij ¼ @E

@aðkÞij

ð7Þ

cðkÞij ¼ zðkÞij þ bðkÞ ð8Þ

Then we get,

@E
@bðkÞ

¼
XM�m

i¼0

XN�m

j¼0

dðkÞij @
ðkÞ
ij

@aðkÞij

@cðkÞij

@cðkÞij

@bðkÞij

¼
XM�m

i¼0

XN�m

j¼0

dðkÞij h0ðcðkÞy Þ ð9Þ

In the same way the gradient for weight (kernel) is

@E

@wðk;cÞ
st

¼
XM�m

i¼0

XN�m

j¼0

dðkÞij h0ðcðkÞy ÞxðcÞðiþ sÞðjþ tÞ ð10Þ

When we think for multi-convolutional layers it is necessary to calculate the
error of convolutional layers.

@E

@wðcÞ
st

¼
X

k

XM�m

s¼0

XN�m

t¼0

@E

@zðkÞiði�sÞðj�tÞ

@zðkÞiði�sÞðj�tÞ
@xðcÞij

¼ @E

@zðkÞiði�sÞðj�tÞ
wðk;cÞ
st ð11Þ

so, the error can be expressed as

@E

@xðcÞijst

¼
X

k

XM�m

s¼0

XN�m

t¼0

@
ðkÞ
ði�sÞðj�tÞh

0ðcðk;cÞði�s;j�tÞÞ ð12Þ

4 Experiments and Results

All benchmark in this paper were performed in machine having computation
platform with (1) CPU: AMD Phenom II X4 B97—processor; (2) GPU is GeForce
GTX520, compute capability 2.1, 48 cores. The software platform is composed of:
Ubuntu 14.04 Operating system, CUDA 7.5, Python with Theano. All training and
testing are in single precisions.
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4.1 Program Code

In the part of code snippet; the model is created in Python having two convolutional
layers and one FC layer. The first CL has 32 filters of size 32 � 32. Second CL has
64 filters of 3 � 3 sizes. The object CNN is instantiated with parameters for CNN
layers.

def main():

X, Y = getImageData()

model = CNN(convpool_layer_sizes=[(32, 3,3), (64, 3, 3),(96,3,3),

(128,3,3)], hidden_layer_sizes=[200],

)

model.fit(X, Y,epochs=3,batch_sz=30)

if __name__ == ‘__main__’:

main()

4.2 Dataset

The experiment was conducted on the dataset provided by Kaggle [7] website for
Facial Expression Recognition Challenge [8]. This dataset consists of 37,000—
48 � 48 pixel gray-scale images of faces. Each image is labeled with one of seven
expression categories: Fear, Happy, Sad, Angry, Disgusts, Surprise, and Neutral.
We used a training set of 36,000 samples, a validation set of thousand examples.

The emotions are labeled in each image. Network is trained on the dataset, which
comprises 48-by-48-pixel gray-scale images of human faces each labeled with one
of seven expressions. Some samples images with labeled expression are shown in
Fig. 3. There are variations in the dataset considerably in scale, rotation, and
illumination.

4.3 Experiment

We built a CNN that had two convolution layers and two fully connected
(FC) layers. In the first convolution layer, we had 20, 5 � 5 filters with pooling. In
the second convolution layer, we had 20, 5 � 5 filters and also pooling. In all
convolution layers ReLU activation function is used. In the first FC layer we had 500
neurons and in second FC layer we had 300 neurons. In both FC layers same as in the
convolution layer we used ReLU activation function. Also we used softmax as our
loss function. Figure 4 shows the architecture of this deep network. We trained the
network for varying number of epochs on each run (for 2, 10, 30, 50, 70 epochs) and
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with batch size of 30 samples. We cross-validated the hyper-parameters (Learning
rate, regularization, decay, epsilon, Batch size) as shown in Table 1. To make the
model training faster, we exploited GPU-accelerated deep learning facilities on
Theano [2] library in using Python.

Fig. 3 Example images from Kaggle dataset [7]
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4.4 Results and Evaluation

The final validation accuracy we obtained is 61% for training with epochs =10.
Training loss plot is shown in Fig. 5. The confusion matrix for classification is
shown in Fig. 7. The performance in GPU speedup over Kaggle [7] FER 2013
dataset is shown in Table 2. We can see the performance improvement in speed of
execution time of CPU and GPU training with different number of epochs which is
shown in Table 2. The average speedup gain is approximately five times (Figs. 6
and 7).

5 Future Scope

The proposed work can be further extended by increasing the number of different
expressions other than the six universal expressions (anger, fear, disgust, joy,
surprise, sadness). The classification of other facial expressions may require the

Fig. 4 FER CNN architecture

Table 1 The
hyper-parameters for model

Parameters Value

Learning rate 0.00001

Regularization 0.0000001

Decay 0.9999

Epsilon 0.001

Batch size 30
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extraction and tracing of additional facial points and corresponding features. The
system can be improved by using a wider training set so as to cover a wider range of
poses and cases of low quality of images.

6 Conclusions

Although topology structure of convolution neural network is simple, it still needs a
huge amount of work in calculation. NVIDIA GPU based on hardware architecture
of stream processor has significant improvement in face expression recognition
based on convolution neural network in support of programming model in CUDA.
Compared with CPU, it has amazing advantages. Experiments show that stream

Fig. 5 Execution time (in h) and speedup with GPU

Table 2 Performance:
execution time and accuracy

Epochs Execution time
(in minutes)

Speedup Accuracy (%)

CPU GPU

2 28 5 6 39

10 141 27 6 55

30 427 141 4 59

50 706 141 6 61
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processor is suitable for convolution neural network. The results in this work show
that GPUs are just as fast and efficient for deep learning. In this work, we evaluated
their performance using different performance measurement and visualization
techniques. Some of the difficulties with improving this is that images are very
small and some cases it is difficult to distinguish which emotion is on each image.

Fig. 6 Training loss

Fig. 7 Confusion matrix
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Hybrid Kmeans with Improved Bagging
for Semantic Analysis of Tweets
on Social Causes

Mani Madhukar and Seema Verma

Abstract Analysis of public information from social media could yield fascinating
outcomes and bits of knowledge into the universe of general conclusions about any
item, administration, or identity. Social network data is one of the most effective
and accurate indicators of public sentiment. Analysis of the mood of public on a
particular social issue can be easily judged by several methods developed by the
technicians. In this paper, analysis of the mood of society towards any particular
news from the twitter post in form of tweets. The key objective behind this research
is to increase the accuracy and effectiveness of the classification by the process of
the NLP that is Natural Language Processing Techniques while focusing on
semantics and World Sense Disambiguation. The process of classification includes
the combination of the effect of various independent classifiers on one particular
classification problem. The data that is available in the form of tweets on twitter can
easily frame the insight of the public attitude towards the particular tweet. The
proposed work is well planned to design as well as implement the best hybrid
method that includes Hybrid Kmeans/Modified Kmeans (MKmeans) that involves
clustering and Bagging for sentiment analysis. With this proposed idea one can
easily understand the behavior of the public towards the post and further assist in
the future policy making taking the results as the basis. At the end results are
compared with the existing model with the motive of validating the findings.
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1 Introduction

Information era has developed over the years like no different technology. It has
contributed in making unimaginable things conceivable. As this exploration
proposition is being composed, something some place may get advanced, changing
a few myths, breaking some taboos; Information innovation assumes its part some
place in recording them. Sentiments or emotions as said have been the sole property
of human heart and mind which has sounded good to us, people. Data Technology
(IT) has taken it over from us and maybe has reshaped our feelings and conclusions
as well. At this juncture of human history, innovation can help us in understanding
ourselves. Sentiment analysis is one of the newly discovered measures that
advertisers have found to quantify state of mind of a client via web-based net-
working media towards a brand or product or premium. The quantity of preferences
and takes after on stages like Facebook and Twitter have made a considerable
measure of footing by advertisers in coming to and mining these social stages.
These suppositions which are found in input, discussions, or evaluates remarks are
filling the Big Data universe with bunches of assorted data that is demonstrated
gainful to different organizations for various causes [1].

Sentiment analysis is one of the viable methods for finding public sentiments.
Different organizations regularly utilize on the web- or paper-based reviews to
gather client remarks. Because of the development of informal communication
destinations and applications, individuals tend to remark on their Facebook or tweet
profile. Along these lines, the paper-based approach is not a proficient approach.
Just a little client base can be come to and there is no certification that their answers
in the review are straightforward or not. Here online networking becomes an
integral factor. Facebook, Twitter and all other online networking locales are
brimming with individuals’ assessments about administrations, items, monetary,
and political issues and so on they utilize, remarks about mainstream identities and
considerably more. Henceforth mining tweets about different social issues from
web-based social networking is a substantially more imaginative approach for
estimation investigation. Sentiment Analysis helps us in understanding the ways the
discussion has been hollowed, and what it has implied regardless of varieties in the
translating parties. Each discussion passes on some type of estimation, which can
extensively be named Positive, Negative, and Neutral. A great deal of work has
been done on assumption examination, significantly in positive and negative
marking [2].

As discussed, it is required to understand that sentiments are mere feelings,
inclinations and not exact facts, however the feelings and inclinations direct us
towards some real facts about the general mood of the sentiment conveyors, the
masses, the people. An opinion or a view is generally classified as falling under one
of the two opposing sentiment polarities; the opinions/sentiments are categorized as
binary in nature—0/1 or true/false or can be understood as good/bad, like/dislike.
This interpretation is generally referred to as Polarity or Semantic Orientation [2].
A considerable measure of research has been done on sentiment analysis from
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online networking, the vast majority of which concentrates on individuals’ feeling
towards different social issues. However, breaking down online networking infor-
mation in this way gives a much-summed up thought. To make it more particular,
feeling examination can be performed via web-based networking media informa-
tion. Our approach is to discover the notions on different social issues.

There are several sentiments of the public towards the posts in SNS that
includes: Positive and Negative along with the n-point scale that includes very
good, good, satisfactory, bad and very bad [3]. Text mining is the famous way to
analyze and understand the sentiment of people integrated with the content posted
and these methods are: Machine Learning, Statistical/Quantitative Techniques or
Natural Language Processing [4]. The sentiment analysis is of two kinds that is
supervised or unsupervised. This paper includes one of the hybrid techniques that
include Hybrid-Kmeans and improved bagging.

2 Related Work

In the research paper by Anguita et al. [5], a method to apply an approach of MLT,
based on Maximal Discrepancy concept, to the problem of SVM model Selection
has been described. The researcher has chosen Maximal Discrepancy (MD) method
as it surpasses many resampling algorithms which are majorly used by practitioners
and it is less susceptible to the availability of a good training set for the problem
under investigation. The experimental result of this paper shows that when the
number of samples is less than the dimensionality of the data in a small sample
setting, use of machine-learning theory can outperform other concepts in selecting
hyper parameters of a SVM.

In the research article by Joshi et al. [6], they have proposed a web-based system
named as C-Feel-It which has been used for taping the emotions behind the posts
from the micro blogging website twitter. Categorization of the post pertaining to a
search string as positive, negative, or objective using input from four sentiments
based repositories have undertaken and have given them an aggregate sentiment
score that represented a sentiment snapshot for that search string. Architecture of
the system consists of three parts. First, Tweet Fetcher which has been used for
fetching tweets pertaining to the search string entered by the user. Second, Tweet
Sentiment Predictor as the name suggested, analyzes sentiment of the one tweet at a
time. Lastly, Tweet Sentiment Collaborator has given an overall prediction with
respect to a keyword in the form of percentage of positive, negative, or objective
content.

Mostafa et al. [7], in this paper we at first direct a factual examination on the
contrasts between sentiment analysis of items and social issues. At that point, in
view of our discoveries, we propose a way to deal with consider the part of verb as
the most imperative term in communicating suppositions in regards to the social
issues. Measurable and test comes about demonstrate that considering verbs is
required and evident, as well as enhances the execution of assessment examination.
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Wang et al. [8] conclusion grouping of tweets has been appeared to be a sig-
nificant approach for tending to certifiable concerns, for example, forecast of race
comes about. Tweet conclusion order execution might be contrarily influenced by
components, for example, class irregularity, high dimensionality or boisterous
preparing information. Information inspecting, gathering students and highlight
determination are machine-learning procedures that can be utilized to address these
issues

Revathy & Sathiyabhama [9] have built up a Semantic Sentiment Mining
framework by joining both the govern-based approach and machine-learning cal-
culation (Random Forest Model, SVM and Naive Bayesian) to group tweets. The
half breed approach utilizes three diverse machine-learning models. The main
model uses manage construct order situated in light of compositional semantic
guidelines that recognizes articulation level extremity. The second one performs
sense-construct characterization situated in light of WordNet faculties as highlights
to Support Vector Machine classifier, while the third model performs element level
examination in view of ideas acquired.

Saraswathi & Tamilarasi [10] have focused on movie reviews, investigating
opinion classification of online movie reviews based on opinion/corpus words.
They used SVM to classify as positive or negative feature sets from reviews
extracted through the use of Inverse document frequency.

In the previous paper [11] the author has done analysis on social issues sentiment
analysis that will automatically classify the issues into positive, negative, and
neutral class label. Hybrid clustering with classification model framework is pro-
posed and tweets on girl child issues are analyzed and the experimental results
shown the proposed technique better than the existing framework.

3 Problem Formulation

The current scope of the proposed work is to identify and analyze Tweets from
Twitter social platform to ascertain views of masses in India on social issues.
Twitter is the biggest small-scale blogging administration with 200 million clients.
Messages, called tweets, are restricted to 140 characters. This rouses unique
methods for imparting, for example, shortening words, broad utilization of emojis,
and the utilization of informal language expressions. The amount of public infor-
mation present on twitter makes it a unique data source, with the challenge of
overcoming the particular language used on it. During the Data Gathering, he
Twitter messages to be characterized are recovered from its source. At that point,
the Pre-handling stage happens; this stage is made by a set out of interior advances
where the Twitter messages are disintegrated into information that is set up to be
broke down by the classifier. Finally, the Classification stage, which is implemented
through Hybrid Kmeans clustering and bagging, that takes some training data as
input during its initialization, analyses the preprocessed twitter messages and
returns the twitter messages arranged by assumption as either negative or positive.

200 M. Madhukar and S. Verma



The proposed framework has been thought to sort the messages into either positive
or negative contingent upon sentiment they carry. Literature survey summarizes
machine-learning approaches yearning accuracy of around 85 percent. The pro-
posed system based on hybrid approach will surely improve the accuracy of the
results.

4 Approach

Social Issues Sentiment Analysis automatically analyses social issues. It identifies
the positive, negative, or neutral opinion. In this section, the proposed methodology
clustering with Classification is explained in detail. The steps of the technique are as
follows:

1. Data Collection
2. Data Preprocessing and Filtration
3. Clustering the data
4. Classification via Improved Bagged Learning
5. Building the model

The rest of the section explains these steps in detail

1. Data Collection

For the analysis of social issues tweets, data is collected The input data will be raw
text from tweets on social causes in India, in particular on “JNU agitation”, “Price
rise”. The motivation for the topics has been derived from the web-based interview
of Twitter, India Director, Rishi Jaitly (2016) as the topics had the power to polarize
the entire country and to shape opinion of common countrymen leading to sharp
divide in Indian society. For creating the corpus of tweets, the tweets will be fetched
from the Twitter database based on HashTags(#), using Twitter API for connecting
and authenticating. The collected text is noisy and methods for cleaning and parsing
of the data to form a corpus for further processing.

2. Data Preprocessing and Filtration

Preprocessing and feature extraction is a preliminary phase. Preprocessing includes
three phases:

(a) Tokenization and parsing of words: In this phase, each tweet sentence splits
into words of any natural processing language. For example for a sentence “I
am a good girl”, there are five words “I”, “am”, “a”, “good”, “girl” each word is
represented as a token.

(b) Removal of stop words: Stop words are the words that contain little data so
should have been evacuated. As by evacuating them, execution increments.
Along these lines, at the season of pre-handling we have closed this stop word
so every one of the words are expelled from our dataset.
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(c) Stemming: It is characterized as a procedure to diminish the determined words
to their unique word stem. For instance, “talked”, “talking”, “talks” as in view
of the root word “talk”. We have utilized Snowball stemmer to diminish the
determined word to their cause.

3. Clustering the Data

Applying the Hybrid Kmeans clustering algorithm on collected data. In the hybrid
approach initially partitioning the dataset into sub tests and afterward applying the
lessened emphasis way to deal with each subsample to discover the groups. This
will spare part of time and enhance the execution for the extensive datasets.

Split the entire information into different subsamples.
At that point apply the calculation that will lessen the quantity of emphases.

Algorithm: Hybrid Kmeans Clustering

Input: Instances
Output: Clustered data

(1) Extract subsamples from the dataset
(2) For each extracted subsample

Randomly select k objects from dataset D as initial cluster centers.
Calculate the distance between each data object di(1 � i � n) and all
k cluster centers cj(1 � j � k) as Euclidean distance d(di, cj) and assign data
object di to the nearest cluster.

(3) For each data object di, find the closest center cj and assign di to cluster center j;
Store the label of cluster center in which data object di is and the distance of
data object di to the nearest cluster and store them in array Cluster[] and the
Dist[] separately.
Set Cluster[i] = j, j is the label of nearest cluster.
Set Dist[i] = d(di, cj), d(di, cj) is the nearest Euclidean distance to the closest
center.

(4) For each cluster j(1 � j � k), recalculate the cluster center;
Repeat

(5) For each data object di
Compute its distance to the center of the present nearest cluster;
If this distance is less than or equal to Dist[i], the data object stays in the initial
cluster;
Else
For every cluster center cj(1 � j � k), compute the distance d(di, cj) of each
data object to all the center, assign the data object di to the nearest center cj.
Set Cluster[i] = j;
Set Dist[i] = d(di, cj);
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(6) For each cluster center j(1 � j � k), recalculate the centers;
Until the convergence criteria is met.

(7) Output the clustering results.

4. Classification via Improved Bagged Learning

The clustered information is classified by utilizing Enhanced Bagging approach
which diminishes the variance of the forecasting by utilizing the data by using
various combinations with repetitions to deliver multisets of size equals to the
original data. The Bagging learning calculation is carried out to order the examples
for each multi set and a model is generated. Also a vote is being identified for the
generated model. The average of all the anticipated votes is thought to be the
aftereffect of the classifier. This will order the information into three classes: pos-
itive, negative, and neutral.

In this algorithm dataset is sampled with replacement into ten datasets with same
number of tuples using bagging. And then for every bootstrap sample Bagging
classification is used as a base classifier and returns prediction results. At the end
the final prediction is produced using average voting.

As compared to the single classifier, the improved classifier frequently has
greater accuracy that derived from the original training data T. It will not be
significantly more awful and is more powerful to the impact of noisy data. This
combined model decreases the variance of the single classifier as the result per-
formance and accuracy increases (Fig. 1).

Algorithm: Improved Bagging Procedure

Input:

D, a set of d training tuples;
k, the number of models in the ensemble;
a learning algorithm AdaBoost.

Fig. 1 Procedure of classification
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Output: A classification model, M*.

(1) for i = 1 to k do //create k models:
create bootstrap sample, Di, by sampling D with replacement;
use Di to derive a model, Mi;
end for

To use the composite model on a tuple, X:

(2) if classification then
let each of the k models classify X and return the majority vote;

(3) if prediction then
let each of the k models predict a value for X and return the average predicted
value;

5. Building Model

The classifier model built by using proposed hybrid technique is evaluated and
tested using k-fold Cross Validation approach (k-fold CV). In this, the training set is
divided into k smaller sets. The procedure followed in k-fold CV approach is as
follows:

A model is prepared utilizing k − 1 of the folds as preparing information; the
subsequent model is approved on the rest of the piece of the information (i.e., it is
utilized as a test set to figure an execution measure, for example, precision).

The execution measure assessed by k-crease cross-approval is then the normal of
the qualities processed on repetitively (Fig. 2).

Fig. 2 Improved bagging
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5 Results and Discussions

The Proposed Enhanced Bagging with Clustering algorithm is tested on JNU hash
tags tweets for predicting the sentiments. The performance is analyzed based on
below mentioned parameters.

Confusion Matrix Confusion matrix that is a matrix represented with two rows
and two columns contains the value true positives, false positives, false negatives
and true negatives.

Where ðns!sÞ is True Positive rate, ðnh!sÞ is False Positive rate, ðns!hÞ is False
Negative and ðnh!hÞ is True Negative (Fig. 3; Tables 1, 2 and 3).

Figures 4 and 5 shown above gives the comparison of the classified instances
correctly recognized and the class parameters by the proposed approach and the
base approach. As the number of correctly classified instances in case of proposed
approach is more, i.e., it has more correctly done the prediction of the tweets
sentiments; concludes to perform better than the base Kmeans with SVM approach.

Fig. 3 Classified instances comparison of JNU tweets

Table 1 Table of confusion matrix for JNU tweets dataset

Kmeans with
SVM

(Hybrid-Kmeans/
MKmeans) Kmeans
with improved bagging

Correctly classified
ðns!s þ nh!hÞ

53 95

Incorrectly classified
ðnh!s þ ns!hÞ

49 7
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Table 2 Table of confusion matrix for price rise tweets dataset

Kmeans with
SVM

(Hybrid-Kmeans/
MKmeans) Kmeans
with improved bagging

Correctly classified
ðns!s þ nh!hÞ

241 269

Incorrectly classified
ðnh!s þ ns!hÞ

33 5

Table 3 Representing the class parameters of the MKmeans with E-Bagging and Kmeans with
SVM

Algorithms Precision Recall F Measure

Kmeans with SVM 0.774 0.88 0.823

Hybrid-Kmeans/MKmeans with improved bagging 0.982 0.982 0.980

Fig. 4 Classified instances comparison of price rise tweets
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6 Conclusion

Sentiment analysis, as an interdisciplinary field that crosses natural language pro-
cessing, artificial intelligence, and content mining, perceives suppositions of indi-
viduals in regards to an item, administration, protest, or social issues communicated
in a given content. As of not long ago most if not all research in opinion investi-
gation has been done on the items and administrations. Popular feelings with
respect to social issues are so critical for government and by and large who include
during the process of making decisions. This paper has concentrated on estimation
examination of social issues including two datasets JNU tweets and Price Rise
Tweets. We have proposed a strategy for slant examination of social issues. It
removes the feelings from each sentence, builds correspondence conclusion
structures, and afterward decides their introductions with respect to the social issue.
The exploratory outcomes demonstrate that the proposed procedure performs
superior than the base approach on the premise of different specified parameters. In
future, the work can be stretched out by containing a bigger dataset and considering
more occurrences which may coordinate in higher exact expectation investigation.
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Subspace Clustering—A Survey

Bhagyashri A. Kelkar and Sunil F. Rodd

Abstract High-dimensional data clustering is gaining attention in recent years due
to its widespread applications in many domains like social networking, biology, etc.
As a result of the advances in the data gathering and data storage technologies,
many a times a single data object is often represented by many attributes. Although
more data may provide new insights, it may also hinder the knowledge discovery
process by cluttering the interesting relations with redundant information. The
traditional definition of similarity becomes meaningless in high-dimensional data.
Hence, clustering methods based on similarity between objects fail to cope with
increased dimensionality of data. A dataset with large dimensionality can be better
described in its subspaces than as a whole. Subspace clustering algorithms identify
clusters existing in multiple, overlapping subspaces. Subspace clustering methods
are further classified as top-down and bottom-up algorithms depending on strategy
applied to identify subspaces. Initial clustering in case of top-down algorithms is
based on full set of dimensions and it then iterates to identify subset of dimensions
which can better represent the subspaces by removing irrelevant dimensions.
Bottom-up algorithms start with low dimensional space and merge dense regions by
using Apriori-based hierarchical clustering methods. It has been observed that, the
performance and quality of results of a subspace clustering algorithm is highly
dependent on the parameter values input to the algorithm. This paper gives an
overview of work done in the field of subspace clustering.
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1 Introduction

Clustering is an essential data mining task for summarization, learning, and seg-
mentation of data. It has been applied for target marketing, machine learning,
pattern recognition, and statistics. Clustering is an exploratory data analysis task
and aims to discover groups of similar objects called as clusters from input data set.
The objects belonging to the same cluster must be highly similar whereas objects
from different clusters must be highly dissimilar. Desired properties of the clus-
tering algorithm are completeness, stability, homogeneous and significant results
and efficiency.

1.1 The Curse of Dimensionality

Data analytics and machine learning is an evolving area. The grand challenge in this
research lies in dealing with ever-increasing amounts of high-dimensional data
gathered from multiple sources and different modalities. Bellman [1] refers to the
combinatorial explosion that is observed in a data mining task implied due to
processing of large number of dimensions as curse of dimensionality. This is due to
the fact that, high dimensionality increases the computational complexity and
memory requirements. It can adversely degrade underlying algorithm’s perfor-
mance. Clustering is usually done based on distance notations like the Euclidean
distance and due to increased dimensionality distance between data points become
meaningless. Additional dimensions spread the data points further apart as shown in
Fig. 1a. With one dimension, half of the points were in a unit bin. If second
dimension is added, data gets stretched as shown in Fig. 1b and the points get
spread out further, pulling them apart, resulting in only about a one fourth of the
points into a unit bin. Further addition of a third dimension again spreads the data
and a unit bin holds only a few points as shown in Fig. 1c. When the dimensionality
of the data becomes too large, the points then are all almost equidistant [2, 3] and
distance between the points tend to zero as shown in Fig. 2. Hence large amount of

Fig. 1 The curse of dimensionality [1]—data becomes extremely sparse with increasing
dimensions
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data objects are required to satisfy a given density threshold. This fact badly affects
performance of clustering algorithms as cluster membership is mainly determined
based on distance between and density of data points.

The curse of dimensionality has many aspects. First, in a dataset, all attributes
may not contribute to define a certain cluster. Rather the clusters may be present in
subspaces. Second, a different subset of attributes may be involved in defining
different subspace clusters. Hence a global feature selection procedure may not be
applicable to identify attributes contributing to subspace clusters. Third, two sub-
space clusters might be overlapping, i.e., data point belonging to one subspace
cluster C1 can be member of another subspace cluster C2. Hence subspace clus-
tering requires appropriate feature selection methods which are different from the
methods for traditional clustering based on density or partitioning of data.

In high-dimensional data, not all of the attributes are important for good clusters.
Some of the attributes may be simply “noise”. The problem is further worsened by
the fact that, objects may be related in different subsets of dimensions in different
ways and also due to fact that, some of the attributes might also be correlated.
Keeping these facts in view, approaches like feature transformation and feature
selection have been suggested. Feature transformation methods uncover latent
structure in datasets to create combinations of the original attributes and summarize
given dataset in fewer dimensions. When the number of irrelevant attributes is
large, these methods are rendered irrelevant as they preserve the distance between
the objects. As the new features are combination of original features, it is difficult to
interpret them. Feature selection is one of the dimensionality reduction techniques
and is often applied as a preprocessing step to remove noisy features. It identifies
most relevant attributes for the data mining task at hand. This is achieved by
evaluating various feature subsets using some criterion. These methods are further
classified as: (i) global versus local where global methods find features from
complete dataset whereas local methods find features relevant for each individual
cluster. (ii) wrapper (with feedback) versus filter (blind-without feedback) where
the filter approach selects features based on criteria such as pair wise constraints,
mutual information, Laplacian score, chi-square test, etc. then evaluate the attri-
butes, rank them before applying selection criteria. Wrapper methods formulate the
problem as a search problem. Different combinations of the features are prepared.

Number of dimensions 

Fig. 2 Distance between data
points is no longer
meaningful with increased
dimensions
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These combinations are evaluated and a comparison with other combinations is
done. Combinations of features are scored based on model accuracy using a pre-
dictive model. Embedded methods like regularization methods for feature selection
are based on learning which features best contribute to the accuracy of the model.
The learning is done while the model is being created. However the feature
selection methods have a critical limitation that, they cannot uncover relations
between objects in multiple, overlapping sub-dimensional spaces.

2 Subspace Clustering

In subspace clustering, clusters are identified in subset of attributes. Subspace
clustering algorithms can be considered as an extension to feature selection
methods which identify most relevant attributes by evaluating various feature
subsets using some criterion. The clustering process first identifies the projections in
which clusters may reside and then applies a clustering algorithm in identified
subspace. A search method is required to identify subsets of attributes and then they
are evaluated based on certain criteria. In subspace clustering object similarity is
measured based on the selected attribute subset. For given a database DB with a set
Dim of dimensions, clustering result can be denoted as a set C = {(C1, A1), …, (Ck,
Ak)} where Ci � DB and Ai � Dim. Figure 3 illustrates an example of subspace
clustering.

Fig. 3 Example for subspace clustering
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3 Classification of Basic Subspace Clustering Approaches

The desirable property of any subspace clustering algorithm is that, it should
identify all possible sets of subspace clusters. Also it must be ensured that, the
outcome of clustering process must produce the same set of clusters during every
run. Efficiency is another aspect of subspace clustering algorithms. The algorithms
can be made to handle large data by applying proper heuristics to prune
non-significant results. The results of subspace clustering should be easily inter-
pretable. There are three major variants of subspace clustering, viz. the grid-based,
window-based, and density-based. The homogeneity of attributes can be identified
based on similarity between objects, density of objects, etc., depending on the
criteria applied by clustering method.

3.1 Grid-Based Subspace Clustering

In this approach, data space is divided into axis-parallel cells [4]. Then the cells
containing objects above a predefined threshold value given as a parameter are
merged to form subspace clusters. Number of intervals is another input parameter
which defines range of values in each grid. Apriori property is used to prune
non-promising cells and to improve efficiency. If a unit is found to be dense in
k − 1 dimension, then it is considered for finding dense unit in k dimensions. If grid
boundaries are strictly followed to separate objects, accuracy of clustering result is
hampered as it may miss neighboring objects which get separated by string grid
boundary. Clustering quality is highly dependent on input parameters.

3.2 Window-Based Subspace Clustering

Window-based subspace clustering [5] overcomes drawbacks of cell-based sub-
space clustering that it may omit significant results. Here a window slides across
attribute values and obtains overlapping intervals to be used to form subspace
clusters. The size of the sliding window is one of the parameters. These algorithms
generate axis-parallel subspace clusters.

3.3 Density-Based Subspace Clustering

A density-based subspace clustering approach—SUBCLU is proposed by Kailing
et al. (2004). It drops use of grids to overcome drawbacks of grid based subspace
clustering algorithms. A cluster is defined as a collection of objects forming a chain
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which fall within a given distance and exceed predefined threshold of object count.
Then adjacent dense regions are merged to form bigger clusters. As no grids are
used, these algorithms can find arbitrarily shaped subspace clusters. Clusters are
built by joining together the objects from adjacent dense regions. These approaches
are prone to values of distance parameters. The effect curse of dimensionality is
overcome in density-based algorithms by utilizing a density measure which is
adaptive to subspace size.

3.4 Other Prominent Approaches

Overlapping cluster algorithms like CLIQUE [4], ENCLUS (ENtropy based sub-
space CLUStering) [6], MAFIA [7], SUBCLU [8], FIRES [9] try to enumerate all
possible subspace clusters. When a data object belongs to many subspace clusters,
the clustering is called overlapping. When each data object is member of a unique
cluster or marked as outlier, the clustering is non-overlapping. Some of the
non-overlapping approaches are PROCLUS [10], DOC [11], PreDeCon [12], etc.
Lance et al. [13] classify subspace clustering as top-down- and bottom-up algo-
rithms based on the strategy used to identify cluster subspaces. In bottom-up
approach cluster discovery starts from individual attributes and then the subspaces
grow to higher dimensional space. For pruning the search space APRIORI property
of density is used. Candidate subspaces for the next higher level of dimension sets
is formed only from the lower level dense regions. CLIQUE, OPTIGRID [14],
DENCOS [5], MAFIA, SUBCLU, FIRES are some of the bottom-up approaches.

In top-down subspace clustering approach, all dimensions are initially part of a
cluster and are assumed to equally contribute to clustering. In the subsequent
iterations, importance of each dimension is recalculated and clusters are regener-
ated. This requires multiple iterations over full set of dimensions. The performance
can be improved by making use of sampling technique. Due to top-down parti-
tioning of the data, each data object can be member of a unique cluster. Some of the
algorithms additionally identify outliers as a separate group. For meaningful results,
parameter tuning is necessary. Further classification of this approach is per cluster
weighting methods and per instance weighting methods. Few of the Top-down
Algorithms are FIND-IT, ORCLUS [15], PROCLUS [10], COSA [16],
δ-CLUSTERS [17]. Figure 4 presents a hierarchy of these two prominent classes of
subspace clustering algorithms. Clustering oriented subspace clustering relies on
predefined parameters such as the expected number of clusters, average dimen-
sionality of clusters, etc. These algorithms try to optimize the solution and hence
each data point is assigned to a cluster which results in assigning noise objects to
some clusters.

In a dataset, when an object belongs to a cluster, the variance of the occurring
values is less compared range of all other attributes. This geometrical intuition lead
to identification of a cluster which contains data points which are densely clustered
along relevant attributes. The resulting cluster is an axis-parallel subspace cluster.
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Basic subspace clustering algorithms like CLIQUE, projected clustering algorithms
fall under this category. The algorithms which result in arbitrary oriented subspaces,
e.g., ORCLUS use the knowledge that, members of a subspace cluster are always
close to the plane in which the subspace resides and use this information for cluster
interpretation. Hard subspace clustering algorithms assume that all features have
equal importance in forming a subspace whereas soft subspace clustering algo-
rithms proceed by assigning a weight to each dimension based on its contribution to
clustering.

4 Enhancements to Traditional Subspace Clustering

Although basic subspace clustering approaches look efficient in solving the clus-
tering problem, they have certain major drawbacks. These algorithms can tackle
quantitative 2-D data in format of object X attributes, but they are not customized to
handle the data in 3-D format, i.e., having dimensions—objects, attributes and time
stamp. Similarly, most of them cannot handle complex data such as categorical or
streaming data. When the data is in 3-D format, it is rare that clusters can be found
in every timestamp of the dataset when the data contains large number of times-
tamps and there is a need to develop efficient algorithms for mining 3D data.
Distance measures applicable to numeric data cannot be applied directly to cate-
gorical data as they do not have natural order. Hence devising subspace clustering
algorithms for categorical data is another challenge. Many real world data sets
contain missing or erroneous values. Therefore, any subspace clustering algorithm
working on real-world dataset must handle these datasets properly without affecting
accuracy of the results.

Fig. 4 Hierarchy of subspace clustering algorithms based on search strategy

Subspace Clustering—A Survey 215



Mostly all of the available subspace clustering algorithms work based on
parameters values given by user at run time. It has been observed that, clustering
output is very much sensitive to the input parameters and outcome varies drastically
with minor changes in parameter values. Intuitively setting right values of
parameters that will result in good clustering is very much difficult. Hence there is a
need to overcome this parameter-sensitivity of subspace clustering algorithms.
Domain knowledge or knowing data distribution can help for setting parameters.
Sometimes, semi-supervised subspace clustering algorithms can be used to guide
parameter setting process. When subspace clusters are overlapping, i.e., when an
object may belong to multiple subspace clusters, it may result into explosion of
clusters, i.e., too many subspace clusters may be enumerated. This is an undesirable
solution as it may lead to too many interpretations of the same data. Hence it is
desirable that, only significant subspace clusters which represent true and mean-
ingful information of out the data should be enumerated. This can be achieved in
two ways. First as a preprocessing step all significant subspaces can be mined, and
then subspace clusters can be identified from these subspaces as in filter approach of
feature selection [18]. In the second approach, what is significant in terms of
subspace clusters is first defined and then the clustering algorithm mines these
clusters directly.

5 Evaluation of Subspace Clustering

Evaluation of clustering output is a complex work. A clustering algorithm is
evaluated in terms of execution time and quality of clustering results. Quality of
clustering is defined in terms of compactness of a cluster and separation between
different clusters and the same is true for subspace clusters. The motivation behind
any clustering is to disclose the hidden information in the data as accurately as
possible. Hence it is desirable to detect a minimum number of meaningful subspace
clusters. There are various clustering quality indexes proposed in literature [19].
However there is lack of standardized guidelines for evaluation of clustering out-
come. For a novice researcher, it is a dilemma which clustering quality index is to
be used use for a particular dataset. Silhouette index, Simplified Silhouette index,
Dunn index, Davies–Bouldin index, Isolation index, PBM index, Point-biserial
index, RS index, Rand index are some of the indexes which can be used for the
evaluation. In [2], the authors have analyzed some of the standard clustering quality
measures and it reveals that, with increasing dimensionality different clustering
quality indexes are affected in different ways and conclude that selecting a clus-
tering quality index for high-dimensional data is nontrivial.

Liu et al. (2010) identify major criteria for evaluation of the clustering algo-
rithms based on quality of the results produced namely, the results should be
non-monotonous, the algorithm should be robust to noise, it should properly handle
varying cluster density and skewed distributions of the data. Compactness of
clusters and separation between the clusters are termed as internal clustering quality

216 B. A. Kelkar and S. F. Rodd



indexes. How well the data is partitioned is measured by external quality indexes.
Müller et al. [20] present a common framework for evaluating major subspace
clustering paradigms. Entropy, F1-measure and accuracy are some of the object
based measures which mainly relate to (i) purity of clusters identified, (ii) an
algorithm’s power to discover hidden clusters and (iii) correctness of the algorithm
in assigning objects to a cluster respectively. Relative non intersecting area (RNIA)
is an object and subspace based measure to find the extent to which found
sub-objects cover true sub-objects. Drawback of RNIA measure is that it cannot
find if a true cluster is correctly covered by several found clusters or exactly one
found cluster covers the true cluster. On the contrary, the clustering error (CE) is
advancement over RNIA measure that maps each found cluster to at most one
ground truth cluster and also each ground truth cluster to at most one found cluster.
Intersection of sub-objects is determined for each such mapping of two clusters.
After summing up the individual values give value I′ which when substituted in
place of I in the RNIA formula will give the CE-value. Thus CE-value penalizes the
clustering results producing many smaller clusters. WEKA [21] is an open source
framework containing various well known algorithms in clustering, classification,
feature selection and association rule mining. It provides facility for visualization of
the results. An open source framework OpenSubspace [22] can be used for eval-
uation of projected and subspace clustering algorithms in WEKA.

5.1 Results Obtained from Earlier Work

Müller et al. have systematically evaluated major paradigms of subspace clustering
using OpenSubspace. The study highlights that, SUBCLU and CLIQUE have
comparable F1 and Accuracy, but have to pay penalty in terms of RNIA and CE as
they try to detect many clusters even more than the count of objects in the dataset as
it tries to cover all of the data including noise. This also results into increased
runtimes. SUBCLU does not even finish for the biggest real world data set,
pendigits. The recent cell-based paradigms show best results with low runtimes.
The distance-based approaches also face the problems of high runtimes. Clustering
oriented approaches have easy parameterization as these settings decide on clus-
tering output and they show reasonable runtimes. Cell-based approaches like
CLIQUE and SUBCLU produce many more clusters in an attempt to achieve good
results whereas clustering oriented approaches tend to produce comparatively few
clusters.

Generally, high-quality results are paid with high runtime. But even in some
algorithms meaningful results are not obtained within tolerable timeframe due to
high runtimes even up to several days (for dimensionality >25). Hence practical
application of such an algorithm with such high runtimes on high dimensionalities
is infeasible. Hence a subspace clustering algorithm must have to find the trade-off
between output quality and runtime. Also it is observed that cluster detection time
increases with the number of objects. Several heuristics must be applied for having
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an efficient computation with acceptable accurate results. For neighborhood density
computation, the density-based approaches have expensive database scans and
hence they do not scale as dimensionality increases. DOC and MINCLUS are found
to be good in handling noisy data. There are certain open issues in subspace
clustering. Tuning parameter setting is a nontrivial task and usually guesswork is
involved. Hence there is a need to have parameter-insensitive algorithms for sub-
space clustering. For time series data, there is need to identify proper search space
pruning strategy. Appropriate post-processing methods for limiting output clusters,
organizing the output clusters and formulating models to represent the output are
necessary to uncover the information extracted from subspace clusters to useful
knowledge.

6 Conclusion

High-dimensional data clustering is a challenging task which first requires formu-
lating how a cluster needs to be represented. Many a times even though a dataset
has lots of dimensions, only few of them are of importance for extracting knowl-
edge and rest are noise. Subspace clustering algorithms solve this problem by
finding clusters on subsets of attributes and objects. This has the advantage that,
those patterns which may be missed by full dimensional clustering are also
uncovered. A subspace clustering algorithm must ensure that the subspace pro-
jections must be dissimilar and at the same time must not be redundant.
Performance of a subspace clustering algorithm is highly dependent on tuning
parameters. It has been observed that, when dimensionality of the data increases,
accuracy subspace clustering decreases with tremendous increase in runtime. Proper
validation techniques must be applied to avoid spurious clusters. The quality
evaluation of results obtained from subspace clustering algorithms is challenging as
different subspace clustering approaches lead to different cluster characteristics and
topologies. Fair and comparable evaluation based on objective evaluation measure
of detected subspace clusters is of major importance. In synthetic datasets the best
clustering is already known. But such a data might miss variations present in
real-world data. Review of recent approaches for subspace clustering highlight that,
cell-based approaches outperform in terms of efficiency and quality for low to
medium dimensionality. It is also shown that instead of enumerating all subspace
clusters which may contain many redundant clusters, outputting a few relevant
clusters achieves best results. Further research direction in this field can be reducing
database scans, automatic detection of clustering parameters based on data distri-
bution, improving execution time and enhancements in existing algorithms to
handle complex data.
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Revisiting Software Reliability

Kavita Sahu and R. K. Srivastava

Abstract Reliability is an important issue for deciding the quality of the software.
Reliability prediction is a statistical procedure that purpose to expect the future
reliability values, based on known information during development processes. It is
considered as a basic function of software development. A review-based research
has been done in this work to evaluate the previously established methodologies for
reliability prediction. In this paper, authors give a critical review related to suc-
cessful research of reliability prediction. This paper also provides many challenges
and keys of reliability estimation during software development process. Further,
this paper gives a precarious discussion on previous work and identified factors
which are important for reliability of software but still ignored. This work helps to
developers for predicting the reliability of software with minimum risks.

Keywords Software reliability � Software development model � Reliability
prediction � Soft computing techniques

1 Introduction

Software quality is the basic requirement to be fulfilled by a developers for user’s
satisfaction. This is because software quality plays a good role in developing high
reliable software. The definition of reliability can be stated as the probability of
software to perform under specified conditions without failing. ISO/IEC
25010:2011 product quality model defines reliability as the degree of perfor-
mance for a system under specified conditions such as time and cost [1, 2]. The
measurement of software reliability is degree of removal of errors. These errors or
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faults are recognized during testing of software by software testers and thus removal
of these is done by debugger and developers. This process of testing and debugging
leads to more reliable software. Reliability modeling is the process of developing
models to create error free and reliable software [3, 4]. Process of reliability
modeling is called software reliability growth modeling (SRGM).

In past 30 years many SRGM’s have been developed to ensure reliability and
maintain quality in software [5]. But still we could not reach the level where a user
can be satisfied with the reliability of software. In the proposed work we are hereby
reviewing the already proposed reliability growth and prediction models and
techniques used by these models. The area of reliability prediction covers tech-
niques, metrics and models of how to develop a model which will be used for
prediction and estimation of reliability [5–10]. This contains models for both the
operational outline, to capture the projected procedure of the software, and models
for the operational failure behavior. The latter category of models is then also used
for prediction of the reliability in terms of failures. In this paper, a critical review is
provided which is based on different soft computing techniques which are already
been applied in the area of reliability prediction.

This paper has taken most challenging problems of reliability prediction in
current years. The paper is mainly divided into four sections: second section
emphasizes on software reliability. Third section describes the basics of reliability
prediction. Fourth section describes reliability prediction related to soft computing
techniques. At the end summary and discussion of the paper is given and then
conclusion is described.

2 Software Reliability

With the ever-increasing role of computers in our daily lives, reliability of these
machines has become an issue. Although software systems made in this era are
designed to face failures in very extreme conditions. But still there is a missing link
between the theory of reliability prediction and its application in real world. Testing
for reliability of software is done during the development phase but that does not
ensure the overall service life of software. Software, Once reliable, cannot be
reliable over its whole life. Over the ages there have been multiple attempts made to
predict the failure rate or the reliability of software, but none of them ensured to be
applied to all kind of software. The facts related to these models can be uncovered
during the review of the work. Hence an effort has been made to understand the
pros and cons of the models given by different authors.

Reliability is defined as “The ability of software to function under specified
circumstances for specific time duration”. Software quality can be related directly
with the software reliability, in both developers use mutual methods for its con-
sideration and may involve input from each other [8, 11]. It pays attention on costs
of failure which are caused by software downtime, repair tools and cost of assurance
privileges. In software engineering, safety ordinarily highlights not cost, but

222 K. Sahu and R. K. Srivastava



stabilizing life and therefore deals only with specific risky software failure modes.
The effect of reliability on different software characteristics are shown in Table 1.

Reliability is a significant factor of quality during software development process.
Attacks and failures affect every characteristic of software which is clarified in
Table 1.

3 Reliability Prediction

Reliability of software can be considered as a precise quantity [12]. It can either be
one or zero means software will be either reliable or unreliable. Hence reliability
prediction is an important activity to be considered during the early stages of
software development. Reliability prediction is developing a methodology in early
stages of development to predict the reliability in terms of its attributes such as
defects, failures count, failure rate, etc. Prediction of reliability further helps in other
activities of development such as evaluating the feasibility of planned requirements
and delivers a stable origin for software design. Reliability of software may be
enhanced by a focused defect removal, inspection, and test effort.

Figure 1 precisely describes the procedure to develop a new reliability prediction
model. At first literature survey of available methods is done. Next is to evaluate the
methods and compare them to traditional models. Design of experiments is done at
level third. Testing of new model and regression analysis is done at last step in the
procedure.

4 Reliability Prediction Related to Soft Computing

Software reliability growth and prediction modeling has been a thrust area of
research in recent years. Software criticality and failure rates has been increased and
thus giving the need to work more in the area of software reliability prediction and
its modeling. Several statistical methods have been used in the modeling of relia-
bility prediction but failed to give results which can be applied globally. Hence, soft
computing methodologies are used for software reliability analysis, reliability
optimization, etc. [13–18] because the results achieved from these methods are
more precise and applicable to real world. This section focuses on description of
application of soft computing technologies in software reliability prediction.
Software reliability prediction focuses on developing and maintaining techniques
by which software systems reliability can be quantitatively evaluated. In previous
major models reliability of software was predicted through the data collected from
past records such as failure counts on different time intervals.

Software reliability has remained a thrust area of research over the past 40 years,
but still there are flaws in the modeling of software reliability. In the last two
decades there has been lot of work done in the area of soft computing using the
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fuzzy logic, neural network, genetic algorithms and their hybrid approaches [13,
19–21]. Both the statistical and soft computing techniques gives noteworthy results
in predicting reliability but it varies as the type of data changes. There are various
prediction techniques for software reliability, but before using these techniques, one
must thoroughly go through different techniques according to their research ques-
tion [9, 22–29]. Measurement of reliability in software is still in its initial stages.
There is no good quantitative method for software reliability prediction which does
not have any limitations. The study of different soft computing methodologies is as
follows: fuzzy logic, probabilistic computing, neural networks, genetic program-
ming and theory, evolutionary computing and probabilistic computing.

These soft computing techniques and its methodologies are applied to different
areas such as computer science, robotics, engineering, and construction areas and
manymore [30, 31]. The predictive capability of soft computingmethodologies helps
in taking developing good models of these areas. Figure 2 presents soft computing
techniques as fuzzy logic, neural networks, and genetic algorithm. The introduction of
fuzzy logic, neural network, genetic algorithm and their hybrid techniques of relia-
bility predictionwith descriptions of relevant work related to each area is given below.

4.1 Fuzzy Logic for Reliability Prediction

Methodology of fuzzy logic is derived from fuzzy set theory which was first given
by Zadeh in 1960. Fuzzy methodology defines linguistic values with reasoning
which is in the form of numeric. Real-world problems that are full with complexity

Fig. 1 Comparisons of reliability prediction methodology
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can be easily solved with fuzzy logic. Nonlinear problems with multidimensional
nature are solved easily using fuzzy logic. Fuzzy logic comprises of two broad steps
that is fuzzification and defuzzification. Fuzzification is the process of converting
real world problem or qualitative problems into quantitative one. While defuzzifi-
cation is quite opposite to it, it deals with converting the fuzzify answers to
real-world linguistic answers. After a thorough literature review it has been found
that fuzzy logic is a well performing methodology for reliability prediction. Some
of the pertinent works of fuzzy logic by previous researchers is given below:

Yuan [4] in his research predict the cumulative number of failures and further
predict the reliability by using fuzzy subtractive clustering. The methodology of
fuzzy clustering is combined with module order modeling. Both the methods work
on different terms that is fuzzy subtractive clustering is used to predict number of
faults while other is used to determine while those failures are fault vulnerable or
not. In one of his work Khalaf Khatatneh [18] in 2009 proposed a model of
predicting software reliability with the help of fuzzy logic. Proposed model was
then applied on a custom set of data to certify that results were better than previous
models. Xu [4] first proposed a model which uses the methodology of fuzzy
nonlinear regression modeling technique for the prediction of the range in which a
fault can be occurred in software. The proposed software was verified and validated
using a real-time case study of full-scale industrial software and its modules. Sultan
Alijahdali [8] researched on the usage of fuzzy logic in developing SRGM’s for
predicting reliability. The author here used Takagi-Sugeno technique for the
training of proposed model. Authors represented the software failures using trian-
gular fuzzy membership functions. He used the dataset of John Musa bell labora-
tories failures and shows his model efficiency.

Dilip Kumar Yadav et al. [23] presented a research paper on software defect
prediction using fuzzy logic. To verify and validate their proposed model they used
software metric for size estimation and three different metrics of requirement
analysis using fuzzy logic. Predictive capability of presented the proposed approach
was compared with existing models. Aleksandar Dimov and Sasikumar Punnekkat
[21] presented their research that was based on fuzzy logic and prediction of
reliability in component based software systems. They applied possibility theory for
solving the uncertainty aspect which was based on fuzzy sets.

Fig. 2 Soft-computing
techniques
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4.2 Artificial Neural Networks for Reliability Prediction

Today’s world is more concerning on artificial intelligence, which is achieved by
using the soft computing methods. Artificial neural network works on the methods
of human brain neurons systems. Artificial neurons are trained and tested using
different algorithms and methodologies in this method. A lot of work has been done
in this field during last two decades. Reliability prediction and software reliability
growth modeling is also done by various researchers. Some of these works are
reviewed and detailed below:

Karunanithi et al. [10] was the first to use neural networks for the prediction of
reliability by predicting its number of failures. The authors have taken execution
time as the input of the neural network. Authors used different algorithms to train
the networks that are Feed Forward neural networks and recurrent neural networks.
Further in recurrent neural network Jordan neural network and Elman neural net-
work were used for training and testing the network. Statistical methods were used
to validate the results at the end.

Yu-Shen-Su et al. [6] proposed the software reliability model using neural
networks. They also proposed a dynamic weighted combinational model by training
it through back propagation algorithm. A Dataset of John Musa bell laboratory was
used for implementation and RMSE values were calculated to show the results were
better. Sultan Alijahdali and Khalid A. Buragga [7] presented a paper in which they
used artificial neural networks for reliability prediction. The author used four
algorithms to predict the number of failures that are a fuzzy inference system based
on Takagi-Sugeno methodology, radial basis functions, Elman recurrent neural
networks and multi-layer perceptron neural network.

Mohamed Benaddy and Mohamed Wakrim [22] presented a research on simu-
lated annealing neural network based reliability modeling. In their work they
proposed a failure count prediction model which is further based on the method-
ology of simulated annealing algorithm. Simulated annealing algorithm is used to
train the neural network for predicting the increasing software failure. A dataset of
John Musa bell laboratory was used for implementation and results. This paper also
described the basic concepts of neural network and simulated annealing. Manjubala
Bisi et al. [15] presented a paper based on feed forward architecture to predict
software failures. The authors calculated the effects of encoding and different
parameters. A comparison with existing statistical models was also done to improve
efficiency. Gaurav Agrawal and Dr. V. K. Gupta [32] presented a paper on neural
network based SRGM. They developed a SRGM which used error back propaga-
tion algorithm for learning. They also developed software and collect its failure
datasets to predict reliability. Also NASA datasets were used that are JM1, PC1,
KM1, KC1, and KC2.
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4.3 Genetic Algorithm for Reliability Prediction

Genetic algorithms and genetic programming the other part of soft computing that
was developed to decrease the local minima problem into the networks of neural
methodology. Prof. John Holland and his students developed the solution to this by
using genomes in their work. This methodology of optimization of problem using
genomes was called genetic algorithm. This algorithm was developed at the
University of Michigan during the 1960s and 1970s. The genetic algorithm works
by creating a number of solutions which is called population in this algorithm. This
population is then optimized by genetic operators and crossovers to get the best
results out of it. Genetic algorithm works on the basic concept of neural network but
reducing the problem of local minima which is generally occurred in neural
networks.

Sultan Alijahdali and Mohammad E. El-Telbany [11] presented a research which
was based on genetic algorithm. According to the authors Genetic Algorithm is
proposed as a controlling soft computing algorithm and might overcome the
uncertainties caused by other machine learning techniques. In this paper experi-
ments were done to certify the theory by predicting the reliability of datasets and
comparing it to other models result. In his other work Alijahdali et al. [12] pre-
sented the work of multi objective genetic algorithm for reliability prediction. The
authors used genetic algorithms for predicting the software faults during the soft-
ware testing process.

Oliveira [13] proposed the usage of genetic programming to predict software
reliability. The author also used the genetic programming by using re-weighting in
it. The algorithm of re-weighting uses recursion method which is to call itself many
times with assigned weights to each example. Zainab Al-Rahamneh et al. [9]
presented a research in which she conducted experiments to show that the proposed
Genetic Programming model is way superior in comparison to other models like
Schneidewind, Yamada S-Shaped, Generalized Poisson and NHPP reliability
models.

4.4 Hybrid Techniques for Reliability Prediction

Soft computing methods are used for predicting reliability for many years of
research. But there is always a lack of one single software reliability growth model
that can predict reliability for all kinds of software. Researchers now are focusing
on developing such systems by integrating different soft computing techniques to
predict the reliability. As it is known that software changes its behavior when its
code changes in testing phase so predicting reliability becomes more complex
process. Here are some works that have been done recently in area of hybrid
techniques for reliability prediction.
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Chua et al. [24] presented a hybrid model for predicting reliability. They stated
that back propagation neural network has some shortcomings like over fitting.
Hence in their work they followed genetic algorithms search techniques with
integration to Bayesian neural network methodology. Two examples were also
presented to apply the model and showed better results than using only back
propagation algorithm. Jin [33] presented a model which overcomes the limitations
of using genetic algorithm. GA has problems of local minima and parameter
convergence. Author integrated genetic algorithm and simulated annealing algo-
rithm to overcome the limitation. He then applied it to support vector (SVM) for
better results.

Mohanty et al. [26] presented an intelligent approach for the prediction of
software reliability during the early stages of SDLC. They proposed a hybrid model
which was a combination of genetic programming and group method of data
handling. They also compared their model with different machine learning tech-
niques like back propagation, counter back propagation, multiple linear regression,
etc. Jung Hua Lo [34] used ARIMA and SVM in his hybrid model. This paper used
ARIMA for linear model and SVM for nonlinear model of reliability prediction.
Further he calculated Absolute error and Mean square error to prove that results
were better. Jaydeep Pati and Shukla [27] presented a hybrid model in which they
used ARIMA and ANN models to predict reliability. They used ARIMA for linear
and ANN for nonlinear modeling. They used Levenberg–Marquardt algorithm with
Bayesian Regularization to train neural networks [9]. The model was applied on
three real time systems and it was found that results were better than using single
methodology in prediction.

Bal et al. [35] presented a research paper on reliability prediction through two
hybrid techniques that are radial basis function and feed forward neural network.
The verification and validation of proposed models is done by using artificial neural
networks and statistical methods. Wang and Zhang [36] presented a reliability
model that was built by using a deep learning model based on the recurrent NN
(RNN) encoder–decoder. This model was tested on 14 real-time datasets and the
results were presented in the form of AE (Average Error) and AB (Average Bias).
As per the literature reviewed by the author its model resulted well in respective to
previous models.

5 Discussion and Findings

Software reliability is a key concern in this era, as reliable systems are more in
demand due to the increasing number of faults per year. Reliability is also
responsible for improving the quality of software. Reliability is composed of three
attributes that are availability, fault tolerance, and maturity. Measurement and
prediction of reliability helps in improving the service life of any software.
Economic success of any organization depends on the reliability of software that it
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delivers. Hence software reliability growth and prediction models keep its impor-
tance in development organizations and software market.

Reliability prediction assists developer to maintain reliable software throughout
its lifetime. Prediction in early stages of development provides better results than
assessment of reliability at the end of development. Soft computing techniques thus
emerge as a best solution to predict the number of faults in software and maintain
the reliability of software. Some important Soft computing methods are Fuzzy
Logic, Neural Network, Genetic Algorithms and Genetic Programming, etc., a brief
summary of literature review preformed on prediction techniques of software
reliability models has been summarized in this section as shown in Table 2.

This paper focuses on various software reliability growth and prediction models
based on different soft computing techniques such as fuzzy logic, neural network
and genetic algorithm proposed by different authors. By going through the literature
we came to the various conclusions for improving the methodology of predicting
software reliability. One of the inferences that can be drawn from the review of the
above methodologies is that hybrid techniques of soft computing such as
Fuzzy-neural, neural-genetic, Fuzzy-genetic, etc., give the best results when applied
to the real-world problems.

6 Reliability Prediction Challenges

This paper gives some of the main objectives of future challenges that are as
follows:

• Applicability of prediction models in real time scenarios
• Impacts of Environments Changes on reliability factors
• Integration of Past and Present Research on Reliability prediction models
• Check Development Tools Failure
• Ensuring Adequacy
• Re-evaluation of Role of Designers
• Understanding of the Market Issues
• Operational Practices
• Managing the Operational Impacts.

7 Conclusion

Reliability prediction is a mathematical process of estimating and predicting reli-
ability in the early phases of software development. Measurement and prediction of
reliability plays an important role in deciding the place of software industry in
market. Choosing the right software reliability growth and prediction model for the
development of the software is very much critical and the software developers
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should choose a widely adaptable model for this purpose. In this paper we have
investigated the performance of the previously developed software reliability
growth and prediction models and their capabilities for predicting the software
reliability. This paper presented the usages of the soft computing techniques for
software reliability. An early phase software reliability prediction model is need of
today’s competitive world. This early phase reliability prediction model further
helps developers in gaining the trust of user as well as in market of software.
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Application of Classification Techniques
for Prediction of Water Quality of 17
Selected Indian Rivers

Harlieen Bindra, Rachna Jain, Gurvinder Singh and Bindu Garg

Abstract Objective: In this study, prediction using classification techniques are
used to predict the water quality of the 17 selected rivers in the year 2011 using
their water quality in 2008 to interpret whether the water quality has improved or
deteriorated. Methods/Analysis: For this prediction, we have used data mining
classification techniques using Waikato Environment for Knowledge Analysis
(WEKA) API to the dataset of selected 17 Indian rivers. The data used for pre-
diction was created from ambient water quality of Aquatic Resources in India in
2008 and 2011. Data is obtained from data portal which was published under
National Data Sharing and Accessibility Policy (NDSAP) and the contributor was
Ministry of Environment and Forests Central Pollution Control Board (CPCB).
Findings: Out of the four techniques used, prediction of classes, i.e. excellent, good,
average and fair is best done by Naive Bayes followed by J48, SMO and REPTree
technique.

Keywords Prediction using classification techniques � Weka � Data mining
Water quality � Indian rivers

1 Introduction

India is popularly referred to as the land of rivers since it has been blessed with
several water bodies which not only enhance the beauty of the country but is also
the source of livelihoods for a large number of people. They are the main sus-
tainability source for people especially the farmers since the soil lands in proximity
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to the rivers are nourished and fertile. For many holy reasons, these rivers are
worshipped in India; specially “The Ganges” which is considered to be the holiest
of all.

Indian Rivers not only nourish the flora and fauna but also attract tourist from all
around the world and play an indispensable role in our economy. They are the
witness of how the civilisation evolved but they are not only significant historically
but also culturally and religiously. Even their inherent nature could not be altered
by the dams. They still originate from the mountains and gush down the plains and
valleys with the same force as several years ago. They nourish the plain with
vitality and fertility.

But people day by day are forgetting the importance of rivers. The rivers now
have fertilisers, pesticides and more different types of chemical products. A number
of instances oil spills have disturbed the aquatic animals. The banks of the rivers are
piled up with non-biodegradable wastes. But we need to understand that improving
the unhygienic and dirty conditions of the rivers is not the sole responsibility of the
government. We as the citizens of this nation should take special precautions and
actions to improve the water quality of rivers. Even in western countries, the
citizens themselves take measures to keep their rivers and river banks clean. We
must strive to keep the best gift of nature clean and preserve its water quality.

For present study, 17 rivers were selected for prediction of water quality in 2011
using 2008 instances. The number of stations used to collect data for each river is
mentioned in the parenthesis, which are

Beas (19), Satluj (20), Ganga (36), Yamuna (19), Brahmaputra (10), Dhansiri
(7), Mahi (7), Narmada (6), Tapi (10), Mahanadi (14), Brahmani (11), Baitarni (5),
Subarnarekha (6), Godavari (34), Krishna (22), Pennar (4), Cauvery (20). So, in
total 250 instances were used for analysis.

In this paper, there are seven sections. Section 1 is the Introduction which is the
current section. The Sect. 2 is Literature Review, the Sect. 3 is Materials and
Methods, the Sect. 4 is Performance Comparison, the Sect. 5 is Result and
Discussion, the Sect. 6 is Conclusion, seventh is Acknowledgement and the last
section is References.

2 Literature Review

In paper [1], performance of CART, J48, REPTREE, Bayes Net and Naïve Bayes
classification algorithms are compared by applying them to a dataset consisting of
only 11 attributes, for predicting heart attacks. In the research work algorithms for
prediction are applied using WEKA as it provides proficiency in analysing, dis-
covering and predicting patterns. The results of the paper helped us in concluding
that J48, CART and REPTREE shows the best results and there is not much
difference in their performance factor. In paper [2], the author has compared the
results of two decision trees ID3 and J48. The two techniques are applied to a
dataset of students enrolling for MCA. The research work explains how tree based
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classification algorithms ID3 and J48 works and are used to analyse the data. From
the results it can be concluded that ID3 decision tree algorithm shows an accuracy
of 69.69% as compared to that of J48 which is 67.67%. In paper [3] the two data
mining algorithms which are used for producing the classification model are Naive
Bayesian Classifier algorithm and Decision Tree algorithms. These algorithms are
applied on preprocessed student dataset. Decision Tree algorithms has an accuracy
of 93.33% over 71.67% of Naive Bayesian Classifier algorithm. Hence decision
tree algorithm proves to be better than naïve Bayesian classifier. In paper [4], the
author has explained about the heart diseases and symptoms of heart attack. The
paper has talked about various models that are developed using different data
mining techniques. In paper [5] has bestowed satisfactory modifications for cal-
culation of the water quality index (WQI). To calculate the general water quality
index nine parameters are required but sometimes a few parameters are missing or
unavailable, in that case the modified formula given in this paper helps user to
calculate WQI.

National River Conservation Plan [6] was initiated with the launching of Ganga
Action Plan (GAP) in 1985. In 1995 GAP was expanded to cover other rivers of the
country. At a sanctioned cost of Rs. 5779.41 crore, NRCP, excluding the GAP-I,
GAP-II and National Ganga River Basin Authority (NGRBA) programme presently
covers polluted stretches of 40 rivers in 121 towns spread over 19 States running
head, it will be shortened. Your suggestion as to how to shorten it would be most
welcome.

3 Materials and Methods

For present study, the data set was created using the data that referred to the ambient
water quality of Aquatic Resources in India in 2008 and 2011 [7]. This Dataset is
released under “National Data Sharing and Accessibility Policy (NDSAP)” and the
contributor is “Ministry of Environment and Forests and Central Pollution Control
Board”. The values of water quality parameters like Fecal Coliform, Temperature,
Nitrate, Biochemical Oxygen Demand (B.O.D), pH, etc. were given in the data
used. The data was published on the data portal on December 22, 2014 which was
released under National Data Sharing and Accessibility Policy (NDSAP) [8] and
the contributor was Ministry of Environment and Forests Central Pollution Control
Board [9].

In classification [10] a set of objects is classified into a group so that objects in a
group are more similar to each other.
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3.1 Classification Techniques Used

3.1.1 Naïve Bayes [11]

Naïve Bayes Classifier is a part of probabilistic classifier based on application of
Bayes’ Theorem with strong independent presupposition/presumption between the
features. This classifier algorithm presumes that in a given class attribute values are
independent of other attributes values.

3.1.2 J48 [12]

J48 is the appendage od ID3. The features of J48 are decision tree pruning, keeping
accounts for missing values, derivation of rules, etc. In WEKA, the implementation
for JAVA open source algorithm C4.5 is done using J48. For tree pruning a number
of options are provided by WEKA (data mining tool). Pruning could be employed
as a mechanism for précising if there is case of over fitting. The aim of this
algorithm is to progressively generalise the decision tree till accurate and flexible
tree is obtained. Continuous and discrete attributes can be handled by this
algorithm.

3.1.3 SMO (Sequential Minimal Optimization) [13]

SMO stands for Sequential Minimal Optimization, John Platt invented this algo-
rithm in 1998 at Microsoft Research. This algorithm is mainly used for solving
quadratic programming problem which emerges at time of programming support
vector machine. Nominal attributes are transformed into binary ones on imple-
mentation of the model. Also, by default it normalises all attribute. The worst case
running time for this is O(n3).

3.1.4 REPTree [14]

REP stands for Reduce Error Pruning. This algorithm is based minimising error
surfacing form variance and calculating the information gain using entropy. REP
Tree generates various trees in reordered iterations and uses regression tree logic. It
splits the missing values into pieces of corresponding instances.
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3.2 Software Used

Eclipse [15] open source IDE (Integrated Development Environment) was used to
compile the code wrote using Waikato Environment for Knowledge Analysis
(WEKA) [16] (developed by the University of Waikato, New Zealand) API. It is
commonly used for data mining works, as it has a number of machine learning
algorithms. It has tools for preprocessing, classification, visualisation, etc. Eclipse is
an IDE mostly used for computer programming in Java language but it also sup-
ports many other programming languages.

3.2.1 General Algorithm

1. Training dataset is loaded.
2. The class index is set to the last attribute.
3. Number of classes is fetched.
4. Class values in the training dataset is printed.
5. Class string value using the class index is fetched.
6. Creating and building the classifier.
7. The test dataset is loaded.
8. The class index is set to the last attribute.
9. Looping through the new dataset to make predictions.

10. Fetching class value for current instance.
11. Fetching class string value using the class index Class’s int value is used.
12. Instance object of current instance is fetched.
13. Calling classifyInstance, which returns a double value for the class.
14. Use the double value to get string value of the predicted class.

3.2.2 Code Used

The following is the code used for Naïve Bayes Classifier. The classifier can
accordingly be changed as per the requirement but the rest of the code will remain
the same.

import weka.classifiers.bayes.NaiveBayes;
import weka.core.Instance;
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import weka.core.Instances;
import weka.core.converters.ConverterUtils.DataSource;
public class RiversClassification

{
public static void main(String args[]) throws Exception{
DataSource source = new DataSource(“C:\\Users\\Bindra\\Desktop\\data set\\-
claasification\\train2008.arff”);
Instances trainDataset = source.getDataSet();
trainDataset.setClassIndex(trainDataset.numAttributes()-1);
int numClasses = trainDataset.numClasses();
for(int i = 0; i < numClasses; i++){
String classValue = trainDataset.classAttribute().value(i);
System.out.println(“Class Value “+i+” is “ + classValue);
}

//Classifier used is Naïve Bayes here
NaiveBayes nb = new NaiveBayes();
nb.buildClassifier(trainDataset);
DataSource source1 = new DataSource(“C:\\Users\\Bindra\\Desktop\\data set\\-
claasification\\test2011.arff”);
Instances testDataset = source1.getDataSet();
testDataset.setClassIndex(testDataset.numAttributes()-1);
System.out.println(“===================“);
System.out.println(“Actual,NB Predicted Class”);
for (int i = 0; i < testDataset.numInstances(); i++) {
double actualClass = testDataset.instance(i).classValue();
String actual = testDataset.classAttribute().value((int)actualClass);
Instance newInst = testDataset.instance(i);
double predNB = nb.classifyInstance(newInst);
String predString = testDataset.classAttribute().value((int) predNB);
System.out.println(actual+”, “+predString);

}
}

}

4 Performance Comparison

Below is the performance of various classification techniques on the used data set
(Table 1).
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The table consists of two columns, techniques and error percentage. Naïve Bayes
show the best result and maximum error is found in REPTree technique.

Below are the screenshots of the outputs when the code was run on Eclipse IDE
using different classifiers (Figs. 1, 2, 3, and 4).

Fig. 1 Output of the code for Naïve Bayes classifier

Table 1 Percentage error in
classification techniques
applied for analysis of water
quality of rivers

Classification technique Incorrectly classified elements (%)

Naïve Bayes 46.667

J48 60

SMO 66.667

REPTree 73.333
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5 Result and Discussion

In this work, Naïve Bayes has proved to be the best technique with minimum error.
The error percentage in the classification techniques we have applied in our analysis
is high because the data set which is used as input is biased since in the dataset

Fig. 2 Output of the code for J48 classifier
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number of instances in average and good water quality groups are greater than the
number of instances in fair and excellent groups. Another reason for high error
percentage is that the number of instances in excellent, good, fair and average water
quality groups are not same.

Fig. 3 Output of the code for SMO classifier
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6 Conclusion

Out of all the classification techniques, we have applied on our dataset, Naive Bayes
has shown the results with least error.

In future, for effective and accurate analysis, some modifications need to be
applied in these predefined classification techniques or new classification tech-
niques need to be devised in order to form correct classes of such biased datasets.

Acknowledgements I profoundly thank Bharati Vidyapeeth’s College of Engineering for con-
stant support and encouragement.

Fig. 4 Output of the code for REPTree classifier
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Trends in Document Analysis

Vaibhav Khatavkar and Parag Kulkarni

Abstract Document analysis is one of the emerging area of research in the field of
Information Retrieval. Many attempts have been made for retrieving information
from a document using various machine learning algorithms. A concept of context
vector is frequently used in information retrieval from document/s. Context Vector
is an vector, which is used for various feature selection from documents, automatic
classification of text documents, Subject Verb Agreement, etc. This paper discusses,
the attempts made in the field of Information Retrieval (IR) from document using
context vector. It also discuss about pros and cons of each attempt. This paper
propose a system which can give “context vector” of the document set using Latent
Semantic Analysis which is the most trending method in document analysis. The
system is tested on BBC news dataset and proves to be successful.

Keywords Information retrieval � Context vector � Document analysis
Machine learning � Subject verb agreement

1 Introduction

Due to digitization, the use of Internet has tremendously increased. Along with the
usage of the Internet, many documents have been created. The structure of docu-
ments varies case to case. A document can be a web document, a text document, an
image and so on. This survey is done with respect to text documents and web
documents. Various machine learning algorithms have been applied depending on
the type of document. Many attempts are made in document analysis; to be precise
information retrieval (IR) of documents. Some of them use supervised, unsuper-
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vised and semi-supervised learning algorithms in their work. The attempt of using
context vector is also done along with the above stated algorithms. For example,
Harris et al. [1] analyse tweets by using twitter APIs and also carry out sentiment
analysis of students using moodle. Haribhakta et al. [2] use a tool called “GATE” to
extract necessary entities from a document for text categorization. Ye et al. [3] use
multi-label classifier namely random k-label sets classifier to classify news articles
in various categories. They also came across with terminology called “Reader
Perspective” and “Writer Perspective”.

The definition of context vector differs application to application. There are
various methods to generate context vector. Some of them are term frequency (TF),
Term Frequency and Inverse Document Frequency (TF-IDF), Similarity measures
like cosine, euclidean distance. Many a times a semantic analysis is also considered
while calculating Context Vectors. Khatavkar et al. in their work, [4], proposed
“Context Vector Machine” which makes use of context vector for document
classification. This paper states the use of context vector in IR of document. This
paper is an attempt to find out context vector which is proposed in [4]. An attempt
has been made by Khatavkar et al. in [5], to use context vectors in document
identification by using Latent Semantic Analysis (LSA). This work is extension to
their work. They shown the probability of finding the term in the dataset after the
application of LSA algorithm. This paper takes a review of literature and an attempt
is made to define context vectors for the given document set.

Section 3 gives usage of Context Vectors in document analysis. Section 4 dis-
cusses the proposed system followed by Experiments and results. Section 6 con-
cludes the work.

2 Literature Review

When document analysis is considered the two basic concept from machine
learning come into picture, which are “Document Clustering” and “Document
Classification”. In terms of machine learning when unsupervised approach is
applied on the Documents then we call it Document Clustering while when
supervised approach is applied on the Documents then it is called Document
Classification. Researchers like Han et al. [6], Jain et al. [7], Steinbach et al. [8],
Berkhin et al. [9] and Xu et al. [10] document clustering and clustering algorithms.
On the other hand, Document Classification is nothing but to predict category of the
document to a particular class [2, 11].

When we classify text using supervised approach, typically we use a large
labelled dataset for training the system and then apply it on the unlabeled dataset. It
is observed that use of the training dataset in this fashion is costly. Thus Nigam
et al. [12] developed a model where a small labelled dataset and a large amount of
unlabeled dataset are used for training. The model uses Expected Maximization
(EM) algorithm along with naive Bayes classifier. It has been observed that the
error rate in classification has been reduced. The recent approaches in text
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classification use two variants of Naive Bayes assumption. Mccallum et al. in [13]
have discussed two variants of Naive Bayes viz. Multi-variate Bernoulli Model and
Multinomial Model.

Applying these on five different datasets they concluded that the multinomial
event model performs better than multi-variant Bernoulli. Nigam et al. in their paper
[14] mentioned that they use Query-by-Committee (QBC) approach of active
learning to address the same problem. They use EM and density-weighted
pool-based sampling to reduce the need of labelled data. In a pattern recognition
data clustering is the core method. Puzicha et al. [15] developed a system which has
a systematic approach for clustering proximity which is also called similarity data.
They have used deterministic annealing and mean-field approximation. In
Information Retrieval (IR), the most frequently used models are Vector Space,
Probabilistic Model, Inference Model, Term Frequency and Language Model.
There are some limitations of using these models. Boughanem et al. [16] in their
work proposed and experimented an IR model based on possibilistic logic. For
finding similarity between documents, the most widely used algorithm uses Term
Frequency (TF) and Inverse Document Frequency (IDF). However, there are some
limitations of using TF-IDF. In order to overcome them Latent Semantic Analysis
(LSA) and probabilistic version of Latent Semantic Analysis (pLSA) are used.
These methods came up with an idea of representing probabilistic models in terms
of graphical models. Salakhutdinov et al. [17] address the same using the fast
inference model. They have used a class of two-layer undirected graphical models.
Haribhakta et al. [18] have proposed unsupervised model to detect a topic of the
document. They have used Term Frequency (TF) measure to find the keywords.
Using standard dataset, they proved that their model is effective in terms of time
required for the classification. Haribhakta et al. [2] had also used a GATE tool to
extract necessary entities from a document for text categorization. They have used
three measures for feature selection viz. Term Frequency (TF), Information Gain
(IG) and Chi-square (X2). They have applied it to standard datasets and shown the
improvement in the accuracy of classification. Dou et al. [11] have worked on query
facets which can be mined automatically. A query facet can be a word or a set of
words which describe and summarise the query from different perspectives. They
have developed a system called as QDMiner in which for a given query q, they
retrieve top K results from the search engine and fetch all documents to form an
input as a set of R. Then, the query facets are mined in following steps:

• List and Context Extraction,
• List Weighting,
• List Clustering,
• Facet and Item Ranking.

As a conclusion of their work, they conclude with aggregating frequent lists
from free text, HTML tags, and repeat regions within top search. They also create
two human annotated datasets and apply various metrics to them to evaluate the
quality of query facet.
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Even after applying clustering or classification on document, some times con-
ceptual analysis is also done to find topic of a particular document. Huang et al. [19]
worked on clustering of documents with active learning on Wikipedia.
Conventionally, text documents are represented using Bag of Words (BOW) which
lags because of not using semantic relationships. Therefore, they propose to rep-
resent documents using concepts rather than words. Meena et al. [20] reviews
features for sentence scoring. Sentence Scoring is used in automatic text summa-
rization. They have identified various sentence scoring features and used seven
combinations of them. One them was found impressive. Chiang [21] proposes and
experiments a fuzzy clustering algorithm which is used to discover the latent
semantics in a text corpus from a fuzzy linguistic perspective. It was used to
evaluate:

• Topic relevance in a document,
• Difference between other topics.

Similarly, thematic relationship among documents is also important since it
represents theme of the sets of documents. Hatzivassiloglou et al. [22] focuses on
finding common information between two small textual unit and extends it to find
thematic group of the text across multiple documents. They use primitive and
composite features to define similarity and then test with various algorithms in
machine learning. Use of Latent Sematic Analysis (LSA) is done to map the
documents and the terms in Latent Semantic Space. Hofmann in his paper [23]
proposes a variant of LSA which uses probabilistic approach; it is called
Probabilistic Latent Sematic Analysis (PLSA). He has fitted the corpus of text
documents for training using Expectation Maximization (EM) algorithm. Hofmann,
in his another paper [24], has described Cluster-Abstraction Model (CAM) which
extracts hierarchical relations between groups documents and an abstractive
organisation of keywords. He has derived annealed version of Expectation
Maximization (EM) algorithm. Huang et al. [25] uses thematic representation of the
Wikipedia documents. Wikipedia was used to create Bag of Concepts (BOC). It
incorporates the semantic connections among concepts into a document similarity
measure. Latent Sematic Indexing (LSI) and Independent Component Analysis
(LCA) are used along with Term Frequency-Inverse Document Frequency
(TF-IDF) and Cosine measure.

Some documents are web documents. In order to analyse them work related to
ontological document analysis is done. Ontology plays an important role in web
semantics. Lee et al. [26] have presented conceptual resonance and a parallel fuzzy
mechanism for conceptual resonance computing. Typically for ontology construction,
taxonomic aspect is the most frequently used in the knowledge acquisition process.
Rushall et al. [27] have presented a system which learn from non-taxonomic rela-
tionship from the web documents. Dahab et al. [28] have developed a system called
“TextOntoEx” which is a link between linguistic analysis and ontology engineering.
The aim of this system is to find out potential interesting concepts and relationships
between them automatically. Villaverde et al. [29] proposed a system which finds
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relationships using ontology learning based on non-taxonomy. They use Vector
Space Model (VSM) for the discovery of non-taxonomic relationships, Stanford
Part-of-Speech (POS) tagger and then association rule mining algorithm.

They then extract lexical items as connectors among related concepts. Many a
times for finding out Word Sense Disambiguity (WSD) using unsupervised algo-
rithm, pairwise similarity matching is been done. In [30], researchers, Abdalgar s
et al. proposed an unsupervised algorithm which will compute semantic similarity
between target word and context vector. The system was tested on three benchmark
datasets namely: SemCor corpus, Senseval-2 dataset, Senseval-3 dataset. The
system shows better results than pairwise similarity matching method.

In [31], researchers, Oh et al. worked on using supervised approach for Word
Sense Disambiguation. The researchers represented each sense of a word as a vector
in word space. Then during training found Contextual Words which were tagged
and represented as Context Vectors.

Using local density of a word in the context sense vector are weighted. Now for
the target word, its sense, static as well as dynamic, is represented and is considered
as centroid of the context vectors in word space. The system was tested on
English SENSEVAL dataset and produced relatively good results.

3 Use of Context Vector in Documents: Current Trend

When we have a look at literature review, we conclude that, Context Vectors in
Document Classification, Weighting Schemes in Documents and Applications in
various domains. Usage of Context Vectors is trending topic in document analysis.

3.1 Document Classification and Context Vectors

Jennifer Farkas in his work [32] makes an attempt of improving classification
accuracy in automatic text processing. Central idea is to build a Artificial Neural
Network (ANN) with weights and hierarchical relationships among terms.
The ANN uses sigma function as “Context Vector” with back propagation algo-
rithm. This ANN is called as NeuroFile. The process of creating context vector of a
document, v(D), is totally automated. The context vector of a document D is cal-
culated using Eq. 1:

vðDÞ ¼ wiP
wik k ð1Þ

where
P

wi is sum of vectors of the form wi ¼ v1; . . .; vnh i, in which each coor-
dinate vi corresponds to a unique thesaurus term ti. Here the researchers have used
thesaurus. The thesaurus is based on the terms from the selected document space
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and the hierarchical relationship between them. The hierarchical relationships for
terms are built from the terms which are related with each other. Using thesaurus,
the researchers found out Leading Term and related to it, Broader Terms, Narrower
Terms, Related Terms. The formulation is given in Table 1.

After Calculating context vectors, the Inverse Document Frequency (IDF) of a
term was calculated using Eq. 2:

IDFðtÞ ¼ lnðnÞ � lnðfkÞþ 1 ð2Þ

where n is number of document set, and fk is number of documents where term t
occurs at least once. For more accuracy, stemming and stop word removal is
performed before calculating the context vector.

The researchers used back propagation algorithm with three layers in feed for-
ward neural network having optimal parameters. The evaluation function used is
given in Eq. 3.

EvalðgÞ ¼ maxi of correctly classified test documents
Total number of test documents

ð3Þ

with g ranging over 80 generations and i over 12 individuals for each generation.
The system was trained with 600 documents and tested by 400 documents. All

1000 documents were provided by the Transport data over five classes. The tests
were performed on test documents with various cycles and iterations. The result for
each class was calculated based on three important factors: recall, precision and
correlation. The systems proved to be effective when compared with NeuroClass.
The system is trained after 21 cycles with comparable global classification accuracy
of 77.8%. Though systems shows good results, it do not address the problem with
more number of documents like news datasets, social network datasets. The context
of the document according to researcher are decided by the leading terms.

The researchers, David et al. in [27], developed a system called as Depict which
enables user to visualise information using two technologies namely Context
Vectors and Neural Networks.

In neural networks the researchers have used Kohonen Self Organising Maps
(SOM) which is effectively used to represent information in suitable visualisation.

According to the researchers, the context vector is representation of terms,
documents and queries with high dimensional vectors which consists or real value
numbers or components. These vectors are unit vectors in high dimensional vector

Table 1 Condition of term and respective vector calculation

Condition of ti in document D Vi for document D

If thesaurus term ti does not occur in D 0 * IDFi
If thesaurus term ti is Leading Term in D 1 * IDFi
If thesaurus term ti is Narrower Term in D 0.5 * IDFi
If thesaurus term ti is Broader Term in D 0.2 * IDFi
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space. The closeness in the space will give closeness in the subject content. SOM,
once trained with the context vectors can determine the context of the term, doc-
ument and query during testing. It will give the direction vector of term, document
or query during testing. Any point which lies on the this vector will be similar to the
term, document or query which is used while testing.

Context Vector technology is highly effective since it can be used in text
retrieval, text routing and image retrieval. When the researchers, tested the system
on single processor the computation was highly intensive because of high dimen-
sion of the vectors given to SOM. In order to overcome this problem they have used
SIMD numerical array processors (SNAP). After the usage of SNAP the compu-
tational intensity was less.

The overall system designed can be summarised in Algorithm 1. The advantage
of this system is that it gives theme of a terms, words, document or any free text
using context vectors. The system was tested over corpus of AP news wire data of 4
months span in 1990. If the data contains timestamp then the system can be used for
temporal analysis. The temporal analysis is analysis of data over the period of given
time frame.

The researchers, Zhang et al. in [33] combined Recurrent Neural Network Model
(RNNM) with the Context Vector Feature. They train the system based on data of
long span context vector. In order to improve the prediction, they have used
Part-Of-Speech (POS) tagging and Topic Modelling. Skip-gram is used to convert
words into vectors. This build a context vector in the system. The context vector is
applied on RNNM and we get the results. The system is tested on standard dataset
Penn Treebank. Significant improvements had been observed with the above sys-
tem on Wall Street Journal speech recognition system.

Algorithm 1 Overall System Design of SNAP

Step 1: Take the train dataset as input,
Step 2: Perform preprocessing, i.e., Remove stop words and stem the words,
Step 3: Learn stem context vector with the preprocessed data in order to form

database of stemmed context vectors,
Step 4: Take the test dataset as input,
Step 5: Perform preprocessing, i.e., Remove stop words and stem the words,
Step 6: Use of database of stemmed context vectors to learn document context

vector from test dataset and find document context vector,
Step 7: Store the document context vector into a database called document

context vector,
Step 8: Visualise document stem vector using SOM.
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3.2 Weights and Context Vectors

Salehi et al. in [34] states the application of text window as context and term
frequencies as weighing method. The context vector is a vector with the dimension
of the vocabulary size. The vector will represent co-occurrence count of the word
with the target word in vocabulary.

Sharma et al. in [35] uses Vector Space Model along with concept and context
for IR. For calculating weights for context vector there are two ways: static and
dynamic. Static method of calculating weights are typically term document matrix
methods like Latent Semantic Indexing (LSI), co-occurrence, correlation, etc. While
in dynamic method of calculating weights context and various data distribution
techniques are used. The researchers in paper, focus on this point and had made an
attempt to use dynamic weighting scheme. In the method proposed by researchers
here, use google APIs in order to get web contents. After getting web contents, the
concept and context vectors are build and updated. The weighting scheme proposed
is given in Algorithm 2. The work proves to be effective since the model considers
context vector dynamically.

Algorithm 2 Dynamic Weighting Scheme for concept vector and context vector

1. Data Filtration,
2. Target Concept vector and Target Context Vector,
3. Dynamic weight calculation,
4. Calculate relation between concept and context.

3.3 Applications in Which “Context Vector” Is Used

The researchers, Wan et al. in [36] used gloss vector, i.e., annotated vector to find
the semantic relationship between the documents. They used high-dimensional
vectors for organising concepts in the documents. The context vector used in their
research used second-order co-occurrence vectors ANN used wordnet dictionary for
finding semantic ontology of the document.

Cosine similarity was used to find out the similarity between the two objects/
term/documents. It is 0 for identical objects while 1 for totally non-identical objects.
Other relatedness measures are compared and an experimental evaluation against
several benchmark sets of human similarity ratings is presented. The Context
Vector measure is shown to have one of the best performances.

In this paper, researchers focused on context vector measure, in which context
consisted of the gloss synsets in XWN format and all related synsets in WordNet.
The researchers define relatedness of synsets using direct semantic relation, but also
consider all hypernyms as a part of context.
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Having information about context is important so researchers used context
vectors which reacted into closeness of relations between the words. The context
vectors were build using second-order vectors in the concept the space. The context
was measured in terms of the sense. The context vectors were compared with the
concept vectors. The Context vectors proved to be more useful than the concept
vectors for word sense in documents.

The context vector is also used in application like forecasting. Researchers,
Rongali et al. in [37], state the use of same in the work. They developed an
application which empowers the utility of company to allocate resources optimally.
The company works in forecasting demands in district heating and cooling systems.
They used data analytical approach in combination with the context vectors in order
to predict the energy consumption in Northern Sweden. The accuracy of prediction
was up to 87%.

In document processing, we often come across collation of documents or words.
If collation of word similarity is considered then its hard task to measure and
quantify the process of collation. In [38], researcher, Kaufman et al. developed a
system called “Vectile System”. In this system the words are represented by
encoding the environment in they occur in texts. This technique is used in order to
reduce the unnecessary linguistic analysis. This technique provides sufficient
information for building context vectors based on Word Space. The system was
tested on corpus of New York Times articles which used co-occurrence count and
showed promising results in IR. The vector space model (VSM) is typically used
for ranking the documents using vector space. In [39], researcher, Massimo, made
an attempt to use context along with VSM in order to improve the accuracy of
ranking. The context vectors can be any basic vector consisting of context, such as,
time, space or word meaning. The ranking is done based on VSM, i.e., using inner
product of two vectors. But additionally the projection and distance of vector is
considered which is nothing but the context vector. Since the context will change
the projection and its distance will change which changes ranking of the document.

In [40], the researchers, Erk et al. address the task of computing vector space for
meaning of term frequency, which varies according to context. According to the
researchers, the existing computational model are robust towards vector-based
computation of considering the meaning of the sentence, is crucial. So they pro-
posed an integrated model which will consider meaning of term/word as context
vector and syntax of the document. The results showed that “the model outperforms
the state of art for modelling the contextual adequacy of paraphrases”.

The researchers, Thater et al. in [41], used first and second-order vectors to
develop a model which is based on dependency trees. The dependency trees are
obtained from parsing the English Giga-word corpus. The context is determined as
combination of word vectors which are grammatically co-related. The systems
performs two different tasks, namely, paraphrase ranking and word sense similarity.
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Maya Carrillo et al. in [42] represented context information for information
retrieval using Bag of Concepts and Holographic Reduced Representation. They
concluded with comparing results of their model with traditional vector space
models. Their model gave 7% improvement in precision.

Milajevs et al. in [43] compared the quality of the distributional semantic NLP
models against phrase-based semantic IR. They concluded with the observation that
an IR model enriched with distributional linguistic information performs better in
the long standing problem in IR of document retrieval where there is no direct
symbolic relationship between query and document concepts.

4 Problem Statement and Proposed System

The problem statement can be defined as “to implement a system which can identify
context vectors after LSA is applied on documents”. It is depicted in Fig. 1.

The system will take document set as input and will preprocess the text data in
document set. It will perform LSA on the preprocessed data. After application of
LSA we will get the weight of each root term which can be stated as context vector.

Fig. 1 Proposed system
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Fig. 2 Sample context vectors from BBC news dataset

Table 2 Context vectors Term Weight

Music 0.1036644819

Actor 0.1225405582

Star 0.1271796219

Nomin 0.1389425134

Oscar 0.150632962

Best 0.1792743336

Award 0.2492517543

Film 0.4451208228

Download 0.0682874384

Net 0.0683625163

Site 0.0703729296

Broadband 0.073135677

Network 0.0744756498

Video 0.07578611
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5 Results

The experiments are performed on BBC news dataset [44]. The dataset consists of
2225 news article in domains: business, tech, sports, politics and entertainment.
The LSA is applied on the whole dataset and the root words along with the weights
are given as output. These weights form Context Vectors for root words/terms.
Some of them are shown in Table 2.

Figure 2 shows the graph of terms verses their respective weights. These weights
can be used as context vectors in order to analyse the document.

6 Conclusion and Future Work

There are various ways to analyse documents. Some of them are stated in this work.
The most trending way is to use context vectors to analyse the documents. The
previous work by researchers have made use of context vectors to analyse docu-
ment. In this work, LSA is used in order to find out context vectors for the root
terms in the documents. As compared to the previous work done to find out context
vector for document set our method clearly mentions the context vector for the
given set of documents. The context vectors can further be processed in order to
find out the theme of documents correctly. The proposed system uses static dataset,
future work can be to create context vectors dynamically.
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Comparison of Support Vector
Machines With and Without Latent
Semantic Analysis for Document
Classification

Vaibhav Khatavkar and Parag Kulkarni

Abstract Document Classification is a key technique in Information Retrieval.
Various techniques have been developed for document classification. Every tech-
nique aims for higher accuracy and greater speed. Its performance depends on
various parameters like algorithms, size, and type of dataset used. Support Vector
Machine (SVM) is a prominent technique used for classifying large datasets. This
paper attempts to study the effect of Latent Semantic Analysis (LSA) on SVM. LSA
is used for dimensionality reduction. The performance of SVM is studied on
reduced dataset generated by LSA.

Keywords Document classification � Support vector machine � Latent semantic
analysis � Dimensionality reduction � Singular value decomposition
Context vector

1 Introduction

Document classification sorts documents into classes on the basis of its contents [1].
By grouping documents, we are facilitating the job to manage large number of
documents. In document analysis one interesting method is to extract context. Xu
and Croft in [2] build a context. The context is build globally by using relation
between the words in the document and locally using initial queries. The concluded
with combining both of them which proves to be effective. With an increase in
digital text, this field began spreading and gaining popularity. The number of
document classification techniques began increasing gradually. These techniques are
combined with different other processes or techniques to increase their efficiency.
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For example, a classification technique is merged with another classification tech-
nique or a classification technique is merged with a feature extraction technique and
so on. Khatavkar and Kulkarni in [3] proposed a novel concept of “Context Vector
Machine” which can be used for thematic analysis of documents. The system was
proposed but not implemented. Khatavkar and Kulkarni in [4] implemented the-
matic analysis using LSA. In their work, they used “Context Vector” in order to get
theme of a document. The clustering of themes of document set was missing. Sheikh
et al. in [5] derived semantic context for Out of Vocabulary word. This motivates to
develop a classification system after deriving the theme of document sets. Support
Vector Machine is used for Classification and Latent Semantic Analysis for Theme
Detection of document sets.

Section 2 gives details about the Datasets which are used in this work. Section 3
which explains how the data is preprocessed before processing for theme detection
followed by Sect. 4 which give details about TF–IDF. Section 5 explains the
algorithm used for theme detection. Section 6 deals with the explanation of SVM.
Sections 7, 8, and 9 proposes system, the implementation of proposed system, its
implementation and the results respectively. Section 10 concludes the work.

2 Datasets

Datasets play a very important role in machine learning. Winsser-Gross in [6]
discussed about how dataset and speed of algorithm are dependent. The presence of
high-quality training datasets has great effect on algorithms. This study explores
BBC news dataset and 20 newsgroup dataset.

The BBC news dataset contains documents from BBC news website with five
predetermined categories which are business, entertainment, tech, sports, politics.
Each of these categories contains news articles related to the given category. Total
there are 2225 documents present in the whole dataset [7].

The 20 Newsgroups dataset consists of 19,999 news articles divided across 20
different categories/newsgroup which are alt.atheism, rec.autos, sci.space, comp.-
graphics, rec.motorcycles, soc.religion.christian, comp.os.ms-windows.misc, rec.
sport.baseball, talk.politics.guns, comp.sys.ibm.pc.hardware, rec.sport.hockey, talk.
politics.mideast, comp.sys.mac.hardware, sci.crypt, talk.politics.misc, comp.win-
dows.x, sci.electronics, talk.religion.misc, misc.forsale and sci.med. Some news-
groups are very closely related to each other, while others are highly unrelated [8].

3 Preprocessing

To represent a large set of document, raw text data is not useful. Preprocessing is
applied on raw text data to convert it into numerical data and to get the most
prominent features from the data. These features are typically words without special
characters and numbers.
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3.1 Tokenization

Document is a sequential collection of words. Words are separated by special
characters viz., comma, blank space, etc. Each word is called a token. Tokenization
is a process of finding the tokens (words) within a document and making its list.
Further, working with tokens is easier and useful than working on raw data [9].

3.2 Removal of Stop Words

In information retrieval, the size of a dataset is usually very large. While taking all
tokens in consideration, articles, prepositions, verbs will occur in large number but
will be of no use in classification of document. Such features are called stop words.
A database of such words is used to remove these trivial features.

3.3 Stemming

Stemming simplifies various words and their corresponding a noun, a verb form to
its basic form. It reduces all related forms of a word to a common root form.

4 Term Frequency–Inverse Document Frequency
Weighting

In document classification, a numerical measure is used to give importance to a
feature (term/word). The measure represents an importance of feature to respective
document. Term Frequency–Inverse Document Frequency (TF–IDF) is one of the
most prominent techniques of weighting. TF–IDF takes into consideration that
some words occur more in comparison with others but have less importance. For
such features, the weight assigned is less. Higher TF–IDF weight indicates that the
word is both important to the document and is uncommon. It interprets that the
word is important to the document in classification. TF–IDF is given by the formula
as stated in [10].

tf � idfðt; d;DÞ ¼ tfðt; dÞ � idf(t;DÞ ð1Þ
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where

tfðt; dÞ ¼ 0:5þ 0:5 � ft;d
maxfft0;d : t0 2 dg ð2Þ

where

t term
d document
tf term frequency
t′ any term
ft, d Number of occurrence of t in d and IDF is given as in [11]

idfðt;DÞ ¼ log
N

fd 2 D : t 2 dgj j ð3Þ

where

idf inverse document frequency
N Total number of documents
D Set of all documents

5 Latent Semantic Analysis

Latent Semantic Analysis (LSA) uses word occurrence to form a vector model.
It uses the rule that if words occur multiple times close to each other, they must be
semantically close and if they come close rarely, then they must be semantically
distant. LSA uses Singular Value Decomposition to form Component verses
Document Matrix. Onal Suzek in [12] proposed and experimented a system which
used keyword extraction from the whole document corpora. The researcher com-
pared tf–idf, LSA, and Metamap keyword extraction methods using the ROC curve
in which tf–idf proves to be better. LSA can also be used for plagiarism detection
with respect to context. Rajkumar and Karthik worked on the same in [13]. Marcolin
and Luiz Becker in [14] explored LSA. The researchers worked on text mining from
articles more that 42,079 published between the year 1979–2016.

They used LSA in R to investigate topics in the mined unstructured data. They
concluded with the importance of application LSA in Big Data Hofmann in [15]
explained probabilistic approach of LSA. It uses Bayesian Theory along with LSA.
Zhu Zhiyuan in [16] explains the details of LSA. Dumais in [17] also gives
overview of LSA.

The following subsection explain them in brief.
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5.1 Singular Value Decomposition

Singular Value Decomposition (SVD) uses term by document matrix formed from
training data. The values in the matrix are tf–idf weights. Now to reduce this sparse
matrix to a compressed one, SVD is applied. SVD is given as:

M ¼ U � S � V ð4Þ

The original matrix M is separated into three matrices—reduced rank term
matrix U, singular value diagonal matrix S and document matrix V which is
elaborated in [18, 19].

6 Support Vector Machine

Support Vector Machines (SVM) is one of the machine learning algorithms which
uses supervised learning models for pattern recognition. SVM is often used for clas-
sification and regression analysis. In classification task, SVM leads to other methods
because SVMprovides a global solution for data classification. Researchers have used
SVM in Text Categorization [20–22]. SVM gives a unique global hyperplane to
separate data points for different classes. Abdiansah and Wardoyo in their work [23],
discusses SVM and its implementation in LibSVM. They used two popular languages
namely, C++ and Java, with three different datasets. They found that the complexity of
SVM in LibSVM is O (n3) and time complexity for C++ was faster than Java.

Assume a training set, (Xi, Yi) for i = 0, 1, 2, …, n where Xi= (xi, …, xid) is a
sample d-dimension and yi 2 1;�1f g is a label given to a sample. The SVM’s task
is to find linear discriminant function gðxÞ ¼ wT � X þw0 so that, wT �
xi þw0 � þ 1 for i ¼ 1; . . .; n and wT � xi þw0 � � 1 for i = 1, …, n. Solutions for
these problems must satisfy the following equation:

yi wT � xi þw0
� �� þ 1 ð5Þ

Optimal linear function can be obtained by minimizing the following quadratic
programming problems:

min
1
2
� wT � w�

Xn

i¼1

a y1 wT � xi þw0
� �� 1

� � ð6Þ

which will produce the following solutions:

w ¼
Xn

i¼1

a � yi � xi; ð7Þ
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where {a, i = l, …, n; a � 0} is Lagrange multipliers.
In order to make data linearly separate, feature space is mapped into

high-dimensional space. The technique used to perform mapping function is called
Kernel. Sometimes, SVM are also called Kernel Machines. The kernel function is
k ¼ v� v ! R which takes two samples from input space and maps into a real
number that indicates the level of similarity, 8xi; xj 2 v , then the kernel function
must satisfy:

kðxi; xjÞ ¼ /ðxiÞ;/ðxjÞ
� �

; ð8Þ

where / is explicitly mapping from input space v to the features of dot product of
space H.

There are four basic types of kernels namely linear, polynomial, radial basis
function and sigmoid. SVM can also be used for multiple class labeling. It is shown
in Fig. 1. The example is about classifying samples into positives and negatives.
A simple kernel function is used with single hyperplane. It classifies given samples
into positives and negatives. The hyperplane selected is such that it classifies the
samples correctly.

Another example of SVM is shown in Fig. 2. The example is about classifying
samples into positives and negatives. A simple kernel function is used with single
hyperplane. It classifies the given samples into positives and negatives. In this
example, the hyperplane is such that it classifies some samples incorrectly.

The example of SVM, shown in Fig. 3, illustrates the use of multiple hyper-
planes on same sample data.

Support vectors are critical elements of datasets because they are nearest points
to the hyperplane and if these points are removed from the datasets, they would
change the position of the dividing hyperplane. A hyperplane can be considered as

Fig. 1 Support vector
machine: example 1

Fig. 2 Support vector
machine: example 2
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a line which straightly isolates and groups an arrangement of information. The more
far a point lies from the hyperplane, it is more prominent that the points will be
effectively arranged as per the rule. Thus, SVM picks such a hyperplane which
maximizes the distance between the nearest data point on either side of the
hyperplane or on the hyperplane itself. This distance is called a margin. In the light
of the training information, a testing information point is arranged by allocating a
side of the hyperplane. SVM is resistant to over fitting and has more probability of
classifying the data properly as it has maximum margin.

7 Proposed System

This study proposes an algorithm given in Algorithm 1 to study the effects of
dimensionality reduction on working of Support Vector Machine. The algorithm
applies SVM classifier after application of LSA on the data. Before the LSA is
applied the words/terms are stemmed. After stemming we get the root word of the
stemmed word/term. All stop words are also removed from the data before stem-
ming. The system is shown in Fig. 4.

Algorithm 1 Extended LSA Algorithm

1. The documents for training and testing in .txt format are categorized into their
corresponding class folders.

2. The training dataset is loaded with predetermined categories.
3. The raw text dataset is then preprocessed as follows:

(a) Tokenization is done which gives all the words as separate entities.
(b) Stemming is done over the tokens.
(c) Stop words are removed.
(d) Occurrences are counted and frequency matrix is made.

4. Term Frequency and Inverse Document Frequency is calculated on the fre-
quency matrix.

5. Further, latent semantic analysis is performed by calculating singular value
decomposition (SVD) of the tf–idf matrix and thereby components are reduced.

Fig. 3 Support vector
machine: example 3
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The reduced components are variable based on the size of datasets. The size of
components may vary from 50 to 100. LSA matrix is calculated which will have
reduced components.

6. LSA matrix is then compared with available predetermined classes using SVM
to find the resultant accuracy.

8 Implementation

For implementation, python language is used. And sklearn package is used for
machine learning algorithms. The sklearn package is an open source Python library
which provides implementation of many machine learning algorithms. Moreover, it
has preprocessing algorithms, decompositions algorithms and many related tech-
niques related to data mining and data analysis. Other important packages that are

Fig. 4 Proposed system

270 V. Khatavkar and P. Kulkarni



used are nltk for stemming and matplotlib and pyplot for plotting graphs. For
converting raw text data into numerical data, CountVectorizer module from sklearn
is used. It tokenizes the words, eliminates the stop words provided to it. For
stemming, SnowballStemmer from nltk module is used [24–28].

9 Experimentation and Results

Confusion Matrix and accuracy are calculated for the training and test data. The
results are as follows. The accuracy chart is given in Table 1 and Fig. 5.

Table 1 Results

Test data sets Classification with LSA Classification without LSA

BBC data (on train data) 98.47191 99.86516

BBC data (on test data) 84 88.0

20 newsgroup (on the train data) 94.08411 97.05455

20 newsgroup (on test data) 92.8 94.525

Fig. 5 Accuracy using different dataset
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Table 1 shows that accuracy is decreased when LSA is used. The time difference
in training the model in Fig. 6.

The time difference in predicting the test data from the model is shown in Fig. 7.
These graphs show that the time taken for training and testing are reduced

drastically. It is observed from the graphs that SVM performs well without use of
LSA than use of LSA.

Fig. 6 Training time using different dataset

Fig. 7 Prediction time using different dataset
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10 Conclusion

Accuracy graph, given in Fig. 5, shows that the accuracy decreases when SVM is
combined with LSA. And when the dataset is more, the difference in accuracy is
less. Further, time required for training and testing of model is reduced drastically
when LSA is used.

SVM works well when the separation in the dimensions is high. When LSA is
applied, the dimensions are cut to a very small number. Words which are close to
each other are represented by a single component. This causes a loss of information.
When these reduced components are fed to SVM for training, it gets very less
number of features. Hence, the training time required is very less in comparison
with the time required when LSA is not applied. Moreover, as the features are
reduced for test data too, the time required for prediction is less too. This gives a
very nice upgradation to SVM as SVM takes large time for training and hence is not
preferred for very large dataset. Using LSA with SVM eliminates that shortcoming.

As the number of features are reduced, the dimensions get reduced too. SVM
works well with higher dimensions and has methods to ignore outliers and handle
high-dimensional input. Thus, when SVM is given low-dimensional input, it gives
lesser accuracy.

It is therefore concluded that LSA should not be used with SVM when accuracy
is the most important required feature. And in cases of large dataset, when a slight
decrease in accuracy can be overlooked, LSA can be used to reduce the time.
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Facial Recognition, Expression
Recognition, and Gender Identification

Shraddha Mane and Gauri Shah

Abstract Face recognition has many important applications in areas such as public
surveillance and security, identity verification in the digital world, and modeling
techniques in multimedia data management. Facial expression recognition is also
important for targeted marketing, medical analysis, and human–robot interaction. In
this paper, we survey a few techniques for facial analysis. We compare the cloud
platform AWS Rekognition, convolutional neural networks, transfer learning from
pre-trained neural nets, and traditional feature extraction using facial landmarks for
this analysis. Although not comprehensive, this survey covers a lot of ground in the
state-of-the-art solutions for facial analysis. We show that to get high accuracy,
good-quality data and processing power must be provided in large quantities. We
present the results of our experiments which have been conducted over six different
public as well as proprietary image data sets.

Keywords Machine learning � Deep learning � Face detection
Face recognition � Facial expression recognition � Gender identification
Hog descriptor � Logistic regression � Support vector machine � Random decision
forest � Convolutional neural networks � Classification

1 Introduction

Over the last few decades, face recognition [1] and facial expression recognition
have seen many commercial applications, and have become a popular area of
research in the field of computer vision. Wide availability of low-cost desktop and
embedded computing systems has created an enormous interest in automated
processing of digital images and videos in applications such as biometric
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authentication, surveillance, human–computer interaction, robotics, and modeling
techniques in multimedia management. Similarly, a facial expression recognition
system has various applications such patient analysis in the medical field, human
attentiveness in the field of advertising, human–robot interaction, etc.

Recent advances in automated face analysis, pattern recognition, neural net-
works, and other machine learning techniques have made it possible to develop
automatic face recognition and facial expression recognition systems to address
these requirements. A face recognition system automatically identifies the face
present in an image or video. It can operate in one of the following two modes: face
verification (or authentication), and face identification (or recognition). For verifi-
cation, we have an input image and we need to check if this image matches one
specific in a given database (one-to-one match). On the other hand, with identifi-
cation we have to compare a given image with all the images in the database
(one-to-many match). If we can restrict the set of images to compare, it is called a
watch-list check (one-to-few match). A facial expression recognition system
identifies the emotion of the user; in this paper, the emotion can be neutral or of six
basic types—anger, disgust, fear, happiness, sadness, and surprise.

Although research in automatic face recognition has been conducted since the
1960s, this problem has been largely unsolved in its entirety mainly due to the lack
of processing power. Recent years have seen significant progress in this area owing
to advances in data collection, face modeling and analysis techniques as well as the
availability of high-quality cheap hardware that can quickly run computationally
intensive tasks. Systems have been developed for face detection and tracking, but
reliable face recognition still offers interesting challenges in computer vision and
pattern recognition research.

In this paper, we survey several different techniques for face recognition, facial
expression recognition, and gender identification. Our goal is to compare these
different approaches to compare the performance for different tasks. We evaluate
(i) the public cloud-based platform—Amazon AWS Rekognition [2], (ii) other deep
learning techniques such as Convolutional Neural Networks (CNNs) [3] and
Transfer Learning [4] by using a pre-trained image model, and (iii) feature
extraction [5] using facial landmarks [6].

2 Related Work

Although we have looked only at a small subset of techniques that can be used for
facial analysis, there are many more solutions available to tackle these problems,
some of which we summarize here. Face detection algorithms include those pro-
posed by Rowley et al. [7], Viola and Jones [8], and Zhang and Zhang [9]. We have
used the one proposed by Viola and Jones as it is widely used.

Facial features like skin color, gender, appearance, edges, facial marks, structure
etc. can be extracted from facial images using different algorithms. Principal
Component Analysis (PCA) [10] and Linear Discriminant Analysis (LDA) [11]

276 S. Mane and G. Shah



capture the skin color, gender and general appearance information of a face. Gabor
Wavelets [12], Local Binary Patterns (LBP) [13], Histogram of Oriented Gradient
(HOG) [14] and Scale Invariant Feature Transform (SIFT) [15] are used to extract
the facial structures that are relevant for recognition. These features are the most
discriminative face features; to handle challenges like biologically identical twins,
and faces across different age variations, we need to extract micro-level features on
the face such as scars, moles, and facial marks for efficient face recognition. Adding
depth information to color images also boosts the accuracy of facial analysis,
however it adds to the computation, and requires special RGB-D sensors like
Microsoft Kinect [16].

The reason behind the popularity of artificial neural nets is that the alternative
process of feature extraction is time consuming, difficult, and requires domain
experts. CNNs are stealing the show for the last few years. 2012 was the first year
when neural networks grew to prominence for image processing as Alex
Krizhevsky used them to win ImageNet competition that year. Standard CNNs like
AlexNet [17], ZFNet [18], VGGNet [19], GoogleNet [20], and ResNet [21] are
nothing but CNNs (with difference architectures) trained on ImageNet [22] data set.
The inception module which uses multiple mini-models was introduced in
GoogleNet. With transfer learning, these standard CNNs can be fine-tuned and used
for feature extraction.

3 Data Sets

We used six different data sets to evaluate different techniques in facial analysis. In
this section, we give the details of these data sets. Three of these data sets are public
data sets available on the Internet, two are internal data sets obtained by us, and one
is obtained from the Wikipedia and IMDb web sites.

3.1 Japanese Female Facial Expression (JAFFE)

The Japanese Female Facial Expression (JAFFE) [23] is a publicly available data
set which consists of 213 grayscale images for seven facial expressions: happiness,
sadness, surprise, anger, disgust, fear, and neutrality. The images are captured in a
controlled environment with constant background and good illumination condi-
tions. Expressions are posed by ten Japanese female models (Fig. 1).
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3.2 Cohn-Kanade (CK)

The Cohn-Kanade (version 1) data set [24] is a publicly available expression data
set containing a sequence of grayscale images taken in controlled environment.
Each sequence begins with neutral expression and proceeds to a target expression.
We manually separate all sequences into seven categories which are the same as the
JAFFE data set (Fig. 2).

3.3 Persistent Systems Ltd. (PSL)

This data set was collated locally, and it consists of seven expressions posed by
Persistent Systems employees. These colored images are captured using a webcam
in a controlled environment. Due to privacy reasons, we omit giving samples from
this data set but they are similar to the other samples given above.

3.4 FER2013

The FER2013 data set [25] was created as follows: 184 keywords related to human
emotions (such as “enraged”, “blissful”, etc.) were used in the Google image search
API (Fig. 3). The resulting images from this search were then cropped; if any
images had incorrect labels, they were manually corrected. These images were then
resized to 48 � 48 pixels and converted to grayscale. The distribution of the 35887
images in different classes is as follows:

Fig. 1 Some sample images from the JAFFE data set [23]

Fig. 2 Some sample images from the CK data set [24]
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Anger: 4953 Happiness: 6077 Surprise: 4002

Disgust: 5121 Sadness: 4002 Neutral: 6198

Fear: 8989

3.5 IMDb-Wiki

The IMDb-Wiki data set [26] is the largest publicly available data set of face images
with gender and age labels for training. The colored images are taken from the
IMDb website as well as from Wikipedia, and related information such as age,
gender, name, etc., is stored too (Fig. 4).

3.6 Real-World Data Set

This data set is captured by considering the real-world challenges like pose, illu-
mination, expressions, background, etc. We obtained this data set as a part of a
client project and the data has been suitably anonymized. There are two sets of
training data and one set of test data. The first training data set (TS1) consists of
nearly frontal color images, with only one image per user. The second training data
set (TS2) contains one black-and-white, low-resolution photo ID for each of the
participants. The test data set consists of multiple real world images per user, with
different challenges as mentioned above (Fig. 5) (Table 1).

Fig. 3 Some sample images from FER2013 data set [25]

Fig. 4 Some sample images from the IMDb-Wiki data set [26]
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Fig. 5 Some sample images from the real-world data set

Table 1 A summary of all the data sets being used for our experiments

Data set Description Color Resolution #Images

JAFFE [23] Japanese Female Facial
Expression. Contains 7 standard
expressions: happiness, sadness,
surprise, anger, disgust, fear,
neutrality. Controlled environment

Grayscale 100 � 100 213

CK [24] Cohn-Kanade. Contains video
sequences starting with a neutral
expression and ending with a target
expression. 7 standard expressions

Grayscale 100 � 100 460

PSL Facial expression data with 7
expressions collected from
Persistent Systems employees

Color 100 � 100 525

FER2013
[25]

Created using Google Search API.
Cleaned up and labeled by humans.
7 expressions

Color 48 � 48 35 K

IMDb-WIKI
[26]

Images takes from the IMDb and
Wikipedia web sites. Stores related
data such as name, age, and gender

Color 64 � 64 500 K+

Real-world
data set

Captured using real-world
conditions like pose and
illumination. Two training data
sets. TS1: one frontal colored
image per user, TS2: one grayscale
low-res photo ID per user

Color/
Grayscale

100 � 100
159 � 159
631 � 411

35

The resolution of the images from a few data sets has been changed; image resolution may differ in
standard data sets
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4 Methodologies

In this section, we give the details of the methodologies that were used in our
experiments.

4.1 Convolutional Neural Networks

Convolutional Neural Networks (CNN) are a special type of Artificial Neural
Network, specifically used for image processing. They are made up of different
layers namely the convolutional layer, the pooling layer, and the fully connected
layer. Typically, all the neurons in one layer perform one type of mathematical
operation from which it gets its name (Fig. 6). We have used CNNs for facial
analysis in the following experiments:

1. Facial Expression Recognition: We consider two data sets for facial expression
(i) FER2013 data set, and (ii) all images combined from three data sets—
JAFFE, CK, and PSL data sets. We train the network using 70% of the data, and
use the remaining 30% of the data for testing.

2. Gender Identification: The IMDb data set has images labeled with gender. We
use a similar 70–30 split for training and testing for gender identification with
this data set.

4.2 Feature Engineering

When domain knowledge is required to extract features from data used by machine
learning algorithms, that procedure is called feature engineering. Transforming
input data into a reduced set of features is called feature extraction (Fig. 7). We use
following methods for feature extraction:

Images with 
labels

Trained CNN 
model  

Face IdentityInput Image  

Training Phase

Deployment Phase

Training 
the CNN

Fig. 6 Face recognition using convolutional neural networks
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• Facial Landmarks: The position of facial landmarks change as the expression on
the face. We use 68 pre-defined landmarks for facial expression recognition [6].
Feature extraction is done using geometrical techniques on points on the face.
For each such point, we get 4 features thus giving a feature vector of length
68 � 4 = 272.

• Histogram of Oriented Gradient (HOG): A HOG descriptor uses a single vector
to describe the entire face instead of using multiple small feature vectors to
describe smaller parts of the face. Typically, the face image is represented by
feature vector of size 3780 by using the HOG descriptor.

Once we extract the features from an image, we can use any standard machine
learning algorithm for pattern matching and classification. In particular, we tried the
following combinations:

1. Facial expression recognition using facial landmarks and ML classification
algorithms such as logistic regression and SVMs.

2. Facial expression recognition using HOG descriptors and classification using
random decision forests.

3. Face recognition using facial landmarks and classification using logistic
regression and SVMs.

4.3 Transfer Learning

Training a new CNN is a relatively difficult task as it requires a big data set and fast
computing machines. So, in practice people take a pre-trained CNN model which is
already trained on a very large data set such as AlexNet, VGGNet, Inception V3,
etc. These CNNs are already trained on the ImageNet data set (1.2 million images
for 1000 categories). Using this pre-trained model for other classification tasks is
called transfer learning (Fig. 8).

We use a CNN as a fixed feature extractor as follows: Take a pre-trained CNN
and remove the last fully connected layer (which is nothing but the output layer of
the network), and then treat the rest of the CNN as a fixed feature extractor for the
new data set. Once features are extracted using the pre-trained model, we can add a

Input image 
or video

Face detection
Feature extraction 
using landmarks or 
HOG descriptors

Trained Classifiers
(SVM, DT, etc.) 

Face Identity

Labeled 
Database

Fig. 7 Face recognition using feature engineering

282 S. Mane and G. Shah



classifier layer on top of it. Any linear classifier like a linear SVM or linear
regression will serve our purpose. Additionally, we can fine-tune the CNN using
our own data set.

For transfer learning, we do both facial expression recognition and face recog-
nition using Inception V3 model and standard ML classifiers. In both these
experiments, we get feature vectors of size 2048. For facial expression recognition,
we use images from the JAFFE, CK, and PSL data sets. The real world data set is
used for face recognition. These features are used to train different classifiers. We
train six classifiers using these features and corresponding labels.

4.4 Amazon Rekognition

Amazon Rekognition is a tool for image analysis provided on the AWS cloud
platform, which can be used for JPEG and PNG image formats. Amazon Simple
Storage Service (S3) [27] which is a simple key-based object store, is used for
effective data storage for Amazon Rekognition (Fig. 9). We have performed the
following experiments using Amazon Rekognition API:

1. Facial Expression recognition, age prediction and gender identification using
DetectFaces: The DetectFaces operation looks for key facial features such as
eyes, nose, and mouth to detect faces in an input image.

2. Face Recognition using IndexFaces and SearchFaces operation: There are two
stages here: first, we register the user in the system (registration stage), and then
we match a test image with the data set images to predict the user (authentication
stage).

We omit the details of these Amazon Rekognition APIs which can easily be
found online [2].

Face 
detection

Feature 
matching  

Face Identity

Database Pre-trained Inception 
V3 model

Fig. 8 Face recognition using transfer learning
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5 Experiments and Results

We performed several experiments using the different data sets and methodologies
explained above. We summarize our results in this section. We evaluated the fol-
lowing tasks:

1. Face Recognition using Amazon Rekognition, Transfer Learning, and Facial
Landmarks.

2. Facial Expression Recognition using CNNs, Transfer Learning, Facial
Landmarks, and HOG descriptors.

3. Gender Identification using CNNs.

5.1 Face Recognition

We evaluate face recognition using the real-world data set which has got two
training data sets (TS1 and TS2), and one test data set. The test data set is the
images of same users taken in the different poses and illuminations. In some cases,
we do not use TS2 due to low resolution of the images.

(a)

(b)

Create a collection to 

Amazon S3 Service
Face is registered

Provide similarity
collection ID

Upload on 

Upload on 

Amazon Rekognition

Amazon Rekognition

Predicted user ID

Provide user ID

Provide
 threshold

 Service Amazon S3

 with given user ID

store face information

Fig. 9 a Face recognition using Amazon Rekognition: user registration. b Face recognition using
Amazon Rekognition: user identification
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5.1.1 Face Recognition with AWS Rekognition

In AWS Rekognition, the similarity threshold parameter (range is from 0 to 100) is
the confidence with which the system should match a face; if the system matches a
face with confidence less than the specified threshold, then it is not consider as a
match. The following two tables show us the results for the two sets of training
data. Note that we use a lower threshold with TS2 as the images have poor reso-
lution. We see that with poor quality training images and a high threshold, the
accuracy drops to as low as 69.23%. This low accuracy may not be acceptable in
practice, for example when the face has to be identified for authentication and
security purposes (Table 2).

5.1.2 Face Recognition with Transfer Learning

We use the pre-trained Inception V3 model for feature extraction from the
real-world data set TS1, and then add a layer of classification for user identification.
We tried different classifiers such as logistic regression, Naïve Bayes, etc. As the
resolution of face images from TS2 was low, we did not use that data set to train our
system. We get the highest accuracy using Naïve Bayes and SVMs; however
overall the system does not perform very well which may be because the learnt
model did not apply well to this data set, as there is only one image per user in the
training data (Table 3).

Table 2 Face recognition results using AWS Rekognition with real-world data set

Training
set

Similarity
threshold

Accuracy
(%)

Avg. time to upload
image on S3 (s)

Avg. time to predict
the user identity (s)

TS1 80 92.30 6.47 2.00

TS1 40 100.00 6.03 1.96

TS2 60 69.23 5.73 2.07

TS2 40 100.00 5.77 1.98

Table 3 Face recognition results using transfer learning with real-world data training set 1

Classifier Training time (s) Testing time (s) Accuracy (%)

1 Logistic regression 0.0229 0.0015 50.00

2 Naïve Bayes 0.0011 0.0026 57.69

3 Decision trees 0.0027 0.0001 23.07

4 Support vector machine 0.0007 0.0005 57.69

5 K nearest neighbor 0.0004 0.0007 15.38

6 Random decision forest 0.0269 0.0053 26.92
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5.1.3 Face Recognition with Facial Landmarks

Facial landmark detection method is used for feature extraction where we get a
feature vector from 68 landmarks on the face. Using these features, several different
classifiers are trained to identify the user. We use training data set TS1 but not TS2
as the resolution of the images is quite low. This method has very poor performance
with the maximum accuracy around 19% (Table 4).

5.2 Facial Expression Recognition

5.2.1 Facial Expression Recognition with CNNs

CNNs are used to train the classifier for facial expression recognition. We use two
data sets—FER2013 and JAFFE + CK + PSL—and train two different classifiers.
Each data set contains the seven standard emotions. We split the data set into two
parts for training (70%) and testing (30%) data. When we have a small number of
images or lower resolution for training, we see that we do not get very high
accuracy using CNNs as the training data is insufficient (Table 5).

5.2.2 Facial Expression Recognition with Transfer Learning

Once again for facial expression recognition, we use the pre-trained Inception V3
model for feature extraction, and different classifiers for user identification. We use
a combination of three data sets—JAFFE, CK, and PSL. We restrict ourselves to
using two or three emotions for classification to get better accuracy (Table 6).

Table 4 Face recognition results using facial landmarks with real-world data training set 1

Classifier Training time (s) Testing time (s) Accuracy (%)

1 Logistic regression 0.0052 0.0006 7.69

2 Naïve Bayes 0.0013 0.0009 7.69

3 Decision trees 0.0010 0.0001 19.23

4 Support vector machine 0.0007 0.0002 3.84

5 K nearest neighbor 0.0005 0.0009 15.38

6 Random decision forest 0.0263 0.0052 19.23

Table 5 Facial expression recognition using CNNs with two different data sets

Data set Number of images Accuracy (%)

1 FER2013 *35,000 66.00

2 JAFFE + CK + PSL 1195 54.00
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5.2.3 Facial Expression Recognition with Facial Landmarks

Facial landmarks like nose, eyes, lips, eyebrows, and jawline play an important role
in facial expression recognition. We got 68 landmarks for a face which are then
used to extract features (please see the details in Sect. 4). Different classifiers are
applied on these features, and the results are compared. The data set is same as we
used above with transfer learning (Table 7).

5.2.4 Facial Expression Recognition with HOG Descriptors
and Random Decision Forests

In this experiment, HOG descriptors are used for feature extraction. Each subject
from the JAFFE data set has three or four images per expression. Two images of
each expression per subject are used to train the Random Decision Forest, and the
remaining images are used to test the performance of the system. This system
provides 97.5% accuracy on the JAFFE data set.

Table 6 Facial expression recognition using Transfer Learning with two or three emotions

Classifier Accuracy of 2-class classifier
(happy, neutral) (%)

Accuracy of 3-class classifier
(happy, neutral, surprise) (%)

1 Logistic regression 88.18 81.56

2 Naive Bayes 68.50 61.45

3 Decision trees 68.50 55.86

4 Support vector machine 79.52 58.65

5 K nearest neighbors 78.74 65.36

6 Random decision forest 74.01 63.12

Table 7 Facial expression recognition using facial landmarks with 2 and 3 emotions

Classifier Accuracy of 2 class classifier
(happy, neutral) (%)

Accuracy of 3 class classifier
(happy, neutral, surprise) (%)

1 Logistic regression 96.85 92.09

2 Naive Bayes 85.82 74.01

3 Decision trees 85.3 79.09

4 Support vector machine 65.35 32.76

5 K nearest neighbors 70.86 55.36

6 Random decision forest 92.91 84.74
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5.2.5 Facial Expression Recognition with Different Number
of Emotions

In order to evaluate the effect of more training data on accuracy, we chose to focus
on a fewer classes by choosing those emotions which have a larger number of
samples. With just two classes and the largest number of training samples, we get
the highest accuracy of 96.85% (across four different methods of classification)
which is significantly higher than the highest accuracy of 66.01% when we include
all the emotions.

5.3 Gender Identification

The IMDb data set has around 500 K images with gender labels. As thousands of
images are available, CNNs (deep learning) are used to predict the gender. We
divided the IMDb data into two parts—training and testing data sets using a 70–30
split. The CNN was trained on 70% of data, and the accuracy was measured on the
remaining 30% of data. With this setup, we get an accuracy of 96% for gender
identification (Table 8).

Table 8 Summary of all the experiments conducted with highest possible accuracy

Experiment Method Data set Accuracy
(%)

Num.
emotions

Face recognition AWS
Rekognition

Real world TS1 TS2 100.0 –

Face recognition Transfer
learning

Real world TS1 57.69 –

Face recognition Facial
landmarks

Real world TS1 19.00 –

Emotion
recognition

CNNs JAFFE + CK + PSL 54.00 7

Emotion
recognition

Transfer
learning

JAFFE + CK + PSL 88.18 2

Emotion
recognition

Facial
landmarks

JAFFE + CK + PSL 96.85 2

Emotion
recognition

HOG
descriptors

JAFFE 97.50 2

Gender
identification

CNNs IMDb 96.00 –
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6 Conclusions

We have evaluated several techniques in facial analysis primarily focusing on face
recognition and emotion detection. In summary, Amazon Rekognition has the best
performance for both face recognition and facial expression recognition. It can
handle challenges like pose, illumination, expression, age, accessories, etc.
According to security requirements, we can change the threshold in user identifi-
cation system—the higher the confidence with which a face must be identified, the
higher the threshold should be.

Convolutional Neural Networks also perform well when the data set is large
enough for adequate training. For example, in case of gender identification, where
we have *500 K images, the accuracy is 96%; however, for facial expression
recognition where we have only 1200 images, the accuracy is significantly lower at
66%. In the case of facial expression recognition, we see that both CNNs and Facial
Landmarks perform well when we use fewer emotions as we get more training data
per emotion, and the accuracy of the system improves significantly.

Feature extraction using facial landmarks performs better than CNNs as well as
transfer learning for facial expression recognition.
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Survey on Hybrid Data Mining
Algorithms for Intrusion Detection
System

Harshal N. Datir and Pradip M. Jawandhiya

Abstract Security is one of the most major concern issue arises in computer and
internet technology. To conquer this problem, Intrusion Detection System (IDS) is
the challenging solution in network systems. Such system is used to detect the
known or unknown attacks made by intruders. Data mining methodologies like,
clustering, classification, etc., plays a very important role in design and develop-
ment of such IDS. They makes such system more effective and efficient. This paper
describes some recent hybrid data mining based approaches used in development of
IDS. We also describe the hybrid classification approaches used in IDS. Such
Hybrid classifiers are any mixture of basic classifiers such as, SVM, Bayesian
classifier, Neural network classifier, etc.

Keywords Intrusion detection � Data mining � Machine learning
Hybrid classification � Clustering � Intruders � Computer and network systems

1 Introduction

From last few years, computer network security become challenging and point of
interest for many researchers. The various industrial organizations realize that,
information and network security is most important part for protecting their infor-
mation. Intrusion is an security attack, which is caused by either any successful or
unsuccessful attempt for breaking the integrity, confidentiality or availability of
information or its resource. All kind of informatics industries have faced such kind of
information attacks or intrusions. To such kind of problems there is a solution called
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as Intrusion Detection Systems (IDS). Intrusion Detection System is a key technique
in information security area. It plays a very important role for detection of different
kind of intrusions or attacks and maintains the security of networking systems.

It observes and analyze all kind of events occurs or arise in computer network
systems for solving security problems. IDS provides following three important
functions for security of information such as:

– Monitor Function
– Detect Function
– Respond Function.

IDS maintains the management of security systems with the help of non-expert
staff with user-friendly interface [1].

Following are some services provided by IDS:

• Observe and analyze the activities of computer and network system
• Auditing of configurations and vulnerabilities of systems
• Data file integrity evaluation
• Estimations of malicious and non-malicious activities.

1.1 IDS Classification

The basic challenge in the field of network and system infrastructure is autho-
rization of user identity and data access policy without violating privileges.
Intruders are either insider threats or outsider threats, dangerous to the systems. IDS
systems classify and deals with the malicious use of resources of network and
computer systems. It ensures the security of network with identification of its
violation of policies. The main aim of such system is to protect the system from
malicious activities automatically.

Detection based IDS are discussed here:

• Anomaly Detection:

Anomaly IDS is used to detect anomalies if any deviation occur in the normal
system. It is very helpful for fraud detection, network based intrusion detection and
unusual event detection. All these are very hard to find. It is also called as behavior
based detection as it is related to variations in user behavior.

Advantage: Able to detect novel or unknown attacks based on audit data.
Disadvantage: Malicious activity that falls within normal usage patterns is not

detected.

• Misuse Detection:

Misuse IDS is used to detect the behavior with traffic analysis along with analysis
and comparison of several rules. It can be used on the basis of matching signature

292 H. N. Datir and P. M. Jawandhiya



pattern approach. It is also known as signature based detection system; alarms are
generated if signature is wrong or modified.

Advantage: Able to generate accurate results along with minimum false alarms.
Disadvantage: Only detect known attacks.

1.2 IDS with Classification

Data Mining is the process of removing hidden procedure, previously unknown and
valuable knowledge from big amount databases. Data mining focusing on various
issues such as feasibility, efficacy, scalability and efficiency. Thus, data mining
helps to detect patterns in the set of data and also use patterns to detect future
intrusions in same data.

Data mining is one of the important techniques of classification. IDS with
classification can classify all incoming network traffic in common or malicious
class. Generally classification is used for anomaly detection. The fundamental steps
are

1. It accepts collection of item as input.
2. Maps the items into predefined groups or classes define by specific qualities.
3. After mapping, it outputs a classifier that can correctly predict the class to which

a fresh item belongs.

2 Literature Survey

A hybrid intrusion detection model is proposed in [2]. This model is a combination
of base feature selection classifier. Each classifier uses partial original feature space
and data mining classifier. This system basically combines feature selection
approach to improve the detection rate and data mining technique for minimum
false alarms. It is used for both anomaly and misuse detection. This hybrid model
performs better with low FPR on normal computer utility and High DR with
malicious activities. This hybrid system is better than system with individual feature
selection classifier. It is effective for accurate intrusion detection (Fig. 1).

Three classifier named as: ANN-based, Naïve-Bayes, and DT classifier are
merge in [3] for intrusion detection system. This system is named as hybrid-
multistage IDSs. The combination algorithms had been implemented empirically to
form four hybrid classifiers: MLP-based, SVM-based, Naïve-Bayes-based and
J48-DT-based classifier. The multistage-MLP and hybrid-multistage-J48 achieves
100% recognition rate for normal and abnormal types of attacks. The cost of
processing time and hardware complexities are minimum. Following attacks are
detected with this proposed system:
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1. Denial-of-service (DoS)
2. Probing (PRB)
3. Remote-to-Local (R2L) access
4. User-to-Root (U2R) access.

A multiple-level hybrid classification model is proposed in [4]. This model
combines decision trees classifier and Bayesian clustering. System is tested on
KDD Cup 1999 Data and compare with existing approaches like MADAM ID and
multiple level tree classifier. This system effectively and efficiently detects intru-
sions with very low false negative rate of 3.37%. False alarm rate is also very low.
System combines concept of both supervised and semi supervised learning
approach such as classification and clustering respectively (Fig. 2).

Another multiple-level hybrid classification model is proposed in [5] which
combine decision tree classifier with enhanced heuristic clustering technique. It has
low false negative rate up to 2.7% and low false alarm rate up to 9.1%. Enhanced
fast heuristic clustering (EFHCAM) method used in this system performs effec-
tively and effectively to detect both known and unknown intrusions (Fig. 3).

Fig. 1 Hybrid model for intrusion detection [2]

Fig. 2 Multiple level hybrid
classifier [4]
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Authors in [6] given a technique for intrusion detection which is based on
classification attack. The present IDS makes use of all the present features, i.e., 41
features in network. Authors made use of AGAAR which reduces the redundant
and irrelevant features. For classification of attacks in NSL-KDD a novel GPLS
model is utilized. For tanning of the classifier they used full features of 20%-
NSL-KDD. Classifiers are trained with 19.51% of the features of dataset. By
minimizing datasets dimensionality the accuracy of the classifier is increased.

A new hybrid intrusion detection method is developed by the authors in paper
[7]. This method consolidates the advantages present in anomaly as well as misuse
detection. Authors have used K-Means clustering algorithm with the hybrid clas-
sifier which minimizes the false alarm rate present in anomaly detection also made
use of naïve Bayes classifier merged with k-Nearest Neighbor for the propose of
detection of intrusions. The real life data set has a very small variation in normal
and anomalous data due to which algorithms used for calcification can misclassifies
them which can cause the misclassification of few records. In developed technique
by making use of some sort of fuzzy-based algorithms authors are able to overcome
this issue.

Neural network is applied to the field of intrusion detection in [8]. It solves the
problem of low rate, poor performance, etc. This paper develops a hybrid classifier,
which is the combination of KPCA, RBFNN and PSO. KPCA is used to reduce the

Fig. 3 Multi-level hybrid
classifier with enhanced C4.5
for IDS [5]
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dimensions, RBF is purely used for classification and PSO is used for EBFNN
parameter optimization. This system tested with KDDCUP99 data set and shows
the effectiveness and accuracy of intrusion detections.

Another neural network based hybrid classification system for intrusion detec-
tion system is proposed in [9], this is named as Hybrid Neural Network Classifier
(HNAA). Initially it combines the advantages of GA and LM algorithm fir global
optimal point searching. These three algorithms effectively adjust the input and
output parameters of ANN model which will be further used in intrusion detection
system. This system achieves the highest detection rate for intrusion detections
including known and unknown kind of attacks.

Decision trees and Naive Bayes classifiers are combine used in [10] for intrusion
detection in computer or network systems. This system reduce the false negative
rate with accurately identifying all kind of intrusions. This system can be extended
for attack classification in future.

A hybrid approach for adaptive network intrusion detection is proposed in [11].
HMM is used for intrusion detection and experiment is performed on DARPA data
set. System incorporated HMM model along with NB model into a hybrid model
for intrusion detection (Fig. 4).

3 Research Directions

Challenges arises in the process of intrusion detection systems are listed here:

1. Reduce the number of false positives which increase efficiency of IDS
2. IDS should work with maintaining precision and recall very high
3. IDS should have low false positive rate and low false negative rate
4. Time required for huge amount of data training should be minimum
5. Improve classification accuracy in IDS
6. Use of multiple classifier to improve the effectiveness and efficiency of IDS

Fig. 4 Flow of hybrid intrusion detection system [11]
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7. Implement such IDS along with heterogeneous operating systems and config-
urations is very challenging task in real-time environment

8. Study of standard datasets for evaluation of real-time IDS
9. Use of various feature reduction techniques instead of feature selection in the

process of data reduction, which will lead to decrease the computational
complexity

10. Implement IDS which can perform misuse detection and anomaly detection
combine.

4 Comparative Analysis

This survey concludes that Good quality of IDS having combinations of multiple
classifiers can detect both known and unknown types of intrusions. As we compare
PROBE, U2R and R2L attack, performance of new hybrid intrusion detection
method which is combination of K-Means + KNN + Naïve Bayes developed by
the authors in paper [7] is better than other proposed hybrid classifier models.
Whereas accuracy in detection rate of DOS attack is improved in model developed
[8] which is combination of Kernel Principal Component Analysis
(KPCA) + Particle Swarm Optimization (PSO) + Radial Basis Function Neural
Network (RBF).

5 Conclusion

The Network Intrusion Detection System is a latest technique related to network
security. Many advanced technologies related to intrusion detection systems pro-
posed till date, are described in this paper. From this survey we conclude that, data
mining techniques plays very important role in the successful execution if intrusion
detection systems. Many classifiers are used in literature to implement the IDS, such
as Bayesian classifier, neural networks, Support vector machine, Decision trees and
K-Means, etc., are used. In this survey we studied various models that have used the
concept of hybrid classification systems for intrusion detection. Various models are
analyzed on the basis of false positive rate, false negative rate, false alarm, accuracy
of detected intrusions.. The IDS should detect the latest types of attacks to prevent
the attack at an early stage. Also system can generate immediate alert for admin or
user related to occurrence of intrusions.
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An Efficient Recognition Method
for Handwritten Arabic Numerals
Using CNN with Data Augmentation
and Dropout

Akm Ashiquzzaman, Abdul Kawsar Tushar, Ashiqur Rahman
and Farzana Mohsin

Abstract Handwritten character recognition has been the center of research and a
benchmark problem in the sector of pattern recognition and artificial intelligence,
and it continues to be a challenging research topic. Due to its enormous application
many works have been done in this field focusing on different languages. Arabic,
being a diversified language has a huge scope of research with potential challenges.
A convolutional neural network (CNN) model for recognizing handwritten
numerals in Arabic language is proposed in this paper, where the dataset is subject
to various augmentations in order to add robustness needed for deep learning
approach. The proposed method is empowered by the presence of dropout regu-
larization to do away with the problem of data overfitting. Moreover, suitable
change is introduced in activation function to overcome the problem of vanishing
gradient. With these modifications, the proposed system achieves an accuracy of
99.4% which performs better than every previous work on the dataset.
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1 Introduction

Automatic character recognition, also known as optical character recognition
(OCR), has very high commercial and pedagogical importance and has been
receiving a profound interest from researchers over the past few years. It is the key
method in check reading, textbook digitalization, data collection from forms, and in
other numerous kinds of automated data extraction. And this process is being
applied to different languages all over the world.

Arabic is the fifth most spoken language in the world. And it is also one of the
official languages of United Nation from 1973. Along with 290 million native
speakers, it is spoken by 422 million speakers in 22 countries [1]. Arabic is the
major source of vocabulary for languages Turkish, Uighur, Urdu, Kazakh, Kurdish,
Uzbek, Kyrgyz, and Persian. And alphabets of many other languages like Persian,
Syrian, Urdu, Turkish are quite similar to Arabic [2].

The past works of OCR of hand written alphabets and numerals were concen-
trated on Latin languages. Gradually other languages are also coming to the fore.
But Arabic still has many unexplored fields of study. Maximum work done on this
language was to detect printed characters [3]; however, detection of hand written
alphabets is more challenging than printed characters. Some work has been done on
Arabic handwritten digit recognition via patterns learned from other related lan-
guages [4]. The interesting point of note regarding Arabic is, though the words as
well as characters are written from right to left, the numerals are written from left to
right. Figure 1 depicts the ten Arabic numeral classes.

Das et al. [5] have devised a method to recognize handwritten Arabic numerals
by multilayer perceptron (MLP) with a considerable accuracy. In [6] a convolu-
tional neural network model is used with dropout based on the model [5] that
achieves a better accuracy on the same dataset. In this paper, we propose a mod-
ification to the same method devised in [6]. We introduce data augmentation to
make learning more robust against overfitting. Exponential linear unit (ELU) is
introduced instead of Rectified Linear Unit (ReLU) to fix the vanishing gradient
problem.

2 Background

The method devised in [5] to recognize Arabic numerals uses MLP as a classifier. It
uses a set of 88 features; among them 72 are shadow feature and 16 are octant
features. To train this MLP a huge data set of 3000 handwritten sample is used
which is obtained from CMATERDB 3.3.1 [7]. Each of these pictures is scaled to
the size of 32 � 32. For uniform training each pixel is rendered in gray scale.

The MLP used in [5] has a single hidden layer along with input and output layer.
And this single hidden layer is enough to classify the given data set [8]. The setting
of 3 layers for the MLP method is shown in Fig. 2. From Fig. 2 we can see that
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sigmoid is used as nonlinearity after each layer. The width of the network is
determined through trial and error to get a good bias and minimal variance.
Supervised learning is undertaken and performed over 2000 samples. Simple
back-propagation algorithm is used for training.

Fig. 1 Handwritten Arabic digits and corresponding inverted images [6]

Fig. 2 MLP used by Das et al. [5]
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The result was evaluated by cross validation, and each time the numbers of
neurons are varied to get a perfect bias-variance combination. By exchanging the
number of neurons arbitrarily between training data set and test data set error can be
brought very close to zero, but this will generate worse performance when tested on
samples outside of sample dataset. This condition is known as “Overfitting” [9] and
this is because the model gets too much acquainted to the training data set and
cannot generalize over a broader spectrum as a result. The number of neurons in
hidden layer is finally fixed to 54 that give an accuracy of 93.8% in recognizing
Arabic numerals.

Das et al. split the total data set at a ratio 2:1 for training and testing. The images
are normalized before feeding into the network. Before feeding data into MLP the
images were transformed into a simple one dimensional vector.

The model described in [6] uses the same dataset as [5] but adopts the method of
CNN for numeral recognition. The images are kept in the original form for CNN;
however, colors of the images are inverted before feeding. Figure 3 shows the final
condition of images before feeding in CNN model. Figure 4 describes the total
model used by them. From Fig. 4 it is seen that, their model consists of two layers
of convolution with kernels of size 5 � 5 and 3 � 3, respectively each followed by
a 2 � 2 max-pooling layer. The fully connected network consists of a hidden layer
with 128 neurons and one final layer with 10 neurons for each numeral class. They
use ReLU as activation function and categorical cross entropy for error calculation.
Softmax function is used to get the final result from output layer. Total dataset is
split at ratio 2:1 for training and validation purpose. This model gives an accuracy
of 97.4% over validation dataset.

Fig. 3 a Original data. b Final data after processing
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3 Proposed Method

In this section we discuss the changes that we bring to the method described in [6]
to improve the accuracy. Two key changes are brought about—we introduce data
augmentation to the CMATERDB 3.3.1 dataset, and change the activation function
from ReLU to ELU. The pictorial presentation of our model is given in Fig. 5.

Data augmentation transforms our base data. In our case, it simply takes our
dataset of images and transforms it by rotation, color variation or by adding noise. It
makes our model more robust against over fitting and numerically increases the size
of the dataset. We have apply ZCA-whitening as augmentation, images are also
rotated in a range of 10°. The images are shifted both horizontally and vertically to
an extent of 20% of the original dimensions randomly. The images are zoomed
randomly up to 10%. During this augmentation process the points outside the
boundaries are filled according to the nearest point.

�
�
�
�
f :

0
xð Þ ¼ 0 for x\0

1 for x� 0

�

ð1Þ

f
0
a; xð Þ ¼ f a; xð Þþ a for x\0

1 for x� 0

�

ð2Þ

The ReLU is sometimes plagued with the gradient vanishing problem. From
Eq. (1) it is seen that for region x < 0 the derivation of ReLU is 0, and due to this in
this region the updating of weight vector stops. And this stops the learning process.
The ELU function can prevent this condition as its derivative Eq. (2) does not
become zero in any point on the curve. Furthermore, it assures a smooth learning.

In our model, we have four convolution layers, each with ELU as an activation
function. The kernel size is determined through trial and error, and the window of
3 � 3 gives maximum accuracy. Next to the final layer of convolution, we have
added a pooling layer doing max-pool with a pool size of 2 � 2. After max-pooling
the convoluted images are flattened by squashing 2D convoluted data and fed into
the fully connected layers. The final output layer contains 10 output nodes repre-
senting 10 classes of numerals. Softmax function is used to calculate final result
from the output layer. This function calculates the probability of each class from the
ELU value of each output layer neuron [10].

Both the convolution and fully connected layers have a dropout rate of 25% to
prevent data over overfitting problem. In this method, in each epoch 25% neurons
in each layers do not update their weight vectors, and the effect of these neurons are
removed from network. If neurons are dropped, they are prevented from
co-adapting too much with the training set and reduces overfitting.
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4 Experiments

The success of any machine learning method largely depends on the size and
correctness of dataset used. For deep learning the effect of data set is even more
vital. The CMATERDB 3.3.1 Arabic handwritten digit dataset is used [7]. It
contains 3000 separate handwritten numeral image. Each of them is 32 � 32 pixel
RGB image. Similar to the process in [6], we invert the images before feeding into
CNN. As a result the numerals are in white foreground on the backdrop of black
background. For the past works done on OCR, it is observed through activation
visualization that edges are a very important feature in character recognition, and
black background makes the edge detection easier.

We train the proposed CNN model with CMATERDB Arabic handwritten digit
dataset and test against the test data sample of same dataset. Similar to the process
implementation described in [6], our CNN have increased 4; 977; 290 instead of
total 75; 383 trainable parameters such as weights and biases. Model is imple-
mented in Keras [11]. Experimental model was implemented in Python using
Theano [12] and Keras libraries. The model is trained for 100 epoch with different
kernel sizes. The batch size is 128 for both training and testing. Categorical
crossentropy is used as the loss function in this model. Adadelta optimizer [13] is
used to optimize the learning process. Among the 3000 images, 2500 are used for
training and 500 is used in validation. We have used a computer with CPU Intel
i5-6200U CPU @ 2.30 GHz and @ 4 GB ram. Nvidia Geforce GTX 625M ded-
icated graphics is used for faster computation, i.e. CUDA support for accelerated
training is adopted.

5 Result and Discussion

Table 1 shows the result of different models applied to the same CMATERDB
dataset. Method-1 denotes the method proposed in [5] and Method-2 denotes the
method proposed in [6].

Our proposed method of CNN gives better accuracy than both the methods. The
prominent attribute of the deep learning is that deep embedded layers recognize the
features and cascade them into the final output prediction to cast classification
cation. This is the attribute that has contributed to deep learning method being used
in problems in image recognition and disease prediction [14], among others. In our
proposed model, the CNN layers have been increased in number from the model

Table 1 Performance comparison of proposed methods and methods described in [6, 5]

Method Name Accuracy

Method-1 (without dropout and data augmentation) 93.8

Method-2 (without data augmentation) 97.4

Proposed Method (with dropout and data augmentation) 99.4
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used by [6]. We have also added two other fully connected layers in later phase of
the proposed model to enhance feature extraction and recognition. The result was
significance improved from the previous methods because of the introduction of
data augmentation during training. Data augmentation virtually makes the image
transformed into new set of features for the neural network to detect and recognize.
It also shifts and zooms the training images, making the image decentralized for the
kernels to recognize them from various positions.

Figure 6 denotes some of the classified images during training. It demon-castrate
some of classified images, which are actually impossible to recognize manually due
to morphological decomposition of cure shape. Table 2 shows the class-wise
classification of the test images, which denotes the final accuracy rate of 99.40%.
The columns denote true classes and the rows denote predicted classes. The cell
content denotes the count of predicted classes.

Fig. 6 Some misclassified images during training. Blue denotes actual class and red denotes
predicted class
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6 Future Work

Our model outperformed every other model in the past. Many languages do not
have such high accuracy in Handwritten numeral detection. With the help of this
model by applying Transfer learning [15] technique, we can improve the model
strength of other languages. And this model can be taken as reference while
working with Handwritten alphabet detection for Arabic language.

7 Conclusion

The OCR is a benchmark problem in pattern recognition and has wide commercial
interest. The work is based on the dataset CMATERDB 3.3.1. Das et al. performed
the first work done on this dataset while using MLP in recognition. This model
gains an accuracy of 93.8%. The work in [6] is based on the work of [5] and uses
CNN as its model. This model uses dropout regularization and ReLU as activation
function, and for the final output softmax function is used in the output layer. This
model achieves an accuracy of 97.3%. This paper proposes a modification to the
model proposed in [6]. We add data augmentation to prevent overfitting, as well as
change the activation function from ReLU to ELU to prevent vanishing gradient
problem and make the learning more uniform. After adopting all these changes, the
proposed model achieves an accuracy of 99.4% which is better than any of the
previous works on this dataset.

Table 2 Confusion matrix

0 1 2 3 4 5 6 7 8 9

0 50 0 0 0 0 0 0 0 0 0

1 0 50 0 0 0 0 0 0 0 0

2 0 0 49 1 0 0 0 0 0 0

3 0 0 0 50 0 0 0 0 0 0

4 0 0 0 0 50 0 0 0 0 0

5 0 0 0 0 0 50 0 0 0 0

6 0 2 0 0 0 0 48 0 0 0

7 0 0 0 0 0 0 0 50 0 0

8 0 0 0 0 0 0 0 0 50 0

9 0 0 0 0 0 0 0 0 0 50
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Secured Human Authentication Using
Finger-Vein Patterns

M. V. Madhusudhan, R. Basavaraju and Chetana Hegde

Abstract In any organization, providing a secured authentication system is a
challenge. Here, we propose a secured authentication process using finger-vein
patterns. Finger vein is a reliable biometric trait because of its distinctiveness and
permanence properties. The proposed algorithm initially captures the finger-vein
image and is preprocessed using Gaussian blur and morphological operations. Then
features like number of corner points and the location of these corner points are
extracted. The features fetched for an individual from database are compared
against the extracted features. If the comparison satisfies predefined threshold value,
then the authentication is successful. The simulation results of the proposed algo-
rithm have produced the FAR as 2.78%, FRR as 0.09% and the overall performance
as 99.96%.

Keywords Euclidean distance � Finger vein � Gaussian blur � Harris corner
Patterns � Preprocessing

1 Introduction

Biometrics is a science of identifying a person using their physiological or
behavioral characteristics [1]. If any behavioral or physiological characteristic of a
person fulfils the requirements such as universality, permanence, collectability, and
distinctiveness then it can be considered as a biometric trait [2]. Acceptability,
circumvention and performance are the other concerns needs to be considered in a
practical biometric system [3]. By taking all these requirements into consideration,
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biometric traits like hand veins [4], fingerprints [5], retinal patterns, handwritten
signatures, ear patterns [6], electrocardiogram [7–9], Finger Knuckle Print
[2, 10, 11], etc., are used extensively in areas where security is the major concern.

Finger-vein is an accepted biometric trait because it possesses the properties
mentioned in [3]. Every individual including identical twins has a unique pattern of
veins. As the individual grows, the vein size increases, but the number of veins and
their position do not change from infancy. The vein structure is invisible to the
naked eye as it is underneath the skin and hence one cannot spoof the system easily.
As finger-vein images are captured without contact, it is more convenient and
hygiene, which leads to high user acceptance.

In general, any finger-vein identification and/or authentication system involves four
major steps viz. capture the image, image preprocessing, extracting the features and
matching features for decision-making. The methods used extract the features from
finger vein can be categorized into three categories viz. vein pattern-based methods,
dimensionality reduction-based methods, and local binary-based methods. The vein
pattern-based feature extraction methods have been explored in following ways:
repeated line tracking [12],maximumcurvature [13], Gabor Filter [14],mean curvature
[15], regiongrowth [16, 17],modified repeated line tracking [18], andRadonTransform
[19]. In these methods, initially the vein patterns are segmented. Then the geometric
shape or topological structure of vein pattern is used for feature matching. Usually in
dimensionality reduction-based methods image will be transformed into
low-dimensional space to classify. During transformation, they keep discriminating
information and removenoises. Local binary-basedmethods arebased on local area and
the extracted features are in binary format. Some of the researchers have used
near-infrared vein pattern [20], score fusion [21] etc. for identification purpose.
A survey of various such techniques [22] has been done and compared. Identification
based on finger-vein pattern is used even in multimodal biometric systems [23].

The content of this paper is presented in five sections. The related work is
presented in Sect. 2. Section 3 contains architecture and model. Section 4 deals
with implementation and performance analysis. Section 5 is about conclusions.

2 Related Work

This section briefly presents the work carried in the area of finger-vein biometrics.
The repeated line tracking, maximum curvature, region growth, and modified

repeated line tracking—all these approaches use the cross-section of image to
extract vein pattern. In repeated line tracking method [12] the line tracking starts
from several positions to extract the finger-vein pattern from the image which are
blurred. The major advantages of this method are ability to achieve better seg-
mentation performance even for blurred image and it can be easily joined with any
other hand-based biometrics. Low robustness and efficiency are its drawbacks. This
method may degrade slightly during cold weather because of reduction in the clarity
of finger veins.

312 M. V. Madhusudhan et al.



The maximum curvature method [13], calculates the local maximum curvatures
in cross-sectional profiles of vein to extract specific of finger-vein patterns. The vein
image is viewed as a geometric shape in mean curvature method [15]. The group of
pixels having negative mean curvature is seen as vein pattern. The ratio of such
pixels is matched for authentication purpose. This method produced an equal error
rate of 0.25%, which was significantly lower than the methods existing till then. In
region growth method [16], it runs region growing operator on the different seeds to
extract the vein pattern. Here it observes the symmetry and continuity of valleys in
cross sectional profiles, which helps in extracting the finger-vein patterns by
avoiding irregular shading and noise. The finger vein is segmented to obtain binary
and skeleton image in [18]. The parameter is revised based on the width of vein
computed using this skeleton image. These revised parameters are used to identify
the locus space of vein. Then segmentation on this locus space of vein is extracted
by using Otsu algorithm and hence proved that the said procedure performs better
than traditional repeated line tracking algorithm.

3 Architecture and Modeling

The various steps involved in the authentication process are as shown in Fig. 1.
It is difficult for an organization to maintain a finger-vein image database for

authentication of its employees. So, we suggest storing the features of finger-vein
images instead of the images themselves. Every employee of the organization is
assigned a unique ID. Various finger-vein features like coordinate positions of
corner points of the vein image are extracted and are stored against the ID of every
individual. This will be the initial setup of the database. During authentication,
finger-vein image of a person is captured and the features are extracted from it.
These features are compared with corresponding features stored in the database for
a respective ID. The person can be authenticated, if comparison matches the
threshold criteria, otherwise rejected.

3.1 Image Acquisition

To capture the finger-vein image, an infrared imaging device is used. The captured
image is a gray scale image. Index finger images viz. I1 and I2 of two individuals
are shown as sample images in Fig. 2.

Secured Human Authentication Using Finger-Vein Patterns 313



3.2 ROI Detection and Smoothing

The region of interest (ROI) which contains the finger-vein pattern is extracted from
captured image. Then image is resized to get a better clarity. The ROI is as shown
in Fig. 3.

Input ID Number Image Acquisition ROI Detection

Extracting Corner 
points using Harris 

corner 

Preprocessing 
using Morphological 

operations 

Image 
Smoothing using 

Gaussian Blur

Calculate Distance between 
extracted corners and corners 

stored in database

DatabaseCorners locations 
for given ID

Calculated 
Distances< 
Threshold?

Reject

Authenticate 

No

Yes

Fig. 1 Architectural diagram

(a) I1 (b) I2

Fig. 2 Original images
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The resized image is smoothened by using Gaussian Blur, which uses below
Gaussian function for calculating the transformation to apply to each pixel in the
image. The Eq. 1 represents the two-dimensional Gaussian function.

G x; yð Þ ¼ 1
2pr2

e�
x2 þ y2

2r2 ð1Þ

Here, x represents the distance from the origin in horizontal axis, and y repre-
sents the distance from the origin in vertical axis, and r represents the standard
deviation of the Gaussian distribution. The Gaussian blur is applied on two different
kernels of an image. There will be two resulting images, whose difference is
computed. This is known as Difference of Gaussian (DoG). Figure 4 shows the
computed DoG for the sample images I1 and I2.

3.3 Preprocessing

Preprocessing involves series of morphological operations. Any morphological
operation requires two inputs viz. the input image and a structuring element
deciding the nature of operation. Morphological opening is performed to remove
possible noise in the image. Opening is performed by using Eq. 2.

(a) I1 (b) I2

Fig. 3 ROI extracted from original images

(a) I1 (b) I2

Fig. 4 Images after computing difference of gaussian
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A � B ¼ A�Bð Þ � B ð2Þ

Here, A represents an input image and B represents the structuring element.
When morphological erosion is applied on an image, the boundaries of the

object are eroded. It is useful in removing the noise. Erosion is performed by using
Eq. 3.

A�B ¼ z 2 EjBz�Af g ð3Þ

Dilation is used for joining the broken parts on an object in the image. Dilation is
done using the equation

A� B ¼
[
b2B

Ab ð4Þ

Preprocessed images are the required patterns in the images. These are shown in
Fig. 5.

3.4 Feature Extraction

The corners points on the hand-vein images are treated as features for authentication
in this proposed technique. Chris Harris and Mike Stephens [24] finds the difference
in intensity for a displacement of (u, v) in all directions, which is expressed as
below:

E u; vð Þ ¼
X
x;y

w x; yð Þ|fflfflffl{zfflfflffl}
window function

I xþ u; yþ vð Þ½ Þ|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
shifted intensity

� I x; yð Þ�2|fflfflfflffl{zfflfflfflffl}
intensity

ð5Þ

The function E (u, v) has to be maximized to detect the corners. Taylor’s
expansion is applied and derived on Eq. (5). The resultant equations are

(a) I1 (b) I2

Fig. 5 Images after preprocessing and pattern extraction
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E u; vð Þ 	 u v½ �M u
v

� �
ð6Þ

M ¼
X
x;y

w x; yð Þ IxIx IxIy
IxIy IyIY

� �
ð7Þ

Here, Ix and Iy are image derivatives in x and y directions respectively.
We can determine whether a window contain a corner or not, using equation

R ¼ det Mð Þ � k trace Mð Þð Þ2 ð8Þ

•
det Mð Þ ¼ k1k2

•
trace Mð Þ ¼ k1 þ k2


 k1 and k2 are the eigen values ofM

The corners points are detected from preprocessed image by using Harris corner
technique and it is as shown in Fig. 6.

3.5 Authentication

In this step, calculate the essential parameters based on which authentication is
decided. The number of corners retrieved from the database for a given ID is
compared with those of currently captured image. Then, the coordinate positions of
these points are also compared using the formula for Euclidian distance as

(a) I1 (b) I2

Fig. 6 Images with Harris corners
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d p; qð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q1 � p1ð Þ2 þðq2 � p2Þ2

q
ð9Þ

Here, p = (p1, p2) is a corner point retrieved from database and q = (q1, q2) is a
corner point of input image.

The computed distance between every pair of corner points are compared with a
threshold distance. If all these are found to be lesser than redefined threshold, then
the authentication is successful, otherwise authentication failed. In the proposed
algorithm the threshold value is taken as 35.

4 Implementation and Performance Analysis

The proposed algorithm given in Table 1 is implemented using OpenCV in Python
2.7.8 and is tested on Finger-vein images taken from Finger-vein database
SDUMLA-FV built by Shandong University [25]. They used light transmission
method to acquire the image. Database is constructed by taking six images of ring,
index and middle fingers of both hands of 106 individuals. It contains 3816 images
of 320 � 240 resolutions, presented in .bmp format.

Table 1 Algorithm for
authentication

Inputs: I: Finger vein image
N: ID number
T: Threshold distance

Output: Authentication result

Procedure Authentication

Extract the ROI from I ! ROI

Apply Gaussian blur on ROI with kernel k1 ! I1

Apply Gaussian blur on ROI with kernel k2 ! I2

Difference of Gaussian I3 = I2 − I1

Apply morphological operations on I3

Extract Harris corners C1={x1, x2, x3, x4} from I3

Fetch corners C2={y1, y2, y3, y4} for given N from database
D = {} // Null set

For each x 2 C1 and y 2 C2

di = Euclidean distance (xi, yi) where i 2 {1,2,3,4}
D = D [ di
End

If every di < T where i 2 {1,2,3,4}
return True//Authenticated
Else
return False//Rejected
End
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For the experimental purpose, only the index finger images of 106 individuals
are considered in this paper. The confusion matrix is generated based on simulation
results of these 106 images, and is shown in Table 2.

The simulation results of proposed authentication algorithm produced 2.78%
false accept ratio (FAR), 0.09% false reject ratio (FRR) and 99.96% overall system
efficiency.

5 Conclusion

In this paper, we propose an efficient way of extracting corners as features from
finger vein for authentication. In the proposed technique, we have extracted the
corner points using Harris corner on preprocessed finger-vein image. The positions
of corners are stored in database along with the unique ID assigned to every
individual.

Authentication is decided by comparing distances calculated between each pair
of fixed number of corners extracted for captured image and that in the database for
given ID against the threshold value. If all distances are less than the threshold
value, then authenticate the person, otherwise reject.
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Fuzzy-Based Machine Learning
Algorithm for Intelligent Systems

K Pradheep Kumar

Abstract It has become essential to develop machine learning techniques due to
the automation of various tasks. At present, several tasks need manual intervention
for better reliability of the system. In this work, fuzzy-based approach has been
proposed where systems are trained based on initial data sets. In several data sets,
the data is either partially available or unavailable. When data sets need to be used
on real time systems, the non-availability of data may lead to catastrophe. In this
approach, a fuzzy-based rule set is formulated. The rule strength is used to deter-
mine the effectiveness. Rules with similar strengths are clustered together. The
learning is carried out by determining a threshold for the formulated rule set. Based
on the threshold computed, a modified rule set is formulated with rule strengths
greater than the computed threshold. A semi-supervised learning approach that uses
an activation function is employed. The fuzzy learning approach proposed in this
work reduces the error by 20% compared to conventional approaches.

Keywords Threshold � Activation function � Learning rule matrix
Machine learning � Rule strength � Smart systems � Semi-supervised learning

1 Introduction

In today’s world, there is a need to design gadgets and systems with automation. To
enable automation of gadgets, it is essential that systems handle decisions inde-
pendently based on the environmental conditions.

Systems should adapt to the external environment and handle tasks based on the
underlying behaviour. Systems should also handle exceptional tasks. To fulfil the
same, the system needs to be intelligent to take decisions in the absence of manual
intervention.
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Machine learning is one way of implementing these features of Artificial
Intelligence where systems are trained based on an initial data set.

The system forms the initial dataset by collecting the information from the
external environment through sensors and actuators. System is trained to learn
information and take decisions based on iteration of datasets. The time needed by
the system to learn information and take decisions from the datasets should be finite
and small so as to avoid failures that can lead to catastrophe.

In this work, a fuzzy rule matrix is constructed and the threshold of the entire
rule set is also computed. The modified rule set is constructed by selecting rules
whose rule strength is greater than the threshold. These are the rules used by the
system to learn the data. Other rules are not considered.

The paper is organised as follows: Sect. 2 discusses the literature on machine
learning algorithms. Section 3 explains the fuzzy model proposed, illustrates the
same with an example and gives the algorithm. Section 4 explains the simulation
environment and the results. Section 5 concludes the work and highlights the scope
for the future work.

The block diagram of the entire procedure is shown in Fig. 1.

Fig. 1 Block diagram of fuzzy learning model
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2 Literature Review

The most conventional machine learning strategy is the Naive Bayes classifier.
Several literatures report the inaccuracies in Bayes’ conditional independence. This
is due to the suboptimal nature of the probability estimates as reported in [1–3].
Even when multidimensional tables are used to compute probabilities in real-time
scenarios, many errors are observed as discussed in [2]. Support Vector method
uses a hyperplane to classify the data. Based on the classification a number of
support vectors are generated as explained in [4]. But when data sets are widely
spread and have a large range of deviation, this method does not yield accurate
results. The choice of the hyperplane is the key factor associated with the data
classification as discussed in [5, 6]. Artificial neural networks give reliability but
again this depends on the choice of the activation function used to train the data set
as explained in [7, 8]. Linear and Logistic regression as explained in [9–11] uses a
cost function and estimates the gradient. The reduction in the gradient is used to
learn the datasets. The regression analysis depends on the effectiveness of the cost
function.

Several deep learning neural network algorithms model a data set as a function
using a mathematical model and train the same to interpolate or extrapolate the data
value for a particular value. The Stochastic Gradient Descent technique as
explained in [12] attempts to minimise the loss of the model by incorporating
additional parameters and increments these proportional to the gradient estimated.
But this makes the data noisy due and filters needs to be used to eliminate the noise
associated. The method of steepest descent as discussed on [13] which when used
on a very large data set requires an infinite number of iterations to get an optimum
solution. It may so happen that an optimum solution may not exist also. Another
approach which works in a different dimension is Reinforcement learning as
explained in [14]. This method arrives at an optimal solution by trial and error in
infinite time. But the time of training in an unsupervised scenario would be infinite
and the optimal solution cannot be guaranteed. The drawbacks highlighted in the
above techniques are overcome in the fuzzy-based analysis. In the fuzzy-based
analysis a precise value for the rule strength are arrived and the optimal solution is
arrived by training the same with an activation function in a finite period of time. It
does not require any mathematical model and infinite number of trials to arrive at an
optimal solution.

3 Proposed Work

In this work a fuzzy-based learning approach using Mamdani’s engine as discussed
by Venkat and Pradheep in [15] has been used. For each rule, a rule strength is
computed. The rule strength is computed based on a set of sub-factors and their
corresponding weights. For each linguistic variable used in the rule, the mid-value
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of the range is computed. The weighted average of each variable of the rule gives
the rule strength. A typical rule is given as follows:

The Rule Strength is computed using the expression

RS ¼
P ðWeight �MidValue)P

Weight
ð1Þ

The rule strengths have been computed for all rules in the fuzzy rule set using the
above expression. The threshold of the fuzzy rule set is computed using the fol-
lowing expression

T ¼
Pi¼n

i¼1
ðRulenumber � RuleStrength)

Pn
i¼1

Rulenumber
ð2Þ

where n is the total number of rules.
The threshold computed is a measure of the upper bound till completion of the

training of the system. The modified rule set is constructed by selecting rules, which
have a rule strength greater than the computed threshold. After this a matrix is
constructed in the form (RS − mT, RS, RS + mT), where m = 1 to n and n is the
number of rules in the original rule set. The matrix is formulated for different values
of m in such a manner that RS − T is positive. This criterion decides the number of
columns of the matrix.

The matrix now is non-symmetrical as the number of rows would be greater than
the number of columns. The matrix is split into a number of sub-symmetrical
matrices by matching the number of rows with the columns.

The procedure has been illustrated with an example where RS − T is positive
and RS − 2T, RS − 3T, etc. are negative. With only RS − T, RS and RS + T, the
matrix has been formulated. Hence, the modified rule set should be split into 3 X 3
matrices based on the modified rule set. The actual output matrix is accepted as
input. The error, which is the difference between the output and modified rule
matrix, is computed. An activation function is used to iteratively train the modified
rule set till the error is non-negative. The final value is the optimal rule set.

For computing the trained matrix for antivirus check, the different sub-factors
and their corresponding weights are shown in Table 1.

The different Linguistic variables with their ranges and corresponding
mid-values are indicated in Table 2.

A typical rule is shown below.
If (Phishing Check is Excellent) and (Spyware Check is Good) and (Malware

check is Average) and (Trojan Check is Fair) and (Rootkit scan is Poor) Then
(Antivirus software is Average).

The entire rule set comprises of 125 rules. Few sample rules from the entire rule
set is shown below in Table 3.
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The rule strength of the rule If (Phishing Check is Excellent) and (Spyware
Check is Good) and (Malware check is Average) and (Trojan Check is Fair) and
(Rootkit scan is Poor), then (Antivirus software is Average) is 36.2. The Rule
strengths of the above rule base would be computed as indicated in Table 4.

Using the expression, the threshold has been computed as 62.02. Based on this
threshold modified rule set is shown in Table 5.

Hence RS − T is only non-negative and the rest of RS − mT is negative. From
the above discussion 14 (3 X 3 Symmetrical) sub-matrices have been formulated.
The last row of the 14th matrix would be zeroes. The modified rule set is trained
using the activation function E ¼ 1

1�e�T

� �
as shown in Table 6.

The modified rule matrix is LRM. The iteration matrix is LRM1. Given Output
matrix is OM. The error is (OM − LRM1). The iteration is carried out till all
elements of OM − LRM1 becomes negative.

The algorithm has been discussed below

• Form the fuzzy rule set
• Compute the rule strength and Threshold
• Form the Learning rule matrix (LRM) with selected rules (RS > T)
• Form modified rule matrix (RS − mT, RS, RS + mT)
• Accept the output matrix (OM)
• Start the iteration by computing Error E = (OM − LRM)
• Use activation function E ¼ 1

1�e�T

� �
to minimise the error.

• LRM1 = LRM + E
• If (LRM1 <= OM) then

• Final output O1 = LRM1
Else

• L1: LRM1 = LRM + E

Table 1 Weight for each
sub-factor

S.No. Sub-factor Weight

1. Phishing check 5

2. Spyware check 4

3. Malware check 3

4. Trojan check 2

5. Rootkit scan 1

Table 2 Linguistic variable
with range and mid-value

S.No. Linguistic variable Range Mid-value

1. Excellent 0–19 9.5

2. Good 20–39 29.5

3. Average 40–59 49.5

4. Fair 60–79 69.5

5. Poor 80–100 90
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Table 3 Sample rule set

S.No. Malware
check

Spyware
check

Rootkit
check

Trojan
check

Phishing
check

Antivirus
software

1. Excellent Excellent Excellent Excellent Excellent Excellent

2. Good Good Good Good Excellent Good

3. Average Average Average Average Excellent Average

4. Fair Fair Fair Fair Excellent Fair

5. Poor Poor Poor Poor Excellent Poor

6. Excellent Excellent Excellent Excellent Good Excellent

7. Good Good Good Good Good Good

8. Average Average Average Average Good Average

9. Fair Fair Fair Fair Good Fair

10. Poor Poor Poor Poor Good Poor

11. Excellent Excellent Excellent Excellent Average Excellent

12. Good Good Good Good Average Good

13. Average Average Average Average Average Average

14. Fair Fair Fair Fair Average Fair

15. Poor Poor Poor Poor Average Poor

16. Excellent Excellent Excellent Excellent Fair Excellent

17. Good Good Good Good Fair Good

18. Average Average Average Average Fair Average

19. Fair Fair Fair Fair Fair Fair

20. Poor Poor Poor Poor Fair Poor

21. Excellent Excellent Excellent Excellent Poor Excellent

22. Good Good Good Good Poor Good

23. Average Average Average Average Poor Average

24. Fair Fair Fair Fair Poor Fair

25. Poor Poor Poor Poor Poor Poor

26. Excellent Excellent Excellent Excellent Excellent Excellent

27. Good Good Good Excellent Good Good

28. Average Average Average Excellent Average Average

29. Fair Fair Fair Excellent Fair Fair

30. Poor Poor Poor Excellent Poor Poor

31. Excellent Excellent Excellent Good Excellent Excellent

32. Good Good Good Good Good Good

33. Average Average Average Good Average Average

34. Fair Fair Fair Good Fair Fair

35. Poor Poor Poor Good Poor Poor
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• If (LRM1 > OM)

• O1 = LRM1
Else

• (LRM1 = LRM1 + E)

• Repeat iteration until LRM1 value is > OM.
• Goto L1.
• Compute RMSE, RRSE, RAE and MAE for final value of O1.
• End the procedure.

4 Simulation Results

The algorithm was simulated on Java platform with several IT-related issues like
Antivirus, Data backup strategies, hardware maintenance. Simulations were carried
out on fuzzy rule sets with about 500 rules.

• Root Mean Square Error (RMSE)
• Root Relative Square Error (RRSE)
• Relative Absolute Error (RAE)
• Mean Absolute Error (MAE).

4.1 Root Mean Square Error (RMSE)

It is the square root of the mean of the squared difference between the Output
Matrix (OM) and Trained Learning Rule Matrix (LRM1). It is given by the
equation

RMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xi¼n

i¼1

ðOMðiÞ � LRM1ðiÞÞ2
vuut ð3Þ

where n is the number of sample values of the data set under consideration.

4.2 Root Relative Square Error (RRSE)

It is defined as the normalised version of the total squared error to the total squared
error of the prediction made.
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RRSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Pi¼n

i¼1
ðLRM1ðiÞ � OMðiÞÞ2

Pi¼n

i¼1
ðOMðiÞ � A�Þ2

vuuuuuut ð4Þ

where A* is the average of the n sample values.

A� ¼ 1
n

Xi¼n

i¼1

OMðiÞ ð5Þ

4.3 Relative Absolute Error (RAE)

It is defined as the total absolute error normalised to the total absolute error of the
prediction made.

RAE ¼
Pi¼n

i¼1
ðLRM1ðiÞ � OMðiÞÞj j

Pi¼n

i¼1
ðOMðiÞ � A�Þj j

ð6Þ

where A * is the average of the n sample values.

A� ¼ 1
n

Xi¼n

i¼1

OMðiÞ ð7Þ

4.4 Mean Absolute Error (MAE)

It is defined as the error difference for the n samples considered.

MAE ¼
Pi¼n

i¼1
ðOMðiÞ � LRM1ðiÞÞ

n
ð8Þ

The results of the fuzzy-based approach proposed in this work have been
compared with the four conventional machine learning algorithms listed below:

1. Naïve Bayes Classifier
2. Support Vector Method (SVM)
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3. Regression Analysis
4. Artificial Neural Networks (ANN).

4.5 Comparison with Naïve Bayes Classifier

The results of the proposed fuzzy-based approach are compared with Naïve Bayes
Classifier. The reduction in Error for the parameters RMSE, RRSE, RAE and MAE
when compared with the Naives Classifier method are 21, 17, 18 and 27%
respectively as indicated in Table 7.

4.6 Comparison with Support Vector Method (SVM)

The reduction in Error for the parameters RMSE, RRSE, RAE and MAE for the
proposed work when compared with the Support Vector Method are 32, 10, 17 and
17% respectively as indicated in Table 8.

4.7 Comparison with Regression Analysis

The reduction in Error for the parameters RMSE, RRSE, RAE and MAE for the
proposed fuzzy-based approach when compared with the Regression Analysis
Method are 13, 4, 7 and 23% respectively as indicated in Table 9.

4.8 Comparison with Artificial Neural Networks (ANN)

The reduction in Error for the parameters RMSE, RRSE, RAE and MAE for the
proposed fuzzy-based approach when compared with the Artificial Neural
Networks method are 34, 21, 17 and 32% respectively as indicated in Table 10.

4.9 Summary

The reduction in error for the proposed work compared to conventional approaches
is shown in Table 11.

The average reduction by using the fuzzy learning method for RMSE, RRSE,
RAE and MAE are 25, 13, 15 and 25% respectively as indicated in Table 11.
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The average of these values would be 20%. Hence, the fuzzy learning method
reduces error compared to conventional approaches by 20%.

5 Conclusion

A fuzzy-based learning approach has been proposed in this work. The fuzzy
learning approach reduces the error by 20%. This approach computes the rule
strength and chooses rules with rule strengths greater than the threshold limit for
effective learning. The learning approach uses a predictive range for the linguistic
variable, which is chosen before commencing the training process.

6 Future Work

The work can be extended by making this training process fully unsupervised by
generating rule strengths using random function and then completing the entire
process. The random unsupervised learning approach could later be implemented
using Raspberry Pi as hardware for several applications like healthcare analytics,
stock market, etc.
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Exponential Spline Approximation
for the Solution of Third-Order
Boundary Value Problems

Anju Chaurasia, Prakash Chandra Srivastava and Yogesh Gupta

Abstract A general third-order boundary value problems (BVPs) are considered
here, to find the approximate solution. An exponential amalgamation of cubic spline
functions is used to form a novel numerical approach. Finite difference method
supports the developed system to solve the problems slickly. Our method is con-
vergent and second-order accurate. Numerical examples show that the method
congregates with sufficient accuracy to the exact solutions.

Keywords Boundary value problems � Finite difference method
Splines � Third-order differential equation

1 Introduction

The solution of boundary value problems (BVPs) is of key importance for
numerous scientific problems in many branches of science and engineering.
Application of numerical methods to find the approximate solutions of these BVPs
has been an active area of research in applied mathematics. A wide range of
numerical approaches specifically tailored to approximate the solution of
third-order BVPs is available today. An exploration of the literature on the solution
of third-order BVPs using diverse numerical approaches can be comprehended as
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finite difference method [1–4], cubic spline method [5, 6] quartic spline method [7],
quintic spline method [8], non-polynomial splines methods [9–13, 15], etc.

Authors in [1, 2, 4] considered the following system of third-order BVPs

u 3ð Þ xð Þ ¼
f xð Þ; a� x� c;
p xð Þþ f xð Þu xð Þþ r; c� x� d;
f xð Þ; d� x� b;

8<
: ð1:1Þ

with the boundary conditions (BCs)

u að Þ ¼ a; u0 að Þ ¼ b1; u0 bð Þ ¼ b2: ð1:2Þ

In these papers, authors tried to compute numerical solution of the above BVPs
by means of finite difference method. Penalty functions as a supplemen-
tal tool supported the authenticity of the solution. Methods presented in these
papers are found to be second-order convergent.

Authors in [5, 6] studied the same system of problems (1.1, 1.2) to find the
approximate solution. They built up a technique based on uniform cubic spline
functions of the form

Tn ¼ Span 1; x; x2; x3
� �

and established the consistency equations. Designated method had the convergence
of order two with dominance over some other techniques such as finite difference,
collocation, and splines.

The system of third-order BVPs was yet again deliberated by numerous authors
with the treatment of non-polynomial spline functions to compute approximation to
the solution. For solving the above proposed system (1.1, 1.2), authors in [9, 10, 14]
looked for a non-polynomial spline method fabricated with quartic functions. In
[9, 10], authors used the quartic spline function of the form

Tn ¼ Span 1; x; x2; sin kxð Þ; cos kxð Þ� �
:

Whereas in [14], authors dealt with a different form of quartic splines as

Tn ¼ Span 1; x; x2; eðkxÞ; sin kxð Þ
n o

:

The discussed method was second-order convergent and facilitated the smooth
approximation.

Authors [12], came up with their novel approach based on non-polynomial
quintic spline functions to find the solution of above system (1.1, 1.2). They
exercised the establishment of different order of methods for many third-order
BVPs. Henceforth, numerical examples were tested by means of the proposed
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scheme along with improved end conditions. Rate of convergence are up to second
and fourth.

Authors in [7], explicitly featured the development of a numerical technique in
consequence of quartic spline functions to solve the special case of third-order
BVPs given as

u000 xð Þ ¼ f ; 0� x� 1
4 and 3

4 � x� 1;
uþ f � 1; 1

4 � x� 3
4;

�
ð1:3Þ

with the BCs

u 0ð Þ ¼ u0 0ð Þ ¼ u0 1ð Þ ¼ 0: ð1:4Þ

The above system of differential equations was solved by authors for f = 0 to test
the pragmatism of the applied technique. Errors were computed for examples that
evidence the better approximation than some existing methods in the nous of
accuracy and computational work.

Authors in [8], proposed a particular form of third-order BVPs to lead the spline
based numerical system

y000 xð Þ ¼ f x; yð Þ; a� x� b; ð1:5Þ

subject to

y að Þ ¼ k1; y0 að Þ ¼ k2; y bð Þ ¼ k3: ð1:6Þ

A structure was formed with the help of quintic spline functions to solve the
third-order BVPs. This method provided accuracy up to fourth order.

Authors in [11, 15] numerically investigated the non-polynomial spline solutions
of third-order BVPs of the form (1.5) with subsequent BCs

y að Þ � A1 ¼ y0 að Þ � A2 ¼ y0 bð Þ ¼ A3 ¼ 0: ð1:7Þ

They employed with the non-polynomial splines based on quartic spline func-
tions to yields the approximations. Order of the method in [11] was to be found two,
where [15] assured the accuracy up to second and fourth order.

Once more, above specified BVP (1.5) along with BCs (1.7) was projected by
authors in [13]. A framework was systematized with non-polynomial quintic spline
functions to find the smooth approximations. Method was second and fourth order
convergent while solving the third-order BVPs.

A general third-order BVPs of the form

Ly xð Þ ¼ y000 xð Þþ a xð Þy00 xð Þ � b xð Þy0 xð Þþ c xð Þy xð Þ ¼ f xð Þ; ð1:8Þ
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with the boundary conditions

y d0ð Þ ¼ a0; y0 d0ð Þ ¼ a1; y d1ð Þ ¼ a2: ð1:9Þ

or

y d0ð Þ ¼ a0; y0 d0ð Þ ¼ a1; y0 d1ð Þ ¼ a3:

were solved for linear and nonlinear cases by authors in [3]. They involved only
four mesh points to customize the technique. They solved the examples for special
cases of BVPs with different conditions. The method has the convergence up to
order four.

Our paper focused on the solution of general third-order boundary value
problem of the form

y 3ð Þ xð Þ ¼ f xð Þy 2ð Þ xð Þþ g xð Þy 1ð Þ xð Þþ h xð Þy xð Þþ r xð Þ; �1� a� x� b�1;

ð1:10Þ

with the boundary conditions:

y að Þ ¼ Z1; y0 að Þ ¼ Z2 and y0 bð Þ ¼ Z3; ð1:11Þ

where Zi, i = 1, 2 and 3 are finite real constants. f(x), g(x), h(x) and r(x) are con-
tinuous functions on the interval [a, b]. To find the approximations to the solutions
of above system (1.10, 1.11) through some different non-polynomial scheme, we
used exponential cubic spline functions of the form

Tn ¼ Span 1; x; eðkxÞ; eð�kxÞ
n o

;

where k is the free parameter. Tn reduces to cubic polynomial spline function in [a,
b], when k ! 0. The results obtained by our method will clearly indicate that this
spline scheme produces more accurate numerical results than difference method in
[16]. The paper at hand will cover the following aspects:

Section 2 introduces the development of our method. Section 3 describes the
convergence study of the proposed scheme. In Sect. 4, we applied our scheme on
two examples to assess the efficiency of the technique. Finally, paper is concluded
in Sect. 5.
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2 Mathematical Formulation

A grid of N + 1 equally spaced points xi, is defined here which equally divides the
interval [a, b] into N parts. In each part, the mixed spline function Pi(x) has the
following form:

Pi xð Þ ¼ aiekðx�xiÞ þ bie�kðx�xiÞ þ ci x� xið Þþ di; for i ¼ 0; 1; 2. . .;N: ð2:1Þ

where ai, bi, ci and di are constants and k is free parameter which can be real or purely
imaginary. Let U(x) be the exact solution of above system of BVPs (1.10, 1.11) and
Si an approximation to Ui = U(xi) obtained by the segment Pi(x) of the exponential
spline function passing through the points (xi, Si) and (xi+1, Si+1).

Now, we assume

Pi xiþ 1
2

� �
¼ Siþ 1

2
; P 1ð Þ

i xið Þ ¼ Di;

P 2ð Þ
i xiþ 1

2

� �
¼ Qiþ 1

2
; P 3ð Þ

i xiþ 1
2

� �
¼ Tiþ 1

2

8<
: ð2:2Þ

to obtain the value of coefficients such as

ai ¼ e�h

2k2 Qiþ 1
2
þ 1

k Tiþ 1
2

h i
;

bi ¼ eh
2k2 Qiþ 1

2
� 1

k Tiþ 1
2

h i
;

ci ¼ Di þ sinh hð Þ
k Qiþ 1

2
� cosh hð Þ

k2 Tiþ 1
2
;

di ¼ Siþ 1
2
� h

2Di � 1
k2 þ h sinh hð Þ

2k

h i
Qiþ 1

2
þ h cosh hð Þ

2k2 Tiþ 1
2
:

8>>>>>><
>>>>>>:

ð2:3Þ

where h = kh/2, i = 0, 1, 2, … , N − 1.
As cubic splines are continuous functions, it follows that

P lð Þ
i�1 xið Þ ¼ P lð Þ

i xið Þ; l ¼ 0; 1; 2: ð2:4Þ

which gives the following consistency relations:
For µ = 0,

Di þDi�1 ¼
2 Siþ 1

2
� Si�1

2

� �
h

þ 2ðcosh hð Þ � 1Þ
k2h

� sinh hð Þ
k

� �
Qiþ 1

2

� 2ðcosh hð Þ � 1Þ
k2h

þ sinh hð Þ
k

� �
Qi�1

2
þ cosh hð Þ

k2
� 2 sinh hð Þ

k3h

� �
Tiþ 1

2
þ Ti�1

2

� �
:

ð2:5Þ
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For µ = 1,

Di � Di�1 ¼ 2 sinh hð Þ
k

� �
Qi�1

2
: ð2:6Þ

and for µ = 2,

Qiþ 1
2
� Qi�1

2
¼ tanh hð Þ

k

� �
Tiþ 1

2
þ Ti�1

2

� �
: ð2:7Þ

Adding Eqs. (2.5) and (2.6), we get

Di ¼
Siþ 1

2
� Si�1

2

� �
h

þ 1
2k2 cosh hð Þ �

tanh hð Þ
k3h

� �
Tiþ 1

2
þ Ti�1

2

� �
: ð2:8Þ

From Eqs. (2.7) and (2.8), we get

Diþ 1 � 2Di þDi�1 ¼ 2 sinh hð Þ tanh hð Þ
k2

� �
Tiþ 1

2
þ Ti�1

2

� �
: ð2:9Þ

Substituting the value of Di’s from Eq. (2.8), we get the following relation

Siþ 1
2
� 3Si�1

2
þ 3Si�3

2
� Si�5

2
¼ h3 a Tiþ 1

2
þ Ti�5

2

� �
þ b Ti�1

2
þ Ti�3

2

� �h i
;

for i ¼ 3; 4; . . .;N � 1:
ð2:10Þ

where

a ¼ tanh hð Þ
8h3

� 1
8h2 cosh hð Þ;

b ¼ sinh hð Þ tanh hð Þ
2h2

� tanh hð Þ
8h3

þ 1
8h2 cosh hð Þ;

and Ti ¼ S 3ð Þ xið Þ:

8>><
>>:

For the ends of the range of integration, we can obtain three more equations.
These three equations [17] are given by

8S0 � 9S1
2
þ S3

2
¼ �3hD0 þ 3

8 h
3 T1

2

h i
; for i ¼ 1;

2S1
2
� 3S3

2
þ S5

2
¼ �hD0 þ 1

24 h
3 �T0 þ 12T1

2
þ 12T3

2

h i
; for i ¼ 2;

�SN�5
2
þ 3SN�3

2
� 2SN�1

2
¼ �hDN þ 1

24 h
3 12TN�3

2
þ 12TN�1

2
� TN

h i
; for i ¼ N:

8>>><
>>>:

ð2:11Þ
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The solution of our system (1.10, 1.11) is based on the linear equations given by
(2.10, 2.11). The local truncation errors ti, i = 1, 2 … N associated with the above
specified exponential cubic spline method, are given as follows:

ti ¼

27
1920 h

5U 5ð Þ
i þ o h6

	 

; for i ¼ 1;

� 1
1920 h

5U 5ð Þ
i þ o h6

	 

; for i ¼ 2;

�2að Þh5U 5ð Þ
i þ o h6

	 

; for 3� i�N � 1;

� 1
1920 h

5U 5ð Þ
i þ o h6

	 

; for i ¼ N:

8>>>><
>>>>:

ð2:12Þ

The third derivative specified in Eq. (1.10), is solved here by means of expo-
nential non-polynomial spline method (2.10, 2.11) and approximate solutions are
attained. Substituting Ti ¼ y 3ð Þ xð Þ in Eq. (1.10), we get the following equation

Ti ¼ f xið Þy00i þ g xið Þy0i þ h xið Þyi þ r xið Þ:

Henceforward, finite difference method is used as a bridge to evaluate the first-
and second-order derivatives by way of

y00i xið Þ ¼ yiþ 1 � 2yi þ yi�1

h2
and y0i xið Þ ¼ yiþ 1 � yi�1

2h
:

3 Convergence Analysis

The error equation of the methods (2.10, 2.11) can be written as:

AE ¼ T ; ð3:1Þ

where E = (ei+1/2) is the error of discretization defined by ei+1/2 = Ui+1/2 − Si+1/2,
T = (ti) and matrix A can be defined as

A ¼ A0 þ hBFþ h2BGþ h3BH; ð3:2Þ

where, A0 is nonsingular matrix, given by
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A0 ¼

�9 1 0
2 �3 1 0

�1 3 �3 1
�1 3 �3 1

. .
. . .

. . .
. . .

.

. .
. . .

. . .
.

�1 3 �3 1
1 �3 2

2
666666666664

3
777777777775
:

Matrices B, F, G and H are according [10]. From (3.1) and (3.2), we can have

E ¼ A�1T ¼ A0 þ hBFþ h2BGþ h3BH
	 
� ��1

T : ð3:3Þ

Then,

Ek k� ðIþA�1
0 hBFþ h2BGþ h3BH
	 
�� ���1

A�1
0

�� �� Tk k:

Using

IþAð Þ�1�� ��� 1� Ak kð Þ�1;

we get

Ek k� A�1
0

�� �� Tk k
1� A�1

0

�� ��: ðhBFþ h2BGþ h3BHk Þk : ð3:4Þ

Again, by using the fact as followed in [10],

A�1
0

�� ��� 2
81

b� að Þ3 1þ 3h2

2 b� að Þ2
" #

h�3

and

BFk k ¼ ð48aþ 16bÞ Fk k; BGk k ¼ ð12aþ 5bÞ Gk k and BHk k ¼ 2ðaþ bÞ Hk k;

where,

Fk k ¼ maxa� x� b f xið Þj j; Gk k ¼ maxa� x� b g xið Þj j and Hk k ¼ maxa� x� b h xið Þj j

and for k1, k2, k3 < 1 and k1 + k2 + k3 = 1;
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Fk k� h2k1
x 48aþ 16bð Þ ; Gk k� h k2

x 12aþ 5bð Þ ; GHk k� k3
x
: ð3:5Þ

also,

Tk k ¼ �2að Þh5M5;where M5 ¼ maxa� x� b uð5Þ xð Þ�� ��:
So, by using Eq. (3.4), we obtain

Ek k�O h2
	 


: ð3:6Þ

4 Numerical Illustrations

To illustrate the use of exponential cubic spline, we consider two general
third-order BVPs with a comparison over a difference method [16].

Problem 4.1

u 3ð Þ xð Þþ xu 2ð Þ xð Þ ¼ �6 x2 þ 3 x� 6; 0\x\1;

u 0ð Þ ¼ 0; u0 0ð Þ ¼ 0 and u0 1ð Þ ¼ 0:

The theoretical solution for this problem is

u xð Þ ¼ 3
2
x2 � x3:

The maximum absolute errors (MAE) in the solutions are tabulated in Table 1.

Problem 4.2

u 3ð Þ xð Þ ¼ 25 u 1ð Þ xð Þ � 1; 0\x\1;

u 0ð Þ ¼ r �Kþ 2 tanh K
2

	 

2K3 ; u0 0ð Þ ¼ 0 and u0 1ð Þ ¼ 0:

Table 1 The maximum
absolute errors in Problem 4.1

N Our method In [16]

128 3.7363 � 10−4 3.0696 � 10−3

256 9.3581 � 10−5 6.1094 � 10−4

512 2.3417 � 10−5 1.4379 � 10−4

1024 5.8568 � 10−6 4.1723 � 10−5

2048 1.4648 � 10−6 1.6298 � 10−5
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The theoretical solution for this problem is

u xð Þ ¼ r K 2x� 1ð Þ � 2 sinh Kxð Þþ 2 cosh Kxð Þ tanh K
2

	 
	 

2K3 :

The MAE in the solutions are charted in Table 2.

5 Conclusion

There are a few articles that have addressed the approximate solutions of general
third-order boundary value problems using spline functions. We presented a novel
method based on exponential cubic splines to solve general linear third-order BVPs.
Convergence analysis and solved examples show the feasibility of the method. Our
method validates accuracy up to second order. Moreover, comparisons are made to
assess the adeptness of the specified technique. The results obtained in tables clearly
indicate that present method produces more accurate numerical results than dif-
ference method as developed in [16].
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Customer Lifetime Value: An Ensemble
Model Approach

Harminder Singh Channa

Abstract Customer lifetime value allows Banks and Financial Institutions to
examine the worth of customers to the business, which provides important inputs to
take informed marketing & retention decisions and better Customer Relationship
Management. Traditional CLV approaches are primarily isolated at account level
worthiness. Some Customer level CLV do take 360° view of the customer rela-
tionships but are more heuristic in nature or predicting the CLV based on historical
CLV data using single model approach. In this paper, we have explored the existing
solutions available to calculate the CLV and explained the rationale for not using
with their respective limitations. The focus of the study was on retail banking
sector, the proposal is to use whole gamut of existing marketing and risk predictive
models for calculating the predicted CLV without taking the time value of money
into consideration. It also discusses about the comparisons between the present and
future CLV of the customer and how to check the overall health of the bank’s
business using calculated CLV.

Keywords CLTV � CLV � Customer lifetime value � Predicted customer value
Present customer value � CLTV limitations � Predictive model � Churn model
Survival model � Machine learning in banking � Customer potential
Time value � Present value � Customer relationship � Customer level CLTV

1 Introduction

CLV: Customer Lifetime Value in the most simplistic terms is the measure of the
profitability of the customer during the lifetime. The limelight which CLV always
receive is because all the banks are interested in focusing on the ‘cream of the crop’
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customers to have sustaining mutually beneficial relationships with selected
customers. Also, it exhaustively explains the relationship between the customer and
the Bank.

This CLV soothsaying can vary from a subjective/heuristic approach to more
sophisticated analytical techniques. There is no standard way of measuring CLV.

Bank and Data Sources
We were supporting an Indian bank1 with strong regional presence and lot of data
attributes were available to us to have a customized data lake. Besides model
development for different bank departments, one of the prioritized goals was the
calculate CLV for the customers.

In order to have our own CLV measure for the retail banking exhaustive enough
to encompass all relationships and potentials of a customer, we started adopting one
of the available approaches but ended up devising a novel way to calculate CLV.

Various approaches are in place and are published, focusing on multiple aspects
in the retail banking industry. We have explained some of those and then boiled
down to the solution we have presented.

Three standard approaches/techniques were explored that are used in industry:

(1) Churn model based approach
(2) Survival analysis based approach
(3) Model for CLV.

2 Literature Review

2.1 Approach 1: Churn Model Based Approach

CLV is viewed as the present value of the future cash flows associated with a
customer. It is basically the sum of the incomes obtained from a customer over the
lifetime after deducting all the associated costs by taking the present value of the
money.

The basic formula for calculating CLV for customer, i at time, t for a finite time
horizon T is:

1Due to proprietary bank, we are keeping the bank anonymous.
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CLVi;t ¼
XT

t¼0

profiti:t
1þ dð Þt or CLVi ¼

XT

t¼1

Revenuei:t
1þ dð Þt �

XT

i¼1

Costi:t
1þ dð Þt ð1Þ

Now calculating CLV based on T that is equal to the term of term deposits or
advances would be naïve. That is to assume all the customers on the banks books
would complete the full terms. For Saving/Current deposits selecting T becomes
little tricky. A rule of thumb is to calculate it for next 3–5 years or any other
horizon, which business feels would not change substantially.

But this approach with some fixed horizon is little vulnerable to customer
attrition or churn. So an improved approach is to incorporate the churn prediction.

Here is the mathematical model for CLV measuring of this research:

CLV ¼
Xn

t¼1

Pt StXMtð Þ
dt

�
Xn

i¼1

ðPtXDtÞþRtÞ
dt

ð2Þ

where

Pt Theprobability of continuous interaction of customerwith thebank;Pt = 1−C.R,
and also C.R is churn probability.

St The average amount of customer’s accounts after subtracting by legal and
liquidity saving rate; this amount of accounts inventory is the free deposits for
retail banks.

Mt The marginal profits for St.
dt Discount rate that is equal to: 1+ inflation rate.
Dt This is the first group of costs that associated with the direct costs about the

accounts.
Rt This is the first group of costs that associated with the indirect costs. This

group are including of costs such as: advertising and marketing costs,
depreciation costs, administrative costs, other personnel costs, etc.

N Number of periods.

2.2 Approach 2: Survival Analysis Based Approach

CLV based on survival function and time value of money.
Survival model is developed based on customer’s past behavior and trends, to
calculate the probability of a customer’s survival for next “n” years. CLV is cal-
culated based on historic and predictive Customer Lifetime Value for each
customer.
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CLV ¼ CLVHistory þCLVFuture

CLVFuture ¼ Survival tð Þ � T � Monthly Potential½ � ð3Þ

In another way, CLV represents the net present value from profits, from a single
customer. It can be represented as

CLVcustomer i ¼
XN

i¼1

Revenuei � Survivalratei � Expensesið Þ= 1þ rð Þi ð4Þ

2.3 Approach 3: CLV Predictive Model

This approach is quite straightforward and is to develop a predictive model for
Customer Lifetime value (CLV) using the most important variables from the
banking industry.
This works like a standard model development approach with a dependent variable
and lot of predictors. CLV is calculated for each customer in the historical data and
used as a dependent variable. The dependent variable is the yearly profit obtained
from the customer and is computed as taking the sum of the profits gained from each
transaction, the assets and liabilities and the products/services used by the customers.

Various modeling techniques can be used to model CLV. This study for liter-
ature review did a comparison between least square estimation (LSE) and artificial
neural network (ANN) in order to select the best performing forecasting tool to
predict the potential CLV. Due to its higher performance; LSE based linear
regression model is selected.

In addition to the common variables used in CLV prediction, monetary value
and risk of certain bank services, as well as product/service ownership-related
indicators, are also significant factors.

3 Proposed Work

As discussed above, we have first tried to adopt the approaches mentioned in the
literature review but found that there was some room available to add value to the
existing approaches. In this section, we first aimed to address the drawbacks of
the approaches discussed through a simple but yet effective approach.

(1) Limitation with first two approaches:

Both the methods i.e. Churn & Survival based work well if CLV needs to be
calculated at an account level. In order to take in every aspect of the customer
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relationship, the best we could do was to agglomerate individual CLVs at the
customer level for different products. But it was missing out the entire customer
potential. Customer value was also dependent on the future products/offers a cus-
tomer can take up.

(2) Limitation with CLV predictive model:

Missing out on the customer potential and weighing so heavily on the historical
predictors only, to predict the future CLV. It becomes a real challenge to squeeze in
all the diverse customer information from all customer touch points/spheres into
one model. This information ranging from demographics, experience, monetary and
risk information to product/service ownership was so vast to be captured appro-
priately in one single model.

These limitations formed the basis of our research and drove us to work to
encompass every aspect of the customer.

3.1 Predictive Models in Banks

From the literature review, one thing was certain that the predictive models, be it
churn model or survival Cox proportional hazard model or Foreclosure model, do
add a lot of value in CLV calculation/prediction.

Therefore, it became imperative for us to understand the current model reposi-
tory a retail bank was equipped with and to assess whether we can leverage any-
thing we have developed so far. The good part was that the retail banking industry
has matured in the last few years and few banks managed to have evolved as a
customer centric bank. This gave us a head start and following was how our banks
model repository (Table 1) looked like for both Deposits & Advances2 both
marketing/risk models.

Table 1 Banks model repository

Marketing models Risk models

Response & uplift model Probability of Default & LGD
Survival & Churn Model
Payoff Model & Foreclosure

2Due to proprietary bank data, not all models were listed.
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3.2 Usage of Predictive Models in Banks:

How banks use predictive models for marketing/Risk/Account management was an
important area to look at.

We have observed, how much customer centric a bank can become, usage of
models was mostly segregated or in isolation. What we mean here was various
bank’s departments mostly work in isolation.

• Marketing team’s focus was always increasing the response rates and hence
acquisitions. They have their own suite of models (like response, uplift, attri-
bution) which they use without any knowledge what was happening to bank’s
NPAs

• Similarly Risk teams focus was to look into credit worthiness of the customers.

There was no problem working like this and that was a successful analytics
model a bank can have but synergizing all departments would definitely yield better
results.

Therefore, the available stock of models was good enough to have 360° view of
the customers. Each model with individual probabilities predictions from all phases
of customer lifecycle or customer potential and from all relationships are utilizing
the entire data lake available.

3.3 Our Approach: Model Ensemble

Our approach was basically an ensemble approach where we were mainly
“connecting the dots” to reveal a bigger picture where individual bank departments
models were the dots.

Our definition of CLV is the measure of the profitability of the customer during the lifetime
from all the relationships and future potentials of a customer without taking into account the
time value of the money by only incorporating available predictive models

CLVcustomer;i ¼ CLVcustomeri;Potential þCLVFcustomeri;future

where

CLVcustomeri;Potential It was the customer potential. It was revealed by the marketing
or acquisition models predicting the future products a customer
can take up.

CLVFcustomeri;future It is CLV of existing relationships: Using all the available
risk and retention models as used in account level CLV
calculations.
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Our definition prefers to have a shorter horizon of the customer relationship from
6 to 12 months as business conditions would not change drastically in this period
and because of this there was no need to incorporate the time value of money.

3.4 Demonstration

From the Deposit & Advances books, this was the snapshot of two customers with
the following relationships with the bank.

Cust_num: Customer Number
Month Year: Month and year when snapshot was taken
Deposit Amt: represents the term deposit account amount
Saving Curr bal: represents the saving account current balance
HLoan Appr Amt: represents the Home Loan account approved amount
HLoan bal Amt: represents the Home Loan balance amount
Loan Approved Amt: represents Personal loan account approved amount
Loan Bal: represents the Personal Loan balance amount

STEP 1 CLV,present (CLV at present)

Cust_num*
Month 
Year Age Region

Deposit 
Amt

Saving 
Curr bal

HLoan 
Appr Amt

HLoan 
bal Amt

Loan 
Approved 

Amt
Loan 
Bal

Present 
Customer 

Value

ABC Aug15 35 Region 
Central Rs0 Rs6,500 Rs15,000 Rs12,000 Rs5,000 Rs1,000 Rs15,000 

HSC Aug15 65 Region 
East Rs0 Rs2,500 Rs0 Rs0 Rs2,000 Rs1,500 Rs2,650 

.

.

*Masking the bank account number.
Based on the present portfolio of customers (ABC), CLVpresent was calculated i.e.

CLVABC;present ¼ Deposit Amtð Þþ Saving Curr balð Þþ 70% � HLoan bal Amtð Þ
þ 10% � Loan balð Þ

CLVABC;present ¼ Rs:15; 000

STEP 2 Adding predicted probabilities per customer

With lot of predicted models in place, we had made these predictions about the
customer
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Cust_num Age Region
Deposit 

Amt
Saving 

Curr bal

HLoan 
Appr 
Amt

HLoan 
bal 
Amt

Loan 
Approved 

Amt
Loan 
Bal

Present 
Customer 

Value p1 p2 p3 p4
Dec

1
Dec

2
Dec

3 LGD

ABC 35 Region 
Central Rs0 Rs6,500 Rs15,00

0 
Rs12,00

0 Rs5,000 Rs1,
000 Rs15,000 0.4 0.00550.060.15 3 10 2 0.15 

HSC 65 Region 
East Rs0 Rs2,500 Rs0 Rs0 Rs2,000 Rs1,

500 Rs2,650 0.56 0.008 NA 0 2 9 NA 0.0001

.

.

p1 Represents the probability of existing customers buying a Term Deposit
p2 Represents the Churn probability of existing Saving customers within next

12 months
p3 Represents the payoff probability of existing Home Loan customers to

foreclose
p4 Represents the predicted Loss Given Default of existing Personal Loans

within next 6 months
Dec1 Represents the predicted decile of existing customers buying a Term

Deposit
Dec2 Represents the predicted Churn decile of existing Saving customers within

next 12 months
Dec3 Represents the predicted payoff decile of existing Home Loan customers to

foreclose
LGD Represents the predicted Loss Given Default of existing Personal Loans

within next 6 months.

STEP 3 Based on predicted probabilities/deciles per customer, predicted amounts
are calculated, which finally converted into CLV

Cust_numAgeRegion

Present 
Customer 

Value p1 p2 p3 p4 p5 Dec1Dec2Dec3 LGD RsVal1 RsVal2 RsVal3 RsVal4

Predicted 
Customer 

Value

ABC 35 Region 
Central Rs15,000 0.40.00550.060.15 0.002 3 10 2 0.15 Rs750 Rs6,500 (Rs8,400)(Rs150) (Rs1,300)

HSC 65 Region 
East Rs2,650 0.56 0.008NA 00.0005 2 9NA 0.0001 Rs750 Rs2,500 Rs0 (Rs0) Rs3,250

RsVal1 Represents the customer’s potential to buy Term
deposit. We have used average term deposit = Rs. 750

RsVal2 Represents the customer’s potential loss as churning
from Saving account, which was equivalent to the
current saving balance. In the example, customer was
not churning therefore, current balance i.e. Rs. 6,500

RsVal3 Represents the customer’s potential loss on Home loan
outstanding balance as prepaying the loan. Calculated
as (−1)** � 70% of Rs. 12000 = −Rs. 8,400
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RsVal4 Represents the customer’s potential loss on Personal
loan outstanding balance as customer will default.
Calculated as (−1)** � LGD of Rs. 1,000 = − Rs. 150

Predicted customer value It was the sum of the potential gain/loss per customer.

Calculated as CLVABC,predicted = Rs. 750 + Rs. 6,500 + (−Rs. 8,400) +
(−Rs. 150) = −Rs. 1,300.

**(−1) to subtract the loss

3.5 Comparison Between Present and Future CLV

Therefore, Customer who seemed very profitable as on Aug15 with
CLVABC,present = Rs. 15,000 has the predicted CLVABC,predicted of – Rs. 1,300 as
depicted in Fig. 1.

In order to pin point the concern areas, we calculated the percentage change in
each of the customer products, which was represented in the Fig. 2.
Predicted CLV of the Bank: In the demonstration above, we had calculated the
predicted CLV of one customer. When we replicated it across the Deposits and
Advances book, we got astonishing results. The healthy and growing looking book
based on the present value has shown inverted picture as shown in Fig. 3.
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In order to pin point the concern areas, we calculated the percentage change in
each of the customer products for the bank’s Deposit and Advances, which was
represented in the Fig. 4.

This gave a very important insights:

(1) Advances were going to give losses in the near future
(2) Deposits were expecting growth of 20%.

4 Conclusion

The proposed approach was very easy to adopt and implement and captures all the
important parameters available in the retail banking space. It not only answered the
problem CLV prediction questions but also gave important insights about how
marketing and retention strategies at a customer level. The highlight was to get
enlightened about the overall health of the business. It very easily explained the
focus area to start prioritizing with to understand from which segment the maxi-
mum impact was coming.
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A Cryptographic Algorithm Using
Location-Based Service and Biometrics

Ridam Pal, Onam Bhartia and Mainak Sen

Abstract Modern advancement of different technologies led to the increasing
computational power of each individual component of digital computers that
threatens to crack many secure classical algorithms as they are based on mathe-
matical assumption. Thus like authenticated users, hackers or intruders are also able
to crack security system. So, researchers and scientists are moving to new directions
as well as merging different types of algorithms. Different GPS-enabled devices like
smartphone, PDA, etc. are easily accessible which also supports many different
applications that extract patterns like iris, fingerprint, etc. Biometric features can be
used along with location of intended receiver to develop a cryptographic algorithm.
Different smartphone apps provide both locations and can extract the biometric
features by which people can form new key. The focus of this paper is to examine
that merging of two approaches is advantageous as it provides more security to
data.

Keywords Location-based services � Biometric cryptosystem � Feature
extraction � Image processing � Image segmentation

1 Introduction

Researchers are trying to improve the efficiency or hardness of cryptographic
algorithm so that the attacker might face more and more trouble breaking the
algorithm. Nowadays, the underlying devices that are used can be location enabled
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like mobile phone, GPS data login devices, etc., and many day-to-day needs of
people are being solved by the use of location-based services. Location-based
service or the technology related to location-based service utilizes the location of an
entity to provide a value-added solution to the user [1]. For example, different
navigation applications available on smartphone enable people to board Ola and
Uber cabs by defining their location, and people can also find nearby restaurants,
shopping malls, and also the road that has less traffic toward their destination.
Different apps also support a security alarm to track the near ones of traveler.
Remote health care is also an area where these location-based services are used to
track a person who needs medical attention.

Since these services are nowadays available at a very lower cost, the location of
one side can be sent to the other side very easily through a public channel. Beyond
conventional cryptography, people are in need of more powerful crypto algorithm
like geo-encryption. The purpose of geo-encryption is to provide security to the
transmission of information. In this type of cryptosystem, one could cryptograph-
ically bind or attach a location and to some extend time to the ciphertext in such a
way that the encrypted text or file can be decrypted only when the location, time
etc. constraints are satisfied at the receiver side.

Kealy stated about the mutual relationship between position and location in order
to enhance these features. The limitation of current location-based system such as its
efficiency and other such problems can be addressed through development in thefields
of position technologies, human spatial cognition, and qualitative spatial reasoning. It
states about integrating sensor fusion knowledge with spatial fusion knowledge
through feedback cycle, which would help in the development of location-based
system [2]. Barni mentioned various protocols used in the encryption of data in his
paper. It has stated about the homomorphic encryption, oblivious transfer, hybrid
protocols, and biometric recognition protocols which were explained in detailed
fashion [3]. Biometric feature extraction such asfingerprint, face recognition, etc., can
also be deployed for security purpose [4, 5]. Fingerprint of human is one of the most
basic features, which can be used for security-related applications [6, 7].

The most basic formation in a fingerprint is a ridge, which forms a certain pattern
of black lines. The core of the fingerprint is the innermost recurve that occurs at the
center of the pattern. Delta is the feature where three lines converge to form a
triangle type structure. Occasionally, ridges split into two ridges known as bifur-
cation. When a ridge starts or stops at a short distance it is called dot.

The three basic patterns in fingerprint are arch, loop, and whorl. The ridges in the
arch pattern start at one side of the finger, rise at the center, and exit from the
opposite side. There are no cores or delta in an arch. The ridges in a loop pattern
start at one side of the finger, loop in the middle, and exit from the same side from
where it started. There are one core and one delta in a loop pattern. The loop can
face either left or right. The ridges in a whorl pattern are generally round shaped.
There are usually two cores one facing up and one facing down. There are two
deltas one in left and other in right. In this paper, we have deployed feature
extraction of fingerprint and location-based service to generate a key for encryption.
The extracted feature of fingerprint was converted to text, which along with the
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location-based service, has helped in generation of the final key. The public key
generated by the biometric system can be prone to various attacks during the time of
communication [8].

The organization of the paper is as follows. After this brief introduction, the
necessary background of location encryption is described in Sect. 2. Section 3
states the concept of pattern recognition. Section 4 describes the process for fin-
gerprint identification. Next, the proposed solution has been described in Sect. 5
supported by the experimental results that are shown in Sect. 6. Finally, Sect. 7
concludes the discussion.

2 Location Encryption

Geo-encryption is a type of encryption in which one could encrypt a data for a
specific place or geographic area and it would also include the time specification for
creation of ciphertext [1]. Thus, the ciphertext generated can be decrypted only
within the specific geographic area and time constraint. A plaintext is converted to
its corresponding ciphertext using the location that is latitude and longitude of the
receiver and the ciphertext can only be decrypted if the location of the receiver is
known.

The data is encrypted with the help of location provided by GPS-enabled
devices. Initially, a key is generated based on its location and an encryption
algorithm is used to form the ciphertext. A key synchronization mechanism must be
maintained so that both the sides use the same key for encryption and decryption
and in this case, both sides should agree that they will be using this location-based
concept at some early stage so that we can also avoid the key distribution step [2,
9]. Once the synchronization is maintained, the data can be encrypted and sent over
to the mobile location where it requires to be transferred. After the data is received,
it can again be decrypted using the same key to retain the original data.

3 Pattern Recognition

Regularities in data shape or data structure can be defined as pattern. A circular arc
can also be termed as pattern. In order to say that one pattern matches with the other
pattern, the saved pattern must match with the given pattern in certain criteria and
aspects. For example, in case of circular arc, a pattern can be recognized by radius
and location of center. Perpendiculars will be drawn on the perimeter of the circle.
The point of intersection will be the center and the distance of point on perimeter to
the center will be its radius. If radii of both circles are almost equal then the
assumption is made that circular arc is similar to the other. Else, it is not similar to
the other arc.
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Pattern recognition is nothing but a matching problem, which focuses on
matching between patterns. When the similarity between two patterns is very high
or the dissimilarity is very low, where one of the patterns is stated as model or
reference on the knowledge based, we can state whether the second pattern is
recognized by the first pattern. Whenever there is a need to recognize a pattern,
certain features of the pattern are extracted and compared with the feature domain to
conclude whether the patterns are same or different. The features extracted from the
circular arc were the radius and the center. On basis of that, it was determined
whether the arcs are same or different.

To generate the known pattern, there are two techniques called supervised and
unsupervised learning. In case of supervised learning, there are set of known pat-
terns. The features of such similar patterns are collected and generated for all other
patterns. Using the stored features, a model is generated which is a feature vector.
The feature vector generated is the representative of the same class of patterns. This
representative feature vector is stored in the knowledge-based system. Thus, when a
new pattern comes such features will be generated and compared with feature
vector stored in the knowledge based using the distance between the two feature
vectors. If the distance between those two feature vectors is very small, then the
unknown pattern is considered to be same as the pattern in the knowledge-based
system, otherwise, it is not in the knowledge-based system.

In case of unsupervised learning, there is no known pattern. There is a mixture of
patterns from which mixture of feature vectors is generated, without having any
information about its source. The feature vector needs to be processed in order to
partition the set of feature vectors into a number of subsets, where the feature vector
in one set are generated from similar pattern and feature vector from another subset
are generated from another pattern. This partitioning of feature vector into subset
has to be done by data processing. Thus, from each classified set, a representative
feature vector for each set is generated.

4 Process Used for Recognition of Fingerprint

In this section, the proposed model for feature extraction of fingerprint has been
stated. Each process has been described in detail stating how it functions.

4.1 Image Acquisition

In image acquisition, the scanned image is acquired in the form of input image. The
image acquired should be in specific format such as JPEG, PNG, etc. The image is
acquired from scanner or any other suitable device.
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4.2 Preprocessing

In preprocessing, a set of operations are performed on the image to render its quality
before it is set up for image segmentation. The image is optimized so that the image
segmentation can be done using certain nite number of steps. It includes noise
removing, edge removing, dilation and filling, and other operations.

4.3 Image Segmentation

Image segmentation is the task where an image is split up into individual objects
containing within the image. In image segmentation, an image is stored in the form
of matrix where the number within the matrix represents each pixel in the image.
There are three matrixes stacked on top of each other, where each matrix represents
one color from RBG (Red/Blue/Green). The value of each element in the matrix can
range between 0 and 255 (0 indicates dark and 255 indicates bright). In Image
segmentation, the image needs to be processed to transform it into different
matrixes. The other matrix is known as the object matrix. The object matrix has the
same number of rows and columns as the image matrix but it does not have three
matrixes stacked on top of each other. The value of each cell in the matrix is an
object label number where all pixels belong to a single object having the same
labeled number. This kind of output will allow recognizing that there are three
distinct objects in an image along with its border, which will help to do different
kinds of operations on each of these objects. Object labeling helps in distinguishing
each pixel as the part of a connected object. Its basic goal is to identify an object. It
basically comprises of four steps in order to apply object labeling algorithm

1. The color image gets converted into grayscale image.
2. The grayscale image is then converted into black and white or binary image.
3. Transformation might be applied if necessary. Some transformations that are

available are opening and closing, which is already predefined in various lan-
guages or software.

4. Object labeling algorithm—It is an algorithm which changes black and white
image to an object matrix. The black and white matrix and the object matrix will
have the same dimension.

4.4 Feature Extraction

A feature vector is an n-dimensional vector of numerical features representing an
object [10, 11]. The vector space associated with these vectors is called feature
space. The number of features in a feature vector is referred to as its dimensionality.
The similarity of the two objects can be obtained by computing the dot product of
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the corresponding feature vector. Assigning appropriate values to each feature and
computing the dot product of the corresponding feature vector help in mathemat-
ically pin downing the similarity among them. The feature vector to pattern
matching mapping is one to many, that is, it is not unique—so many patterns can
match to the same feature vector. But given a pattern, if the procedure for gener-
ation of feature vector is fixed, it will always generate the same feature vector.

There are two types of features:

1. Shape feature: Tells about the shape of the object.
2. Region feature: Tells about the property of the region enclosed within the

object. In gray level, it might be the intensity value but in colored case, it might
be the color value or color intensity.

Thus, a single feature does not give a proper description. So, we need multiple
features where every feature helps to capture certain property of the pattern and all
those features are considered in form of a vector. The position of element within the
vector is very important. So, the need was to process these features in particular
order and throughout the procedure, it was needful to maintain that same order. So,
all these features taken together put in the form of a feature vector, to some extent,
pinpoint to a pattern or class of patterns where domain of the class is minuscule.

5 Proposed Methodology

Initially, the image of the fingerprint is obtained. Next, the preprocessing of the
fingerprint image was done. For image optimization, the image is cropped in such a
way that it forms the minimum-sized square which encloses the whole fingerprint.
As a result, for a given fingerprint, the secondary key generated will be unique and
same for every given time no matter what the image size is. This image is then
worked upon to provide the secondary key for the whole process of this cryp-
tosystem. The entire process of this secondary key generation is divided into two
parts—the first part being the image segmentation part and second part being
feature extraction.

In the process of image segmentation, the image of the fingerprint was resized
into a 60 * 90 pixel image and then it was used for further manipulations. Then, the
resized image was divided into squares of 10 * 10 pixels. As a result, 54 blocks of
such identical squares were formed with six squares in each row and nine altogether
columns.

After this, feature extraction of the segmented image takes place. Now, the
number of black pixels in all these squares are calculated respectively. This was
done by forming diagonals in the squares. The number of black pixels in all these
diagonals is calculated and added to get the total number of black pixels in each
square. This number of black pixels is stored in a specific order so that they can
correspond with their respective squares.

372 R. Pal et al.



This sequence of numbers that we get from the above processes is the secondary
key. This key is again encrypted with an algorithm using the longitude and latitude
of the receiver to form the final key for this cryptographic process. The location
coordinates being the shared key in this two-user end-to-end encryption, the sec-
ondary key gets decrypted by using the decryption algorithm on it along with the
received key. Figure 1 explains the schematic diagram of this proposed algorithm.

6 Results and Discussions

Initially, the fingerprint was scanned through a scanner from Bob and was extracted
in the form of input image. Later, the feature of this fingerprint was extracted and
was then converted into text (in the form of numbers) as shown in Fig. 2.

Then, this result was encrypted using an encryption algorithm along with the
location of the receiver obtained from location-based services shown in Fig. 3. The
location of sender(Alice) and receiver(Bob) both were taken by open-source
applications based on Android operating system.

The final key was formed using an encryption algorithm in between the stored
location of the receiver and biometrics of the sender as shown in Fig. 4. Now the
data is converted to ciphertext using symmetric key, where the key will be same for
both encryption as well as decryption.

Using this key, sender can encrypt a plaintext to ciphertext and on the receiver
side, the receiver can decrypt the ciphertext to its original format as shown in
Figs. 5 and 6, respectively.

Then, a second experiment was done to check the algorithm, and in this case
Alice was same but Bob was another person altogether whose fingerprint was also
scanned at the early stage and the same procedure was followed. Figures 7, 8, 9, 10,
and 11 explain the procedure.

Fig. 1 Operational flow diagram of the proposed method
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Fig. 2 Image conversion to text [12]

Fig. 3 Location of Alice and Bob

Fig. 4 Formation of final key

Fig. 5 Encryption on sender side
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Fig. 6 Decryption on receiver side

Fig. 7 Image conversion to text [12]

Fig. 8 Location of Alice and Bob

Fig. 9 Formation of final key

Fig. 10 Encryption on sender side
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7 Conclusion

In order to make a system more secure, researchers are trying to introduce new
layers to current existing ones. One such is proposed here and we have seen that
without standing at proper location, that is, latitude or longitude no one can decrypt
as the key itself needs the value of latitude and longitude and by this it increases one
level of security. The inclusion of biometric features of the receiver creates another
level so that not only at proper location but receiver with proper identification can
only decrypt the ciphertext.

This approach still presents a problem as the encrypted file includes the recei-
ver’s address and so people can physically harm an intended receiver. The location
obtained by any application is not full proof and can be broken by attacker like if
the latitude–longitude pair is encoded by 1 cm and the attacker tries his search
within 1 km radius, then a brute force attack might even find the exact latitude–
longitude pair with today’s high-end processors. Thus, further studies can be done
in these fields to make the system more secure.
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Secure and Energy Aware Shortest Path
Routing Framework for WSN

Nikitha Kukunuru

Abstract Wireless Sensor Network is a network in which the sensor nodes are
operated in a distributed and self-organizing fashion. Due to this nature the sensor
nodes in this network are vulnerable to various malicious attacks. The sensor nodes
are resource constrained, i.e., they have limited resources such as bandwidth,
energy and memory. Along with Security and Energy Consumption, Delay also
needs to be considered during the routing protocol design. This proposes a Trust
and Energy Aware Routing Framework which provides resilience to various
malicious attacks. The proposed framework helps in finding trusted nodes with
maximum residual energy and routes the data through shorter paths. The experi-
mental analysis with varying network parameters as varying the malicious nodes
and varying packet size reveal the robustness of proposed approach. Total
Throughput, Energy Consumption and End-to-End Delay are considered for
experimental evaluation.

Keywords Malicious nodes � Residual energy � Throughput � Trust
Wireless sensor network

1 Introduction

Wireless Sensor Networks have gained an increased research interest in different
aspects of the human lives. Routing approaches [1, 2] have been developed for
secure WSN. These approaches use authentication and cryptography [3] entities
that can’t afford to provide the security over various node’s misbehavior attacks.
Because all these approaches assume that the nodes of WSN are cooperative in
nature and also trust worthy. But this hypothesis is not practical for misbehavior
attacks.
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Recently, the trust based security has become most promising security providing
approach to ensure the security for WSN. This is a new technique which can
provide security without any use of cryptography techniques. Simply the trust can
be defined as a “degree of reliability of other nodes which are helping to source
node” In trust based approaches, node’s further behavior can be predicted based on
its past observations. Several trust based schemes are proposed in earlier to provide
security for the WSN. However the limitations of all those approaches are outlined
as; most of the approaches didn’t focus on the energy consumption [4, 5] during
trust evaluation. A new trust evaluation is developed by considering both direct and
indirect trusts. However it didn’t given much importance for energy evaluation and
delay considerations, by which the network life time decreases drastically. To
overcome these issues, a new trust, energy and delay routing protocol is given in
this paper. This paper considers the trust model proposed of the earlier approach
[6]. Along with this trust model, this paper proposes a new energy consumption
model and path selection model. These two models try to achieve their objectives
such as minimum energy consumption and minimum delay. Based on these three
models, a final routing metric is formulated to perform, called as Combined Routing
Metric (CRM). Simulation based evaluation proposed routing protocol performs
well with respect to energy consumption, network life time and throughput when
compared to the state of art. The remaining paper is detailed as: Sect. 2 explains the
literature survey. Section 3 gives the details of proposed approach. Simulation
results are described in Sect. 4 and finally the conclusions are given in Sect. 5.

2 Literaure Survey

This section presents the details of earlier routing protocols developed to ensure the
security in WSN. Trust based secure routing protocols [6–16] were proposed to
counter node misbehavior attacks. A Trust Aware Secure Routing Framework
(TSRF) [8] counters the node misbehavior attack. In [9], a Trust Aware Routing
Framework (TARF) is developed by Zhan et al. to defend against wormhole attack.
An Ambient Trust Sensor Routing (ATSR) is proposed by Zahariadis et al. [7] to
defend against misbehaving nodes. A novel function which adaptively weights
location, trust and energy information drives the routing decisions, allowing for
shifting emphasis from security to path optimality.

Secure and Energy Aware Routing Protocol (ETARP) designed by Gong et al.
[10] proposed energy efficient and secured routing protocol for wireless sensor
networks (WSNs). This protocol detects and finds routes based on the efficient
utility with incurring cost and is compared with common AODV (Ad Hoc On
Demand Distance Vector) [17] routing protocol.

A trust-based on-demand multipath routing (AOTDV) [11] and light-weight
trust-based routing protocol (LTB-AODV) [12] are the two new secure routing
protocols proposed based on standard AODV. Reputation system used in AOTDV
or LTB-AODV watches for a single specific behavior only, unlike the Bayesian
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network adopted in ETARP. ETARP monitors multiple node behaviors and makes
comprehensive judgments on node status. Furthermore, AOTDV or LTB-AODV
focuses only on security issues.

3 Proposed Approach

A new trust and energy aware routing approach is proposed. This lets the sensor
node to select an optimal path based on the characteristics of neighbor nodes trust
value, energy and distance from the base station. Complete details about the trust
evaluation model, energy consumption model and the path selection model are
given in the following sections;

A. Trust Evaluation Model

In this model, the sensor nodes are processed for trust evaluation. Every sensor
nodes tries to find the trustworthiness of its neighboring nodes. In common the trust
is in two forms, self-trust and Recommended Trust (RT). Self-Trust is the trust
existing between two directly communicating nodes. Recommended trust is the
trust recommended by others. Self-Trust is evaluated by the sensor node itself,
called self-evaluated trust (SET) and the recommended trust is obtained through
neighboring nodes. SET is the trust between nodes i and j when node i is com-
municating with node j. RT is the recommended trust by the other bode k to node
i about node j. Thus the total trust can be considered as a combination of SET and
RT. Let SETi;j is the self-evaluated trust by node i over node j and RTk

i;j is the
recommended trust by node k to node i regarding the trustworthiness of node j. then
the total trust can be formulated as

TTi;j ¼ x1 � SETi;j þx2 �
PK

k¼1 RT
k
i;j

Gj
ð1Þ

where x1 and x2 are two arbitrary constants and Gj is the number of neighboring
nodes of node j.

In the Fig. 1, node i and node j are the two nodes between which the commu-
nication needs to establish. Thus the node i evaluates the trust worthiness of node j
directly through SETi;j:G1;G2;G3 and G4 are the neighboring nodes which are
common to both of node i and node j. Here every Gj recommends one trust value
about the node j to the node i. Hence the total recommended trust is the sum of all
recommended trust values divided by total number of neighboring nodes. RT is
formulated according as

X
k2Gj;k 6¼i

RTk
i;j ¼

X
k2Gj;k 6¼i

SETi;k � SETk;j ð2Þ
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where SETk;j is the self-evaluated trust by node k for node j. Note that the node
k must be a common neighbor to both node i and node j. SETi;k denotes the
self-evaluated trust of node i over node k. This entity declares the trustworthiness of
recommending node k for node i. The main advantage with Recommended Trust is
the provision of more information about the neighboring nodes of node i. Because
the node i cannot monitor all of its neighboring nodes due to the scarce energy
resources. Then speed-up the convergence of trust evaluation, due to this a node can
find the misbehaving node earliest.

Finally the evaluated trust in combination with route discovery technique helps
in the selection of trusted nodes and in the isolation of misbehaving nodes.

B. Energy Consumption Model

The energy consumed by a node directly depends on the distance by which it is
transmitted. In the WSN, distance (l) between two nodes determines the commu-
nication model thorough which they are communicating. The communication
model is determined through a predetermined threshold, l0. If the l is less than or
equal to l0; then the amount of energy required is directly proportional to the square
of the distance. In this case, communication model termed as free space model. If
l is greater than l0; then the amount of energy required is directly proportional to the
fourth power of the distance. In this case communication model is termed as
multipath fading model.

l0 ¼
ffiffiffiffiffiffiffiffi
EFS

EMP

r
ð3Þ

Fig. 1 Trust evaluation
diagram
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where EFS is the energy consumed per one bit in the free space model and the EMP

is the energy consumed per one bit in the multipath fading model.
The energy that a node consumes for the transmission ETx k; lð Þð Þ of a message of

k bits over a distance l is the sum of energy consumed at transmission circuitry
ðETcÞ and the energy consumed at amplifier of transmitter ðET ampÞ.

ETx k; lð Þ ¼ ETc kð ÞþETamp k; lð Þ ð4Þ

Form the above expression, the amount of energy consumed for free space mode
is written as

ETx FS k; lð Þ ¼ k � ETc þ k � EFS � l2 ð5Þ

Similarly the energy consumed for multipath fading model is written as

ETx MP k; lð Þ ¼ k � ETc þ k � EMP � l4 ð6Þ

One important note is that if a sensor node is behaving as intermediate node
between some source node and base station, then it receives information along with
transmission. In such case, the node consumes energy for receiving also and the
total energy consumption is the summation of the total energy consumed for
transmission and the total energy consumed for reception. For a sensor node of
receiving k information bits can be determined as

ERx kð Þ ¼ k � ERc ð7Þ

Finally the total energy ðETÞ is formulated as

ET ¼ ETx þERx ð8Þ

where ERx is the amount of energy consumed by receiving one bit at by the
receiver.

C. Path Selection Model

Based on the above trust evaluation model and energy consumption model, this
paper proposes a new metric to perform next node selection. The new metric is
formulated by combining the trust model energy mode, called as combined routing
metric (CRM) and mathematically formulated as

CRM ¼ a� TTi;j þ b� ET þ c� path length ð9Þ

Here a, b and c are the three arbitrary constants. a gives the significance of trust,
b signifies the residual energy and c signifies the path length. The a, b and c has to
be chosen in such a way that aþ bþ c ¼ 1. In the expression (9), the path_length
denotes the length of selected path. Here the path can be selected based on two
aspects, one is based on the hop count and the other is based on the length of path.
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For a given source and base station pair, there is possibility of occurrence of
multiple paths. From the all possible paths, one path needs to be selected as an
optimal path. If focused on delay, the path with minimum hop length and/or
minimum hop count has less delay. If the path is selected based on the hop count,
then there is a possibility of longer hops. In such case the delay is high even though
the hop count is less. In other case, i.e., path selected based on the hop length there
is a possibility of path with minimum hop count. So during the path selection both
hop length and hop count needs to be considered. An example is shown in Fig. 2.

The available paths between source and destination are shown in Table 1.
From the all possible paths, one path selected based on the Hop_Factor (HF).

The path having minimum HF is selected as an optimal path. The expression for HF
is given as,

HF ¼ Path Length
HopCount

ð10Þ

In the case of above example (Fig. 3), the minimum HF is observed for two
paths, Path 2 (HF = 1) and Path 6 (HF = 1). In such a case the path is chosen using
the number of intermediate nodes (NI). The numbers of intermediate nodes are

Fig. 2 Example network

Table 1 Possible paths and their metrics

No. Path Hop count Path length Hop_Factor (HF)

1. S–A–J–G–D 4 8 2

2. S–A–C–F–D 4 4 1

3. S–B–C–F–D 4 5 1.25

4. S–B–E–H–D 4 6 1.5

5. S–A–J–F–D 4 6 1.5

6. S–B–E–H–F–D 5 5 1

7. S–B–E–F–D 4 5 1.25
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evaluated as NI = Hop Count-1. For the path 2, the NI is 2 and for path 6, the NI is
3. Thus Path 2 is selected as final optimal path (Fig. 4).

D. Route Recovery

The proposed approach also performs effectively in the case of route Failure.
Consider the example shown in Fig. 5.

In the above Fig. 5, the node A finds that the total trust if its next node is less
than the threshold, then it considers the node C as malicious or faulty and forwards

Fig. 3 Possible paths with Minimum HF

Fig. 4 Final selected path

Fig. 5 Route recovery
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a route error (RERR) message to the source node S. In other case, assume that the
node C is having less energy; it initiates a route resolve process to initiate to its
upstream node to find another efficient node.

4 Simulation Results

The performance is evaluated with respect to throughput, energy consumption and
End-to-End Delay. The proposed approach tests over various simulation parameters
as varying malicious nodes and varying packet size. The obtained results under
varying number malicious nodes realize the robustness of proposed approach in
varying trust environments. The obtained results under varying packet size realize
the robustness in varying communication models. The simulation parameters
considered for simulation are tabulated in Table 2.

Under the simulation experiments, the proposed routing protocol is simulated
with varied malicious nodes and packet size. As example network is shown in
Fig. 6. The obtained results are shown in Figs. 7, 8 and 9 respectively.

Figure 7a describes the details of energy consumed for different malicious
nodes. As the malicious nodes increases, the total energy consumption increases.
Since the detection of misbehavior of a malicious node consumes extra energy, the
increase in the count of malicious nodes also increases the total energy consump-
tion. From Fig. 7, the energy consumption of proposed routing approach is
observed to be less compared to LTB-AODV and TERP. Even though there is a
linear increment in the energy consumption, the proposed approach has less energy
consumption. The obtained energy consumption results for varying packet size in
shown in Fig. 7b. As the packet size increases, the amount of energy required for
every sensor to transmit also increases. But due to the proposed energy con-
sumption model, the proposed approach is observed to have less energy
consumption.

The total number of packets delivered at destination decreases with the increase
in number of malicious nodes. These nodes try to drop the packets by which the
throughput of the network decreases. Figure 8a describes the details of throughput
analysis for different malicious nodes. Compared with LTB-AODV and TERP, the

Table 2 Simulation
parameters

Parameter Value

Number of sensor nodes 30

Area 600 � 600 m2

Packet size 200–1000 bytes

Data format CBR

Malicious nodes 1–10

Initial energy 50 J

Energy threshold ðethreshÞ 20% of initial energy

Trust threshold (d) 0.6
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proposed approach is observed to have high throughput. In order estimate the trust,
LTB-AODV relies on the Intrusion Detection System and thus performs poorly
when the network is exposed to misbehavior. TERP simply relies on the energy
threshold by which there is no accurate prediction about the misbehavior which
tends to reduce the throughput of the network. On contrary the proposed approach
performs better with respect to network throughput in presence of malicious nodes
because of its energy awareness mechanism. Similarly the total throughput obtained
through three schemes for varying packet size is illustrated in Fig. 8b. From this
figure, it can be observed that the proposed approach have an efficient throughput
compared to LTB-AODV and TERP. Here the simulation is carried out for constant
time. Thus for every packet size, the amount of packet received at destination are
almost constant. But compared to conventional schemes the proposed scheme
obtained high through for each packet size due to its energy awareness that allows
better load balancing.

Figure 9 illustrates the performance evaluation of LTB-AODV, TERP and the
proposed schemes for End-to-End Delay. The End-to-End delay increases with the
increases with the increase in number of malicious nodes due to the more number of
disconnections. From the above figure, it can be observed that the End-to-End delay
of the proposed approach is observed to be less when compared with LTB-AODV
and TERP. In TERP and LTB-AODV, the trusted nodes formulated on shortest
path may choose longer paths for efficient data delivery, which tends to more prone
to attacks. Thus these approaches tend to have more End-to-End delay. On contrary,
the proposed shortest path selection model in this approach selects a shortest and
reliable path by which the delay decreases. The End-to-End delay measured for
varying packet size is illustrated in Fig. 9b. Compared with conventional schemes
the proposed approach is observed to have a less End-to-End Delay due to its path
selection model.
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5 Conclusion

This paper proposed a new security and energy aware framework to enhance the
security and lifetime of a WSN in the presence of various malicious attacks. The
proposed framework focuses mainly on the three important factors such as trust,
energy and network lifetime. By combining all these aspects a new routing metric
called combined routing metric is derived through which the path is selected such
that all the aspects are satisfied. Simply focusing only on the trust reduces the
network lifetime due to the energy deficiency and only energy makes the network
more prone to malicious attacks. Along with these factors, delay is also considered
in the proposed framework by which the QoS increases. The simulation results
discuss the enhanced performance of proposed approach in comparison with the
existing approaches.
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Air Pollution Monitoring System Using
Wireless Sensor Network (WSN)

Deepika Patil, T. C. Thanuja and B. C. Melinamath

Abstract Rapid industrialization and urbanization cause the continuous decline in
the environmental quality parameters. Today, the world is facing a challenge like
global warming which occurs when carbon dioxide (CO2) and other greenhouse
gases accumulate in the atmosphere and absorb sunlight and solar emission that
have bounced off the earth’s surface. Its impacts are sea level rise, changes in the
seasonal patterns, rising temperature, more frequent droughts, and extreme rainfalls.
Air pollutions’ serious impact on human health and environment requires world-
wide awareness and understanding. Existing systems gives real-time air pollution
data to pollution monitoring authorities and, these systems are having fixed
infrastructure with maintenance, reconfiguration, and reduced sensing issues.
Conventional measurements are costly methods and spatially restricted. Therefore,
air pollution monitoring becomes a challenging task. Here, we propose Wireless
Sensor Network (WSN) based system with low-cost sensors, which collects air
pollutant information in real time from different locations. Sensor data is transferred
to cloud (ThingSpeak an open source API) for future analysis and calculate Air
Quality Index (AQI) Android application can be used to visualize real-time air
quality of the location.
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1 Introduction

Air pollution monitoring requires global attention due to its harmful effect on the
environment and human health [1, 2]. Population increase and fast industrialization
cause major environmental deprivation like air, water, and land pollution. Air
pollution is main environmental health hazard according to World Health
Organization (WHO). In 2012, WHO report about 5 million people died because of
air pollutants. Nitrogen Dioxide (NO2), Sulfur Dioxide (SO2), Carbon Monoxide
(CO), Carbon Dioxide (CO2) Particulate Matter (PM2.5 and PM10),and Ground-
level Ozone (O3) are the main causes of air pollution. Traditional methods of
estimating air pollution concentration are more expensive. Measuring devices were
deployed in remote locations without network connectivity therefore data trans-
mission and data gathering become key challenges. Further traditional monitoring
systems do not provide low spatiotemporal resolutions and personal exposures to
air pollution information to the controlling authorities [3–5]. Real-time air pollution
data collection and personal exposure to air pollutant warnings messages, and
notifications can be made possible using advanced sensor and wireless technologies
[1] by fixed sensors node, wearable sensors, or sensor mounted on moving vehicles
in the monitoring area. In the proposed air pollution monitoring system establish
WSNs with low-cost calibrated gas sensors and wireless module.

The objectives of the proposed system are

• Design low-cost Wireless Sensor Network with reconfiguration and adaptability
capabilities.

• Designing hardware/software Universal Sensor Interface for pollutant data
collection.

• Energy efficiency data transmission using wireless technologies.
• Sensor node evaluation with diverse plug-and-play sensor modules.

1.1 Importance of Air Pollution Monitoring

Today air pollution is crises all around the world but developing countries are face
special challenge [6]. Major cities of China, as well India, have among the worst air
pollution problems, these two developing economies top the list of the highly air
polluted regions of Asia.

Figure 1 shows that statistics of PM2.5 of the world’s major cities. In com-
parison with the other cities of the world, Indian cities have significantly higher
level of pollution set by standards of WHO, and USEPA. In India, the major
sources pollution are fuelwood and biomass burning industrial and vehicle emis-
sion, and crop residue burning. Table 1 shows pollutant level in different cities of
India. Sulfur dioxide (SO2) level is in the normal range but medium and high
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concentration for Nitrogen Oxide (NO2) is observed. Particulate Matter (PM1O)
concentration levels are high in all cities but critically high in Delhi and Kolkata.
Central Pollution Control Board (CPCB) has set up a nationwide Programme called
as National Air Quality Monitoring Programme (NAMP) which shows critical
levels of PM10, CPCB classify the cities based on level of pollutants if it is 1.5 times
the standards, then it is ‘Critical’ and called ‘Moderate’ when the level crosses fifty
percent of the standards. The need of the hour is to recognize the critically polluted
cities identify types and sources of air pollution and develop control strategies to
defeat this menace.

1.1.1 Sources of Air Pollution Its Impact and Control Strategies

Figure 2 explains different approaches of pollutant measurement and assessment,
standards setting and how to decrease emission, this can be accomplished by

• Conducting Environmental Education Awareness and Training programme for
the citizen to build up capabilities and skills to improve and protect the
environment.

• Concerning experts from all sectors, i.e., Governments regulatory authorities,
researchers, academician, industries, and NGOs for setting standards and
reducing emissions.

• Using advanced technology and replacement of conventional equipment.

Reducing air pollution is a complex task until we reduce the usage of fossil fuels.
But we depend on fossil fuels to power everything from cars to lights in the home.

Fig. 1 PM 2.5 level in the selected Cities of the word in 2014
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1.1.2 AQI Index and Health Impact

The AQI is an index which reports air quality and tells us that we breathing clean or
unhealthy air. AQI is calculated for four major pollutants ground level Ozone (O3),
Particulate Matter (PM2.5), Carbon Monoxide (CO), and Sulfur Dioxide (SO2).
Table 2 shows AQI values and its related health impact. Continuous exposure to
Ozone (O3) will increase respiratory symptoms like acute asthma [3]. Air pollution
also has major health-related impacts on people with heart or lung disease, elderly
people, and children.

Fig. 2 Sources of air pollution, its impact, and some control strategies
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2 Related Work

Air pollution can be measured in different ways such as in time-averaged and
continuous monitoring. For the continuous monitoring/recording of pollutant con-
centration electrochemical sensors, spectroscopic method is used. Other method
calculating pollutant concentration is time-averaged sampling using physical,
chemical/biological technique, where sampling is carried out for predefined fixed
amount time intervals. Principle of spectroscopy, photometry, and diffusion tube is
used by the gas analyzer to sense the gases present in a given sample [7].
Satellite-based monitoring TEMPO (Troposphere Emission Monitoring of
Pollutant) measure gas concentration Sulfur Dioxide Ozone, and Nitrogen Dioxide
in earth’s troposphere. The advantage of this method is more coverage. Cloud cover
and dust poses problems during data collection and measurement. With the
advancement of wireless and sensor technologies, Wireless Sensor Network
(WSN) can be constructed using low-cost sensors. Power consumption and cov-
erage area are the limitation of this technique as it is very hard to transmit the
information from source node to destination node within a single hop. To transfer
the data to central node, it requires forwarding nodes [8]. An IoT (Internet of
Things) based alerting system sends an alert message if Carbon Monoxide and
emissions exceed threshold value. Reference [9] proposed an energy efficient
wireless sensor network that uses data compression technique for reduce power
consumption during data transmission to increase network lifetime [10]. Uses
Zigbee module to transmit pollutant data to server and provides low power con-
sumption with increased node availability [11]. Propose vehicular air pollution
monitoring by using RFID (Radio Frequency Identification) tags which helps to
track vehicles causing pollution. To reduce the power consumption at sensor node
and for energy efficient data transmission [12] implemented hierarchical routing
protocols where sensor nodes switches between active to sleep mode.

Table 2 AQI values and its impact on health

AQI values Description Health concern

0–50 Satisfactory Little or no health risk

51–100 Acceptable Respiratory problems for small number of people who are
sensitive to Ozone and PM.2.5

101–150 Medium Unhealthy for sensitive group people

151–200 Unhealthy Every one experience health problems specially people with heart
decease

201–300 Very
unhealthy

Triggers health alerts problem in people with heart decease

300–500 Hazardous Heath warning of emergency condition, breathing problem in
healthy people
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Proposed System
The proposed systemmeasures various air pollutants like CO, CO2, PM10, PM2.5 O3,
SO2, and NO2. All sensors sense the data and each sensor node transmit the sensed
information for the storage at central node. The system maintains following features:

• Network connectivity throughout the operation.
• Fault tolerant mechanism to achieve reliability, accuracy and reduce energy

consumption to maximize network lifetime.
• Details of personal exposure to air pollutants using Android application.

2.1 System Design

Designing and testing of real-time air pollution monitoring system in a variety of
environmental conditions difficult task. For the superior performance of sensor
node, it is vital to include all the parameters. Here, we develop a WSN consisting of
sensor nodes with microcontroller and wireless communication modules and Fig. 3
shows sensor node architecture. A Universal Sensor Interface (USI) connects dif-
ferent gas sensor to the microcontroller and provide accurate, reliable interfacing for
sensors. Power management is carried out by the microcontroller. For the location
tracking, Global Positioning System (GPS) modules are used. The data can be
recorded using data logger.

Fig. 3 Sensor node architecture
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2.2 Architecture Details

The proposed system architecture is divided into following modules:

1. Main Body: It consists of Microcontroller Unit (MCU) Universal Sensor
Interfaces to connect different sensor modules, GPS modules. Maximum 16
sensor modules can be connected to Main Body. The can be collected and
recorded using Micro-SD card based data logger.

2. Sensor-Module: Air quality sensors for detecting various gases are used in this
module and the sensor should be small in size more robust when used in outdoor
environment, the B4 series sensor is preferred because of fast response and
long-term detection and the ability to sense gases with ppb-level resolution with
minimum power consumption.

3. Wireless communication module: ZigBee wireless communication module is
preferred here, but it is possible to connect different wireless modules such as
Bluetooth WI-Fi, GPRS/3G/LTE so that during the failure, other module can be
utilized.

Data gathering protocols in Wireless Sensor Network (WSN) should implement
the following:

• Every node should transmit data in the fixed single time slot.
• Synchronization of all sensor nodes on receiving message from the root node.
• To keep track of data packet transmitted, MAC address should be attached to

each packet.
• Only the root node is allowed, store the data packet broadcasted other nodes.

2.3 Cloud Storage

All pollutant data gathered at central node is transferred to the ThingSpeak cloud.
ThingSpeak cloud services allow data collection, aggregation, data visualization,
and analyze pollution data streams and give the expected results. In ThingSpeak
device, Configuration is easier and devices can send data to the cloud using wireless
technologies. MATLAB software runs automatically the data analytics based on
schedules and events. Data can be stored in public or private channel. By default,
data is stored in private channel but for sharing the data with others, public channel
is used. Cloud storage gives easy access to pollutant data. Online data analytical
tools provide data visualization, find out relationships, and recognize various pat-
terns, and trends in air pollution.
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3 Results

In this section, we compare the pollutant data collected from the proposed system
and reference data. Temperature and humidity sensor are also used along with gas
sensors. Readings obtained from sensors and another reference values are compared
to identify the behavior of sensors in different environmental conditions.
Experiments were repeated in different locations with varying temperature and
humidity. Sensor data is transferred to the sink node using ZigBee protocol with
different MAC address. Synchronization and sleep scheduling are performed for
increasing the lifetime of the network. On ThingSpeak, cloud pollutant data is
stored, which can be analyzed and visualized.

4 Conclusion

The proposed system uses Wireless Sensor Network for monitoring air pollution
level in atmosphere. Every sensor node has a collection of sensors for sensing all
types of air pollutants and ZigBee wireless module in the sensor system architecture
transfers the pollutant data to central or sink node. Using the WSN, monitoring of
air pollution at low concentration levels with high energy efficiency can be made
possible. Sensed data includes the composition of pollutant in air and is pushed to
the ThingSpeak cloud to store, analyze and visualize. AQI is calculated using all
major air pollutants and Android application gives real-time personal exposure to
air pollution.
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Dynamic Range Implementation
in Wi-Fi Access Point Through Range
Adaptation Algorithm

K. B. Jagan, S. Jayaganesh and R. Neelaveni

Abstract A normal Wi-Fi access point (AP) works with a particular modulation
and coding scheme (MCS). Each MCS value corresponds to a particular throughput
and range. Because of this, a Wi-Fi Access point supports only a particular range at
any given time. When the client is moving away from the access point, it loses the
connectivity and if the Wi-Fi AP is working with the highest MCS index value,
then the range supported by the AP becomes very small. Hence through dynami-
cally changing the MCS value as the client is moving away or towards the AP, the
range supported by the Wi-Fi access point can be made to change dynamically.
This is achieved through the implementation of a Range adaptation algorithm. The
algorithm works by knowing the position of a client can be deduced from the SNR
value of its received signal. After knowing the position the highest Vht-Mcs value
with a range that can support the client’s position is chosen. In this paper, the
relation between SNR and MCS is studied and then an algorithm based on this is
developed for changing range dynamically.
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1 Introduction

The expansion for Wi-Fi is wireless fidelity and this is used as a certification
mechanism for devices that work with the IEEE standard 802.11. This standard
incorporated the physical as well as the data link layer of Wi-Fi. In 1997 Wi-Fi
protocol was officially standardized and many of the gadgets like smartphones,
TVs, laptops, game consoles depend on this technology. Even within much
advancement to Wi-Fi, it still suffers from problems like obstacles to its speed,
range, the reliability of data being transmitted, and security. Compared to other
connections, the speed of Wi-Fi protocol is around 1–54 Mbps. This is very slow to
physical line based connections which have a speed from 100 Mbps to several
Gbps. When it comes to range, a typical Wi-Fi access point can support a range of
few tens of meters working with IEEE 802.11n standard. Though this is very
insufficient for a large space, for a small house, this is more than enough. This
disability of Wi-Fi makes it impossible to use for large structures. In order to get
additional range, many opt for repeaters or additional modems, but this is not very
economical. Security also possesses a great risk here, its encryption technique is not
very secure. Early method of protection for Wi-Fi connectivity was wired equiv-
alent protection or WEP which later led to development of other standards like
WPA, etc. Since Wi-Fi’s physical layer uses RF waves for communication, it is
prone to problems like interference from other sources and complex pattern of
propagation which is not under the control of the administrator. However, this paper
will mainly focus on the range issue. For any Wi-Fi access point, range always
seems to be a problem because it simply cannot operate with large radius. This
problem may due to many reasons like interference, absorption of signal, or
operating environment being very noisy. There are different modulation and coding
schemes at which the Wi-Fi access point operates to increase signal-to-noise ratio
(SNR). If the SNR value is good then it means that the Wi-Fi access point operates
well even in a very noisy environment.

1.1 Modulation and Coding Scheme

Modulation and coding is used to alter the carrier wave according to the message so
that the message is transmitted in a reliable manner through an unfriendly channel.
Here, the useful information is mapped on to the carrier wave and at the receiver,
proper decoding and demodulation techniques can be used to retrieve the original
message signal back. AWGN or additive white Gaussian noise was used as a model
to develop the modulation and coding index. With the new standard IEEE 802.11n
in 2007, MCS index was also introduced. White Gaussian noise has a flat spectral
density for all the frequency spectrum. Modulation and coding schemes are based
on parameters like the type of coding method, channel width, modulation

402 K. B. Jagan et al.



techniques, number of spatial streams, etc. Combination of all these parameters
corresponds to a MCS value. The modulation techniques used here are binary phase
shift keying (BPSK), quadrature phase shift keying (QPSK), and quadrature
amplitude modulation (QAM) and all the Vht-Mcs values are derivatives from these
three modulation schemes. For channel widths 20 and 40 MHz, the number of MCS
values for them is 77 from which eight are the fundamental MCS values for
20 MHz and thus form the basic data rates. IEEE 802.11n uses High throughput
MCS (HtMcs) whereas IEEE 802.11ac uses Very high throughput MCS (Vht-Mcs).
As the name suggests in 802.11ac the throughput is increased through the addition
of two more channel widths, they are 80 and 160 MHz. The 80 MHz doubles the
spectral width of 802.11n in addition to that there is another 160 MHz channel
width. IEEE 802.11ac uses four digit apart channel numbers like its predecessors
(Table 1).

Within a wide channel, there is one frequency which is defined as the primary
and others as secondary. The Wi-Fi AP usually sends the beacon denoting its
presence only in the primary channel and not in the secondary channel. If a part of
80 MHz channel is used then the primary is 44 whereas the secondary ones are 36,
40 and 48 (Fig. 1).

IEEE 802.11ac has a much simpler type of coding compared to IEEE 802.11n.
The 802.11n standard has more than 70 options but 802.11ac has just 10. Out of the
10, 7 of the MCS values are mandatory and many manufacturers are trying to
implement 256 QAM thus making all the 9 MCS values commercially possible.
802.11ac supports 256 QAM which corresponds to Vht-Mcs 8 and 9. This con-
stellation has 16 amplitude levels and 16 phase shifts. Compared to 8 phase shifts
and 8 amplitude levels in 64 QAM constellation supported by 802.11n. This higher
constellation points in 256 QAM packs more data thus making 802.11ac faster
compared to its predecessors. However, MCS index 9 is not applicable for channel
width of 20 MHz. There is about a 10% increase in throughput using the shorter

Table 1 MCS index for 802.11n and 802.11ac
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guard interval. Note the increase in throughput as more spatial streams are brought
into play. As a means of forward error correction, convolutional coding is usually
used. If ‘n’ represents the total number of bits and ‘k’ represents the number of
useful bits of information, then k/n is given as the code rate and the number of
redundant bits is given as n − k. Here values in the coding scheme such as 1/2, 3/4,
or 5/6 denote that there is one redundant bit added after every single, third, and fifth
bits, respectively. The received data is then decoded by the means of certain spe-
cialized algorithms at the receiver. The motive of this method is to make the
received data more reliable that is sent by the transmitter. This procedure also
removes any need for retransmitting the data since errors are corrected by the
receiver itself.

1.2 Signal-to-Noise Ratio

The ratio of intended signal power to the background noise power is given as SNR
or signal-to-noise ratio. The intended signal here is the Wi-Fi signal. Devices that
work in the ISM (Industrial scientific and medical) band, fluorescent lamps, Game
console joysticks, wireless camcorders, and others may act as a source of noise for
Wi-Fi. However, noise due to the co-channel interference is not included here.
An SNR ratio of above 41 dB (decibels) is considered to be an excellent connec-
tion, while SNR between 22 and 40 dB is a good connection. Between 16 and
20 dB corresponds to poor connection and a ratio of 11–15 dB is the minimum

Fig. 1 Channel map 802.11ac
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value for an unreliable connection. The MCS index table links the client’s SNR
values to the MCS indexes. This mapping is done to determine the best data rate
that a client can achieve based on the connection between itself and the Wi-Fi
access point. The signal-to-noise ratio is also very much related to the RSSI value.
RSSI stands for relative received signal strength.

SNR ¼ Psignal

Pnoise
¼ V2

rms

V2
qn

ð1Þ

SNRdB ¼ 10 log10
Psignal

Pnoise

� �
¼ 20 log10

V2
rms

V2
qn

 !
ð2Þ

The two values of RSSI are of great importance; these are minimum receiver
sensitivity (MRS) and the expected receiver sensitivity (ERS). The MRS values for
IEEE 802.11 corresponds to the minimum relative received signal sensitivity values
such that a radio receiver can effectively be able to decode the received signal’s
modulation type involved and coding scheme (Vht-Mcs index) with packet error
rate (PER) less than 10%. Many modern radios with 802.11 standards usually
provide good receiver sensitivity than the minimum required value. The ERS gives
the typical receiver sensitivity of the clients such that they can achieve any given
MCS index at lower RSSI than the required to pass testing. For example, the MRS
for IEEE 802.11ac 20 MHz PPDU at MCS 8 is −57 dBm. But most IEEE 802.11ac
radio receivers can decode this PPDU at even lower RSSI value such as −62 dBm.

2 Bit Error Rate

Eb/N0 is the energy per bit to the noise power density ratio; it is also called a BER
or bit error rate. It is a very important parameter in digital communication. It gives
us the SNR value per bit. When comparing BER, SNR measurement is very useful
without considering about bandwidth of the digital signals. In description Eb
implies signal energy associated with user data bit, in other words, Eb is the ratio
between signal energy to the message signal bit rate. When the power of the power
of the signal is taken in watts and message bit rate is bits per seconds then the unit
for energy per bit is given in joules. The noise spectral density is given as N0 and
the power of noise in a 1 Hz bandwidth is measured as W/Hz or J. Since Eb and N0
have the same units their ratio is dimensionless. IT is however represented as db or
decibels. It tells the overall efficiency of the data transmission without going in deep
into the modulation or the coding scheme used or bandwidth. Hence, it helps to
avoid confusion as which definition of bandwidth is to apply to the signal. In
interference-limited channels, the Eb/N0 must be used with care because of the
additive white noises might be taken into the account in interference.
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3 Related Works

A commercially available Wi-Fi access point works with a particular Modulation
and coding scheme based on the link adaptation algorithm. Though there are several
algorithms proposed for efficiently choosing the best transmission rate, these
algorithms concentrate more on the reliability of the connection. The earliest link
adaptation was the ARF or Auto rate Fall-back by Kamerman and Monteban. Here,
the Access point would initially work on the highest transmission rate (MCS).
When an ACK is missed after a successful transmission it would retransmit the
same data with the same transmission rate. If the ACK is missed again the trans-
mission rate is decreased and the timer is started. When either the timer expires or
the next received ACK reaches a threshold N, the transmission rate increases.
A probe packet is sent at the new rate if there is a miss then it rolls back to its
original value. After this method, there are many other rate adaptation algorithms
developed which are used to select the best transmission rate. These algorithms
cannot perform well in environments where the signal strength changes very
quickly. The problem with these approaches is that they mainly concentrate on
improving the transmission rate and not the range. Hence as the transmission rate
increases the range of the Wi-Fi access point decreases. There is another rate
adaptation scheme which uses different MCS values to protect the connection from
noise. Like the previous algorithm, this method also favors noise protection more
than Wi-Fi range. In a user’s perspective, a Wi-Fi access point should have good
throughput as well as range. If the throughput is very high and the range of the
Wi-Fi is only few meters then the complete ideology of wireless transmission is
lost. Another way is to use Cantenna (Fig. 2).

A Cantenna is nothing a simple half cut cylindrical reflector or a full can type
reflector which is used to reflect the signal from the main antenna and thereby
increasing the range. The method is only valid if the Wi-Fi Access point is placed
close to any nonreflective surface like wall or cupboard, etc. Since the reflector
makes the antenna highly directive, if the access point is to be placed in large open
areas then the antenna cannot function as an isotropic antenna. Cantenna also
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requires a lot of hardware modification to the existing Wi-Fi access points.
Cantenna is not the best solution for a centralized Wi-Fi access point. Compared to
the above two methods, a most often used way to increase the range of an access
point is to employ Wi-Fi repeaters. These work as any other conventional repeater.
They simply work by receiving Wi-Fi signal. Repeaters also increase the range of
Wi-Fi by 2 times. Sometimes, repeaters cost as much as Wi-Fi Access point.
Wireless distribution service is supported by many routers nowadays, this involves
in setting up many number of routers connected wirelessly with each other. This
will be like setting up a single and a large ranged network. This can be done in two
modes, first one involves in something called as wireless bridging where routers are
used to create a point-to-point link. They do not support connections from clients.
This is particularly useful in office spaces where one might want to join separate
buildings under a single network. Other one involves wireless routing techniques
where clients can join to the bridging routers. However, setting up a WDS system is
very difficult, particularly between non-similar routers.

Speed can be an issue with these types of products, as there are two wireless
connections. Latency is important as it dictates how responsive things feel. Latency
refers to the delay between sending a request and receiving the right reply for the
request. Latency can also increase as the number of repeaters in a network
increases.

For example, a high latency wireless network is one which takes time to send a
request and receive a reply when a link is clicked on a website, thus making it
appears to take some time in loading the next page. For example, a wireless net-
work with high latency means clicking on a link on a website and it takes a while to
send the request and receive the reply, making it appear to take a while to load the
page. Though this extender seems to do a good job in increasing the range, they are
not economical.

Installing WiFi extenders for the increase in range is very costly. The other way
to extend a range of a Wi-Fi access point is to choose the channel number which has
the least number of Wi-Fi access points working with it. Channel number corre-
sponds to the Wi-Fi access point’s and client’s operating band in the 2.4 or 5 GHz
range. Since interference increases, the background noise power level increases

Fig. 2 Cantenna
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which causes a decrease in the SNR value. So by choosing the right operating
channel number, the range of the Wi-Fi access point can be increased greatly which
is achieved with an increase in the throughput to. But the problem with this method
is that there are several operating channel number for both the access point and the
clients. Different clients have different channel number. Even when the client’s and
Access point’s channel number are not matching, they do work but with a signif-
icant loss in the throughput compared to when the client and Wi-Fi access point
both work in the same band.

4 SNR and MCS

Each MCS value is supported only for a particular range of SNR after which the
throughput drastically reduces. Since the adaptation mechanism is for IEEE
802.11ac standard, the MCS of it is represented as very high throughput MCS or
Vht-Mcs. Vht-Mcs 0 supports the maximum range with a throughput of 7.2 Mbps
theoretical speed and practically around 4.4 Mbps are achieved. Vht-Mcs 0 has
BPSK 1/2 coding scheme. All the intermediate MCS, i.e., MCS-1, MCS-2, MCS-3,
MCS-4, MCS-5, MCS-6, and MCS-7, have QPSK 1/2, QPSK 3/4, 16-QAM 1/2,
16-QAM 3/4, 64-QAM 2/3, 64-QAM 3/4, 64-QAM 5/6, 256-QAM 3/4, 256-QAM
5/6, respectively (Table 2).

Higher the QAM value more the number of points in the constellations hence
higher is the data rate. Similarly, the range supported by Vht-Mcs 8 is 76 m and by
Vht-Mcs 0 is 1186 m. Since 20 MHz bandwidth only supports only till Vht-Mcs 8,
the graph is plotted till Vht-Mcs 8 86.7 Mbps theoretical and 59 Mbps practically.
The throughput curve is described for each Vht-Mcs value is given in the graph.
The throughput curve remains almost constant till a particular SNR value. After a
certain SNR is reached, the throughput for the particular Vht-Mcs decreases rapidly.
This SNR value after which the throughput decreases is called as the threshold
value for the Vht-Mcs (Fig. 3).

Table 2 MCS index and
their supported range

Vht-Mcs SNR (in dB) MAX supported range (in m)

0 2.82096 1186

1 6.70927 768

2 8.53929 624

3 12.2181 412

4 15.2977 296

5 20.7808 160

6 22.0238 140

7 23.7965 116

8 27.9118 76
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Transmit power is very important parameter in wireless communication. Lower
Vht-Mcs values correspond to higher ranges and higher the transmit power higher
will be the range of AP. According to the above statement, the range of an AP
depends on two factors one is Vht-Mcs value and the other one is TxPower of
AP. If the AP is working in the highest Vht-Mcs value say 8, then it needs lower
TxPower like 11 dB since range supported by Vht-Mcs 8 value is around the range
supported by 11 dB. If the AP is operating in TxPower higher than 11 dB, then it
would be of no use as the range is limited by the Vht-Mcs 8. Similarly, the lowest
MCS value 0 needs a TxPower of 20 dB so that the right range for Vht-Mcs 0 is
achieved. If the AP is working power values less than 20 dB then the full range of
Vht-Mcs 0 is not achieved since range gets limited due to the TxPower.

5 SNR and Distance

Signal-to-noise ratio can be used as an indicator of a client’s position form the
access point. When the client is very near to the access point’s antenna the radio
energy received by the client is very large hence the signal power is very large. If
we assume the environment to have a constant additive white Gaussian noise, then
the signal-to-noise ratio value is very high as the numerator (signal power is high.)
Now the client is little away from the AP, hence there is drop in the signal power
value so the SNR value dips. If the client keeps moving away from the AP, then the
signal power decreases exponentially with respect to the distance between the AP

Fig. 3 Plot showing the relation between different MCS and their supported SNR
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and client, hence there is an exponential decrease in the SNR value. Because SNR
value decreases as the distance increase, SNR feedback is one of the ways to notify
the AP of the client’s position. In order for SNR feedback to work perfectly, the
noise throughout the AP’s maximum range of support must be constant otherwise it
would lead the AP to assume wrong client’s position (Fig. 4).

6 Range Adaptation Algorithm

Based on the above details, the range adaptation algorithm (RAA) is developed for
the dynamic range implementation. Note all these processes happen in the access
point.

(1) Start with highest Vht-Mcs for the given channel width.
(2) Create a table based on the MCS index and their corresponding supported

range of SNR.
(3) Count the number of clients connected to the AP.
(4) If only one client is connected to AP then proceed to Step 5.
(5) Client calculates the SNR from the packets sent by the AP.
(6) As the client moves away from AP SNR value keeps decreasing.
(7) When the client moves to such a distance where the SNR has reduced to the

lowest threshold value for the particular Vht-Mcs, at which the AP is oper-
ating, then reduces to the next Vht-Mcs value.
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Fig. 4 SNR decreases with distance from AP
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(8) If the SNR keeps decreasing below the lowest threshold value for the current
Vht-Mcs then switch to the next lower Vht-Mcs value.

(9) Keep repeating Step 8 if SNR keeps decreasing till Vht-Mcs 5. Else if the SNR
increases as the client now is moving towards the AP then move to Step 10.

(10) As the SNR is increasing switch to the next highest Vht-Mcs value if the SNR
value has reached the lowest threshold value of the next highest Vht-Mcs
value.

(11) Keep repeating Step 10 if the SNR value keeps increasing till the highest
Vht-Mcs.

(12) If there are more than two clients then follow then limit the lowest Vht-Mcs to
6.

(13) Implement multicast priority scheme if more than two clients are present.

The following algorithm is used in each spatial streams of 802.11ac.

7 Range Adaptation

Through changing the Vht-Mcs index value, the range of the Wi-Fi Access point
can be increased. The SNR can be used as the parameter of reference and the
Vht-Mcs can be decremented or incremented based on that. The SNR value is
present in the packets transmitted by the access point and client. The client obtains
the SNR tag from the packet. Then the client notifies the SNR at its position
through the frame in the ACK packet sent by it. Each Vht-Mcs value is mapped to a
particular range of SNR, Where the throughput for the particular Vht-Mcs is high.
The initial Vht-Mcs of operation is Vht-Mcs 8 and the value decrements from this
as the client moves away from the AP as the SNR value decreases and increments
as the client moves towards the AP since the SNR value now increases. Once the
client crosses, the effective SNR range for a particular VHT-MCS, the next lower
value (if the client moves away from AP) or higher value (if the client moves
towards the AP) Vht-Mcs is adopted by the AP (Fig. 5).

For each range of the decrement is not done below Vht-Mcs 5 as the throughput
for the corresponding Vht-Mcs below 5 is very low and the SNR supported by them
is low which leads to a poor connection. Since for a good connection the SNR
should be above 22 dB Vht-Mcs 5, the lowest supported SNR is up to 20 dB. By
applying the algorithm based on the above description, the range of SNR supported
by the Access point working under constant Vht-Mcs 8 is decreased by 7 dB and
the range is increased from 76 to 170 m. There is however a small decrease in the
throughput but that is traded off with the increase in Range; still, the overall
throughput will not decrease beyond 30 Mbps which is considered to be a good
throughput level for WLAN. If two clients are connected to the access point, then
the Vht-Mcs is decreased till Vht-Mcs 6 so that the second client, if it is stationary
and is near to the AP then its throughput would not change that much but the range
for the person who is moving away will see a great increase in the coverage of the
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AP. In case of multiple clients connected the AP, then priority is given by the AP
based on whether the majority of the clients are near or close to the AP and how far
they are. If the majority of the clients connected are away from the AP, i.e., beyond
the range of Vht-Mcs 6, then the AP applies the algorithm till Vht-Mcs 5. Another
priority scheme is if majority clients are far but randomly positioned then the access
point makes the best effort to choose the right Vht-Mcs by computing the mean
SNR of all the clients (Fig. 6).

When comparing range of Vht-Mcs 8 and range adaptation algorithm, it is
absolutely clear that the range with range adaptation algorithm if more. There is
almost a 100 m extra range available. Both the graphs under this section are plotted
for the case, A client is connected to an access point and it is moving away from the
AP. Readings are noted at every 4 m intervals.

Consider a case where there is a single client connected to a Wi-Fi access point.
The client is moving away from the access point at 1 m/s at time t = 0. Since the
client is initially deployed close to the access point the SNR value of the signal
received by the client has a very high value. The Wi-Fi access point on start works
at the maximum possible Vht-Mcs possible for the operating channel width (here
Vht-Mcs is 8 since the operating channel width is 20 MHz). As the client is moving
away from the access point, there is a decrease in the SNR. This is where “Range
Adaptation Algorithm” kicks in. Since SNR value is degrading, the access point
understands that the client is moving away from it. Once the SNR crosses the
threshold SNR for a particular Vht-Mcs, the access point decreases its Vht-Mcs
value to the next lower one. When the client crosses the range of the particular
Vht-Mcs, there is a decrement in the Vht-Mcs value. Here the MCS decreases from
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8 to 7, this happens at t = 60 s. As the client keeps moving further, the SNR
decreases and when it goes beyond the threshold of Vht-Mcs 7, there is another
decrement in the MCS value. The process continues till Vht-Mcs 5. At t = 68, the
client has crossed the range of Vht-Mcs 5 and the algorithm does not allow further
decrease in the Vht-Mcs value since they all correspond to lower SNR values.
There is no connectivity between the access point and client since the client has
gone to the region beyond the supported range of Vht-Mcs 5. This is shown by zero
throughput value between the client and access point. At t = 184, the client starts
moving back towards the access point. As the client is moving towards the access
point, the SNR value improves. Once the client reaches, the coverage range of
Vht-Mcs 5 connection is once again established between the client and access point.
The SNR value improves as the client moves towards the access point. The access
point starts with Vht-Mcs 5 and this value keeps incrementing as the client crosses
the threshold value of Vht-Mcs 5 the net MCS is 6 and the algorithm works such
that the process continues till the maximum Vht-Mcs for the client’s position. The
simulation here is done for 300 s. Hence, the access point does not reach the highest
Vht-Mcs value since the client does not reach that range before t = 300. From this
example, we can clearly see that the “Range Adaptation Algorithm” dynamically
changes the Vht-Mcs value so that the range changes dynamically (Fig. 7).

The main advantage of using RAA is that it provides dynamic range and also tries
its best effort to provide high throughput at the same time. One may argue that it
would be far easier and wise to operate an access point at the Vht-Mcs which
supports the largest range. But the problem is that with higher range there are fewer
throughputs, i.e., Vht-Mcs 5 supports 170 m range but supports only 40 Mbps
connection. On the other hand, the highest Vht-Mcs 8 has a throughput of 60 Mbps
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but supports only a range of 70 m effectively. The RAA algorithm makes the access
point to have higher throughput when the client is present near it and lowers
throughput systematically as the client crosses each threshold range. If the access
point were to work at constant Vht-Mcs 5 then throughput will be 40 Mbps in all
cases and in case of Vht-Mcs 8 then the range will be very limited. RAA takes the
advantage of both these and tries to improve the throughput and range of the access
point. Hence by switching between each MCS value, the overall network efficiency
improves by a great deal, as the client gets the highest throughput available for its
position. Vht-MCS 5 provides the highest range, i.e., 160 m of all the other Vht-Mcs
values used in the algorithm but it also has the lowest throughput of 40 Mbps, but
Vht-Mcs 8 has the highest throughput of 58 Mbps but the range supported by it is
only 75 m, so the range adaptation algorithm takes the advantages of both the MCS
values. Since the drop in the throughput between Vht-Mcs 5 & Vht-Mcs 8 has a very
high step change, so in order to rectify this the algorithm proceeds through Vht-Mcs
6 and Vht-Mcs 7. Since they provide a smoother transition.

7.1 Multicast Connection

Since the algorithm works best for a single Wi-Fi access point and client connec-
tion, multicast connection always seems to be a problem. Hence, developing a
multicast algorithm is also very difficult. The easiest way to proceed is to assume
the appropriate Vht-Mcs value set by furthest client. This will cause the Wi-Fi
access point to work with the lowest set Vht-Mcs value. Example assume that there
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are only 2 clients connected to the access point if one of the client is in motion and
other client is in complete rest then the Vht-Mcs value would decrease since one of
the client is in motion. This will cause a decrease in throughput for the second client
even when this client is not moving. So to address this situation, the Vht-Mcs would
decrease till 6 and not 5. If there are more than two clients connected to access
point, then different decisions have to be made by the access point based on the
client’s positions. If majority of the clients are located in a particular Vht-Mcs range
then based on the SNR value of the majority clients, that particular Vht-Mcs would
be chosen. If all of them are randomly arranged then the average of all the SNR
values of all the clients connected to the Wi-Fi access point would be calculated and
the Vht-Mcs for the average SNR would be chosen. The abovementioned technique
might be useful for older standards of Wi-Fi. All the standards before 802.11ac had
single-user MIMO. They used a primitive beamforming method which involves
increasing the signal power over a selected region of the access point’s territory to
increase the data rate. For the newer standard like 802.11ac, the SU-MMIO has
been developed to Multiuser MIMO. However, this is yet to be proven and
implemented in commercial Wi-Fi products. The main idea here is that if there are
multiple clients connected to the access point such that they are located in suffi-
ciently different directions then a beamformed transmission may be sent to each of
the clients at the same time (Fig. 8).

Fig. 8 Multicast connection
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To understand better look at the following images. Figure 9a, b show the
comparison between SU-MIMO and MU-MIMO in 802.11ac. In the first figure, all
the spatial streams are directed at one device only. Multiple spatial streams was a
common feature in 802.11n and this was supported by all access points and clients.
The second image shows the MIMO transmitter to address each user separately.
Here, the access point is communicating with all the users through four simulta-
neous spatial streams. These four spatial streams are used to communicate with
three devices. Out of the four, two streams are connected to the laptop and a single
stream to each of the other two devices, i.e., tablet and smartphone.

Through beamforming technique, the AP focuses the transmission to each of the
respective receivers so that the transmissions are separate. For MU-MIMO to work
effectively the clients need to be at different directions so that there is no
inter-stream interference. The MU-MIMO type of transmission needs more
up-to-date feedback. MU-MIMO makes the Wi-Fi network more efficient through
spatial reuse.

Spatial reuse also decreases the effects of interference. For example, in the first
figure, the wireless radio channel is used for omnidirectional communication. When
the AP sends a data, the energy is received by both the smartphone and laptop,

Fig. 9 a SU-MIMO b MU-MIMO
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and the channel can support only one transmission at a time, i.e., the AP can
communicate with any one of the device at a time. High-density networks have
small coverage area so that same channel can be used multiple times. MU-MIMO
was built on this small cell approach, thus enabling even more tightly packed
networks. In the second figure, MU-MIMO is in use. As a result, the AP can send
data independently and simultaneously to each device. Thus, the antenna radiates
power only in the direction of the connected devices. So the AP with MU-MIMO
does a better job in spatial reuse and there is less interference too.

MU-MIMO works through multiple antennas. These antennas are spaced several
wavelengths apart so that there is less interference between them. The multiple
antennas help in providing multiple spatial streams. There are around eight spatial
streams available in 802.11ac. Each spatial stream works independently and can
connect to one client (or more but for now assume that they are connected to one
client only). Hence there can eight independent AP—client connections. Since each
spatial stream works independently and can switch between each Vht-Mcs value
independently, this makes the access point to operate at multiple Vht-Mcs value for
each of the clients since they are connected through different streams.

To understand better, assume that there are two clients (client 1 and 2) connected
to the AP. They are connected to the AP through 2 independent spatial streams.
Initially the two clients are deployed at a same distance from the AP but at different
directions such that beamforming happens. Now one of the clients moves away
from the AP say client 1 and other client is stationary say “client 2”. Since client 1
is in motion for some time and then stops, because of this, the range adaptation
algorithm kicks in and decides the access point’s operating Vht-Mcs for that spatial
stream. Say the client is now in the range of Vht-Mcs 6 then the AP switches to
Vht-Mcs 6. But for the stationary client 2, the operating Vht-Mcs is still the initial
one, i.e., Vht-Mcs 8 since the two clients are connected through two different spatial
streams. This scheme can work till eight clients provided they their distance
between them is large so that beamforming can take place. This method is more
efficient compared to all other schemes discussed above (Fig. 10).

Fig. 10 Improved spatial reuse through MU-MIMO
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It is to be noted that even though a single spatial stream there can be many
clients connected to access point. So in order to decide the best operating Vht-Mcs
value, the range adaptation algorithm incorporates both the cases. Range adaptation
works fine for multiple spatial streams with each stream connected to one client. In
case of single stream multiple clients, the above-discussed methods need to be used.
So to make the algorithm more effective, use the Vht-Mcs selection for single
spatial stream in all the spatial streams.

7.2 Outdoor Versus Indoor

Performances of a Wi-Fi device in outdoor conditions and indoor conditions vary
since indoors have a lot of walls and other obstacles. Because of this factor, the
measured SNR value will also be different. SNRmeasured outdoor will be less and the
Wi-Fi device supports a larger range. The SNR range maps a higher range of con-
nectivity (in terms of meters) in the case of outdoors compared to inorders. This
principle is true for a WiFi access point without the Range adaptation algorithm too.
But still if the WiFi Access point is equipped with RAA then it's supported range will
be higher thanWi-Fi Access points without RAA even in indoor cases. Always indoor
supported range of any Wi-Fi Access point will be less than outdoor cases. This is true
even for a normal Wi-Fi access point which does not have the range adaptation
algorithm, but the range supported when the device has range adaptation algorithm is
very large. When considering indoor conditions, the range supported is comparatively
less. A normal Wi-Fi access point supports usually half the outdoor range, i.e., say if a
device supports 90 m of outdoor range then it has an indoor range of 45 m. The
proportion is not always constant since the real world has a lot of variables, hence if the
indoor has many Wi-Fi access points at close vicinity then the noise levels increases
and then the indoor range will further decrease. The advantage with the range adap-
tation algorithm is that even when the indoor environment has many noise sources, it
still provides a throughput and range support for the particular SNR value. When there
are many noise sources, the SNR value decreases, the SNR value mapped for each
range may change but and correspondingly the range decreases but still the algorithm
chooses the best MCS value for the given SNR which provides a range that is higher
than the device without the algorithm. The Wi-Fi access point with the algorithm
performances like a normal Wi-Fi device in outdoors and indoor conditions, the only
difference is that the AP with the RAA has a larger range support than the other one.

8 Simulation Conditions

The entire graphs plotted here are based on the simulations done in NS-3. The
Wi-Fi standards used here is IEEE 802.11ac. The channel width is 20 MHz because
of this MCS value till 8 is used. The channel number is 36. Short guard enabled for
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the simulation. The transmit power is 20 dB. The propagation loss models used
for the simulation are “Constant Speed Propagation Delay Model” and “Friis
Propagation Loss Model”.

9 Conclusion

In this paper, a way for increasing the range of an access point is implemented. The
increase in range causes a decrease in throughput, which is acceptable as the range
gets increased by 100 m. There is a lot of hardware methods present to increase the
range of the Wi-Fi access point, but through the implementation of a range adap-
tation algorithm, cost increase for implementation is less compared to other tech-
niques. SNR based selection of range is one of the easiest ways and it is sent along
with packet by the access point. By getting this value from the tag, the client can
send its SNR in the ACK packet. The access point’s transmit power is also an
important parameter to consider. Even if an access point is working with a par-
ticular high range supporting Vht-Mcs, if the transmit power is not higher or equal
to the minimum support power for the particular MCS value, then range gets
restricted due to the transmit power. Therefore, the access-point should work in
appropriate transmit power for a given Vht-Mcs. As IEEE 802.11ac supports
Multiuser MIMO each client connected to the AP can work at the best Vht-Mcs for
their position as Range Adaptation Algorithm is used in each spatial streams.

10 Future Work

This algorithm is rather difficult to implement with traditional techniques since we
need separate circuits for the implementation of different modulation techniques.
But with the advancement of cognitive radio technology, it will be easy to
implement this technique practically. There needs to certain improvement with
respect to the fact that more than one client is connected to the access point. Rather
than selecting the appropriate Vht-Mcs based on the mean SNR value of the
majority clients who are very far other improved algorithms for the priority needs to
be developed. As SNR feedback method will perform poorly when there are many
localized noise sources present in the AP’s working range. Here the AP is made to
works at constant TxPower of 20 dB. Since AP needs to work with the appropriate
transmit power for the corresponding Vht-Mcs, the range adaptation algorithm can
also include spatial reuse if both the transmit power and MCS are optimized. With
future developments in the IEEE 802.11 standards and MCS index, both the range
and throughput can also be increased. The following algorithm uses SNR feedback
technique with constant noise assumption. Algorithms with other standardized
parameter for consideration would make the range adaptation more effective.
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Air Quality Parameter Measurements
System Using MQTT Protocol for IoT
Communication Over GSM/GPRS
Technology

Anil Thosar and Rohan Nathi

Abstract Increasing populations and industrial activity are threatening our envi-
ronment. Air pollutants are emitted at a very high rate. With the technological
innovation and advancement, smart cities have come into existence where
Information Technology is used for better optimization and resources planning
hence promoting the sustainable growth and development. Internet of Things and
Data Analytics together can lead an organization to better cost management,
avoiding equipment failures and improving business operations. We propose Air
Quality Measurement System which can effectively keep a track over Air quality in
atmosphere. Internet is used for end to end connectivity. The parameters sensed by
the system are sent to the server through a Cellular Network System.
Communication between device and server is deployed over lightweight Message
Queuing Telemetry Transportation (MQTT) protocol.

Keywords Embedded systems � Internet of things (IoT) � Internet protocol
MQTT protocol

1 Introduction

In recent times, air pollution is one of the major threats. Air quality has been
affected due to enormous amount of toxic emissions from industrial, vehicles, and
day-to-day human activities. Air quality has an impact on many aspects of life;
energy efficiency and work productivity are affected by poor air quality. Air quality
control and monitoring have therefore gained momentum in recent times. Need to
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control air pollution has become an absolutely necessary factor to provide a safer
future for the next generation.

Data collected at various parts of city, industrial and other areas will help us to
understand the pattern of the air pollution, which will further help in identifying the
places that are prone to health hazards. It will also aid the government authorities to
plan the measures to reduce air pollution.

The motive of the designing and implementing the device prototype is to detect
certain harmful air pollutants and log the amount at which they are present over a
server with minimum usage of network resources. The device shows variations in
measured values in a predefined range when exposed to certain pollutants which
will be discussed further in more details.

Internet of things (IoT) has gained attention in the recent times for ease in remote
monitoring, data analysis, surveillance applications, etc. Internet Technology has
changed from human-centric usage nature to device-centric usage. The protocols
existing in the today’s Internet technology are heavy weighted in terms of network
resources utilization and exchanges a lot of data to establish reliable
communication.

The IoT network essentially consists of embedded devices connected to Central
Monitoring Centre, and these devices have limited processing capabilities and
hence are called constrained resources, as these devices have in less battery
capacity, low memory, and bandwidth.

The IoT device deployed in fields generally uses those Internet protocols which
do not take into the consideration these constrained devices characteristics. Hence,
newer protocols such as MQTT, MQTT-SN, and CoAP, etc. are being developed to
ideally suit the requirements of these constrained devices and make them smart [1].

Wireless access to the Internet is provided by GSM/GPRS technology (location
where there is a network signal). This makes it possible for IoT devices to access
the internet from any remote location.

2 Literature Survey

Objective of this research [2] article is to present a system model which can
facilitate the assessment of health impacts caused due to indoor air pollutant as well
as outdoor pollutant, here a sensing network based microcontroller equipped with
gas sensors, optical dust particle sensor, humidity, and temperature sensor has been
used for air quality monitoring. The design included various units mainly: sensing
unit, processing unit, power unit, display unit, and communication unit. This work
will apply the techniques of electrical engineering with the knowledge of envi-
ronmental engineering by using sensor networks to measure Air Quality
Parameters.

Paper [3] uses a monitoring framework that uses open software and hardware
which is based on Libelium’s gas sensing capable motes. The sensed data by these
motes will be sent to a computing platform, which is dynamically configurable that
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supports the scaling of both real-time incident management and longer term
strategic planning decisions. Hence, the proposed monitoring framework in [3]
provides timely distributed measurements of various air quality metrics which
would aid in evaluating the impact of emissions of toxic components in air.

Paper [4] uses an implementation of Message Queuing Telemetry Transportation
(MQTT) using a CC3200 node by Texas Instruments. Wi-Fi network establishes
the wireless Internet access to the node. The system is incorporated with TI-RTOS.
The system proposed by the authors consists of a sensing unit and an actuation
control based on CC3200. Onboard sensors, push buttons, and LEDs form the
perception layer in the proposed prototype. The data is sent over Wi-Fi. CC3200 is
powered by USB cable connected to host PC. This data is published to
IBMs MQTT broker. Push buttons on CC3200 also act as publishers, publishing
their state to the broker.

3 Proposed System

Proposed system consists of Sensor Module which comprises of DHT11 and
MQ135 Sensor. Open hardware Arduino Uno collects data from sensor modules
DHT11 and MQ135, DHT11 MQ135 and Arduino Uno forms a sensing platform.
All the ADC conversions and calibration are done by Arduino Uno and transferred
to Open CPU GSM Module with the help of serial converter. This sensing module
periodically sends data to Open CPU GSM module.

Once data is received by OCGM, it is sent over Internet network through GSM/
GPRS network. The system periodically publishes data to MQTT-IoT Eclipse
message broker over Topic “AirMonitor”. Client (can be Web client or android App)
can subscribe to the same topic (“AirMonitor”) and start receiving message [5].

Figure 1 shows a block diagram for Air Quality Parameter Measurements
System Sensor Module with OCGM that can be installed at monitoring site, while
clients can be at any corner of world. MQTT broker software can be deployed over
server of the service provider.

Entire end to end system implementation is shown in Fig. 2 where the web client
utility and mobile app client utility has subscribed to the same topic over which
sensing device publishes the data. Hence all the subscribed clients receive the data.

4 System Modeling

4.1 Hardware and Software Used

In order to carry out this project, we made use of the following set of hardware:

• Arduino Uno open source hardware (controller ATmega328).
• Open CPU GSM Module.
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Fig. 1 Block diagram of Air Quality Parameter Measurements System

Fig. 2 End to end system implementations where MQTT lens and MQTT client (an Android
App) receives the data from sensing device. Sensor Module and Open CPU GSM Module
communicates with each other over serial converter
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• DHT11 Temperature and Humidity Sensor Module.
• MQ135 CO2 Gas Sensor.
• Serial to USB converter.

The software comprises of:

• Arm compiler.
• C editor.
• Q-Flash tool.
• Docklight (COM port monitor).
• MQTT lens utility (Web Client).
• MQTT client (Android App).

4.2 Sensor Module

Sensor Module consists of sensors for measuring CO2, temperature, and humidity
content in Air and Arduino Uno. MQ135 and DHT11 are deployed for that mea-
suring purpose. Arduino Uno is used for collecting these measured parameters.

1. MQ135: MQ135 gas sensor has a sensitive chemical material (SnO2), which has
lower conductivity in clean air. A simple electrical circuit can convert change in
conductivity into proper electrical signals that corresponds to output of fifteen
signal of gas concentration. It is a low-cost sensor and suitable for different
application in air monitoring [6]. To evaluate the sensor for its response to CO2

gas, it was exposed to smoke for a span of one minute, which is shown in Fig. 3
[7, 8].

2. DHT11: DHT11 is a composite digital humidity and temperature sensor. It has a
calibrated digital signal output for humidity and temperature. The sensor

Fig. 3 Variation in CO2 level for smoke captured for a time span of two seconds interval
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comprises of NTC temperature measurement component and a resistive sensi-
tive wet component for humidity measurement, both the components are con-
nected with a 8-bit microcontroller [9, 10].

4.3 MQTT Lens (Web Client)

MQTT lens is client’s side utility provided by Google Chrome. MQTT Lens
connects to an MQTT broker and is able to subscribe and publish to MQTT topics.
The connection is established over Port Number 1883.

4.4 MQTT Client (Android App)

Android Smartphone supports this app after the installation from Google Play Store.
This app can subscribe/unsubscribe topics; topic subscriptions are made as per the
client requirements.

This app gives the notification for a new message received on several topics
subscriptions. Port Number 1883 is used by default for communication.

4.5 MQTT

The MQTT is the Message Queuing Telemetry Transport protocol that is based on
providing subscribe publish architecture; it enables the two entities to communicate
with each other, independently without request–response approach over a network.
It is lightweight protocol making which provides reliability and some levels of
assurance delivery. MQTT supports different levels of QoS. It enables devices to
send data (publish) of a topic to the server (MQTT Broker). This server functions as
a MQTT message broker and manages entire end to end message delivery. The
protocol defines 13 types of messages and their interaction between broker and
clients. Payload and reliability are ensured by these messages. MQTT supports
three levels of QoS solution. Hence, it becomes a better IoT solution for reliability
and lightweight communication [11, 12] (Fig. 4).

4.6 GSM/GPRS Technology and Open
CPU GSM Modem (OCGM)

Global System for Mobile communications (GSM) is an architecture designed to
serve cellular calls over long distance. General Packet Radio Service (GPRS) is a
packet-oriented mobile data service deployed on 2G and 3G cellular
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communication system which is an extension of GSM technology that supports
higher data rate. An Open CPU GSM/GPRS modem is a class of wireless 2G
modem, which is designed for communication over the GSM and GPRS network.
Open CPU is an embedded development solution for the M2M field. Open CPU
concept combines microcontroller sending AT commands to GSM modem on a
single entity (silicon chip). Embedded applications can be conveniently designed
based on it. In the OpenCPU solution, GSM/GPRS module acts as the main pro-
cessor. It enables the customer to create innovative application and download it
directly into Quectel module to run. SIM (Subscriber Identity Module) card is
required to activate communication with the network. So, GSM/GPRS module with
OpenCPU solution facilitates customer’s product design and accelerates the
application development [13] (Fig. 5).

Fig. 4 Publish Subscribe Architecture for MQTT protocol, publisher can subscribe to a topic
where it has to publish (send) data, while subscriber can subscribe to the same topic where
publisher is publishing and starts receiving the messages

Fig. 5 Open CPU solution that represents embedded controller and GSM modem
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5 Methodology

The following methodology is followed. Figure 6 shows the firmware flow for the
entire system implementation.

• Temperature, Humidity, and CO2 parameters are collected periodically from the
Sensor Module by Arduino Uno.

• Arduino Uno then converts analog readings from CO2 sensor into calibrated
CO2 level (in PPM).

• DHT11 is an integrated type of Sensor which has inbuilt microcontroller that is
responsible for producing the digital output which is equivalent to temperature
and humidity sensed in environment.

• Arduino UNO andOpen CPU are communicating with each other over serial port.
• Sensor Module uses UART port of Open CPU GSM Modem (OCGM) to send

the collected data.
• Open CPU modem initializes all GSM and GPRS Services. After successful

GPRS connection, Modem establishes connection with MQTT Message Broker.
• After the Reception of data over UART port, OCGM prepares Publish packets

and published data over Topic “AirMonitor”.

Fig. 6 Firmware flow for entire system implementation
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• MQTT Lens (Web Client) and MQTT Client (Android App Client) establishes a
connection with MQTT broker, after the successful establishment, it makes a
subscription to topic “AirMonitor”. Every time device publishes data is received
by these clients.

6 Implementations and Results

The methodology discussed above has been successfully implemented; IoT
Eclipse MQTT message broker has been configured to perform all message
transaction. The device sends data to this configured broker.

All the debug messages are captured at device end to monitor the status of device
while connecting to MQTT broker and sending data to the server. Debug messages
are captured over Docklight Software (which is COM port) and it is shown in
Figs. 6 and 7. Table 1 summarizes all MQTT message size captured for Air Quality

Fig. 7 Debug messages captured on Docklight Software
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Parameter measurement application (Fig. 8). MQTT Client is Android Utility also
receives messages sent by device which is shown in Fig. 9.

Status of Open CPU GSM module was seen in every phase while connecting to
GSM network, after successfully connection activating GPRS services (GSM status
network: 1 indicates that device has successfully registered to GSM Network and
can avail the GPRS Services). Once GSM/GPRS Services are activated device
attempts to connect to the MQTT message broker, after successful connection
Publish message is sent. MQTT lens (Web Client Utility) receives the messages
published by device and simultaneously Android App also receives the same
Publish message (Fig. 10).

Table 1 Summary of all the MQTT Message Packet Size captured for Air Quality Parameter
Measurement Application

MQTT message type Message size (bytes)

Connect 18

Connect ack 2

Subscribe 17

Subscribe ack 2

Message size (received from sensor modules) 67

Publish packet 125

Fig. 8 Debug messages captured on Docklight Software
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Fig. 9 Client has made subscription to topic “AirMonitor” over MQTT broker, after successful
subscription acknowledgement by the broker, it starts receiving message over MQTT lens (Web
Client Utility)

Fig. 10 Client subscribed to
topic “AirMonitor” receiving
message over MQTT lens
(Mobile App Utility)
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7 Conclusion

This work presents an Intelligent Air Surveillance system based on IOT platform,
which connects Air Quality Sensors for monitoring through Arduino Uno. In the
traditional IoT approach, HTTP/S protocol is used for communication purpose, this
protocol incurs a lot of large headers format, which is a bottleneck for the con-
strained devices.

Use of MQTT protocols lightens the burden over constrained devices in terms of
network bandwidth utilization. MQTT incorporates the advantage of one to many,
i.e., multiple clients can subscribe to the same topic. Enabling the use of GSM/
GPRS technology enables wide range (in terms of location) availability for device
to access the Internet network and send data across any part of the globe.

The future scope includes designing a product which can be deployed at various
junctions on the city. As well as designing enclosures to protect sensors from rain,
dust. Furthermore, optimization includes implementation of smart battery saving
strategy. Assign some identity number to each sensor module and corelate it with
junction name, so that user can search for data at some specific junction and some
specific area by conventional names. All these would be challenges for real-life
product.
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Comprehensive Analysis of Routing
Protocols Surrounding Underwater
Sensor Networks (UWSNs)

Anand Nayyar, Vikram Puri and Dac-Nhuong Le

Abstract In recent times, Underwater Sensor Networks (UWSNs) has become
highly important for performing all sorts of underwater operations. It is somewhat
cumbersome to implement terrestrial sensor networks routing protocols in UWSN
due to high propagation delay, packet delay, and energy efficiency. So, lots of
efforts are going on by researchers dedicated towards proposing efficient routing
protocols for UWSN. As UWSN have specific characteristics in terms of rapid
dynamic topology change, limited bandwidth, high energy consumption, high
latency, packet delay issues, and security problems, designing a routing protocol to
overcome all the aforesaid mentioned issues is quite a daunting task. In this research
paper, we primarily focus on surveying various routing protocols available till date
for data routing in UWSNs. In addition, comparison of protocols is also mentioned
on the basis of various characteristics like routing technique, packet delivery ratio,
energy efficiency, packet delay and localization to give a clear picture of the
benefits and shortcomings of each and every enlisted protocol for UWSN.
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1 Introduction

The ocean is a huge dump of water that has attracted lots of people across the nook
and corner of this world to take a deep dive and solve precious mysteries under its
lap. Almost 75% of the earth’s planet surface is covered by water. The deep oceans
till today remained a harsh challenge for human beings to carry out search opera-
tions. Current technologies in the form of sensors do not meet the technical speci-
fications for installation and deployment of low-cost and power-efficient equipment.

Nowadays, there is an emergent requirement of underwater monitoring [1] in
terms of searching for underwater sea resources, capturing underwater scientific
data in terms of marine resources, detection of all sorts of underwater incidents like
cutting or disruption of optical fiber cables or pollutions via chemicals spill or issue
of oil spilling, but the existing technologies are not up to the mark in terms of
meeting up accurate technical requirements. Underwater sensor networks have
specific requirements in terms of algorithms and protocols for monitoring and
routing of data. There are tons of protocols proposed for Terrestrial Wireless Sensor
Networks (TWSNs) [2, 3] but they are not fully suitable and reliable to be
implemented in Underwater Sensor Networks (UWSNs) due to various short-
comings in terms of: Lack of quality bandwidth, dynamic change in network
topology, speedy energy consumption, and high latency in terms of transmission.

UWSNs are connected networks and face frequent and long term delays in
transmission due to harsh underwater environments. UWSNs are considered highly
important for all sorts of military operations. Various UUVs (Undermanned
Underwater Vehicles) and AUVs (Autonomous Underwater Vehicles) are devel-
oped by organizations fully equipped with underwater sensors for performing
various tasks of underwater sea exploration operations, collecting data and moni-
toring. But all these sensors face lots of challenges and difficulties considering
different scenarios (Fig. 1).

Various UWSN routing protocols are developed by researchers for enhancing
the reliability and efficiency for carrying out undersea operations, but every pro-
tocol has its own pros and cons.

The main key properties cum issues for routing efficiency in UWSNs are [4, 5]:

• High Propagation Delays: In underwater scenarios, the transmission of data via
radio signals don’t work in an efficient manner and this marks the usage of
acoustic communication. The main issues surrounding acoustic communication
are less bandwidth and high propagation delays. The speed of propagation of
acoustic signals in water is 1.5 � 103 m/s which is near to about five orders of
magnitude and is lower than radio propagation speed which is 3 � 108 m/s.

• Node Mobility: Underwater environments are exposed to water currents, which
in turn produces fluctuations in network topology. Nodes, if not efficiently
anchored can move from one position to another, thereby making UWSN a
dynamic topology.
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• Error Prone and Limited Bandwidth: Considering the scenario of underwater
communication. The channel has limited bandwidth capacity in terms of fre-
quency and range of transmission (measured in terms of KHz). It suffers from
other issues like high bit error rates due to multipath, doppler effect and noise.

• High Energy Consumption: Considering the various types of sensor networks
like industrial, agriculture, military, terrestrial UWSN, most of the sensors
deployed are battery powered with limited energy capacity. Sensor nodes
deployed underwater performs different sorts of operations like routing,
mobility, and topology control which drains the battery soon.

• Maintenance Issues: UWSNs design and development incur high costs and
limited organizations manufacture distribute in the market. The cost of acquiring
underwater sensors is very high and maintenance requires lots of efforts and
costs to keep the network up and running.

• Other Issues: UWSNs are prone to corrosion leading to node failures.
Underwater channels face transmission issues due to multipath and fading.
UWSNs are deployed in harsh environmental conditions which makes routing a
serious challenge.

Considering all the shortcomings of UWSN, researchers are doing research at all
layers of UWSN with ultimate objective to propose an energy efficient routing
protocol for UWSN to perform hustle free underwater operations.

Fig. 1 Underwater sensor network: complete scenario
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2 Routing Issues in Underwater Sensor Networks
(UWSNs)

There are a lot of open issues and research challenges in efficient routing protocol
design for UWSN, the following points enlist some of the issues/challenges which
need to be considered for reliable routing protocol design:

• Propagation Delay: As UWSN faces lots of high propagation delay which is a
serious issue, so a model is desired for calculating accurate propagation delay
and routing protocol needs to reduce propagation delay to reduce transmission
time between data packet from sender to receiver.

• Energy Consumption: Sensor nodes have limited energy and research has shown
that the energy required/consumed during network operation especially in
UWSN as compared to other sensor networks is almost 10 times more in
transmitting and receiving. So, till date, no accurate and reliable energy efficient
routing protocol is there for UWSN which is regarded as an important area of
research to be worked upon.

• Dynamic Topology/Node Movement Control: Underwater sensor operations
face a lot of natural calamities in terms of underwater habitants and water
currents which make the nodes move from one place to another.
Terrestrial UWSN has lots of mobility models which are not suitable to be
deployed for UWSN. So, appropriate mobility model is need of the hour for
UWSN for carrying out all sorts of underwater operations.

• Secure Routing: Security requires consistent research to combat all sorts of
threats coming from outside world to keep operations of UWSN error free.
Various cryptographic techniques when integrated with routing protocols are
helpful for end-to-end routing and prevents disruptions from all sorts of attacks
like Man-in-the-middle attack, DoS attack, DDoS attack etc.

• Efficiency and Reliability: Considering underwater acoustic channels, various
issues arise in terms of quality transmission like limited bandwidth, link quality,
high bit error rates, and RF channels. Routing protocol should be proposed in a
such a manner that improves the efficiency and reliability of communication and
performs routing with high rate of reliability and fault tolerance.

• Utilization of Intelligent Algorithms [6]: Some of the protocols of UWSN makes
use of Optimization and Intelligent Algorithms for routing. In terms of efficient
routing protocol, various Intelligent Algorithms should be deployed making use
of modern techniques like Genetic Algorithms, Swarm Intelligence, Fuzzy
Logics etc.
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3 Comparison of Underwater Sensor Network
with Terrestrial Sensor Networks

The following points enlist the differences:

1. Real-World Deployment: The sensor nodes are deployed densely in terrestrial
networks, whereas the deployment is sparse as in case of UWSNs.

2. Incurring Cost: Terrestrial sensor networks are relatively cheap to deploy as
compared to UWSN because UWSN demands sophisticated hardware and
specialized sensors which few companies manufacture and the maintenance cost
is also relatively high.

3. Energy Consumption: The energy required for transmission in nodes is high in
UWSN as compared to terrestrial networks due to complex signal processing.

4. Memory Requirements: Sensor nodes in terrestrial networks require less
memory capacity due to limited data gathered, whereas in UWSN, data can be
classified as Ordinary, Intermediate and Emergent and this puts more storage
requirements on sensors in UWSN.

5. Intelligent Algorithms/Protocols: Terrestrial Sensor Networks do not demand
high-quality intelligent algorithms and protocols for operations, whereas UWSN
being a complex network and always dynamic in nature puts a lot of stress on
sensors to operate in harsh environments which in turn makes requirement of
sophisticated routing protocols making use of Intelligent Algorithms/Protocols
derived from Fuzzy, Swarm, and Genetic Based Optimization techniques for
successful operation (Table 1).

Table 1 Basic differences between underwater environment and terrestrial environment

Basis of difference Underwater environment
(acoustic communication)

Terrestrial environment
(RF technology)

Energy consumption Very high Somewhat low

Propagation delay High Low

Bandwidth Low High

Rate of data transmission Low High

Noise and environmental
interferences

High Low

Dynamic topology
operation

High Low

Efficiency Low High

Speed of propagation Low (between 1200 and 1400 m/
s)

High (3 � 108 m/s)
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4 Routing Protocols for Underwater Sensor Network
(UWSN)

Underwater sensor networks (UWSNs) have tons of routing protocols for ensuring
accurate packet delivery among sensor nodes operating underwater [6–9].

1. Vector-Based Forwarding Protocol (VBF)

Vector-Based Forwarding Protocol (VBF) [10, 11] is a location-based routing
protocol designed especially for UWSN for improvising delay and transmission
rates. Apart from handling energy efficiency, the VBF routing protocol handles the
mobility in a reliable way. Vector-Based Forwarding protocol is also termed as
“Routing Pipe” in which path is established between sender and receiver nodes and
transmission is done via routing pipe.

Protocol Operation: Every packet transmitted in the network contains diverse
information like: Sensor node position, destination node position (Target), for-
warder and ranging field.

On receiving a data packet, a sensor node calculates its relative position to the
forwarder making use of distance to the forwarder and Angle of Arrival (AoA) of
the signal. Every node operating in UWSN is integrated with specific hardware
required to calculate distance and AoA of the signal. If the node determines that it is
quite close enough to the routing vector as per predefined distance threshold value,
it puts its own computed position in the packet and packet forwarding is performed;
otherwise, the packet is discarded. In this way, all the packet forwarders in network
formulate a “Routing Pipe”: all the nodes in the pipe are only eligible for packet
forwarding and those nodes which are not close to the routing vector are not used
for any sort of packet forwarding.

Tests and Results: VBF protocol is tested via simulation and results state that the
protocol is highly efficient for UWSN in terms of energy efficiency, delay and
transmission rate because of utilization of routing pipe technique. VBF protocol
plays an important role in congestion reduction in UWSN operations.

2. Hop-By-Hop Vector-Based Forwarding (HH-VBF)

Hop-By-Hop Vector-Based Forwarding (HH-VBF) [12] is another location-based
routing protocol for UWSN and has functionality similar to Vector-Based
Forwarding Protocol [10, 11] and this protocol also makes of Routing Pipe in a
much efficient manner. Rather than using a unique pipe from source to destination
node, HH-VBF creates a “Routing Pipe” for every forwarder node in the network.
Via this approach, the main problems surrounding VBF protocol in terms of low
data delivery in sparse networks and sensitivity to routing pipe radius are solved.

Protocol Operation: In HH-VBF, if a sensor node receives a packet either from
source or forwarder, it calculates the vector from source node to destination node.
Via this, the routing pipe changes each hop in the network. On receiving the packet,
the receiver computes the vector from sender to sink and calculates the distance. If

440 A. Nayyar et al.



the distance is smaller than threshold value, it forwards the data packet and act as
“Candidate Forwarder”. This node maintains a Self-Adaption time.

Forwarding Mechanism: On receiving a packet, a node holds the packet for
some time. When the waiting time expires, the sensor node with smallest desir-
ableness factor forwards the packet first. HH-VBF protocol supports overhearing
meaning that node calculates its distance to the different vectors from packet for-
warders to the sink node. Nodes compare predefined minimum distance threshold
with distance values and take the final decision to forward the packet or not.

Tests and Results: Researchers have tested HH-VBF protocol using NS-2
simulator via parameters similar to LinkQuest UWM1000 scenario, i.e., 1000 m �
1000 m � 500 m to check performance in terms of node density, node mobility,
and energy efficiency. Results state that HH-VBF is efficient in determining better
data delivery paths as compared to VBF in sparse networks. HH-VBF outperforms
VBF in terms of mobility and energy efficiency.

3. Depth-Based Routing Protocol for UWSN (DBR)

Depth-Based Routing Protocol (DBT) [13] for UWSN is based on Greedy
Algorithm.

Protocol Operation: In this protocol, every sensor node in the network acts
individually, based on its depth and depth of the forwarding nodes, to make the
final decision to forward the packet or not.

On receiving the data packet, the sensor node first gathers the information of the
packet previous hop and then compares the depth of the previous hop with its own
depth. If the node is highly closer to the water surface, it will forward the packet,
otherwise, the packet will be dropped as the packet comes from the next best node
which is highly closer to the water surface.

DBR protocol is highly efficient in terms of congestion control and energy
efficiency.

Tests and Results: DBR protocol is tested on NS-2 Simulator along with
Aqua-Sim (NS-2 Extension Package for Simulating UWSN) on 500 m x 500 m x
500 m 3D UWSN area. The performance of protocol is measured on parameters
like: packet delivery ratio, packet delay and energy consumption.

In DBR protocol, every node is equipped with Depth Sensor to reduce the
energy level during transmission. The shortcoming of DSR is Broadcasting, which
in turn makes routing somewhat complex as node candidates would be increased
for packet forwarding. DSR is not suitable for dynamic topology based scenarios.

4. Hop-By-Hop Dynamic Addressing Based (H2-DAB) Routing Protocol for
UWSN

H2-DAB (Hop-By-Hop Dynamic Addressing Based) [14] routing protocol was
designed primarily for improvising packet delivery ratio, latency, and energy
consumption without adding any additional network hardware in sensor nodes.

Protocol Operation: H2-DAB is highly robust, scalable and energy efficient
routing protocol making use of multi-sink architecture. Every sensor node in the
network is assigned routing address, composed of two parts: (1) Node ID: a unique
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ID for floating nodes, to locate the nodes for forwarding data packets; (2) Hop ID:
used by floating nodes to receive HELLO packets.

The routing in H2-DAB works in two main phases: During the first phase, routes
are created by making use of Dynamic HopID to every floating node in the net-
work. In the next phase, the data is delivered to the nodes by using HopID.

The default HopID on the node remains unchanged until a HELLO packet is not
received. After receiving the HELLO packet, the node updates the HopID and
decreases the value of maximum hop count by 1. The routing process ends when
HELLO packet reaches either anchored node or when hop count becomes 0. The
sensor node with smallest backup link wins the overall network competition.

Tests and Results: H2-DAB protocol was tested using NS-2 simulator on 300
sensors nodes in the 3-D UWSN area of 1500 m � 1500 m � 1500 m with floating
nodes forming layers at distance of 250 m from surface to bottom and communi-
cation range of sensor nodes is 500 m. The H2-DAB protocol was tested on two
parameters: packet delivery ratio and packet delay. The results state that H2-DAB
protocol is nearly 90% efficient in packet delivery ratio in both dense and sparse
networks, in addition to this, H2-DAB is highly energy efficient routing protocol for
UWSN.

5. Focused Beam Routing Protocol for Underwater Sensor Networks (FBR)

Focused Beam Routing Protocol (FBR) [15] is a cross-layer scalable routing pro-
tocol for UWSNs. It is highly preferred protocol for both static and mobile-based
UWSN network topologies for routing without any need of clock synchronization.

Protocol Operation: FBR protocol was primarily designed to combat the issue
of flooding and reducing energy at constant intervals of time in sensor nodes. The
candidate forwarders are located on the basis of angle of cone which is constructed
from source to destination.

The node which wants to transmit the data forwards the RTS message with first
power level to the geographical area and the nodes in the corresponding area reply
back with CTS message. If the source node does not receive any sort of reply, it
increases the power level to next and sends a new RTS message. This procedure
works iteratively until the sender nodes receive the CTS message. If the maximum
power level of the node reaches by broadcasting RTS message in the area and
nonreceipt of CTS message, the source node will shift the cone and searches for
new candidate forwarding nodes in the left and right side of the cone.

Tests and Results: FBR protocol was tested using Discrete Event Underwater
Acoustic Network Simulator on 200 km2 area and the performance is compared
with Dijkstra’s shortest path finding algorithm. The results and performance state
that FBR protocol is efficient as compared to Dijkstra Algorithm and can discover
routes where minimum energy can be consumed with minimal knowledge of net-
work topology. FBR protocol performs better in terms of energy efficiency and
packet delay.
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6. Path Unaware Layered Routing Protocol (PULRP)

Path Unaware Layered Routing Protocol (PULRP) [16] is an efficient routing
protocol especially designed for dense well-connected 3-D UWSN.

Protocol Operation: PULRP protocol operates in two main phases: Layering
Phase and Communication Phase. In the layering phase, concentric layers of
spheres are created around sink node with every node belonging to any and only
one of the spherical layers. The sphere’s radius is determined on the basis of the
probability of efficient forwarding of packets and overall latency in terms of packet
delivery from source to destination.

In the communication phase, the routing path is created dynamically, from
source node to destination node across different concentric layers.

Tests and Results: PULRP routing protocol is tested on varied simulation test
beds primarily for two parameters: sucess rate and packet delay. The simulation is
carried on 3-D UWSN network area of 100 m � 100 m � 100 m and packet
generation is done at an average of 10 seconds and simulation time is 20 min.
The PULRP protocol is compared with Dijkstra’s Shortest Path Algorithm and
Underwater Diffusion Algorithm (UWD) and the simulation results state that
PULRP protocol achieves high sucess rate in terms of packet delivery and packet
delay and does not require localization, time synchronization, and even do not
require any sort of routing table maintenance.

7. Adaptive Routing

Adaptive Routing [17] was mainly proposed to accomplish multiple objectives/
tasks with different application requirements in terms of packet delay, packet
delivery ratio, and consumption of energy.

Protocol Operation: In UWSNs, sensor nodes are deployed randomly forming
dynamic topology and give scientific data in terms of water quality back to sink
node at regular intervals of time. Data packets can be categorized as Ordinary,
Intermediate or Emergency packet depending on the data of water quality reporting.
If the quality of the water is good and there is nothing important to report, the
packets can be treated as Ordinary or Intermediate and can be delivered back to sink
node without considering the delay and energy consumption. But in case of water
pollution or any water current occurrence, the packet is termed as emergent and
requires quick delivery to sink node with less delay and moderate energy
utilization.

In the discovery of neighboring node, each node broadcasts a HELLO Packet. In
order to reduce packet redundancy in the network, ACKs for successful packet
delivery at sink are broadcasted via Epidemic Routing Approach. Any node in the
network, when receives ACKs will delete the next packets and broadcasts the
ACKs to the existing network.

In order to calculate Priority, it is done on the basis of information vector, which
contains packet emergency level, the age of packet, node spatial-temporal density,
and energy level of the node. The packet priority will only be calculated when a
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node discovers a new neighbor. After packet priority calculation, the node will take
the appropriate routing decision to forward the packet to the destination node.

Tests and Results: The simulation-based results demonstrate that Adaptive
Routing outshines other routing schemes like Epidemic Routing and Single-Copy
Routing in terms of packet delivery ratio, packet delay, and energy efficiency in the
overall network.

8. GPS-Free Routing Protocol for Deep Water (DUCS)

Distributed Underwater Clustering Scheme [18–20] is regarded as novel GPS-free
clustering scheme especially designed for UWSNs.

Protocol Operation: DUCS is a self-organizing routing protocol in which sensor
nodes in the network are divided into clusters and every cluster is designated a
cluster head in which every single node is connected via single hop. The cluster
heads take the data gathered by sensor nodes and perform data aggregation tasks on
the data received. After data aggregation tasks, it is the duty of cluster heads to send
the data back to the sink node. In order to keep the energy level optimized in the
overall network, DUCS routing protocol can designate any sensor node as “Cluster
Head” at regular intervals of time in dynamic fashion.

DUCS routing protocol operation is divided into specific stages: During the
setup phase, clusters are created in sensor network. At steady-state phase, data
transfer happens between the sensor nodes and these two phases are iterated at
regular intervals of time.

Tests and Results: DUCS protocol is tested on NS-2 simulator on the basis of
performance parameters like routing overhead, packet delivery ratio, and number of
alive nodes per data sent. The simulation was performed with 50–200 nodes on area
of 75 m � 75 m � 2000 m with random walk mobility model at speed of 1.5 m/s
and simulation ran for 200 s. Simulation results state that DUCS protocol outper-
forms LEACH protocol in terms of routing overhead and is almost four times better
as compared to LEACH protocol.

9. A Low Propagation Delay Multipath Routing (MPR)

Multipath Routing Protocol (MPR) [21] is highly energy efficient routing protocol
proposed for UWSN in order to improvise packet delay.

Protocol Operation: MPR protocol constructs several multiple sub-paths during
path formation from source node to destination node. Multiple sub-paths are formed
at 2-hop distance using relay node. Multiple sub-paths lay a strong foundation of
collision avoidance as receivers receive data packets from different relay nodes at
different intervals of time.

When a data packet is fetched by the relay node, it checks the transmission
schedule in order to take a decision whether a collision can occur or not. The relay
node creates appropriate time slots in case of collision, otherwise, packets are
forwarded to sink node.

Multipath Routing Protocol is advantageous in various scenarios like: (1) Less
propagation delay during routing; (2) every single node in the network is required
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to take 2-hop information in order to stay connected in dynamically changing
topology; (3) reduces packet delay from source to destination as the packet is sent
via multiple paths and collision is avoided in the network.

MPR protocol operates in three main phases. During the first phase, the routing
path is calculated via propagation delay so that source node needs to attain only
2-hop neighboring node information. During the second phase, intermediate can-
didate node is selected. During the third phase, nodes use propagation delay
information to decide which node will act as Intermediate Node.

Tests and Results: MPR protocol is tested on NS-2 simulator using 3-D UWSN
of region area 2000 m � 2000 m � 500 m, transmission range of 100 m, Time Slot
Length 200 ms and parameters are similar to Link Quest UWM 1000 at Bit rate of
10 kbps and performance is measured on the basis of packet delay, packet delivery
ratio, throughput and routing overhead. MPR protocol is compared with VBF and
HH-VBF protocol. Simulation results state that MPR outshines in packet delay,
packet delivery ratio, and routing overhead as compared to VBF and HH-VBF.
But MPR protocol makes use of various matrix operations which put stress on
nodes in terms of energy consumption which is higher as compared to VBF and
HH-VBF protocols.

10. HydroCast: Pressure Routing for UWSN (HydroCast)

Pressure Routing Protocol for UWSN makes use of depth information in order to
find routes for packet forwarding from source nodes to sink node.

Protocol Operation: It makes use of the dead end recovery technique making
this protocol highly efficient along with nodes clustering. HydroCast [22] is efficient
in performing localization on data without any requirement of expensive distributed
localization algorithms. The way of selecting a forwarding set like that of cluster is
based on nodes progress which is determined using parameters like packet delivery
ratio and distance between source to destination. The process of forwarding is
performed along with maximum progress node and side by side cluster is chosen.

Tests and Results: HydroCast protocol is tested on QualNet Simulator using
100–450 nodes on UWSN area of 1000 m � 1000 m � 1000 m, simulation ran for
3600 seconds and is tested on various parameters like packet delivery ratio, packet
delay, and routing overhead. The protocol is compared with DBR Protocol and
simulation results state that HydroCast is highly efficient in terms of packet delivery
and delay because it makes use of adaptive timer setting at each hop.

11. Multipath Power Control Transmission (MPT)

Multipath Power Control (MPT) [23] routing protocol was designed for UWSN for
improvising packet delay and enhancing energy efficiency in sensor nodes. MPT is
novel and intelligent routing protocol that combines efficient power utilization with
multipath routing and packet combination is performed at the destination node.
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Protocol Operation: MPT protocol operates in three phases:
In the initial phase, the source node starts the initialization of the route request

packet. All the intermediate nodes transmit route request packet and route reply
packet is replied by destination node. As the route request packet is broadcasted, the
source node can receive multiple replies from multiple paths with varied hop
counts. Now, it is the duty of the source node to select the optimum path among
available paths considering the energy level of the nodes. The energy level deter-
mination is done on the basis of information collected during path establishment.

The packets are then transmitted via the selected path. The destination node
checks the packet integrity on receipt of packet and verifies for any error if there. If
no error is reported, the packet automatically gets routed to application layer
otherwise, packet buffering is performed.

Tests and Results: MPT protocol is tested on NS-2 simulator using 3-D UWSN
network comprising of 512 nodes on area of 4000 m � 4000 m � 2000 m and the
data rate is 10 kbps. Packet generation is done every 10 seconds and packet size is
200 bytes. Simulation is performed for 10000 seconds and repeated almost 100
times and performance is measured on basis of energy consumption and average
packet delay. Simulation results state that MPT performs well in packet delay and
maintains overall energy efficiency in sensor network.

12. Minimum Cost Clustering Protocol (MCCP)

Minimum Cost Clustering Routing Protocol [24] is cluster-based routing protocol
for UWSNs and is formed on the basis of cost metric considering three significant
parameters: (1) overall energy utilization of nodes being part of cluster for data
transmission to cluster head; (2) Residual energy of cluster head along with nodes
being member of the cluster; (3) Location between sink node and cluster head in
network.

Protocol Operation: In MCCP protocol, the clusters are created in a distributed
manner. During initialization of network, every node in the network is treated as
cluster head and automatically becomes part of a cluster. The cluster head node
makes neighboring nodes part of the cluster. After the cluster is created, the cost is
determined on the basis of above mentioned three parameters and the cost is
broadcasted to all nodes operating at 2-hops. In case the sending node has better
cluster incurring cost, the receiving node will extract head ID from packet and
transmits back JOIN message. But if the cost is not good, then the node broadcasts
INVITE message. In this manner, cluster head nodes as well as member nodes of
cluster are created.

In order to balance traffic load and energy level of nodes, MCCP protocol
performs re-clustering to reselect cluster heads and cluster members at regular
intervals of time.

Tests and Results: MCCP protocol was tested on NS-2 simulator [25] on 100
nodes in a UWSN region of 100 m � 100 m using dynamic topology with initial
battery power of 2 J of nodes. The MCCP protocol’s performance is measured on
the basis of clustering performance, packet delivery ratio, and overall energy effi-
ciency and compared with HEED protocol. Simulation results state that MCCP
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protocol outperforms HEED in every parameter and network performance is
enhanced when MCCP protocol is utilized.

13. Information Carrying Based Routing Protocol (ICRP)

Information Carrying Based Routing Protocol (ICRP) [26] is highly reactive and
nonlocalized routing protocol designed especially for UWSN in order to enhance
scalable routing and energy efficiency in the network. It comprises of two parts:
Information Carrying Mechanism, in this data packet carries the control packets
which leads to the development of routing path from source to destination. The
delay of control packets is eliminated, which overall enhances packet delay of the
protocol.

Protocol Operation: ICRP protocol operates in three phases: (1) Discovery of
Route; (2) Maintenance of Route; (3) Route Retraction.

The route discovery process is started by the source node. When a source node
wants to transmit any packet, it broadcasts route discovery packet in the network.
On receiving route discovery packet, other nodes in the network transmits the same
packet and records the reverse path. When the sink node receives the packet, the
sink node also records the reverse path. On receiving the data packet, acknowl-
edgement message is sent by sink node to source node with the same reverse path,
otherwise, it is transmitted through reverse route.

During the second phase, a reverse route is created. Each destination node will
use one path, and every path has a time property which denotes the time that route
path is not used for transmission and is known as route lifetime. The longer the
route lifetime, the longer the time the path is not utilized. When the value of lifetime
exceeds the threshold value, the path is termed as “INVALID” and rediscovery
starts.

In phase third, when the lifetime of route in routing table exceeds the threshold
value, the route becomes invalid and gets canceled. If any data packets are still
pending to be transmitted to the destination, new routing path is discovered and
routing table gets updated.

Tests and Results: ICRP protocol is simulated using 100 sensors in 3D-UWSN
region of 100 m x 100 m x 100 m with communication speed of 600 bps, band-
width at 5 kbps and initial energy of sensor nodes is set to 1000 J. The protocol is
tested on two parameters: energy consumption and packet delay. Simulation results
state that ICRP protocol is highly efficient in maintaining energy efficiency and
packey delay in UWSN.
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5 Performance Comparison of Routing Protocol
for Underwater Sensor Network (UWSN)

See Table 2.

6 Conclusion and Future Scope

Efficient Routing in UWSN is a new area of research, having lots of potential to
propose novel routing protocols in this area as limited set of research results are
proposed till date. The routing protocols in every network have common objectives
with regard to optimal energy efficiency, best packet delivery ratio, less packet
delay, low routing overhead with no congestion and best latency. In this research
paper, routing protocols for UWSN are presented. The performance comparison of
protocols is also discussed in terms of various network parameters. Although most
of the routing protocols are doing exceptionally well in terms of performance of

Table 2 Enlists the Performance Comparison of UWSN routing protocols

Protocol
name

Parameters

Routing technique Packet
delivery ratio

Energy
efficiency

End-to-end
delay

Localization
requirement

VBF Location-based
routing

Low High High Yes

HH-VBF Vector-based
flooding

High Medium Medium Yes

DBR Depth-based
flooding

High Medium High Partially

H2-DAB Addressing-based
flooding

Medium High High No

FBR Vector-based
flooding

Medium Medium High Yes

PULRP Layered based High High High No

Adaptive
routing

Priority-based Flexible Flexible Flexible Yes

DUCS Distributed
clustering-based

Medium High High No

MPR Multipath High High High No

HydroCast Source-based
clustering

High High High No

MPT Path-based Medium Medium High No

MCCP Distributed
clustering-based

Low High High Yes

ICRP Path-based Medium Low High No
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UWSN, still lots of challenges need to be solved, for example, efficient utilization
of resources, scalability, stability in dynamic topology, security and many more.

Future Scope
Considering the challenges which need to be addressed for efficient working of
UWSN, the goal would be to propose a robust, highly scalable, energy efficient, and
above all secure routing protocol for underwater sensors with intelligent localiza-
tion schemes to operate exceptionally well in harsh underwater conditions of all
sorts.
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Network Intrusion Detection
in an Enterprise: Unsupervised
Analytical Methodology
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Abstract Be it an individual, or an organization or any government institution,
cyber-attack has no boundaries. Cyber-attacks in the form of Malware, Phishing
and Intrusion into an enterprise network have become more prevalent these days.
With advancement in technology, the number of connected devices has increased
vastly leading to storage of very sensitive data belonging to different entities.
Cybercriminals attempt to access this data as it is very lucrative for them to
monetize this information. Due to the sophistication in technology used by
cybercriminals, these attacks have become more difficult to detect and handle,
making it a major challenge for governments and various enterprises to protect their
sensitive data. Traditional detection methods such as antivirus and firewalls are
limited only to known attacks, i.e., the attacks which have occurred in the past.
Nowadays the growing advancement in the field of technology has led to unique
and different types of attacks for which the traditional detection methods fail. In this
paper, we will propose our methodology of Intrusion detection which will be able to
handle such threats in near real time.
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1 Introduction

With Internet and connected devices becoming a necessity in life, the amount of
personal information collected and stored by the systems have increased drastically.
As digital footprints increase, sensitive details of the customers such as bank details
and passwords are being collected and stored by the companies for making financial
transactions easier. Enterprise also has other company-related sensitive information
stored in their network. All these sensitive information collected and stored by an
enterprise attracts a lot of hackers. The ability to monetize these sensitive infor-
mation have tempted cybercriminals to attack more frequently and more sophisti-
catedly. According to 2017 Data Investigation Report provided by Verizon, there
have been 42,068 attempts of comprising confidentiality and integrity of accounts
in the surveyed companies, out of which 1935 attempts were successful in
accessing internal data. These figures show the seriousness and scale of these cyber
threats. As the scale of the network activity increases, it becomes very difficult to
manually check and identify attacks in an enterprise. There are various security
mechanisms available these days to secure computer systems against duplication,
destruction, unauthorized use, virus attacks, and alterations. But no perfect reso-
lution to arrest these attacks exists. Due to the high rate of network activity, the time
taken to detect and contain a data breach is very high. With higher time to contain,
the cost of data breach also increases. Hence it has become critical to identify the
attacks at the very first time of occurrences and act accordingly to constraint any
possible damage. Cyber security has now shifted from being an additional pro-
tection to a mandatory requirement. All these have led to a growing importance of
cyber security in both government and private organizations.

Cyber threats have many forms such as Cyber-espionage, Insider and privilege
misuse, Physical theft and loss, etc. Out of these, “Intrusion” is becoming more
common method of attack. In this type of attack, a cybercriminal enters a network
and gains access to internal information. Within a network, one way of detecting
malicious activities is by using an Intrusion detection system (IDS). An IDS is a
software application that examines a system or network for any malicious activity
or violation in the policy of an enterprise. The basic job of this system is to inspect
the log file of the host and network to identify suspicious activity. Typically, the
techniques in Intrusion Detection can be categorized into Signature/Misuse
Detection technique and Anomaly Detection. In Signature detection technique,
the network/host activity is compared to known attack pattern to identify attacks.
This method, however, cannot be used to detect unknown attacks. The anomaly
detection method detects unusual patterns based on its understanding of the data
and triggers an alert. With the advancement of technology and the enormous growth
in the network traffic, it has been noticed that both these method perform
sub-optimally. With sophistication in the cyber-attacks, the patterns of intrusion
vary for every attack making signature matching method inefficient. As the network
traffic increases, there are many subgroups of system having patterns different from
a majority, leading to a very high false positive in anomaly detection method.
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This has led to an active research of using machine learning techniques (both
supervised and unsupervised) to distinguish between normal instances and attacks.

This paper is divided into following sections: Sect. 2 discusses about literature
review and critical research gaps highlighted in this paper. In Sect. 3, the problem
statement for our analysis is defined. The proposed methodology is stated in
Sect. 4. The results and conclusions are explained in Sects. 5 and 6.

2 Literature Review

In this section a detailed study about various techniques detecting intrusions is pro-
vided. The two main approaches to find intrusions are rule based expert system and
statistical approach.The rule based expert systemhelps to detect known attacks in high
rate. Ratha et al. [1], detected attacks pertaining to a biometric process and clustered
them into six groups.But the problemwith this system lies in theflexibility of the rules,
that is, a little variation in the sequence of attack can make an instance from being
intrusive to non-intrusive. In the statistical approach of intrusion detection, supervised
and unsupervised techniques are being explored. Few research papers related to these
approaches for intrusion detection have been discussed below.

2.1 Supervised Algorithms on Intrusion Detection

Various researchers have worked on various different techniques to give prominent
output for IDS. Intrusion Detection using SVM has been explored by many. For
example, Goyal and Kumar [2], have implemented genetic algorithm for identifying
harmful attacks in the network. The algorithm focuses on features like connection
status, network service to destination and protocol type to generate a set of rules
identifying an attack type. This approach creates different set of rules identifying
types of attacks. Their approach proved to be efficient with 100% accuracy for the
classification of intrusions and detections. Khan et al. [3], used DGSOT (i.e.,
Dynamically Growing Self-Organizing Tree) as it is considered as an improvement
over traditional clustering algorithms like, hierarchical partition and agglomerative
clustering. Between two classes, analysis on clustering discovered the boundary
points, which were then used to coach support vector machine (SVM). For gain in
training time and loss in precision, they compare their approach to Rocchio Bundling
algorithm and casual choice. In the same year, Ganapathy et al. [4] have imple-
mented a multi-layer classification technique for anomaly detection in cell phone ad
hoc networks. Their system also used an amalgamation of a tree classifier and
multi-class Support Vector machine algorithm. Also due to fast adaptation and high
detection rate, the Artificial Neural Networks are considered as one of the famous
supervised machine learning techniques for detecting Intrusions in real time. Muna
et al. [5]; Norouzian et al. [6] etc. are some of the IDS work being done using ANN
technique.
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2.2 Unsupervised Algorithms on Intrusion Detection

The classification techniques require labelled data for training which is quite dif-
ficult to generate. While dealing with big network data, it becomes difficult to flag
or classify each record manually. This demands an approach that classifies the
instances when dataset is not labelled. Unsupervised learning algorithms like
Clustering have gained lot of importance in this respect. In the case of unlabeled
data set, unsupervised anomaly detection algorithms are used to find the anomalies
assuming that maximum records in the data are normal and hence do not involve
training data. These techniques are based on the implicit belief that normal
instances are more recurrent than aberrations in the test data. If this presumption
fails then such techniques lead to high false alarm rate. Such divergence assumes
that the testing data includes less anomalies and the development model is vigorous
to these less anomalies.

Most of the work on intrusion detection based on unsupervised techniques is
done using Clustering. Portnoy et al. [7], implemented unsupervised technique to
detect attacks present in unlabeled data. They used incremental K-means clustering
algorithm to group the entire log data containing both normal and abnormal
instances. And based on the number of instances each cluster is then labeled
accordingly. It was seen that clusters with small number of instances came out as
attacks and then these clusters are used to spot intrusions in the test data. Suseela
et al. [8], have presented a paper on hierarchical Kohonen Net (K-Map) for
detecting intrusions. This approach does not involve costly point-to-point compu-
tation in forming the clusters. Another advantage of this approach was the reduced
network size. And for implementation of K-map, the Subsets were selected aim-
lessly that included both normal and attack records from the KDD-Cup’99 dataset.
Another technique for enhancing IDSs, called Biclustering, was presented by
Lappas and Pelechrinis [9]. Their approach proved to be useful in extracting
important knowledge about the association between features and processes. Though
this method has its own advantages, it cannot be used to detect abnormal intrusions.
Also, Qing et al. [10] developed a system related to data mining for finding out the
intrusions in their dataset. Considering that the traffic is huge and there are large
number of attacks present they decided to choose Fuzzy C-means technique and
hence were able to improve the performance in terms of both accuracy and
detection rate.

2.3 Hybrid Techniques on Intrusion Detection

In general, the supervised techniques give better accuracy when the attacks are
known. While the presence of unknown attacks in test data deteriorates its accuracy
significantly. And if we look at unsupervised algorithms, then the presence of
known or unknown attacks hardly make any difference in their performance. This
resulted some of the researchers to use a combination of both the techniques.
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For example, a research related to ANN was done by Zhi-song pan et al. [11], who
implemented a hybrid neural network and decision tree algorithm for detecting known
attacks in an organization. They tested classification abilities of C4.5 algorithm and
neural networks for intrusion detection and then concludedwhich algorithm is better to
detect a particular class of an attack. Similarly, Shekhar [12], distinguished between
normal andabnormal instances in a computer networkbasedonahybridof ID3decision
tree and k-means groupingmethods. Some authors likeWang et al. [13], Gaikwad et al.
[14], etc., have defined IDS based on a hybrid of Artificial Neural Network (ANN) and
fuzzy clustering. Their method proved to be useful for overcoming the problem of low
precision detection and weak stability detection. Primarily many researcher rely on
conventionalmethods likeK-nearest neighbor, Self-OrganizingMap;NeuralNetwork,
Naïve Bayes, etc. Some studies are Bahrololum et al. [15], Muda et al. [16], Om et al.
[17] where they have leverage these methodologies for intrusion detection, detection
rate, accuracy, false alarm rate normal, and abnormal instances.

Thus all in all it can be stated that the main objective is to find out the system
with best accuracy utilizing the different methods for finding attacks in the dataset.
All the papers that have been presented in respect to IDS are based on various
different techniques with few implementing too many techniques. While our
analysis is based on just one technique where feature extraction is done in a unique
way so as to get better output as compared to others.

3 Problem Statement

The objective of this paper is to propose a methodology to detect an intrusion in an
enterprise network by classifying whether the host is affected or not. We also try to
identify the abnormal activities of the detected hosts to understand the attacks. For
this study, we have taken unflagged datasets of a network. Only the activities of a
user after the connection is made are captured. Under such circumstances it
becomes essential to understand each and every aspect of the data.

The current techniques in intrusion detection classify the intrusion as either host
or instance based. The aim of Host-based Intrusion detection system is to collect
and analyze the information about the activities going on a specific single system,
also called as host. Basically, these systems can spot the suspicious activities related
to a particular User Agent. The methodology that is being applied in this paper does
not detect host-based intrusions. The proposed methodology implements an IP
based intrusion detection. Important features from the dataset are extracted which
are then used to carry out the “IP” based intrusion detection. As the quantity of
available traffic data is generally large, manual labelling of each record is both time
consuming and ineffective. Hence, we propose a system of grouping similar
instances and labelling the groups. Going by this methodology, we apply K-means
clustering on the logs generated to determine whether a new record is intrusive or
not. Also this will give us the information about abnormal activity that took place in
an enterprise during the time period for which the log data was collected.
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4 Analytical Methodology to Detect Intrusion

How does an individual or an enterprise or an organization decide how to use and
manage their data? What is the best possible way to maintain the balance between
sharing of data and its privacy on computer networks? Since the beginning, Data is
considered as a form of valuable asset making organizations naturally concerned
about moving it. The future of the cyber security for most traditional enterprises is
still unclear since most of these traditional organizations are still wondering the best
strategy to secure their personal information and infrastructure.

Keeping this in mind, we now explain the procedure that is followed for our
experimentation. The first subsection gives the detailed description about the data
used in the analysis, followed by feature extraction and experiment analysis.

4.1 Data

For our analysis, we have used data from MACCDC [18]. This data set has been
captured by Bro software. Bro is an open-source Unix which at times is compared
to Network based Intrusion Detection System, i.e., collecting information from the
entire network itself as data travels across the network system. This software helps
in capturing different kinds of log files of an enterprise. For our purpose, we are
considering only three log files namely, Connection, HTTP and DNS. Below is the
brief description of each of them:-

a. CONN.LOG: This log summarizes details of each UDP and TCP connection in
a single line containing around two million records. And due to the presence of
such detailed information, conn_log can be used to extract plenty of useful
statistics. For example: The “duration” column tells for how long a connection is
lasted. Another column called “resp_bytes” records how many bytes are sent by
an IP address to a particular client. Thus, understanding each column can help us
to find which columns are important from our analysis point of view.

b. HTTP LOG: This file contains all HTTP requests and responses summary sent
over a network. Each record starts with a ts (timestamp), a UID (Unique
Connection Identifier) and a 4-Tuple connection (i.e., Originator Host/port and
respondent Host/port). And the remaining columns explain the activity that is
occurring for each particular UID. For example, the “host” field records the list
of hosts an IP is pinging to. Similarly to check if the status of HTTP request
made is Ok or denied, we can refer to “status_code” field in this log.

c. DNS LOG: Containing 366,170 records, this log records all the DNS queries
along with their responses. Using information present in this log we can find
about the type of queries made by a client, for example, whether that query uses
TCP or whether it is referring to some spoofed source address, etc. All such
questions can be answered using the content present in the DNS log.
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The entire dataset contains information about each connection made and its
activities in the interval of 8 hours in an organization. And with the number of
records we can easily infer the amount of network traffic. These logs depict the
activities of every host in an enterprise transparently. For every connection, an entry
is made in the logs and then activities for that particular connection is recorded.
But whether a connection to destination will be made or not depends upon what that
particular host has asked for. For example, the host may ask for a destination that is
listed in the list of malicious domains or a destination that does not have a good
reputation, etc. And all such type of necessary information about both users and
hosts is being contained in these logs.

4.2 Feature Extraction

The second step we did is to extract features from all the above mentioned logs so
as to distinguish outbound communications from the organization. The selection of
feature is purely done on the basis of known intrusion behavior and in accordance
with the algorithm used in our experiment. For each host in the network, a feature
vector is generated which includes 11 features listed in Table 1. These features can
be categorized into four groups: features describing company’s policy, features
based on activities of the host, features related to volume of network traffic, and
destination based features. We describe this extraction from each of the log files in
detail below.

Conn.log file is considered as a backbone of the dataset since it is a mass of
merged data types used to find the state of a connection throughout its lifetime. The
first feature that we extracted denotes the number of times a particular connection is
made. Using this we can check the system activities accordingly. Malware can
cause sudden spikes in the volume of host’s network traffic and such interesting

Table 1 Clustering features (Modified and appended from Yen et al. [19])

Types of features Explanation

Features describing company’s policy Blocked connections

Third-level connections

Blocked domains

Unpopular IP’s

Features based on host “New” user agent

Features related to volume of traffic Number of logins

Sudden connection spikes

Domain spikes

Destination based features Unknown destinations

New external domains

Destinations contacted without HTTP referrer
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activities can easily be captured using amount of duration when an IP is generating
large volume of traffic abnormally. To find out the suitable threshold for large
volumes of traffic, we count the duration for which each connection lasted. Figure 1
shows cumulative distribution frequency for the number of connections made.

HTTP contains major information about host activities and hence is considered
as one of the most important log. In an enterprise, hosts are more uniform in their
software arrangements as compared to their academic networks. Thus the cases in
which user agents install new software is of interest to us. Though there is lack of
visibility about host’s machine, these logs generated by Bro captures a variable
named “User_agent” which can be used to find the host’s software configurations.
A “User_Agent” string contains the type of application, software version, and the
operating system. Count of new user agent strings from the host can be an important
feature for identifying attack. An important thing to note is that in our dataset there
are many user_agents which are closely related to each other, for example:
“Mozilla/5.0 (X11; Linux i686; rv: 2.0.1) Gecko/20100101 Firefox/4.0.1”, and
“Mozilla/5.0 (X11; Linux i686; rv:10.0.2) Gecko/20100101 Firefox/10.0.2”. In
such cases, taking count of user agents would be misleading as count function will
consider these two as separate entity. To avoid this, levenshtein distance is used as
the counting function. Levenshtein distance measures the similarity between the
source string and the target string. Using levenshtein distance, strings that are
closely related to each other will be grouped into one category. A user agent is
considered new entity only if the levenshtein distance is greater than a threshold.
And this is how new user_agent strings can be assimilated and only the count of
different “user_agent” will be calculated.

We are keen to identify the hosts which communicate with new or unknown
destinations that are rarely or never contacted within the organization. Here, we
assume that popular destinations (or websites) have less probability of being
compromised as compared to obscure destinations which may be an indicator of
abnormal (or suspicious) behavior.

Each enterprise has its own unique network policies and whenever some IP
pings another IP, the success of these connections will depend upon these policies.
For example, a connection to some external destination can be denied if it has a low
reputation or is forbidden for employees. The blocked connections (or domains) are

Fig. 1 Cumulative
distribution function for
number of connections in
conn_log
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hence an important indicator of host misconduct. Also for the sites that has not been
categorized yet, the client must agree to the enterprise’s policies before proceeding
further. The connections which require this type of acknowledgement are referred
as third-level connections. This information is extracted by counting the number of
connections that are blocked or third-level.

Another important feature is to find out the “new external” domains contacted by
a host. Firstly, we record the history of all external destinations contacted by each
host over a period of time. And after that a connection is taken as new if it has not
been contacted by any host during our period of observation. We are also interested
to find the count of new domains contacted by hosts without a HTTP referrer. This
usually happens when a user contacts new sites or is directed to advertisements by
search engine. And hosts visiting new sites without referrer are regarded more
suspicious. Also one of the indications of suspicious activity is when a host contacts
unpopular IPs. Though it is normal when communication is occasional but is
considered as suspicious when frequent. In the next section, we will discuss how
these features are combined so as to find anomalies in our dataset.

4.3 K-Means Clustering as an Unsupervised Intrusion
Detection Approach

With limited truth about which hosts are anonymous and behaving suspiciously, we
solve the problem of detecting intrusions using an unsupervised learning technique
called Clustering. Many employees are there in each department of an organization
who are performing particular job functions so we would be able to find out the
groups of users performing alike behaviors, while infected hosts with distinct
behaviors as “Outliers”.

Clustering is a technique of grouping abstract objects into buckets of similar
objects. In the present analysis this technique is applied so as to find patterns in a
dataset. A good clustering technique results into low inter-cluster similarity and
high intra-cluster similarity, i.e., the objects in the same cluster are more alike to
each other as compared to those in other clusters.

4.4 Intrusion Detection with K-Means Clustering

In the present experiment K-means clustering technique has been applied to dif-
ferentiate between normal incidents and attacks. The K-means is an iterative
clustering technique aiming to find out the local maxima in each iteration. This is
one of the most widely used algorithm for the purpose of clustering because of the
belief that it is easy to implement. The principal reason behind implementing
K-means is to differentiate between normal and abnormal data points which behave
in a similar manner into separate partitions known as K-th cluster centroids. The
following steps explain how k-means algorithm works in detecting intrusions:
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i. Mention the “K” desired number of clusters C-1, C-2,…, C-K.
ii. Randomly assign each point in the data set to a cluster.
iii. Compute centroids for each cluster.
iv. After computing centroids, reassign the data points to the closest cluster centroid.
v. Compute centroids again for each of these clusters.
vi. Repeat the last two steps until no further improvement is possible, i.e. no more

switching of the data points between the clusters is occurring.

In following section we have leveraged aforesaid methodology to showcase
some intrusion detection scenarios. There is high potential to extend this initiative
to many more what if scenarios, intrusions type and technical approaches.

5 Results and Experimentation

Given the description of feature extraction in Sect. 4.2, each host is represented by a
multi-dimensional vector explaining these features and further the analysis of
detecting intrusions has been performed on this dataset. The parameters used for the
execution of k-means clustering algorithm are discussed below:-

i. Distance Function: To create clusters, Euclidean distance is used for measuring
inter and intra-cluster distances. For n-dimensional space, the Euclidean distance
can be calculated as

d p; qð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X

n

i¼1

ðpi � qiÞ2
s

where d is the distance between vectors p and q.

ii. Number of clusters: K-means algorithm requires the number of clusters to
create be defined in advance. To extract optimal number of clusters, we plot
total “within groups sum of squares (WSS)” with the number of clusters. And a
bend in the plot gives us the optimal number of clusters to be specified in the
algorithm. The following figure shows the WSS for our dataset.

Fig. 2 WSS plot (varying number of clusters to classify intrusion correctly)
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As discussed above, this paper aims to look for the IP based intrusions and for
which we applied K-means algorithm. The most important requirement for its
application is to determine the number of clusters, which we have determined using
WSS plot shown in Fig. 2. From this plot we chose k = 7 for our analysis purpose.
K-Means algorithm was applied with 7 as the cluster count.

Once the clusters were obtained, the cluster composition was studied to identify
the fit. Both the cluster plot and silhouette plot in Fig. 3 indicates the cluster fit has
been good for this dataset for k = 7.

Classification of Clusters: The important job is to classify extracted clusters
into classes of normal and intrusive. For that we assume that majority of records in
the data set indicates the clusters with most number of instances as normal while
remaining as attacks. And the remaining are being labelled as anomalous clusters.

After getting clusters, it was seen that 90% of the instances lied in cluster 6 while
the remaining 10% in other six clusters. Also out of these six clusters, three con-
tained only 1% of the instances. Going by our assumption of clusters with majority
of the instances as normal, we can now easily classify Cluster no. 6 as normal while
all other clusters as Intrusive.

On checking the composition of the clusters, it was identified that factors like the
number of times a connection is made by a particular IP, the sum of bytes sent,
number of without referrer connections made, etc., were very high compared to
cluster 6. Thus, by using this approach, we were able to identify Hosts having
anomalous activities.

6 Conclusion

The practicality of intrusion detection using unsupervised machine learning algo-
rithms is being investigated in this paper. The Intrusion Detection System is con-
sidered as one of the powerful defense technology these days. Since it has proved to

Fig. 3 Representation of clusters
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be a crucial tool for governments as well as for various organizations to safeguard
their network from attacks of hackers and also from internal threats. The proposed
analysis can be applied in any organization in order to have an attack alert
mechanism against network and thus making it more reliable and efficient.

The major implications of this experimentation are:-

i. This analysis can be used to detect both known and unknown threats.
ii. The reason for choosing unsupervised over supervised learning algorithm is

the extreme vibrant nature of network traffic data. Our analysis shows that
K-means technique is able to detect outliers easily though the data that we
considered did not contain any flags.

iii. Efficient implementation of K-means in big data can lead to reduction in false
alarm rate for unknown attacks.

iv. Most of the work done in past is instance based. But this work works well for
both instance based as well as IP-based intrusion detection.
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Multi-stage Greenfield and Brownfield
Network Optimization with Improved
Meta Heuristics
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Abstract Facility Location decisions are part of the company’s strategy which are
important due to significant investment and decision is usually irreversible. Facility
locations are important because (a) it requires large investment that cannot be
recovered, (b) decisions affect the competitiveness of the company, and (c) deci-
sions affect not only costs but the company’s income (d) Customer satisfaction and
trade off of decision based on service level. In a supply chain network design,
facility locations (for example, warehouse, distributor, manufacturing, cross dock,
or retailers locations) play an important role in driving efficient distribution plan-
ning and satisfying customer service level. The problem is to identify optimal set of
facilities that can serve all the customer’s demand with given service level at
minimal cost. This problem becomes complex when possible locations are not
known (Green field problem) and cost is the major driver for selection of facilities.
This paper addresses this problem in two parts (a) first, improving the existing
methodology (clustering) to achieve optimum clustering solution. With improved
clustering outcome, we get better set of facility locations to be installed for
Greenfield scenario. (b) Second, extend solution towards mathematical optimization
based on cost, demand, service level, priority of facilities and business-based
constraints (Brown filed Problem). This solution will help in selecting the best set of
available facility location respecting business constraint so that customer demand is
met in cost. Clustering algorithm, improved Meta Heuristic and GLPK (Open
Source package to solve LP/MILP Problems) based mathematical optimization has
been developed in Java. Currently we are pursuing further research in this direction
to improve network and facility decisions.
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1 Introduction

Creating a network of facilities requires a huge investment and have significant
impact on the overall cost of a supply chain. This challenge lead to identify optimal
set of facilities that can serve all the customer’s demand with given service level at
minimal cost. This problem becomes complex when possible locations are not
known (Green field problem) or optimal location are not known in existing network
(Brown filed problem) under operational constraints. Facility location decisions are
critical and difficult due to following reasons:

a. They require a large investment that cannot be recovered
b. These decisions affect competitiveness of a company
c. They affect not only the cost structure but also revenues
d. They have implications on customer satisfaction and trade off of decisions based

on service level (for instance, trade of service versus cost benefits).

Using an appropriate method and system (for example, general purpose decision
tool) for deciding facility location can reduce the cost of delivery without com-
promising on the services provided to customers. To decide upon a facility location
and customer allocation, customers are grouped into optimally sized clusters based
on transportation cost, facility fixed cost, handling cost at facility, inventory cost
and business constraints in order to minimize cost of each service delivery to each
cluster. We can use this approach to evaluate multiple scenarios. Figure 1 explains
possible factors involved in deciding the network optimization and facility location
decisions scenarios. This includes both green filed and brown filed decisions.

Green Field & Brown Field 
Decision Scenarios 

(Location, How many, Service, 
Capacity, Customer Allocation  etc.)?

Facility Cost 
Constraints

Resource 
Constraints

Inventory 
Constraints

Transportatio
n Constraints

Service Level
Constraints

Customer 
Constraints

Fig. 1 Factors to consider in Facility Location Decisions
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For green filed decision we have majorly consider the potential customer location
and demand whereas for brownfield decision cost optimization has been done under
all operational constraints and decisions what-if scenarios.

Improved hybrid meta heuristic-based Clustering technique is applied to identify
the cluster of customers (i.e., indicative facilities) to minimize distance in supplying
goods or products to retailer or customers. K-means algorithm is one such available
algorithm usually applied in aforesaid scenario. However, solution obtained from
k-means algorithm is sensitive to initial seed (selection of cluster seeds at staring of
clustering). This usually led to local or sub optimal solution. In this paper, we have
addressed this problem in two stages.

(a) In first stage, we have worked on a green field scenario, i.e., we do not know
the exact location of any facility. Hybrid Meta Heuristic (K-means, Genetic
Algorithm, and simulated annealing) approach has been used to overcome the
limitation of traditional solution and improve overall Greenfield Solution.

(b) In second stage, we have worked on brownfield scenario, i.e., network and
facility location optimization under various operational constraints and business
decisions context. This lead to mathematical optimization based on cost,
demand, service level, priority of facilities and business based what-if scenar-
ios. Mixed Integer Linear Programming (MILP) based solution suing GLPK
(Open source optimizer) has been developed and integrated with JAVA
interface.

Overall we propose multi-stage (Greenfield, Brown filed) solution methodology
using hybrid Meta heuristics (combination of K-means, genetic algorithm and
simulated annealing) and Mixed Integer Linear Programming for cost based opti-
mality. Details of aforesaid approach is highlighted in subsequent sections of this
paper.

2 Summary of Literature Review

There has been an increased focus on facility related decisions and customer service
allocation due to the dynamic nature demand, need for higher level of customer
service level, increased cost pressures, limited capacity, introduction of new trends
and products, higher levels of inventory and rising logistics cost. Some of these
problems have been highlighted in literature by previous researchers, e.g., retail site
selection [1, 4]; logistics and transportation planning [6, 7, 10]; marketing [12]; Lin
and Chang [3], Wang and general research in facility location and allocation [11];
Huh and Lim [8]; Prabha and Saranya [2]; Boudahri1 [5], Nikola [9]. As men-
tioned, last two decades, researcher’s has explored and worked in many different
direction of network optimization and facility location and with their research they
have addressed certain problem and open new avenues for practitioners. In this
paper we have cater some of the research gaps and developed innovative solution
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methodology from practitioner point of view. In this paper we have improved
clustering based facility decision by using hybrid Meta heuristics and then develop
various practical business decision scenarios from cost optimization perspective.
This paper is an effort to create a method and system to solve these pain areas in
dynamic environment across all business units and industries.

3 Problem Description

Traditionally, facility locations are identified using clustering techniques with dis-
tance optimization. But those locations may not be optimized with respect to cost as
well as no practical constraints are not considered like targeted lead time for
transportation, service level, etc., since installment of facilities includes various
costs like fixed cost(land cost), variable cost like labor, transportation costs varies
with location. To overcome the limitation of facility decision and allocation we
have employed the heuristic k-means along with Meta Heuristics (GA + SA) and
MILP based mathematical model. Developed methodology is also translated into
the system or decision tool which facilitate in variety of decisions.

Hence, the objective of this problem is to identify optimal set of facilities that
should serve all the customer‘s demand considering given service level and busi-
ness constraints so that total cost including transportation, facilities fixed cost,
inventory holding cost, penalty cost for unsatisfying demand is minimum.

4 Two Stage Approach: Greenfield and Brownfield
Decisions

Our analytical solution consist of two stages. Stages one we are solving the
Greenfield scenario by optimizing the k-means clustering results using genetic
algorithm and simulated annealing and the outcome of stage one is passed to stage
two. In stage two, we have described the MILP based mathematical model to solve
the brownfield scenario along with business constraints. Figure 2 explains the
complete flow of the two stages solution methodology along with input, approach
and outcome.

4.1 Stage-1: Improved Clustering for Greenfield Facility
Location Decisions Using Hybrid Meta Heuristics

Following is a steps outline for improved hybrid Meta heuristics which includes
K-means, Genetic algorithm, and simulate annealing.
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Outline of hybrid algorithm:

Step 0: Initialize population size, crossover rate, mutation rate and stopping crite-
rion using GA
Step 1: Generate population of the initial seeds
Step 2: Generate solutions using K-means Algorithm and calculate total distance to
be travelled to serve all customers
Step 3: Assign seed with minimum distance as Best solution and its distance as Best
value
Step 4: Apply the simulated annealing for each seed in the population
Step 5: Generate solutions using K-means Algorithm and calculate total distance to
be travelled to serve all customers and this population is considered as original
population
Step 6: Update Best solution and Best value
Step 7: Select the seeds for generating offspring seeds. These seeds are considered
as intermediate population
Step 8: Generate the offspring seeds by applying crossover operator to the
Intermediate population,
Step 9: Generate the offspring seeds by applying mutation operator to the Original
population
Step 10: Generate solutions applying K-means Algorithm to offspring seeds and
calculate total distance to be travelled to serve all customers and, update Best
solution and Best value
Step 11: Apply the simulated annealing for each offspring seed in the population

Fig. 2 Multistage Greenfield and Brownfield Facility Location Methodology

Multi-stage Greenfield and Brownfield Network Optimization … 469



Step 12: Generate solutions applying K-means Algorithm to seeds and calculate
total distance to be travelled to serve all customers and, update Best solution and
Best value
Step 13: Select the seeds for next generation of the population by using replacement
strategy and this population is considered as original population
Step 15: If stopping criterion is satisfied, display Best chromosome and Best value.
Otherwise go to Step 7.

In aforesaid solution methodology three key Meta heuristics are used in a
combination to achieve the better solution then traditional k mean based heuristics.
Brief summary of steps involved in various techniques are given below:

K-means Algorithm includes following key steps: (1) Initial cluster seeds are
chosen as per initial seed. These represent the “temporary” means of the clusters
(temporary facility locations); (2) the curve linear distance from each customer
location to each cluster (warehouse location) is computed, and each customer
location is assigned to the closest cluster. (3) For each cluster, the new centroid is
computed—and each seed value is now replaced by the respective cluster centroid;
(4) The curve linear distance from a customer to each cluster centroid is computed,
and the customer location is assigned to the cluster centroid with the smallest
distance; (5) The cluster centroids are recalculated based on the new membership
assignment and (6) Steps 4 and 5 are repeated until no customer location moves to
other clusters or stopping criterion satisfied.

Genetic Algorithm includes following key steps (Nikola [9]: (1) Generate random
population of n chromosomes (suitable solutions for the problem); (2) Evaluate the
fitness f(x) of each chromosome x in the population; (3) Create a new population
by repeating following steps until the new population is complete; (4) Select two
parent chromosomes from a population according to their fitness (the better fitness,
the bigger chance to be selected); (5) 1 With a crossover probability cross over the
parents to form new offspring (children). If no crossover was performed, offspring
is the exact copy of parents; (6) with a mutation probability mutate new offspring at
each locus (position in chromosome); (7) Place new offspring in the new popula-
tion; (8) Use new generated population for a further run of the algorithm. If the end
condition is satisfied, stop, and return the best solution in current population. Run
this solution in loop until stop condition met.

Simulated Annealing includes following key steps: (1): Read temperature (T),
temperature reduction parameter, stopping criterion1 and stopping criterion2; (2):
Take initial seed x; (3): Assign initial seed to current seed xcurrent and as best seed x
be. Assign its value to (x) and as best value (best). (4) Generate neighbor seed x′ of
xcurrent and apply k-means algorithm and assign its value to (x′); (5) If (x′) < (x) as-
sign x′ to xcurrent and f(x′) to f(x) and go to step 6 otherwise go to step 7; (6) If
(x′) < (best) assign x′ to xbest and f(x′) to f(best) and go to step 8; (7) Calculate

probability for accepting x′ by using e
f x

0ð Þ�f xð Þ
T Generate random number 2 (0,1) for x′.
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If e
f x

0ð Þ�f xð Þ
T [ random number, assign x′ to xcurrent and (x′) to (x); (8) Repeat the

process from 4 to 7 until stopping criterion 1 is satisfied; (9) Reduce the T by using
temperature reduction factor; (10) Repeat steps from 4 to 9 until stopping criterion 2 is
satisfied.

4.2 Mathematical Model to Solve the Brownfield
Business Scenario

The key steps to developing a facility location problem (when facilities are
available):

1. Collect complete information about customer demand, available location, its
cost parameters and business rules

2. Modify cost parameters related to facility locations generated
3. Implement mathematical model using MILP
4. Run scenarios (from step 2 to 6) to identify the right number of facility locations
5. Allocate customers to the right facility suggested by the model output
6. Implement the solution
7. Revisit the solution when customer location and demand changes.

Brown field facilities locations is solved using mathematical modeling with
MILP to identify facilities to be served to customers to minimize the cost consid-
ering business constraints like maximum distance with in which facility can serve
customer, percentage of demand satisfied with in maximum distance, etc. However,
the results from these systems are sometimes impractical. Due to that we have to
create multiple scenarios. The solution provides the best results possible from
distance perspective, cost perspective and considers business constraints. We are
using a detailed scenario analysis to demonstrate the cost and service benefits of this
system over existing techniques. This system can help organizations make facility
related decisions easily in the long as well as the short run from the perspective of
cost, service, inventory, etc.

Mathematical formulation of mathematical model for Facility Location and
allocation as follows:
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Objective Function:
Minimize

Z ¼
XW

j¼1

Fj � Oj þ
XI

i¼1

XW

j¼1

Hj � Li � ACij þ
XW

j¼1

SSj � Hj � Oj þ
XI

i¼1

XW

j¼1

TCij � Li � Dij � ACij

Subject to

XW

j¼1

ACij ¼ 18i

XI

i¼1

ACij � 10000 � Oj8j

XI

i¼1

ACij �Oj8j;

Li �
XW

j¼1

ACij � Li8i

where

j = 1,…W Warehouses
i = 1,…I Customers
k = 1,…,W1 Number of warehouses fixed
Li Demand Qty of Customer i
Dij Distance b/w the Customer i and warehouse j
Fj Fixed Cost of Warehouse j
Hj Handling Cost of Warehouse j
Oj assume value 1 if the Warehouse is open; 0 otherwise
ACij assume value 1 if the customer i is assigned to warehouse j;

0 otherwise
TCij Transportation cost b/w the customer i and warehouse j.

5 Results and Discussions

In this paper we have propose this multi-stage green filed and brownfield solution
using hybrid meta heuristics based clustering and MILP based cost optimization.
Extended MILP based mathematical model is developed by exploiting limitation of
earlier models. This mathematical model is translated into the GLPK based MILP
module which can facilitate us to run various scenarios in dynamic network and
facility location environment. This improved approach enhances industry vision
and helps in reducing their supply chain cost without impacting services to cus-
tomers. Figure 3 shows the model interface to support multistage facility location
and customer allocation solution. The major technical advantages of this are
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• GA will explore search space by generating initial seeds for clustering

– SA will exploit search space to obtain local optimal solution.
– Mathematical model will consider all practical constraints and not limited to

distance optimization.

• By combing these methods with clustering it will improve probability to obtain
global optimal solution.

Some demonstrative examples with results are highlighted in following section.

5.1 Case Example Stage 1 with Result
(Greenfield Clustering Solution)

Let us assume that we have 100 customer locations (latitude and longitude) and
demand. In this examples, let’s use traditional k-means clustering approach and
hybrid meta heuristics based clustering approach to identify how many number of
facilities in network to open, where to open and which particular customer’s to
serve. This is traditional Greenfield facility location decision scenarios where we

Fig. 3 Integrated model developed in Java & GLPK
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have shown improvement using our improved hybrid Meta heuristic methodology.
Our solution methodology includes (1) Clustering customers to optimize total
distance from customers to warehouses for different number of clusters (2) The
solution also take care of overlapping of infeasible locations like sea, out of cities,
etc.; (3) User needs to take judgmental decision regarding how many warehouses
needs to operated. Indicative Output snapshot as follows:

The graph shows the impact of number of warehouses on the total distance
traveled by the product. E.g. in Fig. 4, for two warehouses the total traveled dis-
tance is 130,000 miles whereas for 5 warehouses it is only 800,000 miles with
Improved Meta Heuristics. It is good notice that for same 5 facility location if we
obtained traditional solution then we have to cover 110,000 miles. This clearly
indicates 30,000 miles saving from our suggested improved clustering methodol-
ogy. Table 1 shows the possible locations of warehouses (Name of city and state)
e.g. new York city in PA state. The selection of number of facility using clustering
is the user’s judgmental decision but it provide an insight to select the appropriate
number of warehouses on the basis of traveled distance, for example, after seven
warehouse distance has not been reduced significantly.

Fig. 4 Improved solution using meta heuristics compared with K-means clustering

Table 1 Outcome of
clustering with facility
locations

City State Lattitude Longitude

Fairbanks Ak 64.837 −147.71

York PA 39.96 −76.72
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5.2 Case Example Stage 2 with Results (Brownfield
Decision Optimization)

Brown field facilities locations is solved using mathematical modeling with MILP
to identify facilities to be served to customers to minimize the cost considering
business constraints like maximum distance with in which facility can serve cus-
tomer, percentage of demand satisfied with in maximum distance, etc. However, the
results from these systems are sometimes impractical. Due to that we have to create
multiple scenarios. The solution provides the best results possible from distance
perspective, cost perspective and considers business constraints. We are using a
detailed scenario analysis to demonstrate the cost and service benefits of this system
over existing techniques.

Example: To optimize the number of warehouse locations, operating cost and
also decide the warehouse capacity and allocate the customers to warehouse in
optimized manner. (From clustering analysis, we have seven possible warehouse
locations and 100 customer locations). Major inputs are facility locations, customer
locations and their demand per year, fixed operating cost for warehouse, Handling
cost per unit and Transportation cost. The selected warehouse locations are only
5 among 7, for ex. w1, w2 locations with capacities has shown in the Table 2.

The capacity of selected warehouses is decided, e.g., Warehouse W1 has
100,000 capacity. Table 3 is the allocation results of warehouse to customers that is
yearly amount of quantity to be transferred from warehouse to customer.

Figure. 5 shows the impact of the number of warehouses on total cost. Selecting
number of warehouses to be served is user option. The graph also shows com-
parison of cost-based solution obtained from phase 1 and phase 2. This depicts that
how many number of warehouses needs to be opened from number of warehouses
available.

We suggest that researchers and practitioners can use the proposed algorithm
perform a ‘what-if’ scenario analysis. This can help managers understand and
visualize the facility decision suggested, which is extremely important as these
decisions cannot be revisited frequently. It is envisaged that such facility location

Table 2 Snapshot of
warehouse capacity

Warehouse Capacity

W1 100,000

W2 200,000

Table 3 Snapshot of
warehouse to customer
allocation

Warehouse Customer Demand

W1 Customer6 1000

W1 Customer2 3000

W3 Customer3 2000
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and allocation decision support system when applied at various levels in a complex
environment, can help achieve real-life business benefits and optimization of facility
decisions.

6 Conclusions

In this paper we have proposed hybrid (combination of K-means, Genetic algorithm
and simulated annealing) multi-stage (hybrid heuristic and Mixed Integer Liner
Programing) solution methodology for solving Greenfield and Brownfield facility
location problem. Significant research has been conducted before conceptualization
of two stage solution and its deployment. It is realized that there is plenty of scope
of improvement available in this area due to dynamic supply chain orientation.
Primarily, this is due to lack of accurate business perspectives, research assump-
tions and other practical implications. Previous researcher work has highlighted as
summary to identify the gaps and improvement directions.

We have demonstrated how our suggested methodology can help organizations
to achieve the best improve solution as well allow user to run various business
scenarios. We have improved Greenfield facility location decision using our
improved Meta heuristics and then subsequently performed cost optimization

Fig. 5 Number of warehouses and their impact based on cost based optimization
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addressing all operational constrains with various what-if scenarios. Suggested
hybrid multi-stage solution methodology rather helps us to achieve optimal solution
and leave no space for sub optimality. The input of improved clustering is used for
MILP optimization based on aforesaid constraint with cost minimization as
objective. This helps to identify right number of facilities, facility locations,
capacity at facility and customer allocation to facility. Depending upon business
requirement and constraints, various scenarios can be generated. There is enormous
potential for hybrid Meta heuristics and two phase approach from a business and
research perspective. Our effort continues in this direction for real life implemen-
tation of the proposed method to achieve increased business benefits.
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Implementing Signature Recognition
System as SaaS on Microsoft
Azure Cloud

Joel Philip and Dhvani Shah

Abstract The use of information technology in varied applications is growing
exponentially which also makes the security of data a vital part of it. Authentication
plays an imperative role in the field of information security. In this study, bio-
metrics is used for authentication purpose and also describes the combinational
power of biometrics and cloud computing technologies that exhibit the outstanding
properties of flexibility, scalability, and reduced overhead costs, in order to reduce
the cost of the biometric system requirements. The massive computational power
and unlimited storage provided by cloud vendors make the system fast. The purpose
of this research is to precisely design a biometric-based cloud architecture for online
signature recognition on Windows Tablet PC, which will make the signature
recognition system (SRS) more scalable, pluggable, and faster, thereby categorizing
it under “Bring Your Own Device” category. For extracting the features of the
signature to uniquely identify the user, Webber local descriptor (WLD) process is
used. The real-time implementation of this feature extraction process as well as the
execution of the classifier for the verification process is deployed on Microsoft
Azure public cloud. For performance evaluation, total acceptance ratio (TAR) and
total rejection ratio (TTR) are used. The proposed online signature system gives
78.10% PI (performance index) and 0.16 SPI (security performance index).
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1 Introduction

In this digitally centered world, advances in various technologies make life tranquil
by the provision of various sophisticated knowledge hubs through the innovation of
diverse devices. However, each hi-tech innovation has high probability of con-
cealed intimidations to its operators. The advancements in digitization have
brightened the concerns regarding the privacy and theft of users’ information. With
increase in the use of Internet-enabled applications, the amount of digital data has
increased exponentially and has become very important, and users try to secure
their data with strong scrambled passwords. However, the mismanagement of these
security measures and broken security technologies are rising at an alarming rate.
This results in cards being redone or forged and being misused. These cumulative
efforts to fight against cyber security have given rise to the development and use of
secure biometric-based system. One of the highest primacies in the domain of
information security is validating that whether the user who is trying to gain access
to the information has the authorization or not. Such access is usually accomplished
by a person attesting their identity by submitting the proof for his identification as a
part of the authentication process. The basic three methods for authentication are
what we know—passwords or other personal information, the other is what we
have—smart cards or tokens, and the final method is what we are—biometrics
technology.

Biometric-based solutions are capable of securing private financial dealings and
confidential data privacy. The necessity built upon biometric-based solutions can be
brought into being on various spheres such as government-based institutions, the
defense ministry, and commercial applications. Network security setups focused on
enterprise-wide network, government ID cards, secure electrical banking, invest-
ments and retailing networks, and law enforcement. Some of the sectors already
benefiting from these technologies are health and social services [1].

In this study, 10 signatures of each user captured from Tablet PC are stored on
the Azure Blob storage. From the client side, after capturing the signatures, a call is
made to the RESTful API, which is deployed as an Azure App Service (Web Role)
on the Azure cloud platform making client architecture thin. RESTful API acts as
the communication layer between the client side and the server side, i.e., the cloud
platform. The Webber local descriptor (WLD) process is implemented as a worker
role service. The WLD algorithm is the heart of this research since it uniquely
identifies each user and thus encapsulates security into various applications and
specifically banking applications.

The unbounded storage capacity and high processing power of cloud architec-
ture make this SRS a highly scalable, flexible, faster, and low-cost biometric sys-
tem. This research can be published as Software as a Service (SaaS) to the clients.
Thus, this SaaS can be used for all the systems where authentication is required,
e.g., bank, attendance systems, etc. The only concern is regarding the security of the
features stored as text files on cloud storage as they are stored on cloud. But this can
be resolved by implementing the cryptographic and security-related algorithms in
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the future. Internet connectivity is a must on client devices to exploit this service.
Hence, this research is a low-cost, portable, scalable, and flexible biometric-based
SRS.

2 Related Work

The authors [2] have discussed biometrics in five different parts. They have
described how these systems work, their strengths, and weaknesses, where they can
be effectively deployed. The paper [3] describes the major advantages and disad-
vantages of each technology with a definite indication of some appropriate tech-
nologies and where they can be applied [3]. H. B. Kekre, V. A. Bharadi [4] propose
a segmentation technique for fingerprint and palmprint where a dynamic threshold
is generated for each of the inputs. In [5], the authors used digitizer to capture
handwritten signatures and they the concept of neural networks for the classification
and recognition of the signatures. To detect the line strokes from signature image,
Kaewkongka, Chamnongthai, and Thipakom [6] proposed Hough transform, which
extracts the parameterized Hough space from the signature skeleton as a unique
characteristic feature of signatures. Armand, Blumenstein, and Muthukkumarasamy
[7] have applied grouping of the modified direction feature to train and test two
neural network-based classifiers. In [8], the authors Doroz and Wrobel present a
new technique of identifying handwritten signatures, whose main cornerstone is on
the mean differences, which has been improved appropriately. An another approach
is also discussed, where evaluating the variation is signature pixels by calculating
their locations [9]. Online signature recognition is referred as dynamic signature
recognition. Rhee and Cho [10] perform online signature recognition using seg-
mentation methodologies. In [11], the researchers have used Gabor filters to extract
the feature vectors of the dynamic signature. In [12], the authors illustrate how
biometric authentication is accomplished on a mobile device by migrating the
biometric recognition process to the cloud servers. In [13], authors Bharadi and
Philip have projected a robust architecture for employing online SRS on a public
cloud like Windows Azure. In [14, 15], Shah and Bharadi have proposed an
architecture that uses an embedded system and Azure platform to develop a por-
table authentication system. Also, the use of the encryption algorithm makes the
system viable for secure communication providing end-to-end security.
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3 Banking Applications

Signature recognition is one of the most important research areas in the field of
identity recognition based on biometrics which can be effectively used in banking
applications. The technology is also regarded as a front subject in many fields such
as pattern recognition and signal processing. Generally, there are two main types of
signature recognition, namely, off-line and online signature recognition.

Off-line signature recognition deals with the analysis of the signature image
alone. The major drawback of this type of signature recognition is that the signature
image alone constitutes a limited database for analysis, difficult to make an effective
determination of the validity of the signature.

However, this research work aims to promote online signature recognition in
banking applications, which consists of digitizing the signature as it is being pro-
duced. With this method, the information obtained will contain not only the sig-
nature image in numerical values, i.e., text files, but also time domain information,
such as signing speed and acceleration apart from pressure points, strokes, and
acceleration as well as the coordinates, i.e., X, Y. All this information can be
combined to determine the validity of a signature much more effectively than what
an off-line recognition system is capable of, which leads to higher level of accuracy
for easy detection of fraudulence or forgery in bank cheques, as dynamic charac-
teristics are very difficult to duplicate. For this research, online signature recogni-
tion for banking applications requires a Windows Tablet PC and Active Stylus—
used to scan signature dynamically.

4 Webber Local Descriptor (WLD)

An experimental psychologist, Ernst Weber, during the nineteenth century,
observed that the ratio of the increment threshold to the background intensity is a
constant [16]. This relationship, known since as Weber’s law, can be expressed as
follows:

DI ¼ k; ð1Þ

where DI signifies the increment threshold (just noticeable difference for discrim-
ination), I denotes the initial stimulus intensity, and k signifies that the proportion
on the left side of the equation remains constant despite variations in the I term. The
fraction DI/I is known as the Weber fraction. Weber’s law, more merely stated, says
that the size of a just noticeable difference (i.e., DI) is a constant fraction of the
original stimulus value. So, for example, in a noisy environment one must shout to
be heard while a whisper works in a quiet room [17].

The proposed descriptor, WLD, is centered on Weber’s law. It has numerous
advantages, such as detecting edges smartly, robustness to noise and illumination
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change, and its influential representation ability. WLD is based on a physiological
law. It extracts features from an image by simulating a human sensing his/her
surroundings.

The core of this research is the extraction of features for each user so as to
identify them uniquely. In this study, a feature vector extraction method called
WLD is used and executed by the Azure worker role.

5 System Methodology

The proposed architecture is a blend of two technologies: Biometrics and cloud
computing. Biometrics helps to authenticate a user uniquely, whereas cloud tech-
nology provides the storage of signatures and gives the computing platform to
extract the biometric features from the signatures using WLD algorithm (Fig. 1).

5.1 Implementation Steps

Take signature trials from users through a dynamic interface on Windows Tablet,
which distinguishes user input from Active Stylus storing its X, Y coordinates and
pressure information as input values. Enrollment operation involves taking the
signatures obtained through the Windows Tablet PC and uploading them onto the
blob storage of the Azure cloud through Web Role. In the background, feature

Fig. 1 WLD process used for feature extraction process
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extraction process of each user is published as a worker role on the uploaded
signatures on the Azure platform to automate the extraction process. After feature
extraction process, the classifier parameters of each user are stored on back to blob
storages as text files for the verification stage. The enrollment operation
step-by-step execution is as follows:

It primarily captures the 10 signatures of a particular user. The signatures are
captured using Windows Tablet PC (using Microsoft Ink Library). Each user is
given a unique user id which helps us to identify his 10 signatures. After the
signatures are captured, POST method published as Web Role on Azure is called.
These 10 signatures along with the user id are given to the API. The API receives
two things from the client; first is the user id of a user and second, the 10 signatures
of that user. Now, API does the following jobs:

• The API makes a connection with the Azure Blob storage using the connection
string. On the cloud side, storage account is created first which provides con-
nection information to be used within the connection string.

• Also, the user id is sent to the service bus queue which automatically activates
the cloud service responsible to execute the WLD algorithm published as
worker role on Azure.

• The WLD process is executed on the captured signatures and the unique features
of each are stored on the cloud storage for the verification process. The features
are saved in a text file named “Classifier.txt” within the container of each user.

• During the verification process, the real-time signature of the user is sent to the
blob storage and the WLD process is initiated on the cloud, which identifies the
unique features of the signature and these classifier parameters are compared
with the already stored parameters on blob storage during the training process.

• The confidence value is generated, and the user is verified/authenticated
accordingly.

• For the verification process, we use the signatures 8, 9, and 10 and then calculate
the confidence value (Fig. 2).

6 Results

This section explains the implementation results of the proposed banking appli-
cation. We have used C# programming language for the entire research as Azure
provides a great support for it.

6.1 Sending Signatures on Azure Blob

The client-side application is responsible for capturing signature from Tablet PC, 10
signatures per user, storing them locally until they have successfully stored on
Azure Blob as shown in Fig. 3. The client is not directly connected to the blob
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storage. Web Role is the entry point for all HTTP requests on the cloud, which
forwards the text file to blob and also sends the unique user id to the service bus
queue.

Fig. 2 Proposed architecture

Fig. 3 Blob storage on Azure platform holding the training signatures of users
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6.2 Generation and Classification of Biometric Features

The worker role always listens to the SBQ and the instant it receives the user id, it
automatically initiates its tasks. First, it takes the signature properties of the user
from the blob storage, performs the WLD process as shown in Fig. 4, generates the
classification parameters of the user’s signature, and again stores them on a different
blob for the verification process. Now, once the extraction is successful, we have
completed our training/registration process. For testing our application, we have
used signature numbers 8, 9, and 10 as our test data and have calculated the
confidence value by parameters of real-time signature with the already generated
parameters during the training process. All these processes also run on Azure
platform. The generation of confidence value is shown in Fig. 5.

6.3 Performance Analysis of Time Stamp-based Feature
Vector Extraction

In the performance analysis of the time stamp-based feature vector extraction, the
feature vector’s performances are compared with different performance parameters

Fig. 4 WLD extraction as worker role on Azure platform. As one cannot view the ongoing of the
process inside a worker role on Azure, there is an emulator for the same
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or metrics as shown in Fig. 6. Performance index value of 78.10 and security
performance index as 0.16 is achieved, which is desirable.

7 Conclusion

This research addresses the issues faced by traditional online SRS and how they are
resolved by implementing the online SRS on cloud. The proposed architecture has
the public cloud architecture. In this research, the scalable architecture is discussed
in depth and successfully employed on Microsoft Azure cloud which aims to devise

Fig. 5 Matching process on Azure as a worker role

Fig. 6 FAR versus FRR plot showing crossover (ROC curve)
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a highly scalable, pluggable, and faster online SRS. This architecture gives 90%
improvement in execution speed as compared to existing implementation. The
proposed online signature system gives 78.10% PI (performance index). This
proposal is of high significance as it can be envisaged on online banking and
e-commerce sectors, where dynamically handwritten signatures can be used on a
large for a more precise and well-defined authentication of monetary transactions.
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Target-Controlled Packet Forecast
and Communication in Wireless
Multimedia Sensor Networks

S. Ambareesh and A. Neela Madheswari

Abstract The two main factors which are vital in present multimedia applications
are Target-controlled packet forecast and communication. The degradation of
Quality of Service (QoS) is because the packets miss their targets and become
useless and are often dropped. As the consumption of real-time hypermedia
applications and Internet of Things (IoT) has grown into more, multimedia data
communication is a key cause to endorse the QoS of citizens. To accomplish the
QoS prerequisite in Wireless Multimedia Sensor Networks (WMSNs) the mixture
of multiple communication methods is stimulated for packet sending, counting
Conventional Network Coding (CNC), Analog Network Coding (ANC), Plain
Routing (PR) and Direct Broadcast (i.e., No-Relaying, NR). The combination and
integration of communication methods lowers packet falling probability, but
complicates the packet transferring and forecast process instead. Hence, an
exhaustive search scheme is introduced to get the optimal forecast sequence and
equivalent communication method for target constrained multimedia broadcasts in
WMSNs. With respect to promote computing proficiency for the formulated
problem, two heuristic methods based on Markov chain approximation and
dynamic graph is proposed.
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1 Introduction

Wireless Multimedia Sensor Networks (WMSNs) are the networks of wirelessly
connected sensor nodes which include multimedia devices, for example cameras,
microphones and they are skilful to obtain video and audio streams, motionless
images, as well as scalar sensor data. Real-time multimedia are the applications in
which audio-visual aid information has to be carried and passed in real time.
Multimedia is a word that represent several forms of material, containing audio,
visuals, animatronics, images, text, etc. The greatest illustrations are nonstop or
connected mass media such as animatronics, audial and video that are built on time,
i.e., each audio clip or video casing has a time duration linked with it, signifying the
performance. Multimedia records should be accessible always in continuous man-
ner, in authoritative in which they are related with their time stamp. E.g., consider a
video should process 30 frames per second so that the user can view the output video
continuously without any interruption, if the network fails to render 30 frames per
second or if the network renders 25 frames per second, then there will surely an
interruption occurring in the output video. Therefore, real-time hypermedia pre-
sentations naturally have restriction on time, i.e., the records has to be conveyed in
factual period. Figures 1 and 2 are the examples of real-time applications.

There are numerous examples for multimedia applications like online education,
Internet Gaming, Live Streaming, etc., all these real-time multimedia applications
have strict deadline constraint. For example, if we take a you tube application
consider the user is watching a video in you tube, if video is not played back
continuously the user may lose interest to watch the video, hence all real-time
application have strict deadline constraint. In these real-time applications, packets
nothing but the data or information consume strict target restrictions and must reach
at their termini before their limits. If they are reached on time, they turn into
unacceptable and are fallen, which shrink and reduce the Quality of Service (QoS). It
is the complete representation of a computer system, majorly it is the enactment
visualized by the users of the system. Mainly to mark the service quality, numerous
linked features of the network package are frequently measured, like fault rates, bit
amount, output, broadcast delay, accessibility, jitter, etc. This paper is allocated into
8 sections, in which, Sect. 1 provides the introduction of WSN and WMSN.

Fig. 1 Video conferencing of real-time application
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Section 2 provides the detailed Literature Survey of latest peer reviewed papers
related to WMSN. Section 3 provides the discussion on the Existing System.
Section 4 provides the Problem Statement with respect to packet dropping node in
WMSN. Section 5 provides the details of Proposed System with the approaches to
minimize packet dropping in WMSN. Section 6 provides the detail System
Architecture, Data Flow Diagram (DFD) and Class Diagram. Section 7 concludes
research work with Future Enhancement. Section 8 provides References used for
research work.

2 Literature Survey

In [1], the latent effect on technical investigation as well as abundant presentations
on WMSNs have drawn more attention. To govern steady as well as source
effective path and to offer variable stages of QoS warranty for hypermedia, the
broadcast of multiple forms of information depends on a routing protocol. As there
are numerous problems like inadequate network resources, complex procedures of
multiple media presentations and dynamic fluctuations of network situation is an
exciting task in WMSNs. The tests as well as necessities, a complete review on
routing of presentation necessities and key procedures are illustrated in this paper.
The proposed directing resolutions in this paper deals with the five key types based
on their architecture along with optimization qualities, provision on QoS, multiple
media responsiveness, energy effectiveness, bottle neck prevention, optimizing. At
last, the open investigation topics in steering metrics are depicted with some
effective investigation zones concerning routing in embryonic WMSNs presentation
states are discussed. The objective of this survey is to deal with the ventures and
current tendencies in routing in WMSNs. This paper deals with the experiments in
the design of transmitting packets in WMSNs, and then surveys on recent research
progress in area of WMSNs. More importantly, future enhancement is focused on
research areas of WMSN/IoMT systems.

Fig. 2 Social networking sites of real-time application
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In [2], stability and reliability in wireless communication is one of the major fact
for connecting people using the smart devices in the cities. In this paper, a societal
leaning smartphone-constructed adaptive broadcast device is proposed to progress
the system connectivity and quantity in Internet of Things (IoT) for smart cities. To
make the network connectivity strong, a societal leaning double mart grounded
relay medley scheme is explored to encourage the relay smartphones to transmit the
packets for others. For gaining maximal throughput in IoT based on smartphones,
and also the relay scheme selection is dogged by combining numerous kinds of
broadcast methods in an optimum manner to make maximum use of wireless scale
resource. A method based on a firefly procedure is determined to answer the high
computational complexity. The proposed mode has two steps. First, by the
friendship the social features of smartphones are modeled and a relay selection
method has been offered. Secondly, to educate the interaction amongst NC and
spatial recycle by synchronously triggering associations in an ideal way a variety
spatial recycle aware relay system selection process is proposed. To deal with the
computational complexity and to achieve the optimal network performance, a firefly
procedure based empirical approach is obtained.

In [3], the IoT relates to the real life scenario where most of the belongings,
objects or human being in everyday life should interconnect with added systems
and deliver facilities on Internet. Substances identify, sense, interacting as well as
process the abilities to mark the IoT model a real time. IoT defines IEEE 802.15.4
standard as the major inter-connection procedures. The IEEE 802.15.4 standard
gives Guaranteed Time Slot (GTS) apparatus which complements QoS for the
on-time documents communication. Even there are many QoS structures in IEEE
802.15.4 standard, even though major difficulty of endways delay resides. For
overcoming this end-to-end delay problem, a supportive Medium Access Control
(MAC) protocol for on-time information broadcast is proposed. The presentation of
the proposed scheme is illustrated through the simulations. The proposed scheme
improves network performance which is demonstrated. The proposed method
overcomes the difficulty of GTS tradition on less duty sequence along with the
straight broadcast amid finale systems. The planned method similarly lowers the
delays produced by PAN controller relays meanwhile systems using the planned
method can straightly transfer the on-time information not checking a PAN con-
troller. Since the proposed method selects the pathway with the improved linkage
feature, which reduces the energy intake by re-broadcast, and increases the system
performance. The energy intake of the proposed method is higher to both the IEEE
802.15.4 standard and ESS system.

In [4], deterministic delay constraints are difficult to guarantee due to the fun-
damentally stochastic environment of wireless vanishing stations. Using the thought
of operative size, the proposed system provides statistical delay guarantees.
Considering a large amount of user setup where different kind of users have dif-
ferent delay QoS restrictions. The resource distribution is derived strategy which
exploits the sum video feature and spread over to any quality metric with hollow
rate-quality plotting. The resource distribution policy is extended to imprison the
video quality based adaptive user subcarrier transfer in wideband networks as well
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as imprison the impact of adaptive variation and coding. Another difficulty of
fairness driven resource distribution is solved whereby the concept is to improve the
lowest video quality through users.

Finally, user presence and forecast strategies are derived which enable selection
of a large number of user subcategory such that all nominated users can meet their
geometric delay condition. The cinematic users with differentiated QoS [5]
necessities can attain similar video quality with massively diverse resource
necessities. The concept of effective capacity is used in this paper to provide a
framework for statistical delay provisioning for multiple users sharing a wireless
network. The resource distribution policies were prolonged to capture video quality
based adaptive user subcarrier project in wideband networks as well as the effect of
adaptive modulation and coding. This paper [6] focuses on the video quality driven
resource sharing which are referenced where the comparable perceptual feature
optimizations is proposed in a client based environment without contact to the
reference. This has the main advantages that the user dignified video quality
includes the effect of channel misrepresentations along with the source alterations
which is opposite to the server dignified video quality which only imprisons source
distortions. The quality assessment to the user is enabled which shrinks the server
capacity and ignores upholding a large session state for each user at the server.

3 Existing System

For lowering of packet communication interrupt in WMSNs, some work has been
made on unlike facets, such as QoS-based routing mechanisms, target concerned
stand in line approaches [7] in relays, well-organized access approaches in Media
Access Control (MAC) layer [8], and cross-layer optimization procedures that not
only reflect the transmission rate in physical layer systematically [9], but also
relaying method in network layer. Even though some QoS methods have been
specified in IEEE 802.15.4 standard [10] for WSNs, the difficulty of endwise
interval quiet resides. The supportive MAC protocol aimed at on-time data
broadcast was discovered in [11], which mainly concentrates on the inspiration
aided method in star net topology and can be seen as a thoughtful of complement of
IEEE 802.15.4 regular standard. A multi-user system for users with interruption
QoS limitations has stayed measured in [12], and the supply division rule has also
been extracted for sum video worth improvement.

It is broadly addresses that Predictable non-physical-layer Network Coding
(NC) prominently improves the grid material when packet target restrictions are not
measured [13]. The broadcast nature of wireless channel is advantageous in CNC.
The transmission time can be reduced by authorizing a relay to encrypt at minimum
two packages, these are acknowledged disjointedly from dissimilar foundation
nodes, into single package as well as transmit it to termini causing decryption of the
projected packages. Therefore, NC is likewise one of the efficient solutions to hand
the problem of packet broadcast with limited restrictions with supportive
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communications. But, the decrypting interval in CNC may be higher if the terminus
nodes cannot obtain enough amount of packets for deciphering [14].

Hence, CNC ought to be cautiously applied in target-controlled packet com-
munications. Compared with CNC, Analog Network Coding (ANC), as a kind of
Physical layer Network Coding (PNC), can be added lower diffusion time by
permitting two signals to be communicated instantaneously on or after the spring
nodules and depend one upon another at the relay nodule [15]. However, ANC has
further severe restraints on network topologies (star, mesh, bus, etc.,) and channel
conditions. Hence, it is stimulated to combine the unlike program approaches to
fullfill their benefits.

4 Problem Statement

This paper is intended to solve following problems,

1. Reduce the packet drop.
2. Ensure more packets are reached in deadline.

The problem is to be solved by integration of scheduling methods and proper
scheduling of packets according to their deadline. The main neutral is to find a
superlative system adaptively to reduce the amount of packets mislaid their limits
rendering to dissimilar network. Packet Dropping Probability can be calculated as
the proportion of the amount of packages omitted by their targets to the entire
amount of packages that has to be transferred.

5 Proposed System

In direction to agreement with present programs in multi-rate WMSNs, an adaptive
incorporation system for unlike communication approaches is proposed, counting
CNC, ANC, PR, and NR. Two methods one based on Markov Chain and other
based on Dynamic Chart method are proposed, to top quality the optimum trans-
mission approaches and series of packets.

5.1 Markov Chain Approximation Approach

Markov guesstimate has been used to answer the Extreme Biased Configuration
delinquent [16, 17], such as, scheming the Carrier Sense Multiple Access (CSMA)
device to attain the optimum throughput, selecting path in wire line networks, or
deciphering the channel assignment problem in wireless LANs. Many real and key
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complications can be communicated in the practice of Extreme Biased
Configuration delinquent, and so is the optimization problem in this paper. Markov
guesstimate method obtains the procedures which are very adjacent to the finest
outcomes, when the amount of formal conversions is huge ample. As the extent of
the states, i.e., the likely arrangement and broadcast systems, growths hastily by
total number of packets, and the parallel density is still very great which is illus-
trated. Furthermore, a method with less computational complexity is extracted.
A transition matrix is defined. In which the number of vertex is the number of
source + number of destination. The transition matrix value is 1 when the packet is
transferred at time ti from node m to node n, else it is 0.

The transition matrix is updated in every time interval to check if more packets
meet their deadline. According to this, an element in transition is set 1 or 0. The
transition is made according to constraint of maximum possible transition possible
at that time. Due to this updation of transition matrix at every time interval, a near
optimum schedule would be achieved in later time period.

5.2 Dynamic Chart Method

The Dynamic grid centered methodology is introduced and delinquent is solved by
building a chart for the collection of suitable packet(s) of each broadcast. Dynamic
graph approach is based on following statements,

• Statement 1: Amongst the total optimum well-ordered set barriers, the unin-
tentional that additional packages are supportively transferred through CNC is
infrequent.

• Statement 2: In PNC-based optimal ordered set barriers, once a packet in one
subset misses its target, the packet(s) in its subsequent subset(s) will also miss its
targets, if any.

Hence, based on the overhead statements, three directions on packet forecast and
broadcast are defined

• Direction 1: The maximum number of packets in one subset should not be
greater than two.

• Direction 2: The packet(s) has to be broadcasted successfully which are
scheduled in subset.

• Direction 3: The broadcast of packets should be done sequentially one after the
other subset if not the packets of the subsets fails to meet their deadlines.

So, considering all the above directions and statements, the efficiency of one
subset broadcast is observed as the change among the number of packets in the
division and the number of fallen packets affected by this broadcast. The subset with
the maximum broadcast efficiency should be organized with the maximum
importance.
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6 System Design

6.1 System Architecture

System architecture also called as system planning is the intangible strategy that
defines the anatomy and performance of an organization. It describes the organi-
zation apparatuses or building wedges and offers a plan using which merchandises
can be obtained, and organizations established, which will toil together to appliance
the complete organization.

Configuration Based on configuration details like number of nodes, area of sim-
ulation, deadlines for packet and transmission range, configuration module gener-
ates the TCL script and invokes on the simulator.

Simulator Node communicate through simulator module.

Node Node module has three applications,

• Packet Generator: Packet Generator application generates and sends the multi-
media packet, i.e., source node at configured rate.

• Packet Reception: Packet Reception application receives the packet and com-
pare the deadline of packet, with the receive time. If the packet is received at
time it is accepted, if the packet misses the deadline the packet is dropped.

• Relay Application: Relay application can be either implement Markov Chain
approximation Scheduling approach or can implement Dynamic Graph
Scheduling approach.

Measurements Collects the statistics, i.e., the information from simulator, for
example how many are sent or how many packets are dropped.

System planning is publicized in Fig. 3 as follows.

Grap

Statistic

TCL 
Scrip

Config. 
Configuration

Measurements

Simulator

Markov Relay

<Relay

Dynamic Graph 
Relay

Packet 
Generator

Packet 
Reception

<Node

Fig. 3 System architecture
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6.2 Data Flow Diagram

A Data Flow Diagram (DFD) is a pictorial demonstration of “stream” of data over a
statistics organization. DFDs are being recycled for the conception of information
handling (organized project). On a DFD, information objects moves from an
exterior data basis or an interior data basis to an inner data basis or an exterior data
basis, through an inner procedure.

6.3 Level 0 DFD

A perspective level can also be called Level 0 DFD illustrates the interface amid the
organization as well as exterior mediators that enact as documents bases and
documents descends. Another context illustration is the system’s interfaces with the
external world are modeled virginally in terms of data flows across the system edge.
The context Fig. 4 illustrates the entire system as a distinct process, and gives no
evidences as to its interior group.

Scheduling is the main process in the project where we need input as packets and
give an output in ordering of packets. Here the input is Incoming Packets which
undergo Scheduling process and the output is generated, i.e., ordered outgoing
packets.

6.4 Level 1 DFD

Level 1 DFD illustrates the reason for division of the structure into sub-structures
(procedures), everyone that contracts with one or the other of the data streams from
an outward mediator either to an outward mediator, it also deliver total functions of
the structure as an entire. It also recognizes interior data basis which should be
existing in accordance to complete the task, and displays the stream of facts amid
the numerous portions of the structure.

The incoming packets can undergo either Markov chain approximation
scheduling method as showed in Fig. 5 or dynamic graph method as showed in
Fig. 6 and generate the ordered outgoing packets.

Incoming Packets
Scheduling 1 Ordered outgoing packets

Fig. 4 Level 0 DFD
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6.5 Level 2 DFD

Level 2 DFD illustrates the division of sub structure into substitute procedures,
every one of that treaties with one or the other of the records streams from an
exterior agent, as well it provides total of the functions of the structure as an entire.
Along with that it recognizes interior data basis which should be existing in demand
for the structure to perform the task, and illustrates the stream of information amid
the numerous fragments of the structure.

Figure. 7 shows the Level 2 DFD is the sub-process depicting the Markov chain
approximation scheduling method, where firstly a flow matrix needs to initialized
(1.1.1), further the initialized flow matrix needs to optimized (1.1.2) and later
packet is scheduled (1.1.3).

Incoming Packets
Markov 

scheduling
1.1

Ordered outgoing packets

Fig. 5 Level 1 DFD depicting Markov scheduling

Incoming Packets
Dynamic 

scheduling
1.2

Ordered outgoing packets

Fig. 6 Level 1 DFD depicting dynamic graph scheduling

Incoming Packets
Initialize 

flow 
matrix 
1.1.1

Optimize 
flow 

matrix
1.1.2

Schedule 
packet
1.1.3

Ordered outgoing 
packets

Fig. 7 Level 2 DFD depicting Markov scheduling in detail
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Figure. 8 illustrates Level 2 DFD is the sub-process depicting the Dynamic
Graph scheduling method, where firstly a graph is constructed (1.2.1), further the
optimized path is identified (1.2.2) then the sub graph (1.2.3) is identified and later
packet is scheduled (1.2.4).

6.6 Class Diagram

A class figure in the Modeling Language (ML) is a type of stationary organization
figure which defines complete construction of a scheme which presents the attri-
butes classes and their relation.

Class figure is illustrated in Fig. 9 as follows,

Incoming Packets Construct
Graph
1.2.1

Identify 
optimized 

path
1.2.2

Identify 
sub graph

1.2.3

Scheduling 
packet
1.2.4

Ordered outgoing 
packets

Fig. 8 Level 1 DFD depicting Markov scheduling in detail
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+ add nodes ( )
+ start scheduling ( )
+ performance measure ( )

Dynamic Graph Scheduling

+ construct graph ( )
+ identify optimized path ( )
+ identify sub graph ( )
+ schedule packet ( )

Performance

+ measure delay ( )
+ measure packet drop ( )

Scheduling

+ start markov scheduling ( )
+ start dynamic graph 
scheduling ( ) 

Markov Scheduling

+ init flow matrix ( )
+ optimize flow matrix ( )
+ schedule packet ( )

Network

+ init nodes ( )
+ add sourses ( )
+ add destinations ( )1…

Fig. 9 Class diagram
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Main class is the user interface class, in this main class the major functions are,

• Create network
• Add nodes
• Start scheduling
• Performance measure

Main class is the GUI interface class. The main class will have the sub-class.
NETWORK

• Initialize nodes ()
• Add sources ()
• Add destinations ()

SCHEDULING
Scheduling has two sub-process called Markov Scheduling and Dynamic Graph

Scheduling.

• Start Markov Scheduling ()
• Start Dynamic Graph Scheduling ()

PERFORMANCE

• Measure delay ()
• Measure packet drop ()

7 Conclusion

In this paper, packet arranging and broadcast with time limit restrictions in
multi-rate WMSNs by conjointly linking ANC, CNC, PR, and NR have been
focused. An optimized method has been formulated, by which we can excellent the
ideal diffusion scheme via exhaustive search. Meanwhile, the computational con-
volution of the conveyed optimization anomaly is more, a Markov chain
constructed estimate system is offered by moving the optimization badly behaved in
the form of the extremely biased conformation tricky. By constructing the graph the
dynamic grid based technique was offered for reducing computational complexity.
Furthermore, with low computational complexity the suggested heuristic policies
can tactic the optimal network concert efficiently, this can be developed for unlike
network consequences successfully.

In future work, with the problem of overcome the implementation problematic
from two facets. In command to coordinate programs in PNC, one of the result is to
transfer the forecast of PNC-created communication from time domain to frequency
domain. Alternative solution is to plan abrasive management policy and study the
outcome of network presentation carried by the node barrier.
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