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Committee Members

Chairman

I am ecstatic to learn that the Department of Computer Science and Engineering of
National Institute of Technical Teaches Training and Research (NITTTR), Chandigarh
is organising 2nd International Conference on “Communication, Computing and
Networking (ICCCN 2018)” on 29-30 March 2018 in association with Springer.

This academic congregation will lead to deliberation on many emerging issues
and possible technological solutions. The Conference is poised to present high-tech
scientific outcome, promote academia-industry relations and collaborative research
activities in the domain of Communication, Computing and Networking. I am sure
the dynamic team of this institute will not leave any stone unturned to meet the
expectations of the participants and stakeholder to update their knowledge.

I wish the Organizing Committee a grand success.

Dr. K. K. Talwar
Chairman-BOGs
NITTTR, Chandigarh

v



Director

I am ecstatic to learn that the Department of Computer Science and Engineering of
National Institute of Technical Teachers Training & Research, Chandigarh has
taken a timely initiative to address the emerging issues on Communication and
Networking Technology by organising International Conference on
“Communication, Computing and Networking (ICCCN-2018)” scheduled for
29-30 March, 2018.

I am made to understand that the Organising Committee has invited many
speakers of international repute to make the two-day deliberations more meaningful
and academically rich. I as a Director of the Institute extend a warm welcome to all
the dignitaries, keynote speakers, paper presenters and delegates to the conference.
I am sure the conference will provide a platform to researchers, professionals,
educators and students to share innovative ideas, issues, recent trends and future
directions in the fields of Communication, Computing and Networking to address
the industrial and social needs.

I wish the organisers a grand success and all the participants a pleasant stay and
good learning.

Prof. (Dr). S. S. Pattnaik
Director
NITTTR, Chandigarh
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Conference Chairs

We are delighted to welcome delegates from India and abroad to the International
Conference on “Communication, Computing and Networking (ICCCN-2018)” to
be held at Department of Computer Science and Engineering of the National
Institute of Technical Teachers Training & Research (NITTTR), Chandigarh in
association with Springer on 29-30th March, 2018.

Undoubtedly, communication and networking technology has transformed our
society in recent decades and the pace of change can only be described as dis-
ruptive. The technology itself is progressing and exploring new horizons. The
conference aims at providing a platform for researchers, engineers, academicians as
well as industrial professionals from all over the world to present their research
results and development activities in the areas of communication, computing and
networking. This conference provides opportunities for the delegates to exchange
new ideas and application experiences face- to- face, to establish research relations
and to find global partners for future collaboration.

It is rightly said “Alone we can do so little, together we can do so much”. We are
thankful to all the members of this conference who have worked hard in planning and
organizing both the technical program and supporting social arrangements. In partic-
ular, we would like to take this opportunity to express our gratitude towards conference
Chief Patron, Patron, members of Advisory Committee for their wise advice and
brilliant suggestions on organizing the conference. Also, we would like to thank the
Technical Committee and Program Committee for their thorough and timely review
of the research papers and our Ph.D and M.E students for their support. We would also
like to thank all the sponsors who have supported us in organizing this conference.

We wish all the success for the event.

Prof. (Dr). C. Rama Krishna Prof. (Dr). Maitreyee Dutta
Conference Chair Conference Chair
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Conference Coordinator

I extend my most sincere welcome to all delegates of 2nd International Conference
on “Communication, Computing and Networking (ICCCN-2018)” to be organized
by the Department of Computer Science and Engineering, National Institute of
Technical Teachers Training & Research (NITTTR), Chandigarh during 29th-30th
March, 2018 in association with Springer.

Computer and Information Engineering plays an enormous role in promoting
knowledge and technology which is essential for the educators, researchers,
industrial and commercial concerns in the present digital age. Being a core part of
this conference from the beginning, I myself feel very much enthusiastic about the
conference and hope that we all will get benefit academically through mutual
collaboration. This International Conference will provide an exposure to the recent
advancement and innovation in the field of communication, computing and net-
working. With this not-to-miss conference, we are certain that we all meet to
discuss the latest advances in communication, computing and networking. It is
expected to be an intellectual platform to share ideas and present the latest findings
and experiences in the mentioned areas.

The successful organization of ICCCN-2018 requires the talent, dedication and
time of many volunteers and strong support from sponsors. My thanks goes out to
the paper reviewers, the keynote speakers as well as invited speakers and authors.
A special mention to our Ph.D. and ME students who have helped a lot to make this
conference a successful one.

I wish the event to be a grand success.

Dr. Rakesh Kumar
Conference Coordinator
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Preface

Technology has forever changed the world we live in. We’re online, in one way or
another, all day long. Our phones and computers have become reflections of our
personalities, our interests and our identities. They hold much that is important
to us.

The connectivity that has linked individuals in the present age has become
possible due to linking together of computing devices. Technically advanced
devices and their increasing usability have assisted in connectivity among indi-
viduals. Communication and connectivity have never been as easy as they are
today. Neither is it required to get into the hassle of arranging hardware for
establishing connectivity nor is it as timely as it used to be just about a decade back.

This book contains subparts focusing on the following themes:

• Network security and privacy
• Wireless networks
• Wireless communication
• Signal and image processing
• Data science and mining
• Electronic and instrumentation
• Computing technologies

Each subpart has either survey papers highlighting the challenges or papers
showing simulation or test bed-based experimental results. We hope this book will
be quite useful for academicians, researchers and scientists in order to carry out
further experimentation and technology enhancements.

Chandigarh C. Rama Krishna
March 2018 Maitreyee Dutta

Rakesh Kumar
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Experimental Analysis of DDoS Attacks
on OpenStack Cloud Platform

Aanshi Bhardwaj, Atul Sharma, Veenu Mangat, Krishan Kumar
and Renu Vig

Abstract Cloud computing has transformed the IT industry by providing conve-
nient way of accessing resources, services and applications over the Internet. Cloud
computing provides infrastructure, platform, software, and other hybrid models as
pay-as-you go based services. Customers pay based on usage of particular utility.
There are vulnerabilities in the cloud infrastructure which have been easily exploited
by the attackers. The well-known Distributed Denial of Service (DDoS) attack is
the most eminent attack in this area of computing. DDoS attacks compromise the
services of the cloud servers by overwhelming it with huge volume of normal or
incomplete traffic making difficult to respond further to the legitimate clients. In
cloud computing, virtual machines are created which run through instances. Open-
Stack is one such cloud platform, which is Open Source and is mostly deployed
as Infrastructure as a service (IAAS). This paper presents experimental evaluation
of DDoS attack on OpenStack cloud platform. The experimentation was conducted
on open source platform of OpenStack as private cloud model. AnonymousDoser,
LOIC, and Slowloris were used to launch DDoS attack. These tools flood the cloud
with TCP/IP and HTTP packets. Finally, different traffic analysis tools are used
to analyze the traffic pattern. The analysis is done on the basis of parameters like
resource utilization of CPU, memory and packet drop.
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Keywords OpenStack · DevStack · AnonymousDoser · LOIC · Slowloris
Wireshark · HTOP · Netstat

1 Introduction

Cloud computing has altered the way of daily running facilities in IT industries [4].
It provides on demand self-service and pay on the basis of usage model. Though
there are many benefits of cloud like dynamic resource provisioning, pay-as-you-go
billing yet one of the disadvantage is that cloud is viable to many attacks which
can cause service downtime, economic losses and degrades business reputation. One
such attack on cloud is DDoS which can result in inestimable loss to cloud users
and cloud providers. According to Neustar Report in 2017,1 849 of 1010 (84%) of
the organizations experienced at least one DDoS attack in the previous 12 months as
compared to 73% in 2016. In Q1 2017 Verisign,2,3 observed an average peak attack
size of 14.1 Gigabits per second, a 26% increase from Q4 2016. Verisign also stated
that the industries related to Cloud/IT Services were the favorite target of DDoS
attack as shown in Fig. 1.

According to cloud security Alliance [3], DDoS attack is one of the top 9 threats
to cloud computing infrastructure. It has been a biggest nightmare for industrial

IT 
Services/Clo
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Financial 
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28%

Media & 
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Fig. 1 DDoS attack trend in different sectors

1https://www.google.co.in/#q=neustar-2017-worldwide-DDoS-attacks-cyber-insights-research-re
port.
2http://www.digitalterminal.in/news/verisign-releases-q1-2017-DDoS-trends-report/9642.html.
3https://www.verisign.com/assets/infographic-DDoS-trends-Q12017.pdf.

https://www.google.co.in/#q%3dneustar-2017-worldwide-DDoS-attacks-cyber-insights-research-report
http://www.digitalterminal.in/news/verisign-releases-q1-2017-DDoS-trends-report/9642.html
https://www.verisign.com/assets/infographic-DDoS-trends-Q12017.pdf
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activities, security and availability. DDoS is the major and largest threat to Internet
and Internet of Things.

Dyn (DynamicNetworkServicesCompany)4 experienced the largestDDoSattack
till date that shook the world on 21 October 2016. It blocked anycast server. This
attack took down various big organizations like Amazon, Netflix, Reddit, Spotify,
Tumblr, Twitter. The attack was launched by Mirai-based botnets. Mirai is a part
of malware that look for vulnerable IoT devices like video cameras, digital video
recorders, etc., and infects these devices. These IoT devices then report to command
and control server which will be used as a part of large botnet. The existence of
botnets that exploit inherent security weaknesses in IoT devices and the release of
source code of the Mirai botnet have increased attacker’s capacity to launch severe
attacks. OpenStack [6] is a group of software projects that are freely available for
cloud providers and enterprisers. These can be used to setup and operate computing
resources, network resources and storage infrastructure. OpenStack cloud platform
is scalable, deployment is easy and is plentiful of features. Due to the open nature
of this cloud operating system, anyone can test and add additional components so
as to meet their requirements. Even though with the help of researchers, OpenStack
community has identified eleven core components for OpenStackwhich are officially
maintained.5 These components areNova, Swift, Cinder, Glance,Keystone,Horizon,
Ceilometers, Neutron, Heat, Trove and Sahara. Each of these components has a
feature associated with it.

The first component Nova helps to provides virtual machines on request by users.
Swift offers scalable storage so that one can store and retrieve lots of data through
simple API. Cinder provides on demand self-service access to persistent block stor-
age for guest Virtual machines. Glance offers repository of virtual disk images.
Keystone offers service discovery, authentication and authorization for all services
of OpenStack. Horizon is a graphical web-based user interface for accessing Open-
Stack services. Ceilometer is a single point metering component for billing uti-
lization of resources. Neutron offers network connectivity as a service for virtual-
ized computing platforms. Heat offers orchestration services for multiple composite
cloud applications. Trove allows users to easily access relational and non-relational
databases. Sahara provides data processing frameworks like hadoop, spark and storm
for OpenStack-managed resources.

OpenStack6 is used in many big organizations like Paddy Power Betfair handles
more than 130 million transactions daily which is 10 times more than London stock
Exchange,Verizon runs the industry’s largest known network functions virtualization
open stack cloud deployment across the US, Produban built a hybrid cloud infras-
tructure on open stack servicing Santander bank which is one of the world’s largest
bank. OpenStack with NASA in 2010, operated the world’s largest OpenStack cloud
and have experienced scaling OpenStack clouds to thousands of nodes.

4https://dyn.com/blog/dyn-analysis-summary-of-friday-october-21-attack.
5https://opensource.com/resources/what-is-openstack.
6https://www.redhat.com/en/topics/openstack.

https://dyn.com/blog/dyn-analysis-summary-of-friday-october-21-attack
https://opensource.com/resources/what-is-openstack
https://www.redhat.com/en/topics/openstack
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We have seen that cloud computing environment has been one of the target of
attackers. Attackers have launched DDoS attack on Linode, Rackspace, Dynamic
Network Services Company, etc., leading to tremendous losses to users and company
owners. Authors [1, 5] have provided various detection, prevention and mitigation
techniques against DDoS attacks. This paper analysis the performance of OpenStack
under DDoS attacks and till now no one has done such detailed experimentation by
taking different DDoS attack tools particularly on OpenStack.

2 Implementation of DDoS on OpenStack

To implement DDoS on cloud we worked on Xen Hypervisor with OpenStack as
cloud platform. First, we configured a guest operating system on Xen as Ubuntu
64 bit with 10 GB RAM. To create OpenStack based virtual machine, DevStack is
used. DevStack is a series of extendable scripts used to easily and quickly create full
OpenStack environment on the basis of latest Git master version. The steps7 to be
followed for the setup of the DevStack are as:

Step 1. Run the command: sudo useradd -s/bin/bash -d/opt/stack -m stack on ter-
minal for creating a separate stack user. Since this user should have sudo
privileges as it will be making many changes to the system. To provide
sudo privileges run the command: echo “stack ALL� (ALL) NOPASSWD:
ALL” | sudo tee/etc./sudoers.d/stack.

Step 2. Download DevStack repository from github by executing git clone https://
git.openstack.org/openstack-dev/devstack.

Step 3. Create a local. conf file and preset following passwords at the root of the
DevStack git repository.

ADMIN_PASSWORD�ANY_PASSWORD
DATABASE_PASSWORD�$ADMIN_PASSWORD
RABBIT_PASSWORD�$ADMIN_PASSWORD
SERVICE_PASSWORD�$ADMIN_PASSWORD

The above-mentioned steps depict the minimum configuration required to
setup DevStack.

Step 4. Start the installation by running the stack script which is./stack.sh
After the installation of OpenStack 10 instances were created on it to con-
sume some resources for checking the performance of OpenStack in a real-
time scenario.

We used three attacking tools to perform DDoS on OpenStack cloud. The tools
are LOIC, AnonymousDoser and Slowloris.

7https://docs.openstack.org/developer/devstack/.

https://git.openstack.org/openstack-dev/devstack
https://docs.openstack.org/developer/devstack/
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AnonymousDoser Tool8: It is a tool which sends large number of TCP SYN
packets which will overwhelm the server by making open connections. As a result of
which the connection pool will be consumed and eventually the legitimate packets
will start dropping. To launch this attack, two fields i.e. target IP and time duration
(in milliseconds) for attack is filled. The intensity of the attack launched by this tool
is very high which will take server down in few seconds.

LOIC Tool [2]: Low Orbit Ion Cannon (LOIC) is an open source network testing
tool available at9 developed by Praetox Technologies. It was used to attack web
servers by 4chan during Project Chanology. This tool uses various flooding methods
like TCP, UDP, and ICMP to launch attack against the target to exploit the resources
such as CPU, storage, and bandwidth. It uses multiple threads to launch an attack. It
has two forms: binary and Web-based. LOIC is one of the major DDoS attack tools
which can send large number of HTTP requests to disrupt the target system. One
of the main drawbacks of LOIC is that it does not spoof IP address of handlers and
agents who launch the attack.

The attack was launched from three different nodes by providing the details in
the GUI based interface of LOIC tool. The target IP is 192.168.51.189 which is the
IP of OpenStack cloud.

Slowloris Tool [2]: It is a denial of service attack tool available at10 and was
developed byRobert “RSnake”Hansen.11 It has both graphical and the command line
user interfaces and is implemented in Perl language. The tool can exhaust machine’s
web server with only minimum bandwidth. It also affects unrelated services and
ports. In 2009 during the presidential election of Iran, Slowloris was used as a leading
tool to launch DoS attacks towards the sites of government of Iran. It creates large
number of connections by sending partial requests to a victim Web server, and tries
to hold these connections open for long duration. As a result, it exhausts web server’s
maximum concurrent connection pool, which after some time forces them to decline
other legitimate connection requests from clients. The Linux commandwhich is used
to launch this attack is:

Perl slowloris.pl -dns 192.168.51.189.

3 DDoS Analysis

3.1 Wireshark

For AnonymousDoser: Three different nodes are used to launch DDoS attack. The
IP’s of these 3 nodes are 192.168.51.201, 192.168.51.61, and 192.168.51.62. The

8https://www.youtube.com/watch?v=_2_2-n_TyOk.
9https://sourceforge.net/projects/loic/.
10https://pypi.python.org/pypi/slowloris/0.1.4.
11https://en.wikipedia.org/wiki/Slowloris_(computer_security).

https://www.youtube.com/watch%3fv%3d_2_2-n_TyOk
https://sourceforge.net/projects/loic/
https://pypi.python.org/pypi/slowloris/0.1.4
https://en.wikipedia.org/wiki/Slowloris_(computer_security
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Fig. 2 Wireshark: IO packet detail of AnonymousDoser

IP address of cloud is 192.168.51.189. The Wireshark capture in Fig. 2 shows large
number of reset packets being sent because of overflow of connection queue.

The IO graph in Fig. 3 shows increase in the number of packets from 0 to 1300
in just 128 s duration.

For LOIC: The IO graph in Fig. 4 shows increase in the number of packets from
0 to 2600 in just 88 s duration.

The IO graph in Fig. 5 shows increase in the number of packets from 0 to 1450
in just 16 s for Slowloris tool.

3.2 HTOP

It is graphically advance version of TOP. It shows the CPU utilization of all cores.
Here we used 10 cores of virtual CPU’s. Figure 6 shows utilization of all the ten
cores separately in the case of AnoymousDoser tool. The average utilization comes
out to be 30–35% for AnoymousDoser.

HTOP shows utilization of all the ten cores separately with average 60–65% CPU
utilization for LOIC shown in Fig. 7 and 30–35% CPU utilization for Slowloris.
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Fig. 3 Wireshark: AnonymousDoser IO graph

Fig. 4 Wireshark: LOIC IO graph
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Fig. 5 Wireshark: Slowloris IO graph

Fig. 6 AnonymousDoser CPU utilization
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Fig. 7 LOIC CPU utilization

Fig. 8 AnonymousDoser packet drop

3.3 Netstat

Network statistics12 is a network utility tool that has a command-line interface. It
displays both incoming and outgoing TCP connections, routing tables, number of
network interfaces and network protocol statistics.

Netstat shows 13021SYNpacketswere lost in 128 swhen attack launched through
AnonymousDoser tool which is shown in Fig. 8 and 3024 SYN packets were lost in
178 s when attack launched through Slowloris shown in Fig. 9. The server becomes
totally unresponsive in both the cases.

12https://en.wikipedia.org/wiki/Netstat.

https://en.wikipedia.org/wiki/Netstat
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Fig. 9 Slowloris packet drop

4 Conclusion and Future Scope

Cloud Computing substituted many traditional technologies but has various security
concerns as well. The frequency and size of attacks being launched on cloud have
increased over years which are alarming. DDoS attack is one the major threat to
cloud computing. In this work we analyzed the performance of OpenStack Cloud
through three DDoS tools which are AnonymousDoser, LOIC, and Slowloris. Both
TCP and HTTP packets were used for flooding which shows vulnerability in cloud.
Wireshark, HTOP, and Netstat were used to analyze number of packets sent, CPU
and memory utilization, packet drop, etc. Among all tools LOIC send large number
of packets in few seconds. Analyses show that DDoS attacks can cripple the system
resources and have highly negative impact in terms of performance and cost incurred
to cloud providers and users. Our experiments have shown that the impact can be
severe and spread fast in a very limited time. Thus, there is an urgent need to design
and employ systematic and efficient DDoS detection and defense mechanisms on
cloud platform. This work can be further extended to launch different categories
of DDoS attacks in cloud in different scenarios to better understand their impact,
vulnerabilities exploited by the attacks and their mechanism.
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Survey of Transport Layer Multihoming
Protocols and Performance Analysis
of MPTCP

Anurag Jagetiya, C. Rama Krishna and Yousuf Haider

Abstract Today’s handheld devices like laptops, smart-phones, etc., are termed as
multihomed devices as they are equipped with more than one active network inter-
face like Ethernet, 3G, and Wi-Fi. The ability of multihoming can increase network
throughput, fault recovery capabilities, and share network traffic among available
paths to balance the load. However, conventional transport layer protocols like TCP
were not designed to support multihoming ability. This paper explores prominent
multihoming solutions suggested at the transport layer and analyzes the performance
of TCP’s multihoming extension MultiPath TCP under heterogeneous multiple sub-
flows. The prime objective of this study is to find out the suitability of MultiPath
TCP in scenarios where multihomed devices are using homogeneous or heteroge-
neous network interfaces assuming that an MPTCP-enabled client is connected to
an MPTCP enabled server using two network interfaces. Two different topologies
namely bottleneck and no-bottleneck are used to investigate the behavior of MPTCP
in critical conditions like of bottleneck.

Keywords Multihoming · SCTP · HIP · Shim · mSCTP ·MPTCP ·Wi-Fi · 3G

1 Introduction

Multihoming is the ability to connect to the Internet through more than one Internet
Service Provider. If one of the attachments fails due to mobility of the device or
due to any other reason, the connection will be transferred to another one. Thus,
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multihoming increases reliability in case of a network failure and enhances per-
formance through concurrent internet connections. In conventional TCP, once the
connection is established between two endpoints, during the lifetime of this connec-
tion, these endpoints can’t be changed. It means that if a mobile host attaches itself
to a new network, its IP address changes, but, unfortunately, endpoints cannot be
changed. So, in order to establish a new connection, the old connection has to be
terminated. Therefore, conventional TCP can’t be used to avail the complete ben-
efits of multihomed devices. In fact, application of multihoming can be at today’s
data centers, where many paths are available between two endpoints, and MultiPath
routing picks one route for a particular TCP connection. It has been found that there
is a non-negligible probability of multiple flows get placed on the same link and
degrading the throughput [1].

2 Multihoming Protocols

Researchers have come up with many multihoming solutions on network layer and
suggested protocols like Mobile IP, Level 3 Multihoming Shim Protocol for IPv6
(Shim6), etc. Later, Concept of mobility was added to transport layer that allows the
modification of endpoints during the lifetime of a connection, i.e., mobility-enabled
transport layer protocol to change its IP address while its end-to-end connection
will remain intact. This feature has enabled hosts to manage the mobility instead
of depending upon any network layer device such as a router. Therefore, this paper
will cover well-known transport layer multihoming solutions submitted to IETF, like
Host Identity Protocol (HIP), Stream Control Transmission Protocol (SCTP), and
MultiPath TCP (MP-TCP).

2.1 Host Identity Protocol (HIP)

Internet Protocol performs dual uses as identifiers to upper layers and locator to
the network layer. But, the feature needs architecture capable of changing locators
without changing identifiers. Therefore, ITU-T discussed the concept of splitting
ID/locator and standardized a recommendation [2]. Host Identity Protocol (HIP) is
defined as a new solution for secure mobility and multihoming solutions. HIP does
not use IP address’ dual role feature architecture, i.e., to identify and locate hosts
[3]. It separates these roles and uses a host identifier to identify a host. While IP
address still preserves the role to find out the topological location of host and route
the packets. Due to the addition of this new namespace, applications refer to Host
Identifiers while opening connections and sending packets instead of referring to
IP addresses. Transport layer generates segment that uses host identifier instead of
destination IP. HIP daemon maps an IP address to host identifier at Host Identity
layer. Lastly, network layer routes the packet and the socket are changed as follows:
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{protocol, source HI, source port, destination HI, destination port}. In the present
scenario, socket is bound to IP address, while, in HIP, a socket is bound to Host
Identifier, which, in turn, dynamically connects to one or more IP address. The role
of IP address is limited to find the location of the host only. Thus, an application
cannot see IP address, it can only see the Host Identifier. HIP offers several benefits
including mobility and multihoming support, end-to-end security, protection against
processor, and memory exhausting denial-of-service attacks.

2.2 Stream Control Transmission Protocol (SCTP)

SCTP is a reliable, full duplex, message-oriented, protocol. It not only provides most
of the TCP features like flow and congestion control, ordered data delivery but also
provides additional services like multihoming to thwart network layer failure, partial
reliability to support real-time application, multi-streaming, etc [4]. SCTP ensures
strong association between two endpoints of a connection and each of that may be
reached by one or more transport layer address. During initial connection setup of
SCTP multihomed environment, both the end-point exchanges a list of available
transport layer address (IP addresses). Then, both the endpoints define a primary
path to exchange data. Besides, this primary path, SCTP endpoints also keep track of
alternative paths [5]. SCTP sender usually uses the same path or destination address
until being instructed by the application layer to change the path. If at any point in
time, a primary destination is found inactive by SCTP’s periodic heartbeat messages,
SCTPmay switch to the alternate destination address and retransmit the message [6].
SCTPworks at the transport layer thus provides a host-centric approach. Therefore, in
order to use multihoming features, both the communicating parties need to be agreed
upon this service. It is found in [7] that SCTP does not support other multihoming
requirements viz. load sharing, load balancing, transport layer handover, etc.Middle-
boxes in modern networks doesn’t recognize SCTP packets and drop them. On the
other hand, applications have to explicitly choose SCTP to achieve application-level
compatibility [8]. However, several APIs are defined for application to create an
SCTP socket. SCTP can only provide the ability to recognize multiple paths so
that connection can be shifted from one to another during a fault. But, it does not
provide facility to use multiple paths simultaneously to transfer data [9]. SCTP is not
interoperable with TCP. Due to this reason, developers are also less likely to develop
their application that works with SCTP.

2.3 Shim Layer

A backward compatible Shim layer translates application layer system calls to TCP
into corresponding calls to SCTP. This procedure remains transparent to the appli-
cation layer and the Shim layer is inserted into socket layer between application
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and transport layers. Shim layer encourages SCTP deployment by providing a mean
to translate TCP applications into SCTP applications. However, Shim is only an
experimental protocol layer and not standardized yet [10].

2.4 mSCTP: SCTP with Mobility Extension

Dynamic Address Reconfiguration (DAR) extension is added to SCTP that makes
it mobility friendly transport layer protocol and provides transport layer handover
management in SCTP.With DAR extension SCTP endpoints can dynamically add or
remove an IP address to an ongoing association and request to set the primary des-
tination during active SCTP association [11]. This extension was required because
numerous latest systems allow for dynamic addition and removal of network cards.
In fact, in IPv6, a provider can renumber a network and transport association has to
reinitiate to take advantage of this new configuration. This extended version of SCTP
with DAR is referred as mSCTP by IETF and standardized in RFC 5061 [12]. Stan-
dard SCTP was providing fault tolerance mechanism to stationary hosts, while DAR
extension made it mSCTP, i.e., mobility enable transport layer protocol. Moreover,
SCTP host can choose or change its primary path of data transfer by signal its peer
or server. mSCTP uses the information like signal quality from the link and physical
layer to perform a better selection of new paths and make effective handover deci-
sions [13]. The major challenge with mSCTP is to decide specific rules for changing
the primary path. mSCTP does not have built-in support for location management
like in Mobile IP. mSCTP does not need an additional support of network routers
like Agents in Mobile IP. mSCTP does not use additional ‘Binding Update’ like in
Mobile IP to provides the Route Optimization.

2.5 MultiPath TCP

MultiPath TCP is a backward compatible extension to TCP and is designed to use
multiple interfaces concurrently so that all the pooled resources will be seen as a
single logical resource to the end user.MPTCP aims tomake use of availablemultiple
paths in the network to provide better fault tolerance by switching between paths.
And, increase the network throughput by using multiple paths concurrently [9]. A
stable release of MultiPath TCP v0.89 in Linux kernel is available at [14]. MPTCP
provides reliable, in order, byte streaming services as TCP [15]. Major design goals
of MPTCP are categorized into two categories which are as follows:

(a) Functional goals: Using multiple available paths, MPTCP’s performance and
fault tolerance capabilities should be equal or greater than the performance of
TCP over the same path.
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(b) Compatible goals: MPTCP should be transparent to the application layer. and
intermediate devices and middle-boxes.

In order to deal with multiple paths, several new modules are added in MPTCP
like Path Management to discover Sub-flows available between MPTCP hosts and
join them to existing connection, Sub-flow Management treats each sub-flow as
independent TCP connection. Therefore, separate sequence number space is used
per sub-flow level and a data sequence number space is used per connection level to
reorder packets received from various sub-flows, Packet Scheduler assigns packets
to a particular sub-flow.

3 Comparison of Multihoming Protocols

Table 1 compares SCTP, SCTP with Shim layer, mSCTP, and MPTCP on the basis
of various parameters/features. It is clearly stated that SCTP is primarily designed
for only fault tolerance, and, is not compatible with the application layer and middle-
boxes. Therefore, Shim layer is embedded between application layer and SCTP to act
as a translator. mSCTP is introduced with dynamic address reconfiguration feature
to support addition and removal of any address on the fly. mSCTP has many features
similar to MPTCP, but, compatibility at the application layer is still not present in it.
Therefore,MPTCP is the only protocol supportingmost of multihoming requirement
while being compatible with existing layers and fair to regular TCP at the shared
bottleneck.

4 Performance Analysis of MPTCP

It is observed that using TCP’s conventional congestion control algorithms behave
more aggressive to sub-flows sharing bottleneck links in MultiPath environment.
Therefore, there was another challenge to design a congestion control algorithm
suitable for the MultiPath environment. That algorithm should perform better or
equivalent to TCP while being fair to sub-flows sharing bottleneck links [16]. More-
over, it should be effective enough to move traffic from a congested link to another.
Several algorithms namely: EWTCP, Fully Coupled, Semi-Coupled, Linked Increase
Algorithm (LIA), Opportunistic Linked Increase Algorithm (OLIA), BALANCED
LINKED ADAPTATION ALGORITHM (BALIA), wVegas are proposed by the
MPTCP working groups and other researchers to chord a balance between TCP
friendliness at shared bottleneck links and effectiveness to divert traffic from a con-
gested link. However, most of the algorithms provide better performance when sub-
flows are of similar nature, e.g., both are eitherWi-Fi or 3G.An experimental analysis
where a wireless client uses both 3G and Wi-Fi shows different results as expected
from the design goals of MPTCP. It shows that a client using MPTCP over its two
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Table 1 Comparison of multihoming protocols

Multihoming
protocols

SCTP SCTP with shim
layer

mSCTP MPTCP

Application
compatibility

No Yes No Yes

Network
compatibility

No Yes No Yes

Fault tolerance
capability

Yes Yes Yes Yes

Transport layer
handover

No No Yes Yes

Simultaneous use
of multiple paths

No No Yes Yes

Load balancing
capability

No No Yes Yes

Layer(s)
responsible for
change of sub-
flow/interface

Application Application Application data
link, physical

Data link and
physical

Backward
compatibility to
TCP

No Yes No Yes

Stable release/
standardization

BSD OS Undergoing RFC 5061 RFC 6824

Fig. 1 Topology with
bottleneck

active interfaces viz. 3G andWi-Fi achieve lesser throughput than the same client that
day achieved overWi-Fi using conventional TCP. It is worth mentioning that the path
properties of both Wi-Fi and 3G are in contrast to each other [17]. Table 2 shows a
comparison of path properties ofWi-Fi and 3G Interfaces. This behavior still requires
more diagnosis under different-different scenarios. To evaluate the performance of
MPTCP, two topologies namely topology with bottleneck link and no-bottleneck
link as shown in Figs. 1 and 2 are created using MPTCP module of NS-3 where axes
indicate sub-flows [18]. Simulations composed of MPTCP enabled client and server
equipped with two network interfaces are set up. Topology in Fig. 1 has bottleneck
link at the switch while topology in Fig. 2 is not having any bottleneck link. Path
properties of Wi-Fi and 3G which are in contrast to each other are shown in Table 3
and will be used to evaluate the performance of MPTCP in two scenarios namely
homogeneous and heterogeneous interfaces.
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Table 2 Comparison of the path properties of Wi-Fi and 3G interfaces

Path property Wi-Fi 3G

Data rate High Low compare to Wi-Fi

Round trip time Short Long

Receive buffer size Small buffer Large buffer

Packet drop/loss rate High Low

Power consumption Low High

Fig. 2 Topology with
no-bottleneck

Table 3 Simulation
parameters

Network type Data rate (Mbps) Latency (ms)

Wi-Fi 10 10

3G 2 150

Throughput of these scenarios is calculated using NS-3 and shown in Figs. 3 and
4. Simulation results in Table 4 indicate that in bottleneck topology, throughput is 9.4
and 0.57 Mbps when both sub-flows are Wi-Fi and 3G respectively. When one sub-
flow is 3G and another is Wi-Fi, throughput is 6 Mbps. Similarly, results are drawn
for no-bottleneck scenario. In bottleneck scenario, throughput dropped to around
60% while using heterogeneous interfaces in comparison of using homogeneous
interfaces. While in no-bottleneck topology throughput remains almost same in both
the homogeneous and heterogeneous interfaces. Nevertheless, the number of packet
drops increased substantially in heterogeneous interfaces due to the wide difference
in channel properties ofWi-Fi and 3G.MPTCP is designed to balance the load among
available sub-flows, but, as shown in Table 5Wi-Fi interface was much more heavily
loaded (88% of network traffic) than 3G (only 12% of network traffic) in the case of
using heterogeneous interfaces with bottleneck link.

On the other side, load sharing between both the interfaces is almost equal in topol-
ogy without a bottleneck. In bottleneck topology, numbers of packets drop are also
much higher than no-bottleneck. Therefore, the overall, observation favors MPTCP
using homogeneous interfaces in both bottleneck and no-bottleneck topologies and
does not recommend the use of MPTCP in the case of bottleneck kind of topology
with heterogeneous interfaces.
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Fig. 3 MPTCP throughput
in heterogeneous interfaces
(bottleneck topology)

Fig. 4 MPTCP throughput
in heterogeneous interfaces
(no-bottleneck topology)

Table 4 Simulation results

Topology Types (Sub-flow-I, Sub-flow-II) Throughput (Mbps)

Bottleneck (Wi-Fi, Wi-Fi) 9.4

(Wi-Fi, 3G) 6

(3G, 3G) 0.57

No bottleneck (Wi-Fi, Wi-Fi) 16.35

(Wi-Fi, 3G) 16.2

(3G, 3G) 1.01

5 Conclusion

Multihoming is inevitable in order to exploit the significant potential of those inter-
faces. MPTCP is designed to utilize the benefits of multiple interfaces in multihomed
mobile devices. But, the channel properties of available networks likeWi-Fi, 3G, etc.



Survey of Transport Layer Multihoming Protocols … 23

Table 5 More simulation results

Network type No. of packets
drops

No. of packets transferred

Sub-flow Wi-Fi Sub-flow 3G

Wi-Fi and 3G Bottleneck 137 20,346 (88.34%) 2683 (11.64%)

No-bottleneck 85 23,793 (54.75%) 19,658 (45.24%)

are quite contrary to each other. Therefore, MPTCP gives better throughput in net-
works with homogeneous sub-flows and less Bandwidth Delay Product. It is also
found that in bottleneck topology, number of packets drop is much higher than no-
bottleneck topology.

6 Future Scope

Simulation in this work considered data rate and delay in account, while many other
parameters like buffer size, bit error rate, etc., can also be incorporated to get more
precise results. This work judges MPTCP on the basis of throughput only, while,
many other factors like fairness to regular TCP, power consumption in battery starved
devices, extra processing overhead to rearrange out of order packets received from
heterogeneous interfaces, etc., can also be evaluated before finally commenting upon
the use of MPTCP. Only two network interfaces are used in this work to comment on
the performance of MPTCP. The impact of more than two heterogeneous interfaces
including wired and wireless can also be studied in more complex topologies [14].
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Authenticating Mobile Phone Users
Based on Their Typing Position Using
Keystroke Dynamics

Baljit Singh Saini, Navdeep Kaur and Kamaljit Singh Bhatia

Abstract Keystroke dynamics is an emerging biometric method for user authen-
tication. With the increased use of mobile phones, the use of keystroke dynamics
for mobiles has been evaluated by many researchers. Mostly, the research has been
carried upon data which was collected from users when they were in sitting posi-
tion only. This study was conducted by collecting user data in two positions, sitting
and walking, and using the phone in landscape and portrait mode. The results were
positive with best EER of 3.69% achieved in walking-landscape position by using
standard keystroke features and random forest algorithm. The results were also better
as compared to making a single user profile by combining the data from all different
positions where the achieved EER was 4.12%.

Keywords Keystroke dynamics · Authentication ·Mobile phones

1 Introduction

Authentication is a process to verifywhether claimedphysical identities of people and
computers digital identity are valid [7]. Different authentication techniques provide
varied levels of security but none of these technologies ensure complete security to
a system. Users can be authenticated by one of the following authentication policies
[7]:
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• Knowledge based: something known to them like password or Personal Identifi-
cation Number (PIN). The problem faced by this method is that hacker can crack
any password and would appear to be authorized user.

• Token: something that is under the ownership of user, for example, smart card. Such
authentication methods are not so convenient because smart cards are susceptible
to theft.

• Biometric: something that a user is (e.g. fingerprints, face recognition, iris scan,
etc.). Here, users provide their physical attribute for authenticating themselves.

Biometrics is a strong alternative as it cannot be borrowed, stolen, or forgotten.
Thus, this method is becoming globally acceptable. Biometric characteristics can
be either behavioural or physiological. Physiological characteristics are the physical
parameters of a certain body part, e.g. iris scanning, fingerprints, face recognition,
retina scanning, etc. Behavioural characteristics are associated with the mannerisms
of a person, such as signature recognition, keystroke dynamics, etc.

Keystroke dynamics being behavioural characteristic endeavours to achieve user
authentication bymonitoring and analysing their typing pattern through the keyboard.
It takes into consideration keystroke duration, keystroke latency, force of keystrokes
and other such attributes while users are typing.

Keystroke dynamics can be classified into two types: structured or static text and
free or dynamic text [11]. Static analysis analyses an individual keystroke behaviour
at fixed checkpoints in the system on predetermined phrases, e.g. at login time.
Dynamic analysis involves periodic or constant monitoring of keystroke behaviour.
For example, if a person is surfing the Internet, certain websites maybe visited fre-
quently by the user. A list of the frequently occurring websites and the users typing
behaviour, while entering the string can be stored. However, due to its intrusive
nature, dynamic monitoring may lead to privacy issues.

Keystroke dynamics involve two distinctive processes: feature extraction and clas-
sification of extracted features [11]. In feature extraction, certain attributes of the user
are acquired for authentication purposes. These features are extracted to represent
user behaviour in keystroke dynamics. During classification, the extracted features
are categorized using various algorithms such as neural networks, machine learn-
ing algorithms, etc. to determine whether the extracted features match the reference
template of user or not. Based on this, user is either granted or denied access to the
system.

Latency is the most frequently used feature by researchers. Latencies are of three
types: release to press (RP), press to press (PP) and release to release (RR) latency
[3]. Di-graph is also considered as press-to-press latency by various researchers.
Some researchers call release to press time as flight time. Since the system can log
the time of each key press, it is easy to extract such features from the raw information.
The time between the press and release of alternate keys is called as tri-graph [5]. N-
graph [18] features have also been used by some researchers to determine authentic
users.

The error rates used to determine the performance of biometric authentication
systems are False Acceptance Rate (FAR), False Rejection Rate (FRR) and Equal
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Error Rate (EER). FAR is defined as the number of imposters those were accepted as
genuine users. FRR is determined by calculating the number of genuine users who
were rejected for being imposters. EER is the error value when FAR and FRR rates
are same. The lower the EER, the better is the performance. FAR is preferred in the
systems where the security is not paramount, while FRR is preferred in the systems
where security is major concern [11].

Majority of the studies so far except for [6, 12, 16] have taken into consideration
only a single position for entering user data, i.e. sitting. But a mobile phone user
can be in a sitting position or in a walking position when he/she uses the mobile.
In this study, we capture user data in two positions, i.e. walking and sitting, and
using two orientations of mobile phone, i.e. landscape and portrait. The aim is to
study whether keystroke dynamics can determine the typing pattern of the user in all
situations or not. In Sect. 2, we discuss some of the previous studies, Sect. 3 discusses
the methodology used in our study, Sect. 4 presents the results and Sect. 5 concludes
the study by giving some prospects of the study.

2 Literature Review

In [16], the authors discussedHMOG features for user authentication in touchscreen-
based systems. HMOG stands for Hand Movement, Orientation, and Grasp. HMOG
features capture orientation dynamics and subtle micro-movements resulting from
how a user holds, grasps and taps on the smartphone. EER of as low as 7.16%
(walking) and 10.05% (sitting) was achieved when combined with tap, HMOG and
keystroke features. It was observed that HMOG features reflect a better performance
whilewalking because of the ability ofHMOG features to grasp distinctive and subtle
body movements caused by walking besides the hand movement dynamics caused
by taps. In [1], authors presented an approach for analysis of free-text keystroke
dynamics. This approach integrated analysis of di-graphs and monographs as well
as it speculated the missing di-graphs depending upon monitored keystroke relations
between them using neural network. The study was conducted in homogeneous and
heterogeneous environments. In heterogeneous environment, 0.0152% of FAR and
4.82% FRR was achieved. Comparatively, homogeneous environment yielded FAR
and FRR of 0% and 5.01%, respectively, was achieved. Mendizabal et al. [9] in their
paper focused on relative study of various supervised classification methods in order
to use them for biometric system construction using the already present information
in the mobile phones. Some distinguished features like typing speed, finger size,
pressure, time, angular and linear acceleration are extracted and processed, while
the users type the 4-digit PIN. Excellent classification rates were achieved on com-
bination of Principal Component Analysis (PCA) and Multilayer Perceptron (MLP)
classifier. 80% users were correctly identified while using three samples per user,
and this rate increased to 90% with the use of nine samples per user. Despite the
less number of samples, the study resulted in satisfactory performance with an ERR
of 20%. A new scheme to capture user typing behaviour while entering a passcode
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was proposed in [15]. Features like pressure applied on the screen by a user and
the duration of screen press were also captured for authentication purposes. It was
observed that usingMLP classifier, highest accuracy results were achieved with FAR
(14.06%) and FRR (14.1%). Authors in [4] authenticated users on the basis of their
behaviour of typing the text messages. Features acquired from the user input were
hold time and keystroke latency. Accuracy of user authentication was measured upon
numeric data entry such as PIN and telephone numbers. Many neural network and
pattern recognition algorithms were contrasted, and feedforward MLP proved to be
most efficient resulting in EER of 10.4% and 11.3% with PIN code and telephone
number, respectively, as inputs. Touch dynamic features like single and multi-touch
and touch movements were used to verify mobile users identity in [10]. With an
average of almost six sessions per user, data was acquired from 20 Android users
and the highest performance with average error rate of 7.71% was achieved using
Radial Basis Function Network (RBFN).

3 Methodology

Anewdataset of 40 userswas created.Data collectionwas carried out in five sessions.
Each user was directed to type a strong password [8] tie5Raonl 80 times per session,
20 times in each posture: walking and sitting and in two different screen orientations:
portrait and landscape. Thus, every user typed the input 400 times. This methodology
does not deal with typing errors. If a user makes some typing error, then sample is
not considered. Another reason for choosing a random input like “tie5Roanl” is that
authors in [14] found out that random input yields more unique profile of a user.
Data collection mechanism was carried out in uncontrolled environment. Different
smartphones with Android operating systemwere used for the data collection to gain
variability. An application was installed on the mobile phone of each user. Thus, the
mobile phone itself acted as the data collection apparatus. Whenever a subject press
or release a key, the software application recorded the events such as key-down, key-
up time, etc. Based on these timings, the features that were acquired were dwell time,
flight time, press–press and release–release time. Extracted features were then used
for classification using random forest algorithm. For each user and situation, profile
was created by using training set that consisted of positive samples or the samples
that are of a genuine user and imposter or negative samples from other users. Figure1
shows the flowchart for acquiring user data for building individual user profile and
authenticating the user at a later stage.

4 Results

Table1 shows the performance of random forest when the data for both the positions
andorientationswas considered as a single entity, i.e. one single profilewasdeveloped
for each user irrespective of the position or orientation in which the user typed. The
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Fig. 1 User enrolment and authentication procedure

Table 1 Error rates while considering single model for each user using random forest algorithm

Posture Screen
orientation

FAR (%) FRR (%) EER (%)

Combined
(Sitting and
walking)

Combined
(landscape and
portrait)

8.23 3.85 4.12

average FAR achieved was 8.23%, FRR achieved was 3.85% and an EER of 4.12%
was achieved.

The experiment was further expanded by taking into consideration the positions
separately. Table2 shows the results forwalking and sitting positions.Results indicate
that there is not much difference in the typing pattern of a user when he types in

Table 2 Error rates using random forest on walking and sitting samples without removing outliers

Posture FAR (%) FRR (%) EER (%)

Walking-landscape 3.49 4.71 4.68

Walking-portrait 3.23 4.74 4.48

Sitting-landscape 2.43 4.52 4.45

Sitting-portrait 3.39 5.51 5.43
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Table 3 Error rates using random forest on walking and sitting samples with outliers removed

Posture FAR (%) FRR (%) EER (%)

Walking-landscape 3.63 4.67 3.69

Walking-portrait 3.23 4.74 4.48

Sitting-landscape 3.45 4.52 3.99

Sitting-portrait 4.01 5.30 5.43

walking-portrait mode or in walking-landscape mode. The EER achieved in both the
cases (4.68% in walking-landscape and 4.48% in walking-portrait) was quite similar.
Average FAR of 3.49% and 3.23% and average FRR of 4.71% and 4.74% in both
the cases were also comparable. In case of sitting position, the results were better as
compared to the walking position. An average EER of 4.45% was achieved in case
of sitting-landscape mode, while an average EER of 5.43% was achieved in case of
sitting-portrait mode. The possible reason for the difference in the EER rates is that
in landscape mode the keyboard is bigger in size with wider and well-separated keys,
thus helping the user to type more precisely. Average FAR and FRR rates are also
lower in case of landscape mode as compared to portrait mode.

Also, the EER rate in sitting position is better as compared to walking position.
This shows that when a user is in a still position and is doing just one thing, the
typing pattern is consistent which leads to improved results because when the user
is walking the typing rhythm might get affected by the uneven surface on when
he/she is walking, and the user might also be concerned of being getting hit into an
obstruction on the way.

The data was further analysed by removing the outliers this time. This was impor-
tant to do since the experiment was conducted in an uncontrolled manner and users
occasionally tend to get involved in a secondary activity like talking or looking around
while typing the input text. Table3 shows the results improved by removing the out-
liers. There was significant improvement in EER rate of walking-landscape position.
EER of 3.69% was achieved which was the best out of all the four positions. This
shows that the walking-landscape is the best position to use for user authentication
provided that the user is able to concentrate solely on his typing and is not distracted
by external factors. Overall, the best results were achievedwhen users typed in sitting
positions and the phone was held in landscape mode.

We compared our results with some of the existing work done as shown in Table4.
It was observed that our results were better as compared to the existing studies.
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Table 4 Comparison with previous studies

Paper Approach Features Posture Results(%)

Sitova et al. [16] Statistical HMOG, tap, hold
time and swipe
features

Sitting walking EER: 10.05 EER:
7.16

Roh et al. [12] Distance
algorithms

Tap, motion and
keystroke features

Hand table
walking

EER: 7.35 EER:
10.81 EER: 6.93

Crawford et
al. [6]

C 4.5-Decision
tree, Logistic
regression

Motion and
keystroke based

Sit stand walk FAR:1.7,
FRR:6.1
FAR:1.8,
FRR:5.3
FAR:1.4,
FRR:5.6

Antal et al. [2] Machine learning Flight time, dwell
time, pressure
and finger area

– EER:12.9

Rybnik et al. [13] Statistical Dwell time – EER:6.1

Systems et al.
[17]

Statistical Dwell time, flight
time and pressure

– FAR:15, FRR:0

– Random forest Dwell time,
Flight time,
press–press and
release–release
time

Sitting (portrait)
Sitting
(landscape)
Walking (portrait)
Walking
(landscape)

FAR:4.01,
FRR:5.3,
EER:5.24,
FAR:3.45,
FRR:4.5,
EER:3.99,
FAR:3.32,
FRR:4.65,
EER:4.48,
FAR:3.63,
FRR:4.67,
EER:3.69

5 Conclusion

This study presents an overview of research on keystroke dynamics over past few
decades with emphasis on how keystroke dynamics can be used for authenticating
mobile phone users. Till now, only a few studies have focused on authenticating the
mobile phone users under two different conditions: walking and sitting but there
was no provision of authenticating a user under different positions using a single
dataset. Separate datasets have been created for a single user for different positions,
thereby increasing overhead. To overcome this, we proposed amethod to authenticate
mobile phone users under different positions by creating a single profile of a user.
This avoids the overhead included in using different datasets for the same user in
walking and sitting postures.We also strived to achieve the insight of reliable posture
for authentication, and it was found that sitting-landscape is the better position for
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authenticating a user. As a future scope, the study can be carried on increased number
of users and the users belonging to different age groups. Also, motion-based features
using gyroscope and accelerometer can be used to check their impact on the typing
pattern of the user.
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Differential Privacy Framework: Impact
of Quasi-identifiers on Anonymization

Gurjeet Kaur and Sunil Agrawal

Abstract Due to the high volume of data available with social networking sites and
companies, the privacy of the individuals is at a continuous risk.With the help of aux-
iliary data, the users can be tracked back. It becomes even more necessary to analyse
the huge piles of data for research intentions. Hence, protection of privacy is a big
concern. To deal with the privacy concerns, numerous privacy paradigms have been
proposed to achieve an equilibrium between data utility and privacy. Anonymiza-
tion of data before making it public for research is very important. Different privacy
models include k-anonymity, l-diversity, t-closeness and differential privacy. This
paper explores the role of quasi-identifiers and their roles for anonymization using
differential privacy model. The research in this field can pave new ways for thinking
before selecting quasi-identifiers for anonymization.

Keywords Big data · Differential privacy · Quasi-identifiers

1 Introduction

Due to escalated use of social networking sites, the rate of generation of data has
grown at a very high rate and in a large volume. The swiftness of data generation has
grown into the speed of petabyte’s per second [1]. Amid this pile of data, information
is present that directly or indirectly relates to users [2]. The variety of data has
extended from the formats of spreadsheets and multimedia. Data can be categorized
as semi-structured, structured and unstructured [3, 4]. Due to variability in data, there
has been a mounting requisite for a revolution in the old-style systems of database
management [5]. With the upturn of the data generation, sundry new issues have
surfaced up, and one of them is privacy [6]. With more and more people being social,
the privacy of one’s life is decreasing day by day. Simple removal of distinctively
identifying material from data is not adequate to avert identification. The data many

G. Kaur (B) · S. Agrawal
Department of ECE, UIET, Panjab University, Chandigarh 160014, India
e-mail: geet.k.1212@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
C. R. Krishna et al. (eds.), Proceedings of 2nd International Conference
on Communication, Computing and Networking, Lecture Notes in Networks
and Systems 46, https://doi.org/10.1007/978-981-13-1217-5_4

35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1217-5_4&domain=pdf


36 G. Kaur and S. Agrawal

companies have is publicized often for research purposes [7]. After running few
algorithms, it was easily ascertained by the users. This delinquency has directed to
privacy breaches people are not happy about. No one wants their browsing history to
be public, or their diseases to be known by the world [8]. Hence, it is very important
that the attacker does not find his way back to the users. One of the practices to avoid
the violation of privacy is to anonymize the database. The anonymizationmanoeuvers
alter the data by diverse type of modifications, by changing the structure, by clearing
the values, changing the values by taxonomy and mixing the values. A method of
anonymization uses set of operations to reach yearning level of concealment [9].

2 Anonymization Models

2.1 K-Anonymity

K-anonymity can be accomplished by generalization. An altered data set of this
nature is k-anonymized if every record in the table is similar as to minimum of k
− 1 records [10]. The elementary approach is to make certain that every QID has
no less than K records in the table so as to reduce the probability of occurrence of
reidentifying. Thus, chances of reidentification of the victim by the invader have the
maximum probability of 1/K [11]. The privacy can be agreeably protected by having
a higher value of K . The higher value of K means a higher loss of information [12].
The k-anonymity is prone to homogeneity attack [13] due to deficiency of variety
within sensitive attributes, and the background knowledge attack [14].

2.2 L-Diversity

Tooverpower the shortcomings of the k-anonymitymethod,L-diversitywas proposed
which necessitates well representation of sensitive parameters in anonymized data
sets. This technique guarantees that in each quasi-identifier group, there areminimum
l distinct values for the sensitive attributes. L-diversity is not enough to avert attribute
disclosure, skewness attack and similarity attack [15].

2.3 T-Closeness

Any equivalence class is said to have t-closeness if the distribution of the attribute in
the whole table and the distance between the distribution of a sensitive attribute in
this class is less than a threshold t. A table is said to have t-closeness if all equivalence
classes have t-closeness [16].
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2.4 Differential Privacy Method

This algorithm is based on the simple notion that removal of one records from the
database or addition of one record into the does not affect the privacy of database.
A randomized function A gives ε-differential privacy if for all data setsM1 andM2
differing on at most one element (the two data sets are called neighbouring data sets),
and all S ∈ Range (A).

Pr[M(D1) ∈ S] ≤ exp(ε) × Pr[M(D2) ∈ S] (1)

Having the least distinctions between the data sets, the distinction followed after
the anonymization process would be less than the given value (eε)[17]. Global sen-
sitivity is:

�g � max|| f (M1) − f (M2)||1 (2)

where function f :M →Rm,M1–M2 imply they are neighbouring data sets, and ‖·‖1
is the L1 norm. The Laplace criteria are executed to carry out the differential privacy
framework. The simplified description of this algorithm is as follows:

Step 1 To accomplish differential privacy, a framework is made where the curator
is between predictor and database.

Step 2 When a query is made by the predictor, keeper receives it.
Step 3 The keeper gets into the privacy impact by determining the information

sensitivity and forwards the request to the database and receives the clean
answer from the database.

Step 4 The keeper then mixes a suitable quantity of noise according to the privacy
impact.

Step 5 This makes the result leading to embarrassing output. Hence, individual’s
privacy is preserved.

3 Proposed Methodology and Evaluation Metrics

To escort the development efforts, metrics are brought in use in anonymizing the
records. The average risk is the arithmetic mean of all the disclosure probabilities.
The lowest risk is the least risk of the whole lot of those disclosure probabilities.
It presents a notion of the minimum risk to any individual whose whereabouts are
recorded in the data set. The record affected by the lowest risk is the number of
entries affected by the minimum risk whose whereabouts are present in our data
set. For the application of the algorithms, a data set is required which is available
universally. Data can be loaded into the CSV, Excel (XLS, XLSX) and JBDC format.
In this paper, data is converted into CSV format so that it can be loaded into ARX
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Fig. 1 Flowchart of methodology

anonymization toolbox. Various privacy models including (∈, d) differential privacy
are present. The flowchart of the methodology is as shown in Fig. 1.

4 Simulation Results and Discussion

The simulations were run on i7 quad-core processor Windows 10 machine on ARX
anonymization toolbox. The data set taken was obtained from UCI repository. This
is an ADULT census data sets with 48,842 instances and 14 attributes with missing
values. Missing valued tuples are removed and there are 45,222 valid tuples in total.
This paper emphasizes on the study of the reidentification risks with the variation
of the number and selection of quasi-identifiers. Numerous amalgamations of quasi-
identifiers were taken to study the consequences (Tables 1, 2 and 3).

In Fig. 2, it is observed that the lowest risk is identified for the combinations 2
and 4. Combination 2 consists of gender, race and salary class. All of these QI’s have
only two classes further. Combination 4 is race, gender and marital class. There is
not much of variation in their class. Since there is lesser variation in these classes,
as gender is either male or female. If we do not anonymize it, it is much easier to
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Fig. 2 Variation of a lowest risk, b records affecting lowest risk, c average risk with respect to the
combination of three quasi-identifiers for anonymization
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Table 1 Combination of three different quasi-identifiers to study the variation in reidentification
risk

S. No. QID 1 QID 2 QID 3

1 Gender (2) Age (5) Race (2)

2 Gender (2) Race (2) Salary class (2)

3 Age (5) Race (2) Salary class (2)

4 Race (2) Gender (2) Marital status (3)

5 Marital status (3) Education (4) occupation (14)

relate to a person. For example, if auxiliary data provides us that user has prostate
cancer, it can be pointed out that user must be a man and it becomes easier to relate
to the records having entries as men. Hence, it becomes important to anonymize
the data entries with lesser variation as evident from the graph. The highest risk is
seen in the combination 1 which includes age. As age has more classes and more
variation which leads to higher risks in graph (b), we observe that the series 2 gives
the best results. The combination 1 which did not give much of favourable results in
the previous graph still follows the same pattern here. The records affected by lowest
risk are very less for combination 1. The average risk can be seen in the next graph.
For QID�3, when the AGE is considered as quasi-identifier which has further five
groups used in series 1 and 3 has a highest average risk, highest values of lowest risk
and lowest percentage of records affected by lowest risk. These combinations led to
highest reidentification risk. Since there is a large variation in age group, it is not that
easy to point out a record (Fig. 2; Table 1).

The lowest risk depicts the lesser risk of reidentification which is our priority.
Observed from the graph in Fig. 3, the combination 5 shows the lowest risk of
reidentification. The combination 5 consists of race, sex, marital status and salary
class. Three of the identifiers have only two classes under them. The race has black
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combination of four quasi-identifiers for anonymization



40 G. Kaur and S. Agrawal

Table 2 Combination of four different quasi-identifiers to study the variation in reidentification
risk

S. No. QID 1 QID 2 QID 3 QID 4

1 Age (5) Sex (2) Race (2) Marital status (3)

2 Age (5) Sex (2) Race (2) Salary class (2)

3 Age (5) Work class (3) Marital status (3) Education (4)

4 Race (2) Sex (2) Marital status (3) Education (4)

5 Race (2) Sex (2) Marital status (3) Salary class (2)

and white as its class. Sex has male and female as its classes. Only marital status
considers three classes. But compared to other combinations considered, the variation
of classes is least in the combination 5. This strongly backs our argument that the
lesser variance in classes makes them more important for anonymization. The age
has five classes, work class and marital status have three classes, respectively, and
education has four classes. As the number of classes increases, the variation in the
attribute increases. Hence, identification becomes difficult without anonymization.
Hence, the combination gives the highest risk of reidentification and also the least
number of records which would have the lowest risk of reidentification. As the
difference between combinations 1 and2 is the lastQID,marital status in combination
1 and salary class in combination 2. And the salary class has only two classes, greater
or less than 50,000 salary. It has more importance in anonymizing and protection.
Hence, the combination 2 has better chances in reidentification and has a better
number of records affected by lowest risk. The next graph portrays average risk of
the combinations. The least reidentification risk is obtained for series 5 which uses
quasi-identifiers for anonymization with least classes as other combinations have age
in them which has five classes. This gives an edge to the combination 5 which is
visible from the graph above (Fig. 3).

The most promising result is given by the combination 3 in Fig. 4 which has a
race, sex,marital status, salary class and education as its quasi-identifiers.We observe
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Table 3 Combination of five different quasi-identifiers to study the variation in reidentification
risk

S.
No.

QID 1 QID 2 QID 3 QID 4 QID 5

1 Age (5) Work class (3) Race (2) Marital status (3) Education (4)

2 Age (5) Sex (2) Race (2) Marital status (3) Education (4)

3 Race (2) Sex (2) Marital status (3) Salary class (2) Education (4)

4 Race (2) Work class (3) Marital status (3) Salary class (2) Education (4)

5 Race (2) Sex (2) Marital status (3) Salary class (2) Relationship (6)

from the above table that this combination has the least variation in its classes. The
maximum number of classes is in the education quasi-identifier which is four. The
combinations 3 and 4 differ in one quasi-identifier only. Since combination 3 has
the least dispersion in its classes, it has utmost importance in anonymization for the
protection of privacy. This is evident, as the combination 3 gives the best results.
As the least favourable results are provided by combination 2, we observe that the
pattern follows in the number of records affected by lowest risk. Average risk is least
in combination 3 and worst combination is combination 1. We can conclude that this
results due to the dispersion of the classes of the quasi-identifiers. It solidifies our
proposition that the quasi-identifiers with a lesser dispersion of classes pays more
profound blow on the reidentification risk.

5 Conclusion and Future Scope

The current analysis demonstrates that there is a probability for rupturing the discre-
tion of users whose data has been encompassed. The unswerving link between the
quasi-identifying parameters and sensitive attributes is wrecked by the anonymiza-
tion. The hazard of disclosure is centred around the differential privacy. The vicissi-
tudes in reidentification risk are observed when the variation is done in the selection
of quasi-identifiers for anonymization purposes. As the number of quasi-identifiers
for anonymization is increased, the reidentification risk also increases. When the
quasi-identifiers with lesser number of classes are used for anonymization, the lesser
risk of reidentification is obtained. This happens because of lesser the variation in
data, lesser is a risk of pointing out. It is difficult to aim out a single record when there
are lots of records with similar attributes. This research attempts to exhibit the line
of reasoning that the selection of QI attributes can alter according to the place where
they are used. Therefore, appropriate connection amongst every QI attribute values
should be tried before anonymizing the data. Looking into this direction can provide
immense help in looking for practical solutions for the difficulty of disclosure risk
in auxiliary data. Also in actual life experiences, records in a data set are not entirely
dependence free.
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Preserving User Location Privacy in Era
of Location-Based Services: Challenges,
Techniques and Framework

Rigzin Angmo, Veenu Mangat and Naveen Aggarwal

Abstract The technological advancements of mobile networks, devices, global
position technology and sensors, have lead to a plethora of location-based services
(LBSs) which is being offered to user. In the modern digital age, most of the auto-
mobiles use location sensing technologies and the mobile devices are equipped with
GPS location tracking. In spite of the numerous potential benefits of location-based
services, location awareness poses some foreseeable threats, the most important of
which is location privacy. A single piece of information about location can reveal a
lot about user, such as ‘who’, ‘what’, ‘when’ and ‘where’ someone is. This paper
presents a comprehensive review of various aspects related to location privacy. An
attempt has been made to introduce a framework to balance the trade-offs between
privacy and security. The proposed framework uses privacy mechanism to protect
individual’s sensitive data, and a role-based access control technique to provide secu-
rity of collected data through authorized user.

Keywords Location privacy · Anonymization · Obfuscation · Cryptography
Location-based services

1 Introduction

The previous several years have inscribed an upswing in location-based technologies
and analyses of geo-information. Technologists and naive users alike are getting
interested in the spatial nature of information because of the ubiquity of geographic
layer in many day-to-day activities.
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Location-based services (LBSs) are the services that take advantage of the spatial
or position information of a mobile device Internet and wireless communications
modes. LBS provides a wide variety of applications which transverse in differ-
ent domains ranging from tracking and navigation systems that helps users reach
a particular destination; directory services to find nearby businesses or events [5];
location-based tourist information; location-targeted advertising; social networking
through finding friends in user area; facility to check-in at various locations; various
other mobile commerce applications, entertainment services and emergency situa-
tion services. Common examples of such applications are Google Buzz, MapQuest,
Yelp, Facebook, etc.

Despite the indisputable potential of location-based services, location awareness
also presents inherent threats for the users, perhaps the most important of which
is location privacy [10]. LBS raise the risk of privacy breaches by leaking user’s
sensitive information. Most users are naïve and unaware of the kind of location
information service providers are storing about them, the length of time for which
it is stored and the purposes it is applied to, after being processed by sophisticated
analytical tools. Generally, the location data is the information which is acquired
with the help of a mobile device that provides information about its current point
in space. But it contains more than just location information which leads to various
privacy concerns. However, not all LBS are privacy-sensitive. For example, an LBS
that indicates location of public transport by answering a query like ‘where is the bus
number CH01GA123?’ is not sensitive to location of user. But the problem arises
when location is combined with user’s personal identity or derivable attribute/s and
this combined information gets revealed to an adversary or third party, leading to
privacy threats [7] such as disclosure, tracking behaviour, identity theft, personal
security, etc. A query like ‘which is the nearest bus stop to catch bus to Patiala, not
only accesses the user’s current location but also hints at subsequent location user be
at. Nowadays, the child safety concerns are also raised because the location-based
mobile services are accessible to child easily. By tracking the behaviour of users, an
adversary will infer the location of user with a high confidence and that information
can be used for stalking or other criminal activities.

2 Related Work

Smailagic and Kogan [20] have presented CMU-TMI (Carnegie Mellon Universi-
ty–Triangulation Mapping and Interpolation), a new model for a location service.
They have evaluated and compared CMU-TMI model implementation against other
existing algorithms likeCMU-PM(patternmatching), RADARandCMU-SC (server
centric) based on attributes for characterizing of training system. The attributes used
are accuracy, complexity of training system, power consumption and usability.

Duckham andKulik [8] have proposed a formalmodel of obfuscation that protects
individual’s location privacy within an insidious computing environment. The issue
regarding protecting individual users’ location sensitive values is addressed. Their
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approach focuses on balancing the level of privacy and utility for location-based
services.

Puttaswamyet al. [17] havepresented aprototype systemnamedLocXfor building
location-based social application while preserving user location. It does not rely on
any third server or components for user’s location privacy, and maintains system
efficiency by providing data sharing property of target applications.

Chakraborty et al. [6] have discussed about the threat of revealing private user
behaviour to mobile app service that an individual is using. The issue is deciding
which data should be shared so that the sensitive information of an individual cannot
be inferred. The focus is not on hiding user identity rather the behaviour. They have
proposed a privacy-aware framework called IpShield.

Kearns et al. [14] have introduced adesignmodel of graph search algorithms tofind
and identify targeted individual while providing privacy to protected individuals. The
author deals to preserve privacy rights of citizenswhose essential statistics is gathered
and analysed by third parties for monitoring in fields like medicine, counterterrorism
or marketing.

Portnoi and Shen [16] have proposed a generic protocol named as LOCATHE,
which provides a two-tier privacy authentication schemewhere one is based on hiding
unique identification and second deals with full individual authentication.

Rahman et al. [18] have proposed a framework called PriSens-HSAC for solution
to privacy problems in the RFID tags. RFID information system can capture more
sensitive type of information including time and location data as well, which may
pose a threat to privacy at various stages like data collection, analysis and disclosure.
So, a group-based anonymous PriSens framework is used to balance between privacy
and scalability of data in healthcare.

Badar et al. [2] suggested a role-based access control (RBAC) approach which
enforces the access control mechanism as soon as new user is added into the system.
To recognize the user’s credential for a particular role, a classification model is
deployed which access user’s credentials and role assignment data.

3 Location-Based Services (LBSs)

The LBS uses a mobile device’s GPS equipment to trail user location, if that person
has given the service requisite permissions. Once permitted, the service can identify
user location down to the lowest level of hierarchy without the need for additional
intervention. LBSs are services that are gaining significant attention due to their
potential in delivering extra valuable information or service based on location to
the user, and capabilities of using smartphones, positioning technologies and mobile
networks. The main advantage of LBS for users is that the process is automated to
provide personalized services using location information through various positioning
technology. There is no need to enter manually again and again once user has agreed.

LBS can be thought as the confluence of numerous technologies: mobile inter-
net, geographical information systems (GIS) and other spatial and positioning
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Fig. 1 LBS seen as a confluence of technologies

Fig. 2 Overview of LBS

technologies, the Internet and the Web and new information and communication
technologies (NICTs) (Fig. 1) [4].

LBS are a type of context-aware service, wherein the service parameters and
behaviour is adapted according to the user location. Various parameters determine
the primary and secondary context of the task of the user as presented in Fig. 2 [4].

4 Applications of LBSs

There are various commercial applications of LBSs:
Locators for places of interest: Apps to find nearby stores for retail customers,

nearby restaurants for tourists, etc., use location-based intelligence.
Proximity-based marketing: When a potential customer enters the proximity of

a region, location-based mobile marketing enables targeted advertising to them.
Weather information: LBSs is used to provide real-time weather-related infor-

mation and forecasts to the device used by user for future plans.
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Emergency Services: In case of a calamity or accident, the LBS information can
be used for tracking and locating users for rescue and assistance.

Mobile workforce management: LBS can be used by employees to check-in at
field locations.

Fraud prevention: Each time a financial transaction is made using a mobile
device, an LBS can provide extra security by analysing user’s current location w.r.t.
known locations to identify outliers or frauds.

5 Challenges in Providing Location Privacy

Lack of Awareness: The majority of users are unaware about location data and its
usage. This poses a huge risk due to the scale at which location data is being collected,
shared and analysed to reveal valuable private information.

Privacy is Multi-dimensional: Privacy solution has to be multi-dimensional
within a social, technical, ethical and legal framework. The current policy and legal
environment are not aligned with the current state of the technology.

Privacy versus utility trade-off : A balance has to be struck between protecting
right of privacy of data subject with the business needs.

6 Types of Location Privacy

The twomain categories of location services are push-and-pull services and sporadic
and continuous services. Both types are used by location-based services and can pose
a significant risk to privacy in today’s era of mobile devices and IoT. It can be divided
into two privacy scenarios that are in first, the location of users’ remains unknown
that is despite of the actual identification of user location of them remains unknown
and in second, the users’ identity remains unknown as in certain LBS applications
only need to know users exact location despite of their actual identity like in case of
emergency like road accidents. This can be done by only providing a general region
to estimate of user’s exact location, while still providing privacy to individual user.

7 Technical Approaches to Provide Location Privacy

There are various technical approaches which are used to provide location privacy.
Some of them are as follows:

Anonymity Technologies: The concept of anonymity deals with removing link
between users’ real identities and their personal information. In this technique, the
uniquely identifiable entity of user is replaced with temporary identifiers which can
be changed periodically over time. Anonymization is a useful but not sufficient
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mechanism to provide privacy [21]. Also, profile-based k-anonymity has been an
extension on anonymization technique Šaltenis et al. [19] for location-based user
services. There are various other location anonymization techniques like perturba-
tion, generalization, etc. Also, reidentification of users’ information can be done with
the help of de-anonymization techniques.

Mix Zone: As described by Beresford and Stajano [3] a mix zone is an area,
wherein a mixed zone technique is used for mapping between old pseudonyms and
new pseudonym of mobile users. These are changed in such a way that it does
not reveal users’ information to an adversary. It is an alternative solution to spatial
cloaking for protecting location privacy.

Position Sharing: The idea of position sharing has been proposed to manage
private location information ofVANETusers in a secureway in a non-trusted systems
[9, 22]. First, the location information of each user is obfuscated and the obfuscated
information is divided into position parts, wherein a part defines a position of strictly
limited precision. Then, these parts are distributed to all the non-trusted location
servers (LSs). One particular LS contains information about only a location of limited
precision.

Path confusion: In the path confusion approach, the paths of two users are mixed
in such a way that adversary is not able to determine which path corresponds to
which user. This is similar to fake position approach, in which the fake point of
users’ location is transmitted. But in path confusion, the location samples can be
correlated to reconstruct user trajectories. The position of target user can also be
predicted based on some algorithms by known previous samples of speed, direction
and next location Hoh and Gruteser [12].

Obfuscation and Coordinate Transformation: Obfuscation means to make
something obscure or unclear. The method of intentionally corrupting individual’s
location information in order to provide privacy is known as obfuscation. A typical
spatial obfuscation approach has been proposed byArdagna et al. [1] inwhich instead
of transmitting the exact user position, a generalized circular area is transmitted to
the LBS. Duckham andKulik [8] have proposed an alternativemethod of using graph
obfuscation in place of circles for road networks. The obfuscation technique can be
better understood with the help of Fig. 3, in which users’ location query is protected.

Here, we consider the location of an institution like UIET. The precise location
of a user can be obfuscated as shown in Fig. 3.

Pseudonyms: The pseudonym approach can be used to provide location privacy.
It has been proposed by Jiang et al. [13] for a wireless network environment. It
has been suggested not to provide permanent pseudonym rather provide temporary
pseudonym that can be changed periodically to prevent reidentification and provide
privacy for user’s location information. Additionally, a silent period is introduced,
wherein the device does not transmit information to the LBS tomaintain user privacy.

Cryptography-based Approaches: In this approach, the location information is
protected using encryption techniques. Yang et al. [23] have proposed anonymity
preserving data collection using encryption without the help of a third party. They
have also demonstrated the utility of a cryptography-based approach by inferring
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Fig. 3 By discretizing (a) the UIET parking region on (b) a collection of points (c) precise location
no longer available after obfuscation

rules for classification for a set of data owners while protecting sensitive attributes
of each individual owner.

8 Proposed Framework

As has been discussed previously, there is a strong need to address the challenge of
providing location privacy to users. Alongside, there is the requirement of providing
appropriate use of data to different agencies like law-and-order enforcement agencies,
companies for business, emergency services for ambulance, etc., while ensuring
security of data. A complex issue like privacy cannot be addressed by technology
alone. However, by advancing what is technically feasible, the overall quality of the
solution can be improved. So, we propose a framework that can be used to provide
location privacy to users’ as well as address other challenges like privacy versus
utility and privacy versus security trade-off. The Proposed framework (Fig. 4) uses
technical advancement with the combination of policies and regulations.

The framework utilizes hybrid privacy techniques because using only a sin-
gle technique is not guaranteed to achieve desirable level of privacy for users.
Since each method has its own advantages and disadvantages, so we advo-
cate the use of hybrid privacy-preserving techniques. Furthermore, there is a
need to incorporate security objectives such as mutual authentication, information
confidentiality, message integrity, etc.
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Fig. 4 Proposed privacy framework

This work proposes a multi-dimensional framework to achieve the twofold objec-
tives of privacy and security.

1. Privacy framework provides privacy to the collected data. In this, first, the relevant
features are extracted and then, a combination of privacy approaches is used to
manage the user data.

2. Hierarchical security framework in which the data access is provided at various
levels of generalization to authenticated users of that level only. This provides
security as well as balances the utility of data.

3. Mapping technique is used to communicate between these two frameworks.

9 Conclusion

With the advancement of smart mobile devices, location-based services (LBSs) are
becoming part of our day-to-day life-like location-aware emergency response, adver-
tisements, etc. Although LBS systems have various advantages in our life, but users’
privacy is threatened because their movement information can be used to selectively
infer activities to reveal their personal information. Various techniques to provide
location privacy to LBS users have been discussed in this paper. But users’ privacy is
still at risk andmany open challenges are there. In this paper, we propose a framework
which can be used to protect users’ location privacy as well as other challenges. The
proposed framework uses technical advancement with the combination of policies
and regulations. In the proposed framework, we use different privacy techniques to
provide user privacy and for utility and security, we use role-based access techniques
at different levels so that it can fulfil the needs of businesses, government agencies,
etc., while ensuring privacy of the users’ sensitive data.
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Efficient Key Distribution and Mutual
Authentication Mechanism Using
Modified Needham–Schroeder
and Otway–Rees Protocol for Cloud
Environment

Ashwani Kumar Vashishtha, C. Rama Krishna and Rajiv Chechi

Abstract Cloud environment recent appearance radically amended the opinion
regarding infrastructure, software delivery, architectures and development models.
Cloud environment provides a number of services, and for which many computing
environments exist on a single platform for different applications and services with
the use of insecure communication channels. By keeping strike about the security
issues in consideration, every cloud user is looking for strong authentic public key
distribution and mutual authentication in cloud environment. The aim of this paper
is to provide efficient key distribution and mutual authentication mechanism using
MNSOR (Modified Needham–Schroeder and Otway Rees), between cloud service
user and cloud service provider to ensure timelines of interaction without clock syn-
chronization,man-in-the-middle attack protection and responsibility of key obtaining
from trusted third-party shift from cloud service user to cloud service provider end.

Keywords Mutual authentication · Protocols · Public key infrastructure
Key distribution · Encryption and decryption · Cloud environment

1 Introduction

Among the trending technologies, cloud environment has been commercialized very
rapidly in a short span of few years. Most of the time, an individual user perform
computational work on their personal computer and shares it with others or want to
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store it on cloud via an insecure channel such as Internet. Everyone wants to move
on to cloud environment from personal or individual users to the users of organi-
zation. The recent surfacing of cloud environment extensively changed everyone’s
knowledge about infrastructure architectures, software delivery and upgrading mod-
els. Cloud environment is the infrastructure distinct as a hardware and software that
provides trustworthy constant, persistent and reasonably priced access to high-end
computational capabilities [1].

The migration towards cloud environment is appearing in recent years because
of increasing strength of smart users day by day. Smart users are maintaining an
upward number of personal data, counting bookmarks, official and personal pho-
tographs, music files, required applications and many more. Cloud environment is
empowered by virtualization technology. In virtualization, an application known as
hypervisor runs on host computers and number of virtual machines are created by the
simulation of physical computers with required authentication. So that simulations
can run any software as of operating systems and end-user applications [2]. Public
key infrastructure provides the notation for forming a web trust by operationally cou-
pled clouds through chains of trust. The mutual authentication is required to ensure
that every cloud service user and cloud service provider has obtained authentic public
key of each other, and they can further communicate in any of the modes of asym-
metric encryption techniques. Due to the security concern and quality of service of
key distribution and mutual authentication process, consistent and predictable data
services are playing an important role for heterogeneous architectures accelerators
in cloud environment [3].

2 Security Issues of Cloud Environment

The organization of data security and privacy in cloud environment as shown in Fig. 1
follows public cloud environment security issues as:

1. Trust: It is not a fresh aspect in the research field of computer science. In between
a number of systems for trust, the advancement of trusted computer systems
evaluation criterion (TCSEC) [4] in late 1970s and early 1980s was found most
notable. The basic purpose of trust was convincing the observers about the secure
functioningof the system [5]. Twoparties involved in services transaction deploys
the trust concept as an entity A is considered in trust with entity B, if entity
A believes that entity B is behaving closely as expected and required [6]. In
information society, trust is built on a variety of different foundation that is based
on calculus, knowledge and on social reasons [7].

2. Security Identification of Threats: In security, identification of threats recog-
nition of unique threats and challenges are handled with the implementation
of fitting countermeasures. Finally, for effective integration of security control
in functioning of information system and operation requirements, identified
security controls are introduced in systems engineering process, as well as other
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Fig. 1 Organization of data security and privacy in cloud environment

important system requirements (like reliability, maintainability and supportabil-
ity) [8]. Risk evaluation is required for availability and reliability, recovery and
privacy, data integrity and auditing in cloud environment [9].

3. Confidentiality and Privacy: Confidentiality provides authentication to the
party or the system that have the capability to access sheltered data. Regarding
the issues of multi-tenancy, data remanence, application security and privacy
number of concerns are emerged [10]. In cloud environment, data confidentiality
is interconnected with user authentication in sharing of information. For com-
pleting this task, electronic authentication is in practice for the establishment of
confidentiality in user identities.

4. Integrity: Integrity is the key aspect of security in cloud environment. Integrity
provides the guarantee of resources modification only by authorized parties
in an approved way only. Integrity refers to data software and hardware both.
Unauthorized deletion, modification or invention is related to data integrity in
case of software as well as hardware. In cloud, the security of software integrity
is the responsibility of software owner or administrator. A cloud infrastructure
service provider is the trusted one who maintains data integrity and accuracy.

5. Availability: When an authorized party demand for system properties and
required system properties are available on demand that is referred to as availabil-
ity. Availability covers all data, software and hardware availability for user autho-
rization on demand. It also increases the requirement of ubiquitous network’s
availability. Cloud owner responsibility is providing the guarantee of information
processing, resource infrastructure and network availability to clients on demand.
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3 Related Work

Authentic key distribution andmutual authentication are big challenges in cloud envi-
ronment [11]. Number of protocols have been designed in communication network
to address the security issues, namely authentication protocols designed byNeedham
and Schroeder [12], key transport protocol intended to provide mutual authentication
between two parties by Denning and Sacco with the use of time stamps to remove the
freshness flaw inNeedham–Schroeder protocol [13], secure communication protocol
designed by Andrew D. Birrell using remote procedure calls [14], mutual authen-
tication protocol (authorized by trusted third party) that provides assurance to both
parties involved in the communication about the timelines dealings without the use
of clocks designed by Otway and Rees [2].

Here,we have studied communication authentication protocols designed byNeed-
ham and Schroeder [12] and mutual authentication protocol designed by Otway and
Rees [2]. These protocols are performing the establishment of authenticated connec-
tions, management of cloud authenticated data transmission and signature verifica-
tion with document integrity guarantee. But these protocols suffer with compromises
of communication keys due to lack of mutual authentication, man-in-the-middle
attack and unawareness of the availability of cloud service provider.

To solve this problem, Denning suggested the use of timestamps [13]. This would,
however, further cause the problem of clock synchronization. In [2], a protocol was
described for efficient mutual authentication but this protocol suffered from man-
in-the-middle attack [6]. In order to overcome these problems, we have proposed a
protocol, namely Modified Needham–Schroeder and Otway–Rees (MNSOR) proto-
col in this paper.

Proposed MNSOR is designed to solve the following two problems: authentic
public key distribution and mutual entity authentication. As asymmetric key encryp-
tion technique is being used in proposed protocol, each of the cloud communicating
parties has a pair of private and public key. The public key of each of the cloud
communicating party is registered with a mutually trusted third party known as the
authentication server [14] and named this server as MNSOR Server (MS). We have
assumed that these registered public keys are always secure. Mutual entity authenti-
cation is performed by the cloud communicating parties to authenticate each other.
So that each party can be assured that it has the authentic public key of the other
party and that they can further communicate in any cloud environment.

• Following conventions are used in our proposed MNSOR protocol:

– S and R: Cloud communicating parties where S (cloud service user) starts the
conversation with R (cloud service provider).

– MS: MNSOR Server.
– A: Attacker.
– A(R): Attacker impersonating R.
– IDS, IDR: Identifiers of S and R respectively.
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Fig. 2 Functionality of proposed MNSOR protocol

– NS, NR: Nonce generated by S and R, respectively.
– KRMS-KUMS, KRR-KUR and KRS-KUS: Private–Public key pair of MS, S and R,
respectively.

4 Proposed MNSOR Protocol

To overcome the security issues of Needham–Schroder and Otway–Rees protocol
related to compromises of communication keys due to lack of mutual authentication,
man-in-the-middle attack and unawareness about the availability of cloud service
provider traced in, the functionality of proposedMNSOR protocol is shown in Fig. 2,
and are as follows:

• If S wants to use of services of R, it sends a message to R, comprising of its
identifier IDS, the identifier of R, IDR and a message encrypted using the public
key of MS, KUMS. The encrypted message has a nonce NS generated by S for this
communication session, IDS and IDR.

• R, upon receiving this message, generates a nonce NR for this communication
session, concatenates it with IDS and IDR and encrypts it with the public key
of MS, KUMS. R then concatenates this encrypted message with the message it
received from R, and sends it to MS.
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• MS decrypt these two encrypted parts of message using its private key KRMS, and
compare it with IDS and IDR. After verification, it prepares two messages for each
of the cloud communicating parties, S and R, respectively. Message for S contains
nonce of S(NS), nonce of R(NR) and the public key of R(KUR), encrypted using
private key ofMS(KRMS). Message for R contains nonce of R(NR), nonce of S(NS)
and the public key of S(KUS), encrypted using private key of MS(KRMS).

• R receives the message and decrypts the part of message using KUMS to retrieve
the public key of S(KUS) and the nonces. It checks NR to verify that the public key
is for the correct cloud communication session. It then encrypts the NS, retrieved
previously, using its own private key (KRR). It then concatenates the encrypted NS

with the part of message received from MS, encrypted using KRMS and sends it to
S.

• S receives the message and decrypts the part of message using KUMS to retrieve
the public key of R(KUR) and the nonce. It then uses its private key to decrypt the
other part to retrieve NS. Thus, S gets assured that the message is sent by R and
public key is for the correct communication session. Now to establish its identity
to R, it encrypts NR using the public key of R(KUR), and sends it back to R.

• R upon receiving this message decrypts it using KRR and gets assured that its
public key has been successfully reached the S.

• Now, S and R can communicate authentically for services over the insecure net-
work using their private and public key pairs.

5 Analysis of Efficiency

The proposed protocolMNSOR is compared with key distribution protocol proposed
by Otway and Rees in cloud computing environment in terms of efficiency.

5.1 Standard Conventions and Assumptions

• Time taken in encryption per block (dependence is upon algorithm used): te
• Time taken in decryption per block (dependence is upon algorithm used): td.
• Transmission time per block (dependence is upon broadcasting medium used): tb.
• Time taken in production of nonce: tp.
• Time taken in production of key KSR: tk.

The running time of the key distribution protocol proposed by Otway and Rees is
computed as shown in Table 1.
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Table 1 Computation of running time of Otway and Rees key distribution protocol in cloud envi-
ronment

Steps Location of cloud computing
parties

Time taken

1 At S tp +4te

2 Transmission from S to R 7tb
3 At R tp +4te

4 Transmission from R to AS 11tb
5 At AS 4td + 4td + tk +2te + 2te
6 Transmission from AS to R 5tb
7 At R 2td
8 Transmission from R to S 3tb
9 At A 2td

Hence, the total running time of the Key Distribution protocol proposed by Otway
and Rees is:

T1 � tp + 4te + 7tt + tp + 4te + 11tb + 4td + 4td + tk + 2te + 2te + 5tb + 2td + 3tb + 2td
� (1 + 1)tp + (4 + 4 + 2 + 2)te + (7 + 11 + 5 + 3)tb + (4 + 4 + 2 + 2)td + tk
� 2tp + 12te + 26tb + 12td + tk (1)

5.2 Efficiency Analysis of Proposed MNSOR Over Otway
and Rees Protocol in Cloud Environment

Similarly, we can compute the running time of the proposed MNSOR protocol as
shown in Table 2:

Total running time is computed as:

T2 � tp + 3te + 5tb + tp + 3te + 8tb + 6td + tk + 6te + 6tb + 3td + te + 4tb + 3td + te + tb
� 2tp + (3 + 3 + 6 + 1 + 1)te + (5 + 8 + 6 + 4 + 1)tb + (6 + 3 + 3)td + tk
� 2tp + 14te + 24tb + 12td + tk (2)

By subtracting (2tp +12td + tk) from both Eqs. (1) and (2) to eliminate common
terms, we get

T1 � 12te + 26tb (3)

T2 � 14te + 24tb (4)

The reduced equations, that are to be used for relative analysis, are the function
of te and tb only. As transmission time is a very critical factor in case of cloud
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Table 2 Key distribution protocol running time of proposed MNSOR protocol

Steps Location of cloud computing
parties

Time taken

1 At S tp +3te

2 Transmission from S to R 5tb
3 At R tp +3te

4 Transmission from R to MS 8tb
5 At MS 6td + tk +6te
6 Transmission from MS to R 6tb
7 At R 3td + te
8 Transmission from R to S 4tb
9 At S 3td + te
10 Transmission from S to R tb

environment, hence the time taken for encryption would be much less as compared
to the transmission time, i.e. te<<tb. So, te can be safely ignored from both Eqs. (3)
and (4). The relationship now reduces to an expression depicting complexity as a
linear function of transmission time tb. Therefore, more the transmission time tt,
more would be the complexity of the protocol.

T1 � 26tb (5)

T2 � 24tb (6)

The running time efficiency of proposed MNSOR protocol over the key distri-
bution protocol proposed by Otway and Rees in cloud computing environment can
be computed as per the formula of calculating the running time efficiency of two
protocols in terms of time is:

η �
{(

T 1 − T 2

T 2

)
∗ 100

}
%

After putting the values of T 1 and T 2 in the above equation, we get

η �
{(

26tb − 24tb
24tb

)
∗ 100

}
%

η �
{(

2tb
24tb

)
∗ 100

}
%

η �
{(

1

12

)
∗ 100

}
%
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Table 3 Advantages of proposed MNSOR protocol over Otway and Rees in cloud environment

Issues Otway Rees MNSOR protocol

Key distribution Man-in-the middle attack is
possible due to lack of mutual
authentication

Secure against negotiation of
key and man-in-the middle
attack

Mutual authentication Does not stay alive Stay alive

Efficient third-party time
utilization

Yes Yes

Replay attack No No

Man-in-the-middle attack Yes No

Running time T1 �2tp +12te +26tb +12td +
tk

T2 �2tp +14te +24tb +12td +
tk

η � 8.33%

6 Result

Thus, it is shown that the proposed MNSOR protocol is 8.33% more efficient in
running than the key distribution protocol proposed by OTWAY and REES for cloud
computing environment. The proposed MNSOR protocol has following advantages
over Otway and Rees protocol as shown in Table 3.

7 Conclusion

Cloud environment security requires a systematic point of view, from which security
will be constructed on trust and mitigating protection to a trusted third party. Cloud
environment is adopting the concept of trusted third party for key distribution and
mutual authentication as the profit outweighs of its shortcomings. In this paper, dis-
advantages of Needham–Schroder and Otway–Rees in cloud environment has been
identified and proposes an efficient key distribution and mutual authentication mech-
anism usingMNSOR protocol with 8.33% better running time efficiency over Otway
and Rees protocol in coud environment. The proposed MNSOR protocol overcomes
man-in-the-middle attack possibility generated due to lack of authentication in key
distribution process ofOtway andRees by taking care ofmutual authentication till the
end of communication in cloud environment. No timestamp is required in proposed
MNSOR protocol, so it can be easily implemented in cloud environment, where
clock synchronization is a most important challenge. Proposed MNSOR Server is
contacted for public key distribution only when cloud service provider R is in the
position of communication. The unnecessary wastage of keys can be avoided by its
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help. If cloud service user S gets time-stamped key but cloud service provider R is
not in the position of communication then the key would get wasted. This protocol
is mainly useful for a cloud service user S that wants to communicate with number
of cloud service providers like R1, R2, …, Rn simultaneously in cloud environment
for different services. The accountability of getting the public key shifts from S to
Ri, in that way the traffic is reduced at S.
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An Identity-Based Authentication
Framework for Big Data Security

Vinod Kumar, Musheer Ahmad and Pankaj Kumar

Abstract Big data raises a robust need for a network structure with the ability to
support information retrieval and sharing. Many companies start to supply of big
data services for Internet users and at the same time, these services also bring sever
all security issues. Presently, the great part of big data set provides digital identity
for users to use their services. At the moment, most of these systems use asymmet-
ric and conventional public key cryptography (PKC) to give mutual authentication
data security. However, existing authentication schemes trust commonly on the cen-
tralized servers to offer record and facilitation facilities for information retrieval.
Pairing-free identity-based cryptography has some pull characteristics that gives the
idea to healthy requirements in that scenario. The presented scheme is carried out in
three phases and are as follows: initialization phase, registration phase and mutual
authentication, and session key agreement phase. Detailed security analyzes have
been made to authenticate big data server and user. Further, the paper has the resis-
tance to possible attacks in this environment.
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1 Introduction

Big data are a word for the data collections which are high multifaceted than usual
information preparing functions are insufficient to agreement through them. Dis-
putes contain investigation, querying, capture, reposition, data continuance, psycho-
analysis, updating, generosity, visualization, and data security. The term “big data”
frequently conjures basically to the routine prognostication analysis, user activities
analytics, or assured other highly developed information analytics techniques that
exact rate from data, and infrequently to an exacting scope of data set [1]. There
is small uncertainty that amount of information today, obtainable is certainly huge,
although that is not the greatest right feature of this novel data environment. Big
data mean collects huge data sets that cannot be handled using popular computing
procedures. Big data are not purely a data; slightly it has become awhole susceptible,
which occupies different tools, systems, and structures [2]. Big data engrosses the
data created by different policy and purposes. Specified nearly of the area as that
approach under this environment are: black box data, search large engine data, social
media approach data, power grid data, stock exchange related data, transport data,
structured data, and unstructured data [4, 5].

The following characteristics of big data described are as follows: (1)Volume: The
amount of produced and accumulated data. The scope of data establishes the cost and
probable intuition, it can preserve essentially bemeasured large scale. (2)Variety: The
class of the environment in the data collection. It assists populace who investigates it
to successfully use the subsequent penetration. (3) Velocity: In the domain, a rapidity
at that the data collection are created, and managed to appropriate a requirement, and
encounters that lounge in the lane of enlargement and improvement. (4) Veracity:
Unpredictability of data set can hinder rules to shaft and run it. (5) Variability:
Disparity of the data collection can basket progressions to manage and control. Big
data have most important challenges connected with big data are as follows: curtain,
apprehending data, storage, searching, transfer, analysis, sharing, and presentation
[6].

Since the localities of clients are not secure in this environment, this technology
offers an authentication method which offers big data of enormous quantity, and
several categories to users carefully. Over this development, contributors should
build data kept in assorted devices simply available without revealing the personal
data of users, assures the confidentiality of users that environment. In this section,
to assure the confidentiality of clients that atmosphere. In big data communication,
big data technologies present everywhere, where users use them. Despite that a user
placed in an unambiguous region where big data facility is affording transports to a
different area, the data server offering big data technologies must relate the person
statistics of the client in that environment facility region to the safety purpose, and
guarantee that the private evidence of the client is not bared to a third party at some
stage in the service time. At that time, there is a concern to multiple server offering
big data services, and these servers cannot be placed in the similar position. Clients
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accepting this type of technologies should be capable to collect big data facilities at
their anticipated adverts, not to a unique network server [7, 8].

In the paper, we presented an identity-based authentication framework for big data
security which is secured mutual authentication mechanism to resist the confident
risks. Rest of the paper is organized in the following ways: 1. Related work, 2. Pre-
liminaries, 3. The proposed protocol, 4. Security Analysis, 5. Performance analysis,
and 6. Conclusion.

2 Related Work

Apache Hadoop is the furthermost well-recognized software stages that suste-
nance information-exhaustive distributed relevance. It accouterments the computa-
tionmodel calledMapReduce. ApacheHadoop policy involves of theHadoop kernel,
MapReduce, and Hadoop distributed file system (HDFS), likewise several correlated
developments, together with Apache Hive, Apache HBase, etc. MapReduce, which
is an encoding representation and an implementation for procedure and produc-
ing outsized capacity of data sets, established by Google, and developed by Yahoo
and other network enterprises.MapReduce are foundation on the divide-and-conquer
technique, andmechanism by recursively distributed amultifarious difficult into a lot
of subproblems, expect these subproblems is extensible for resolving directly. Sub-
sequently, these subproblems are allocated to a cluster of running nodes, and solved
in distinct and corresponding ways. Lastly, the resolutions to the subproblems are
joined to explain to the creative problem. The divide-and-conquer technique is imple-
mented by two steps: Map step and Reduce step. In expressions of Hadoop cluster,
there are two types of nodes in Hadoop organization. They are master nodes and data
nodes. The master node takes the response, splits it into smaller subproblems, and
allocates them to data nodes inMap step. Subsequently, the master node accumulates
the counters to all the subproblems and merges them in some way to appearance the
output in Reduce step [3, 9]. An authentication protocol to defend user privacy and
security in big data assistances is a high stage of protection smooth when the big
data user-produced arbitrary bit sign is an intermittent third party. Moreover, used
in allotment users’ safety consciousness communication information since it out-
does suitable random bits. Moreover, big data client’s anonymity is certain because
the work passes hash-chained bit series ideals, so the bit run that creates security and
privacy alertness statistics is not uncovered gratuitously to a third party [7].
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3 Preliminaries

3.1 Background of Elliptic Curve Cryptography

Let q be the large prime and, E indicate an elliptic curve over a prime finite field
Fq, demarcated by an equation y2 � x3 + cx + d mod q, where, c, d ∈R Fq, and
4c3 + 27d2 mod q �� 0. The additive elliptic curve group is construed as G �{
(x, y) : x, y ∈R Fq; (x, y) ∈R E

} ∪ {�}, where the point � is identified as a point
at infinity that performs as the identity element in G. The point addition in elliptic
curve is P � (xP , yP) ∈R G and Q � (

xQ, yQ
) ∈R G, where Q �� P then

P + Q � (xi , yi ), where xi � μ2 − xP − xQ mod q, yi � (
μ

(
xP − xQ

) − yP
)

mod q and μ � (
yQ − yP

)
/(xQ − xP ). The scalar multiplication on the group G is

explained as nP � P + P + P + · · · + P(n times). The more descriptions of elliptic
curve group are given in [6].

3.2 Computational Problem

Elliptic Curve Discrete Logarithms Problem (ECDLP): For given P, Q ∈R G,
find t ∈R Z∗

q such that P � t Q, which is hard.
Elliptic Curve Computational Diffie–Hellman Problem (ECCDHP): For a, b ∈R

Z∗
q and g is the base point of G, given (g, ag, bg), then compute abg is hard to the

group G.

4 The Proposed Protocol

In big data atmospheres, the services have to offer everyplace, at anytime users need
them. At the same time, a user in an unambiguous place where big data service are
contributed transfers to any more place, the server offering this facility has to make
the individual data to client in the space provision region with safety occupation and
guarantee that a separate statistics of a client is not proved to a third party throughout
themaintenance duration. At the same duration, there aremultiple servers, to offering
this service, and the servers cannot be placed in the similar location. Client getting
big data facilities must adequate to get big data facility area at their need places, not
from an individual network server.

In the presented framework, the user identifiers reduced throughout the client
authentication development, so that clients can offer to similar big data approachwith
another service networks. Now, here multiple data server is offering this facility, and
they cannot be in the similar place. The server associated to a new network launches
synchronization by the preceding server thus, itmay accept the client identity from the
earlier server and verified client. The client offered these facilities from the nearby
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Fig. 1 The architecture for the proposed protocol

data server from the user’s novel place, and not from a detailed server. Figure 1
demonstrates the complete development client authentication by the server in the
proposed framework, with every server offering assistances. Although, launching
synchronization to other networks. If the client requirements to offer with this type
of facility in a different network, the server obtains the identity and valid data from
the preceding server to validate the client earlier contributing services. This protocol
scheme has the following three phases: initialization phase, user registration phase
and mutual authentication, and session key agreement.

4.1 Initialization Phase

Assume that big data server BS plays the role of key distribution center (KDC)
which takes a security parameter l, returns security parameter. For given l, BS takes
the following steps:

Step L1: Choose an arbitrary generator g ∈R G.
Step L2: Select a master key x ∈R Z∗

q and public key PBS � x · g.
Step L3: Choose collision free one-way hash functions

H1 : {0, 1}∗ × {0, 1}∗ × G × G × G × G → {0, 1}l ;
H2 : {0, 1}∗ × {0, 1}l → {0, 1}l ; H3 : {0, 1}∗ → {0, 1}l ;

Publish systems parameters
〈
Fq, E,G, l, g, PBS, H1, H2, H3

〉
.
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Fig. 2 User registration phase

4.2 User Registration Phase

Step R1: User U takes her/his identifier IDU password PWU, and generates ran-
dom number u ∈R Z∗

q then, calculates PWU � H3(PWU ⊕ u) and sends
〈IDU,PWU〉 to big data master server (BMS).

Step R2: Upon receiving massage from U at time T , then BMS computes, user
authenticated key KIDU � PBS · H3(IDU), BS � H3(IDU ⊕ PWU)
and generates random number s ∈R Z∗

q . BMS store and sends smart
〈BS,KIDS, H1, H2, H3, H4, s〉 to U, where s is secret key BMS.

Step R3: Upon getting the smart card, U inserts random number u in card. Then,
the smart card is 〈BS,KIDU, H1, H2, H3, H4, s, u〉.

Step R4: U enters his/her IDU and PWU to verify whether BS �
H3(IDU ⊕ H(PWU ⊕ u)). If it is hold, U admits the smart card (Fig. 2).

4.3 Mutual Authentication and Session Key Agreement

User U asks a service nearby big data sever BMS. U and BMS authenticate to each
other and create a session key as:

Step M1: U sends his/her identity IDU and password PWU to login with nearby
big data server NBS and computes BU � H3(IDU ⊕ PWU). Checks
whether BU �? BS. If it is holds, then chooses a random number
RU � (xU, yU) ∈R G and computes U1 � H3(T1), MU � RU+U1 ·KIDU

at time stamp T1 and anonymous identities IDU � IDU ⊕ H2(IDU‖T1). U
sends 〈T1, IDU, RU, MU〉 to NBS. Where T1 is the current date and time
of user U.
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Step M2: On getting themessage, NBS computes T2−T1 ≤ �T , where T2 themes-
sage getting time of NBS and �T is the suitable time delay in message
communication. This is not hold, then NBS terminate the session other-
wise computes KIDNBS � PBSH3(IDNBS).Where IDNBS is the identity of
sever NBS. After that, NBS generates random number RS � (xS, yS) ∈R

G, and xs ∈R Z∗
q , then computes S1 � H3(T3), MS � RS + S1KIDNBS,

session key skNBS � H1(IDU‖IDNBS‖MS‖MU‖RS||RU) and message
authentication code MACNBS � (skNBS + xS)g at time stamp T3. NBS
sends message 〈T3, MS, RS,MACNBS〉 to U. Where T3 time and date
sends message to U.

Step M4: On getting the message, U verified condition T4 − T3 ≤ �T, where T4
the message receiving date and time with�T is the suitable time delay in
message communication. If condition is hold, thenU generates xu ∈R Z∗

q ,
then computes session key skU � H1(IDU‖IDNBS|MS‖MU‖RS‖RU), and
message authentication code MACU � (skU + xU)g. U check the condi-
tion MACU �?MACNBS. If the condition holds NBS is authenticated by
U with session key sk � skU � skNBS.

Finally, session creates, where user can store/access her/his data securely over the
public channel.

5 Security Evaluation

In this phase, we discussed the scheme safe against the following security properties:

• Identity Management: The server stores all the registered identities IDU of users
U in the database and verify accessibility of unique identities in each fresh regis-
tration.

• Anonymity: In mutual authentication and session key agreement, user sends
anonymous identity IDU � IDU ⊕ H2(IDU||T1) to big data server instead of real
identity IDU. The identity IDU is XOR with the hashed significance of IDU and
T1. Where assumed that hash function is secure in cryptosystem.

• User Privacy: The suggested framework never communicates user secret data
in plaintext form. The messages 〈T1, IDU � IDU ⊕ H2(IDU‖T1), RU, MU, KU〉
and 〈T3, MS, RS,MACNBS〉 are communicated over the public channel. Evidently,
these communications cannot be interpreting easily to get identifier, password, etc.
Hence, the protocol protests user privacy.

• ReplayAttack: Replay attack is utmost common attack in authentication develop-
ment. On the other hand, the mutual countermeasures are random number mech-
anism and time stamp. The presented protocol, adopt the random number mecha-
nism and time stamp. The messages, mutual authentication phase U→NBS and
NBS→Uarewith time stamps.Hence, this protocol is strong against replay attack.

• Mutual Authentication: Mutual authentication is a significant attribute to a ver-
ification assistance conflicting to server spoofing attack. The proposed protocol
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offers a mutual authentication for U and server BS or NBS by ECC-based private
and public key exchange.

• No Key Control: In this protocol, user U and server NBS has a contribution into
the session key neither accomplice can strength the complete session key to be a
preselected significance. The session key sk � H1(IDU‖IDNBS‖MU‖MS‖RU‖RS)
depends on MU � RU + U1 · KIDU and MS � RS + S1 · KIDNBS. Thus, MU or
MS depends on random number and hash function, therefore, any advisory cannot
manage the result of the session keys or impose others.

• Man-in-themiddle Attack: Server and user authenticate each other beyond artic-
ulate. An attacker can attempt man-in-the middle attack by conveyance the fake
communication. However, to authenticate each other, server and the user inter-
changemessage authentication code (MAC). To computesMACvalue, knowledge
of hash value is required, then hash value does not easy to compute by everyone.

• Key offset Attack: In this protocol, server and user authenticated each other and
established session key sk � H1(IDU‖IDNBS‖MU‖MS‖RU‖RS). User message
authentication code MACU � (skU + xU)g and server message authentication
code MACNBS � (skNBS + xS)g. If MACU �� MACNBS, user U rejects the session
key agreement and drives the authentication-failed message to NBS. Therefore,
key offset attack is not possible in this protocol.

• Session Key Agreement: A session key sk � H1(IDU‖IDNBS‖MU‖MS‖RU‖RS)
is established between U and NBS after authentication procedure. This key is
common for server and user. Adversary cannot access the session key of user.

• Impersonation Attack: The protocol never broadcasts user’s identity IDU and
password PWU steadfastly through the public communication. In mutual authen-
tication and session key agreement, phase user used IDU � IDU⊕H2(IDU‖T1) and
BU � H3(PWU ⊕ u), those are depending on hash value. Therefore, the presented
scheme is strong against impersonation attack.

• Perfect forward Secrecy: An attacker cannot calculate session key because to
calculate session key sk � H1(IDU‖IDNBS‖MU‖MS‖RU‖RS), where to computes
KIDNBS or KIDU is equivalent to ECCDHP in ECC and MU or MS used the XOR
value which also secure.

• PKG forward Secrecy: An attacker cannot even calculate the user or server mes-
sage authentication code MACU � (skU + xU)g or MACNBS � (skNBS + xS)g. To
computes skU or skNBS is equivalent ECCDHP in ECC and computes MACU or
MACS is equivalent ECDLP in ECC.

6 Performance Analysis

In this session, the paper discussed user registration phase and mutual authentication
with key agreement phase which is the main computation cost of mechanism.
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User registration phase Mutual authentication and session key
agreement

4H +1PM+4XOR 7H+5PM+2PA+2XOR
H Hash function; XOR XOR operations; PM Elliptic curve point scalar multiplication operations;
PA Elliptic curve point addition operations

7 Conclusion

As the contributions of the paper, we proposed an identity-based authentication
framework for big data security which is highly secured mutual authenticated in big
data environment. In this paper, user obtained the smart card in registration phase and
mutually authenticated to nearby big data server, and established session key over
public networks in mutual authentication and session key agreement phase. Further,
this paper shows the security analysis of this protocol against several security attacks
in environment. Lastly, we showed performance of the presented protocol.
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Performance Analysis of Clone Node
Attack in Wireless Sensor Network

Sachin Lalar, Shashi Bhushan and Surender

Abstract Nowadays wireless sensor networks are widely used in different applica-
tions. The collection of sensor nodes consists of a Wireless Sensor Network (WSN).
The sensor nodes, which have small memory, limited battery and limited processing
power, sense the data and transmit to base station. Due to its characteristics, WSN
can be vulnerable to different types of attacks and clone node attack is one of them. In
this attack, attacker selects the few nodes and imitates them using the secret informa-
tion of the selected node and then deploys in the network. In this paper, we find out
the effect of clone node attack in the network. We have compared the performance
of WSN in the presence of clone node attack and without clone node attack under
six different scenarios in Network Simulator (NS2). We evaluate the effect of clone
node attacks in term of Packet Delivery Ratio and make the comparison of packet
loss % in normal and Clone node networks.

Keywords WSN · Clone node attacks · AODV · NS2

1 Introduction

WSN is the combination of thousands of sensor nodes and these nodes consists of
battery, memory, power supply, transmitter, controller, and many sensors. The nodes
deployed in sensor networks are categorized as base and sink nodes. Communication
between these sensor nodes is possible through radio signals. These nodes sense,
processes, and communicates to the base node. WSN is ad hoc in nature, so can be
deployed in any area (harsh or soft) like military, environmental observation, etc. As
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these are deployed in harsh environment, so are more vulnerable to security attacks.
In the wireless sensor network, different nature of attacks on WSN are possible such
as Selective forwarding attack, Acknowledgement spoofing, HELLO flood, Black
hole attack, DoS attack, clone Attacks, and many more [1–3].

The purpose of the paper analyzes the performance of clone node attacks inWSN
and effects of clone node attack in the network. This paper describes the effect of
clone node attack in wireless sensor network. The organization of the paper is as
follows: Sect. 2 gives the brief explanation of the Clone Node Attack. Section 3
represents the implementation and analysis. Section 4 concludes our work.

2 Clone Node Attack

Clone Node Attack is known as Replication attack which is identity-based attack.
The attacker selects few nodes from the web and steals the secret information from
the captured node. By this information the attacker can easily replicate the same
nodes and deployed these clone nodes at numerous locations in the network. The
clone nodes have the same identity as of authorized node. The clone nodes can
communicate with their neighbor nodes as they appear in the valid nodes. A scenario
of clone nodes is shown in Fig. 1 in which node A is replicated and deployed at
various places. It can communicate to its neighbor nodes in the network [4–9].

With the help of clone node attack, attacker can harm the network by launching
different types of attacks. The clone node can discard the valid packet which is
received from the legal nodes, hence deteriorating the performance of the network.
The effect of this attackwill be analyzed in the NS2 simulator.Wewill use the AODV
routing protocol inWSN and following section explains the AODV routing protocol.

Fig. 1 Clone node attack example
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3 Ad hoc on Demand Distance Vector Routing Protocol

TheAODVprotocol is one of the efficient protocols used forMANETwhere topology
remains same. It finds the path to destinationwhen required. This is the reasonAODV
is known as reactive routing protocol. AODV uses three types of messages: RREQ,
RREP, and RERR. The RREQ message is used to find out the path to a destination.
First, the source sends theRREQmessage to its neighbors. The neighborwill forward
that request to its neighbor until it reaches to the destination. The destination responds
the request using RREP message. The source stores the information of all nodes
which are in between path. If the path between source and designation is broken or
damaged, then neighbor forwards the RERR message to the destination as well as
source.

The method of forwarding message in the network is demonstrated in Figs. 2
and 3. The AODV routing can be vulnerable to different types of attacks. If attacker
(Clone node) responds that it knows the fastest path to the receiver and that path
is through clone node, then all the packets will be passed through clone node. The
clone node can drop all the packets which are received from the legal node.

Fig. 2 Route discovery example in AODV
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Fig. 3 AODV route error message

4 Simulation and Result

We have implemented the clone node attack in NS2 simulator. First we analyzed the
performance of the wireless sensor network of 20 nodes without clone node attack
in six different scenarios. In the same scenarios, we introduce the clone node in the
network; then check the performance of the network.We count the number of packets
sent by the sending nodes and how many of them reached the receiving nodes to get
the lost packets.

In each scenario, we have found out the result from three graph/figures. The first
figure in the scenario illustrates the packets forward and received in normal network
when there exists no clone node.. The second figure demonstrates the forwarded
packets, received packets, and drop packets in the presence of the clone node attack.
The third figure shows the comparison of the loss % in the network. The loss % of
the network is equal the number of packets sent to the number of packets received.
In the first scenario, the number of packets received and sent is shown in Fig. 4.

Fig. 4 Data packets forwarded and received in normal scenario-1
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Fig. 5 Data packets in clone node attack scenario-1

Fig. 6 Loss % comparison in scenario-1

Figure 5 shows the number of packets sent, received, and packets dropped in the
same scenario when clone node is present in the network. Figure 6 shows the loss %
without clone attack and clone attack in the network in scenario-1.

Figure 7 shows the loss % without clone attack and clone attack in the network
in scenario-2. Figure 8 shows the loss % without clone attack and clone attack in
the network in scenario-3. Figure 9 shows the loss % without clone attack and clone
attack in the network in scenario-4.
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Fig. 7 Loss % comparison in scenario-2

Fig. 8 Loss % comparison in scenario-3

Figure 10 shows the loss % without clone attack and clone attack in the network
in scenario-5. Figure 11 shows the loss % without clone attack and clone attack in
the network in scenario-6.
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Fig. 9 Loss % comparison in scenario-4

Fig. 10 Loss % comparison in scenario-5
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Fig. 11 Loss % comparison in scenario-6

Analysis
It has analyzed thatwhen clone node is present in the network, then its performance

will be degraded. The number of packet loss is increased in each scenario. From
Fig. 12, it has been shown that the loss % is increased when the clone node attack
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Fig. 12 Comparison of loss %

is above 80% in each scenario. The average loss % of scenarios is near to 84% due
to clone node attack. The performance of the network is degraded by the clone node
attack.

5 Conclusion

The wireless sensor networks are susceptible to different security attacks. In this
paper, we analyzed the effect of clone node attack on the wireless sensor network.
This paper analyzed that the performance of the network will be deteriorated in the
presence of the clone node. The average loss % of scenarios is near to 84% due to
clone node attack. The future work will be detection and prevention of replication
attack in wireless sensor network.
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Human Electroencephalographic
Biometric Person Recognition System
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Abstract Human head generates various signals according to the situation and acti-
vates inside the head as well as outside the head. The frequency of the Head Signal
means that brain signal is different as per the level of action taken place by the
person; it may be either be imaginary or motor imagery activities. From the brain
signals imaginary signals are captured using MindWave Mobile Portable device.
Frequency-wise channels are separated and categories as Delta, Theta, Alpha, and
Beta. These channels indicated emotions, movement, sensations, vision, etc. Fea-
tures are extracted of each channel using Power Spectral Density (PSD) function
and Deep learning Neural Network. Feature level fusion is used for pattern match-
ing. The Novelty of this work is a single electrode device that is used to capture
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an Electroencephalography (EEG) imaginary data from the head which is generated
by brain functioning. The feature level fusion of channels and Deep learning Neural
Network classification of feature give better performance. The results are proven that
these EEG imaginary signals could be used as better biometrics-based authentication
system.

Keywords EEG · Mindwave · Identification · Verification · Biometric

1 Introduction

Anelectroencephalography (EEG) is a branchofNeuroscience.Recently, researchers
in a Neuroscience and computer science attracted towards novel and innovative type
of biometric based on neural activity of brain signals, such as EEG signals instead
of the biological traits of the human body like face, fingerprint, iris, retina, voice,
etc. EEG Signal biometric trait is very difficult to duplicate, break, or guess. A novel
approach is used for processing brain signal data through an EEG. The EEG gives
various types of information about a person that is emotional,mediation, and sad state.
We can analyze EEG Signal and find out the human Concentration, Mathematical
solution power, Letter Composition method, Rotational style. These parameters are
considered to person identification and verification purpose. This research work is
divided into mainly Introduction, Related research work, Proposed Methodology,
Experimental Result, and Conclusion.

2 Related Research Work

An EEG signals, data feature measurement through two types of algorithm these
are DFT (Discrete Fourier Transform) and WPD (Wavelet packet decomposition).
The distinct features of EEG signal are considered with four feature sets. The EEG
signal data result was 93, 87, and 93% classification rates of three feature set. By
usingMultilayer Perceptron Neural Network classifies EEG signal feature data gives
100% recognition rate but limited subjects only to three. In this experiment subject
has to seat normally with calm and quiet with closed eyes without any physical
activity while collecting the datasets four channels are used [1].

In the recent research, identification and prediction of Motion Sickness (MS) of
a driver in real life while driving the vehicle is very interesting and very important
task because it can save the lives of so many peoples in traveling. MS provides
one type of security to the drive as well as passengers. Prediction of emotions in
real time through EEG signals is a challenging task, while performing any activity
human brain produces signals and the signals are coming from various parts of our
brain. In case of emotions which comes from occipital, parietal, somatosensory,
etc., identification of generating signals according to the power of signals are alpha,
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theta bands. Identification of emotions from the signals in a certain band as per
the frequency level is possible through various feature extraction techniques and
classification algorithm such as PCA, LDA, BFS, FFS, KNN, SVM, NWFE, ML,
etc., apart from that LDA and ML gives 95%. Therefore, it can be used more or less
robust techniques for the prediction of MS very effectively [2].

This work presents HHT (Hilbert–Huang Transform) a different approach for
biometric identification using electroencephalogram (EEG) signals. After the HHT
amplitude and frequency were computed immediately for the classification using
salient characteristics. An evaluated two publicly available databases in these sce-
narios, single electrode of an EEG device which used for biometric data acquisition.
A first database consists of 122 subjects and second has total 109 subjects, at the time
of collecting the database were subject had shown with a sequence of images on the
screen and some mechanical activity or screening works got the 96 and 99% success
rate respectively. These results are compared favorably with recent research articles
by the various algorithm and classification [3]. A research on biometric using motor
imagery EEG signals and Auto Regressive Moving Average (ARMA) are used to
construct an estimated model. From that they have used ARMA-based classification
system on the basis of Artificial Neural Network (ANN) approach. The extracted
features are stored in the specific vector for the identification and verification on the
basis of classification. Three persons, four types of the motor imagery EEG data
signals were captured and perform the comparative results. Therefore, on the basis
of the outcomes of [4] it shows that it can be successfully exploited for purpose of
person authentication and identification.

Therefore, an EEG data signal which belongs to motor imagery strongly provides
a strong biometric based authentication and identification system will be used for
security purpose. At the time of EEG-based development of the system, classification
played a vital role. They have compared the results of the system for the identification
of imaginary movements of the persons using three different classifiers. H. Jian-
Feng has compared LDA (Linear Discrimination Analysis), ANN (Artificial Neural
Network) and SVM (Support Vector Machine) for classification of EEG signals, in
this result LDA outperforms well as a better classifier than other algorithms [5]. The
analysis of EEG data for the biometrics is concentrated on functional connectivity
and measurement of time-domain statistical data which is co-dependent on each
other. These two approaches are complex relations in EEG data measurement [6].
Abo-Zahad et al. [7] discusses challenges facing while practical implementation of
biometric system based on the signals received from the brain for the identification
of the person in a real life application.

Database acquisition is a time-consuming procedure, in device setup time is vary-
ing when selecting number of channels in the devices. In this case, 64 channels were
used to collect 109 people’s data; it passes the signals in the middle range called as
band pass filtering for establishing functional connection among the sensors and is
calculated by the Phase-based Lag Index system. From this connection data matrix is
used to build the network to train the system and calculated Eigenvectors. Brain rest-
ing state in performing well, but functional connectivity gives proper results, hence
it can be a next generation technique for the classification of the data. EEG-based
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biometric systems, biometric systems based on high-frequency scalp EEG features
should be interpreted [8]. An explicitly investigated and assessed the permanence
of the non-volitional EEG brainwaves over the course of time. Specifically, we ana-
lyzed howmuch the EEG signal changes over a period of 6 months, since any drastic
change would make it unusable as an authentication method. The results are very
encouraging, yielding high accuracy throughout the 6-month period [9]. The ampli-
tude of the brain signals is the indication of circadian rhythm which is tactless of
the random changes for measuring features bi-variant measure Magnitude Squared
Coherence (MSC) are used and reduced the number of channels of EEG signals for
identification without any affect on the accuracy of the system.

The multidimensional data classification accuracy is better for fewest numbers of
samples per person by using distance-based classifier like KNN (K-Nearest Neigh-
bor). In the previous literature, it is found that 64 channel data of 108 subjects gives
100% accuracy, in this case instead of 64 channels only 10 channels are used and also
gives 100% recognition rate using 109 subjects’ data with eye open resting position,
environment for biometric identification [10].

3 Proposed Methodology

3.1 EEG Signal

In this research database is developed using a cost-effective device that is Mindwave
mobile and Micromax Canvas A114 mobile phone. The aged isomer programming
LLC, free downloadable software in Android OS utilized. It is a portable system
used for record database of the forehead with ear reference for database developers.
The imaginary activity of letter Composition is captured with five iterations of 30 s.

3.2 Feature Extraction

In this research work we acquired EEG Raw Value, eegRawValueVolts, Attention
Level, meditation level, Blink strength, Delta (1–3 Hz), Theta (4–7 Hz), AlphaLow
(8–9 Hz), Alpha High (10–12 Hz), BetaLow (13–17 Hz), Gamma Low (31–40 Hz),
Gamma mid (41–50 Hz) these seven features.

Apart from above features five features are selected for experiment because we
are dealing with normal subject database these features are accept), Gamma Low
(31–40 Hz), Gamma mid (41–50 Hz).

Mean sample value (MSV)
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Mean of all sample values

MSV � 1

N
×

N∑

1�n

xn (1)

3.3 Power Spectral Density (PSD)

PSD (The Power Spectral Density) to each frequency band is extracted from EEG
signals. Four levels decompose the filteredEEGdata into five frequency bands,which
reflect the physical activities. For each second (128 Sample’s) in all channels and
bands, a Fast Fourier Transform (FFT) with non-overlapping window was applied
to find the PSD per band. Then the PSD is estimated as the average of the squared
absolute value of the magnitude of the FFTs, as in Eq. (2)

PSD � 1

Nyq

Nyq∑

f �1

|FFT|∧2
(2)

Nyq is the Nyquist frequency, i.e., (sampling frequency/2), and f is the frequency
in Hz. The windowing with FFT investigates the influence, Hamming window with
length 128 was applied before FFT producing another type of PSD named PSD with
hamming because Mindwave device has one electrode wish gives Delta (1–3 Hz),
Theta (4–7 Hz), AlphaLow (8–9 Hz), Alpha High (10–12 Hz), BetaLow (13–17 Hz),
Gamma Low (31–40 Hz), Gamma mid (41–50 Hz) these seven features channels,
obtained (5 bands * 1 electrode). TheWelch PSD estimate of an input signal entailing
of a discrete-time sinusoid with an angular frequency of π /4 radians/sample with
additive N(0,1) white noise. Create a sine wave with an angular frequency of π /4
radians/samplewith additiveN(0, 1) white noise. The signal is 320 samples in length.
Obtain theWelch PSD estimate using the default Hamming window and DFT length.
The default segment length is 71 samples and the DFT length is the 256 points,
yielding a frequency resolution of 2π /256 radians/sample. Because the signal is
real-valued, the period gram is one-sided and there are 256/2+1 points [11].

3.3.1 Feature Level Fusion �

Concatenate the feature set of multiple channel of EEG signal. In this research
work the Delta, Theta, Alpha, Beta signal channel of EEG biometric. Let δ �
{δ1, δ2, δ3, . . . , δn} an extracted feature of Delta signal, θ � {θ1, θ2, θ3, . . . , θn}
an extracted feature of Theta signal, α � {α1, α2, α3, . . . , αn} an extracted feature
of Alpha signal and β � {β1, β2, β3, . . . , βn} an extracted feature of Beta signal
obtained by concatenating supplementing normalize feature vector and performing



88 N. Bansod et al.

Fig. 1 Proposed methodology

feature selection on resultant fused feature vectors. We conduct extensive experi-
ments to evaluate the efficiency and healthiness of the proposed system (Fig. 1).

3.4 Pattern Matching

3.4.1 Manhattan Distance Metric

Distance is measured of two points X(x1, y1) and Y (x2, y2) along with the axes of
the plane with right angles, it is

Distance � |x1 − x2| + |y1 − y2| (3)

3.5 Data Model

The extracted features of the data are stored in the data model using .mat file for
pattern matching.

3.6 Decision

After pattern matching here, it used accept or reject decision on the basis of data
available in the data model.

In this experiment, we have used 40 subjects with two sessions, but here we show
only 10 subjects data in the above table because of space limitations.
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4 Result and Discussion

In this experiment, the KVKRGEEG database consists of 40 subjects with five itera-
tions and two sessions, i.e., summer and rainy. Calculated 13 EEG features are shown
in Tables 1 and 2, i.e., eegRawValue, eegRawValueVolts, Attention Level, meditation
level, Blink strength, Delta (1–3 Hz), Theta (4–7 Hz), Alpha Low (8–9 Hz), Alpha
High (10–12 Hz), Beta Low (13–17 Hz), GammaLow (31–40 Hz) and Gamma mid
(41–50 Hz), all these channels are considered as a feature. At the first time we have
selected Delta (1–3 Hz) for the training of each subject and one of the single subjects
to test but the result is not satisfactory. In the second experiment, the Theta (4–7 Hz)
signal is considered for training features and one by one Theta signal is measured in
testing but result not so good.

In the third experiment, the alphaLow (8–9 Hz) signal is considered for training
features and one by one alphaLow signal is considered for testing which gives good
performance. In the successive experiment, alphaHigh (10–12 Hz) used for training
feature sounds better result compared to earlier experiment. BetaLow (13–17 Hz),
GammaLow (31–40Hz), GammaMid (41–50Hz) is also exploit on same experiment
but not considerable result.

In experiment no. 8, fusion of low alphaLow and alphaHigh features give better
performance, therefore it is suitable for biometric.

Table 1 EEG data feature set
eegRaw
Value

Delta Theta Alpha Beta gammaLow gammaMid

alphaLow alphaHigh betaLow betaHigh

51 16,745,434 16,750,096 10,235 9371 6354 4364 4869 3224

102 665,851 91,047 30,130 7637 7995 25,956 16,752,974 12,957

19 206,082 51,834 4173 24,355 14,860 16,748,314 24,462 18,314

28 301,085 38,758 8633 24,707 16,746,703 16,759,024 16,537 17,825

−279 1992969 99,204 15,682 68,362 26,465 27,213 16,761,920 13,203

89 483,475 46,766 68,636 70,677 16,752,442 83,017 16,597 6303

−349 16,759,164 16,756,526 16,770,661 12,770 5000 18,091 30,031 8256

−300 285723 23,618 2533 8622 4811 4421 3809 3397

24 16,765,681 28,861 16,745,500 9428 17,691 23,362 16,747,113 16,853

77 206,582 10,057 1356 5975 6416 5912 11,819 4438

48 60,769 16,746,334 16,744,346 16,767,015 15,636 26,680 23,915 6900

51 364,775 16,773,343 16,749,070 16,756,417 8894 22,048 16,496 10,577

17 1,446,025 16,769,628 24,715 14,403 16,756,180 16,766,368 22,151 8556

−264 97,468 12,890 10,171 5712 8070 6106 10,326 8207

34 273,061 158,117 83,732 26,191 8947 22,988 25,866 6478

17 616,108 19,593 14,400 16,751,418 16,755,278 30,792 15,253 12,013

39 75,894 103,275 16,749,335 23,289 21,902 22,061 17,374 8294
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Classification of the EEG feature is the most important to biometric security. The
pattern recognition is the best technique for this EEG feature classification. In this
experiment, theManhattan DistanceMetric gives 61% classification and recognition
rate, i.e., shown in Table 2. Distance Matrix.

5 Conclusion

The innovative is in this novel area, developed EEG data using cost-effective Mind-
wave mobile device for biometric purpose. We developed our own database of 40
people in two sessions. Features are extracted of EEG channels using PSD. Feature
level fusions are of Delta, Theta, Alpha, and Beta channels. Manhattan distance mea-
surement used for the classification gives 61% accuracy of classification of distinct
personalities. In future we will increase the data size and one winter session data,
and again we will find the unique pattern from that data to person identification.

6 Future Work

The fusion of many electrodes or features may increase the recognition rate for bio-
metric identification and verification purposes. We can perform the fusion approach
for fusion of multichannel and it may increase the recognition rate.
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Identifying Various Risks
in Cyber-Security and Providing
a Mind-Map of Network Security Issues
to Mitigate Cyber-Crimes

Neelam Saleem Khan, Mohammad Ahsan Chishti and Mahreen Saleem

Abstract The aim of this review is to acquaint the researcher with the knowledge
of cyber-crime. Cyber-crimes are offenses that are carried out against individuals or
groups of individuals using computers and networks to commit the crimes. These
crimes are carried out intentionally to damage the reputation of a victim or harm the
victim physically and psychologically; using modern internet-based communication
like emails, chat rooms, notice boards, websites, cell phones, etc. This paper analyzes
risk perception in students and precautionary behavior in their use of the internet.
It also analyzes various fields that are affected by cyber-crimes that include cyber-
bullying in adolescents, cyber-crime in government organizations, and Internet of
Things (IoT) and provides an insight into mitigating these hazards. It also provides
a mind-map of various network security issues that needs to be considered to avoid
cyber-crime.

Keywords Cyber-security · Cyber-crime · Cyber-bullying · IoT
Standard deviation · Fog

1 Introduction

Cyber-crime or computer crime is an unlawful act that includes a computer and a
network. The computer may either be the target or it may have been used in the
perpetration of a crime. Such crimes may threaten financial health and the nation’s
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security. There are a number of ways a cyber-crime can take shape in which the
high-profile cases include hacking, copyright infringement, theft of personal data,
cyber-stalking, bullying, child pornography, and child grooming. Privacy issues arise
when confidential information is intercepted or divulged, lawfully or otherwise.

When certain means are considered to enhance the cyber-security, one aspect that
needs to be considered is users association with the nature of the threats and the
prerequisite counter measures. Also, people acclimatize their ways on the basis of
magnitude of risk they are capable to take. So, risk perception plays a very important
role in improving cyber-security.

Apart from risk perception, adolescence and cyber-bullying are also factors to be
considered in order to improve cyber-security. Adolescence is defined as the stage
of human growth that takes place between childhood and adulthood. Its inception
occurs at around age of 10 and ends around age 21. During this period, children are
more vulnerable to cyber-bullying. Cyber-bullying can be defined as an antagonist,
international act which is carried out by a group or individual, using electronic forms
of communication, time and again; against a victim who cannot easily safeguard
himself/herself. By 2020, IoT is expected to grow to 50 billion interconnected devices
aggregating, and exchanging private data about their consumers, their lives, their
tastes, and preferences. This will result in the increase in cyber-crimes, pertinent
risks, and significant data protection issues, thereby amplifying the need to establish
a greater level of security [1].

Government organizations are also vulnerable to cyber-attacks. In the past
12 months, it has been found that almost 70% of organizations claim that their
security has been compromised by a successful cyber-attack. There is a shortage of
proficient cyber event response professionals as reported by 65% of organizations
[2].

People around the globe utilize the web and different other systemmodels to com-
municate, transmit, and store data. Most of the data and information are private and
very sensitive; hence, securing this data is necessary. However, these days hacking
have become very common. In computer networking, hacking is any technological
attempt to get hold of the victim’s computer and connected systems with a malicious
intent to gather relevant information for blackmailing and ruining people’s lives.
Hacking is historically referred to constructive, intelligent, technological act that
was not necessarily binding to computer systems. So, our objective is to analyze any
gaps in the existing computer network, thus enabling researchers to improve their
knowledge on things to be taken care of in a computer network in order to avoid
cyber-crimes.

2 Risk Perception

Risk insight and understanding plays an important role in models as predictors of
precautionary measures. These precautionary measures incorporate the utilization
of computer security software (e.g., antivirus s/w, financial s/w, etc.). van Schaik
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Fig. 1 Mean ratings of perceived risk and other dimensions [3]

et al. [3], in order to measure risk perception and other risk dimensions, carried out
a quantitative empirical online study and analyzed an arrangement of 16 security
dangers on web and 2 comparisons among 436 US and UK students. The aim of
the research has three main goals: (1) Ascertain how to perceive diverse potential
security affiliated hazards on the internet. (2) Exhibit the degree to which students
play it safe against differing potential security affiliated dangers. (3) Determine the
precursor of risk perception and discreet security behavior.

2.1 Method

An online survey was conducted [3], where 16 levels of cyber-security hazards as
the independent variable were considered based on the previous research [4]. The
dependent variables considered are shown inFig. 1 alongwith the 16 security hazards.

The research was conducted on a total of 436 practiced web users among which
336 were female participants and 100 were male, average age�23, SD�3, UK:
n �267, USA: n �169. A quantitative empirical online study using psychometric
methods was conducted in which they analyzed risk perception and precautionary
behavior of students related to security in their use of the internet. It became blatant by
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the survey that the perceived risk escalated in cases of crimes like identity theft, cyber-
bullying, social engineering, and keylogger. Among themost promising predictors of
perceived risk, dread, voluntariness, catastrophic potential, the immediacy, severity
of consequences, and control. As well as Internet know-how and its rate of use took
the top positions. Moreover, control was an imperative indicator of precautionary
behavior. Students discerned identity theft as the hazardous risk.

3 Cyber-Bullying

Adolescence is a transitional stage from childhood to adulthood involving rapid phys-
ical and psychological development that is exceptionally influenced by the expand-
ing issues of self-character, autonomy, peer kinships, and enthusiasm for popular-
ity. During this period, children are more vulnerable to cyber-bullying. A positive
school atmosphere has a positive influence on adolescent development, for exam-
ple, increased confidence and school connectedness. Cyber-victimization commonly
takes place outside school settings and post-school hours, henceforth scrutinizing the
capacity of schools to avert it.

Holfelt and Leadbaeter [5] examined across a period of one academic year, the
longitudinal and concurrent affiliations among early adolescents is roughly between
grades 5 and 6, with the cyber-victimization and experiences of school atmosphere.

3.1 Method

The subsample of juveniles in their survey completed cyber-victimization question-
naires; who were in 5 and 6 grades by T1 at the starting (n �714, Mage�11.0, 52%
girls) and T2 at the end (89%, n �638, Mage�11.48, 52% girls) of the academic
year.

Mean, SD, and zero-order correlations among school atmosphere experiences
and cyber-victimization at a specific assessment are depicted in Table 1. Zero-order
correlation demonstrates that cyber-victimization, however, was adversely connected
to the experience of school atmosphere within time at the starting (r range�−0.15
to−0.19) and end (r range�−0.23 to−0.29) of the academic year. However, it was
seen that parent involvement and cyber-victimization was only poorly correlated
across time.

The study conducted by Brett Holfelt and Bonnie J. Leadbaeter suggested that
schools have a significant role in averting cyber-victimization and bullying. Attempts
to build a secure and encouraging school atmosphere and to cultivate healthy relations
with teachers and peers may inhibit the evolution of cyber-victimization and have a
lasting impact on their use of these adverse behaviors.
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4 Cyber-Security in IoT

Although IoT is the newhype in the digitalworld, nevertheless, organizations are least
prepared against external threats. Privacy in data collection, sharing, andmanagement
needs to be answered as most of the IoT components are vulnerable to threats; so
much so that the top concern regarding digital technologies has now been cyber
warfare. There is a need to have a formal digital transformation strategy in placewhen
the Internet of Things (IoT) comes into play. The complexity and risk increase by
many folds as a greater diversity of devices are connected through IoT to a corporate
network. Public infrastructures like bridges, power plants, transportation, machinery,
and stoplights are under a security threat now. There has been an incredible growth
curve in IOT with currently over 3 billion smartphones in use out of the total 8
billion IoT devices. These statistics are expected to climb past 25 billion by 2020.
Hence, there is an immediate need to secure IoT which in effect means to enforce
cyber defense effectively. This can be achieved by comprehensively understanding
the underlying threats and attacks on IoT framework.

The study in [6] suggests that consumers, governments, and IoT developers actu-
ally needs to recognize the hazards andmust have a response to the below-mentioned
queries:

1. Who form the primary entities? 2. What constitute the assets? 3. Probable
conceivable dangers? 4.Most likely danger performers? 5.Which skills and resources
do malicious users have? 6. Is the current design secured against hazards? 7. Which
particular threat can affect what assets? 8. What security system could be used to
counter threats?

The interconnected components or devices are easily prone to cyber-attackers due
to manifold reasons:

1. The attacker can easily gain physical access to most IoT devices as they function
unattended by humans.

2. For most IoT components, the communication networks are wireless networks
where an interloper could vindictively assemble characterized data by eavesdrop-
ping.

3. Due to limitations in power and availability of computing resources, most IoT
devices cannot support sophisticated security schemes.

Three key issues were identified with IoT devices and services: confidentiality
of data, trust, and privacy. Not only users but also the authorized objects are able to
access the data. In order to ensure confidentiality, authorization mechanism, access
control, and authentication needs to be connected over wireless networks. Trustwor-
thiness plays an important role in such an uncertain environment of IoT where a
number of nodes communicate with each other. Twofold trust needs to be ensured,
first, in the interaction among entities and second, trust in the system itself [7].
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4.1 Privacy Preserving in Fog Computing

Due to the tremendous increase of things in IoT, Fog computing paradigm came
into existence. Although the Fog provides a scalable, decentralized solution for an
increasing amount of data generated from different devices in IoT [8], the sensor
data transmission among end-user devices and the Fog network needs to be secured
from cyber-attacks. Kulkarni et al. [9] summarizes the following steps for privacy
preserving in Fog computing.

• Sensor data collection and feature extraction.
• Introducing Gaussian noise in data to cause fuzzing of data in order to decrease
the chance of spoofing and eavesdropping attacks.

• To mitigate man-in-the-middle attack: segregation (splitting of data into blocks)
and then shuffling is done.

• For encryption of data blocks, public key infrastructure is implemented.
• Finally, after the transmission of separated data to Fog node, decryption and
reordering of data packets is performed.

4.2 Mitigating Insider Theft

A way-out for data protection from rogue insiders is provided by StolfoS et al. [10]
using Fog and Cloud computing components. To reduce security threats, it combines
behavior profiling and decoy approaches. If any profile exhibits abnormal behavior,
it will be tagged as suspicious by the system and the respective user will be blocked.
The decoy is a fake attack employed for befuddling, detecting, and catching the
rogue insider. This disinformation may include honeypots, counterfeit archives, and
different sorts of goading information. This research area is huge as it demonstrates
the mitigation methods and potential altering to guard against information robbery.

5 Cyber-Security in Government Organizations

Kim and Solarwinds [11] in a studymentioned that inMay 2017, the UK government
revealed that within the span of last 12 months, nearly two-thirds of the country’s
largest business had been hit by cyber-attack. Therefore, cyber-security is an impor-
tant agenda for the government. A data breach or cyber-attack can cost government
organizations millions of dollars. It also leads to damage to the reputation of an
organization and its impact on citizens can be devastating.
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Table 2 Various steps taken in order to avoid cyber-crimes

Educating the end-user – End users should be well educated in the basics of
cyber-security

Monitoring and alerts – Monitoring the network and settings up alerts to
identify suspicious activity is very critical

– With comprehensive device monitoring, a malicious
insider should not be capable of accessing and storing
sensitive data on a peripheral device

Risk management decision-making – Through risk assessment, one can decide where
resources and limited budget should be spent

– They would access technical equipment, software,
systems, and assign the monetary value of the risk if
an individual piece of equipment went down or hit by
a virus

Up-to-date technology – Using state-of-the-art security technology and tools is
a must

– Using obsolete device firmware, insecure protocols,
and out-of-date security technology can leave the
organization susceptible to attackers

Security team – A well-trained team of professionals should be ready
to defend critical and private data immediately

– IT team should be proactive and should learn about
common threats

Knowledge is power – Keeping good knowledge of potential threats and
attacks helps in preventing them

5.1 Method

Government organizations can take proper steps to protect their organization from
cyber-criminals. Table 2 mentions various steps to be taken in order to protect data
from cyber-crimes.

In conclusion, JoeKim and Solarwindsmentioned that cyber-security is a journey,
rather than the destination. It is an ongoing iterative process of trial and error to be
successful.

6 A Mind-Map of Network Security in Mitigating
Cyber-Crimes

Saad et al. [12] investigated in their review that network security in applicability at
current times should inspect any voids in the present-day technology, thus facilitating
researchers to intensify their knowledge while discovering answers to these potential
issues. In spite of the fact that these arrangements could profit on a bigger scale, it
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Fig. 2 Network security mind-map to mitigate cyber-crime [12]

is usually the smaller networks that are vulnerable to hackers, such as a campus
network. Figure 2 depicts the mind-map of the general thought of the various factors
that facilitates the heading of research in network security to mitigate cyber-crimes.
In their paper, they investigated the current research area based on the 6-tuple; {what,
where, when, why, who, how}, and laid down a mind-map to capture the gaps and
open doors for research in the field of network security.

First, they started looking at issues and vulnerabilities. They scrutinized various
tools to mitigate cyber-crime and went through the research that describes the poten-
tial threats of unlicensed freeware and third-party applications. Table 3 describes
how 6-tuples can be used to mitigate cyber-crime in network security.

Amna Saad et al. concluded that it is preferable to combat the security from
the source by furnishing the users with all the significant information required to
prevent low-level dangers which consequently might transform into something more
intricate. The general public needs to be kept well aware regarding the prevalent
network security issues. It is suggested to have an “Internet task-force” or a cyber-
police that can act as a monitoring team for LANs like in a campus, in order to have
keen checking and perform a stern action when required. They can likewise give
recommendations and tips to clients on the system keeping in mind the end goal to
fortify the uprightness of the internal network.
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Table 3 6-tuples can be used to mitigate cyber-crime in network security

What – What strategies can be used to restrict data?
– What consequence does modernistic technology like wireless network have on the
overall network risks?

– What sort of exploration was done to alleviate security threats?

Where – Where is the location of this threat?
– Where this threat usually resides?

When – When will a threat or attack occur? E.g., No active surveillance

Why – Why this protection is important? This protection could be possible by
strengthening and amplifying the technology, approach, algorithm, model, and
plan of a novel security arrangement

Who – Who will be concerned with these issues? Research shows that the general public
will be most affected

How – How important a particular tool is to mitigate cyber-crime?

7 Conclusion

In this paper, we reviewed various research articles regarding cyber-security. We
identified that risk perception in students is very important to combat cyber-crimes.
We tried to analyze some of the factors responsible for cyber-bullying in adolescents
and how a safe and complementary school setting, healthful kinships with teachers
and peers, may prevent the arising of cyber-bullying and consequently having a
long-term impact on the use of these negative practices by adolescents. Apart from
students and adolescents, this paper tried to mention some of the factors that can
reduce cyber-crime in government organizations. In the context of risk perception,
potential security-related hazards on the internet were identified. Also, the significant
predictors of perceived risk were identified. In IoT, information is very vulnerable
to cyber-crimes; hence, cyber-crime has a great impact on the Internet of Things.
The significant problems between IoT devices and services were identified in order
to mitigate threats to data confidentiality, privacy, and trust. The significance of
trustworthiness in an IoTenvironmentwas highlighted.At last, amind-mapof various
security issues in network security is presented to combat the effect of cyber-attacks.
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Wireless Networks



Mitigating the Effect of Node Selfishness
in Mobile Social Networks

C. C. Sobin

Abstract Delay-Tolerant Networks (DTNs) are challenged networks, where there
may not exist an end-to-end path always. In such situations, for sending a message
to destination, a source node has to store and carry it, till it finds a suitable node to
forward. DTNs can be categorized as a subcategory of MANETs, based on mobility
of the nodes, frequent network partitioning, etc. However, unlike in MANETs, there
is no guarantee for connectivity among nodes in the network, whichmay cause nodes
in the network to make use of encounter opportunity with other nodes for commu-
nication. In such scenarios, due to constraints on resources, some of the nodes may
not forward messages further in the network and thus behave selfishly. In this paper,
we have identified such selfish behavior of the nodes and proposed a heuristic-based
selfishness detection and mitigation technique for DTNs. As part of simulation, we
have conducted experiments using both real-world and synthetic traces and observed
that DTN performance metrics were improved in terms of increasing delivery ratio,
decreasing overhead ratio, and decreasing delivery delay.

Keywords Delay-tolerant networks · Selfishness

1 Introduction

Today, most of the users make use of hand-held devices like mobile phones,
tablet, etc., for their daily activities. This trend creates a drift from traditional
fixed infrastructure-based (wired) applications to infrastructureless (mobile-based)
applications. The major difficulty in developing such mobile-based applications is
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intermittent connectivity and constraints on resources such as bandwidth, storage
space, etc. Delay-Tolerant Network (DTN) is a type of mobile networks, which are
able to handle disruptions in connectivity and constraint on network resources. Since
the connectivity among a set of DTN nodes may not be guaranteed always, store–
carry and forward message forwarding strategy is used. DTNs find applications in
many areas like underwater communications [1], vehicular networks [2], rural com-
munications [3], disaster recovery management [4], etc.

The recent surge in the usage of mobile devices also highlights in the direction of
a kind of DTNs, namely, Mobile Social Networks (Fig. 1), where nodes are mobile
users and use multi-hop wireless communication. Ideally, in such networks, nodes
are assumed to be rational in nature and cooperative to all the other nodes in mes-
sage forwarding. However, in reality, not all the nodes honestly involve in message
forwarding due to their constraints on resources. Such behavior of nodes, called
selfishness, degrades the overall routing performance. So, while designing routing
algorithm in such networks, suitablemethods have to be devised to identify the selfish
behavior of nodes and methods to mitigate its effect on routing performance.

In addition to the relay selection, there are other factors which affect the rout-
ing performance in DTNs. Since the resources in the network, such as available
bandwidth and contact duration, as well as node resources such as buffer space and
energy are limited, behavior of the nodes is an important factor to be consideredwhile
designing DTN routing algorithms. Some of the nodes may behave selfishly and do

Fig. 1 Mobile social networks (MSN)
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not cooperate in the message forwarding procedure, which sometimes deteriorates
the routing performance. So, such behavior of the nodes was studied and proposed a
heuristic-based technique to detect and improve the routing performance. The pro-
posed method uses partial network knowledge so that it is the most suitable DTN
characteristics. Apart from simulation using synthetic traces, experiments with real-
world traces also guarantee the better routing performance compared to the existing
methods.

2 Related Works

As relay selection is essential as well as most crucial to the performance of DTN
routing schemes, a number of methods to choose a relay node have been proposed in
literature. This section focuses onhowdifferent routing schemes select the relay node.
A lot of information, e.g., past encounter records, social similarity, closeness, utility
of the message or the node, etc., is exploited so as to choose the best node which can
deliver the message to the destination timely as well as reliably. Relay selection has
progressed from typical flooding-based technique to highly sophisticated prediction
and social-based techniques. Epidemic routing is one of the simplest DTN routing
protocols proposed by Vahdat et al. [5]. Epidemic routing adopts a flooding-based
strategy, in which the source node floods themessage to all the intermediate nodes, so
that the message will finally reach the destination. Spray andWait routing [6] adopts
a controlled flooding strategy, in which, instead of flooding to all the neighbors, the
source node floods the message to a limited set of its neighbor nodes (relays), which
then directly transmit the message to the destination. Compared to epidemic routing,
the number of transmissions is reduced in Spray and Wait, which in turn reduces
overall resources overhead.

Lindgren et al. [7] have observed that the nodes in a network exhibit certain
mobility patterns in their motion. They have used real mobility traces for their study.
Based on this, they have used history of encounters as an information to predict the
future contacts among nodes, particularly to the destination. A prediction value is
assigned for each node in the network associated with a message for a particular
destination. Nodes use the encounter history to calculate delivery predictability to
all the other nodes. In relay selection, a node with highest delivery predictability
is selected. In MaxProp [8], the delivery probability is used to calculate the cost of
various paths from source to destination. The message is relayed on the lowest cost
path. Apart from abovementioned benchmark DTN routing schemes, some of the
researchers [9–12] studied node selfishness in DTN. More details regarding existing
routing and data dissemination techniques can be found in [13].
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3 Proposed Method

We propose a method to detect the selfish behavior of nodes in DTNs, which consid-
ers limited contact duration and limited buffer space available at every node. We use
unicast communication paradigm, in which only a single source S and a single des-
tination node D involves in the message forwarding procedure. We use a multi-copy
strategy in the proposed method. The reason is that single-copy schemes have com-
paratively higher delivery delays and lower delivery ratio. Though replication-based
schemes incur higher cost, this can be optimized, if relays are chosen intelligently.
The proposed method schedules the sequence of message transfer to the encountered
nodes. Since these encounters may be of short duration, choosing the relay nodes
should be carefully done, so that the probability of delivering the messages to the
destinations should be high. We also assume that nodes do not have any information
regarding future network connectivity, or their future movements. All the messages
are of the same priority initially.

To detect the selfish behavior, each node stores the message transmission history
with all other nodes in the network (Fig. 2). A node is identified as a selfish node, if it
is found to be not forwarding themessage further in the network. Thismay be because
of its limited resources such as buffer space and energy. When two nodes meet each
other, they exchange the list of nodes from which they have received messages so far
in the network. Those set of nodes, which are not in the list, are either not received a
copy ofmessage (since they are not in the communication range) or not forwarded the
message (due to their selfish behavior). So, we have used a heuristic-based technique
to identify selfish nodes in the network. Since the message contains the list of nodes
traversed, each node once received a copy of the message, it will check the nodes at
which the message is traversed and keep the information in a list. When a node has
to choose a relay node from its neighbor nodes, it selects a node as a relay which is
having higher value of combination of delivery predictability and message reception
history. This process is repeated till the message reaches the destination. After each

Fig. 2 Selfishness identification procedure
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node executes the procedure, each node can differentiate the set of selfish nodes and
set of not received the messages from source to destination and removes those nodes
from prospective set of relay nodes.

4 Performance Evaluation

We have conducted simulations using opportunistic network environment [14] sim-
ulator. Map-Based Movement Mobility model (MBM) was used for the evaluation
using synthetic traces. With this model, we conducted experiment with 125 nodes
and varied the buffer size in nodes to see the effect on delivery ratio and the message
overhead. The results of these simulations are discussed in the next section. The
simulations are conducted for 12 h, with the network parameters shown in Table1.

4.1 Routing Performance Metrics

Delivery ratio, delivery delay, and overhead ratio were used for evaluating the rout-
ing performance. The ratio of messages delivered to messages generated denotes
the Delivery Ratio (DR). For calculating Overhead Ratio (OR), first the difference
between relayed messages to delivered messages is calculated, which is then divided
by the number of delivered messages. Delivery Delay (DD) is the time for message
to reach the destination.

Table 1 Parameters used in
simulation

Parameter Value

Duration 43200 s = 12 h

Transmission speed 250 Kbps

Nodes in the network 125

TTL 300min

Creation interval of the
message

25–30 s

Size of each message 500–1024 KB

Wait Time 10–30 s

Buffer space in node 2–7 MB

Pini t 0.75

β 0.25

γ 0.98
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4.2 Experimental Results

For evaluating the routing performance of the proposed selfishnessmitigationmethod
under the presence of selfish nodes, we have used existing Prophet routing algorithm.
Wehave compared original Prophet algorithm togetherwith its selfishness variant and
the Prophet with selfishness mitigation technique (represented as modified Prophet).
For analyzing delivery ratio, overhead ratio, and delivery delay, variation is applied
in buffer space of the nodes in the network from 2 MB to 7 MB. The results are
summarized below.

Comparing delivery ratio (Fig. 3a), the delivery ratio of basic Prophet routing
algorithm is decreased in the presence of selfish nodes in the network. Adopting
our proposed method in the selfishness, variant of the Prophet algorithm identifies
the selfish nodes in the network and removes them from the prospective set of relay
nodes, which improves the overall delivery ratio.

Similarly, while analyzing the overhead ratio, due to the presence of selfish nodes
in the network, the overhead ratio increases compared to the original Prophet algo-
rithm, as in Fig. 3b. However, using the proposed method, the selfish nodes are
bypassed in the relay selection, which decreases the overall overhead ratio of the
network.

Comparing the delivery delay (Fig. 4), the selfish nature of the nodes cause them to
drop themessages, which increases the overall delivery delay. Therefore, the delivery
delay of selfishness variant of Prophet is higher than the original Prophet. However,
the proposed selfishness mitigation method reduces the delivery delay compared to
the original Prophet using its intelligent relay selection strategy.

Fig. 3 Experimental results a Delivery ratio b Overhead ratio
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Fig. 4 Experimental results for delivery delay

4.3 Simulation Using Real-World Traces

We have also performed experiments using real-world traces, such as RollerNet [15].
RollerNet dataset contains Bluetooth traces groups of 5,000–15,000 Rollerblades
covering a distance of 30Km in different areas in Paris city. For comparison using
RollerNet traces, we have varied the Time To Live (TTL) of the message.

Figure5a depicts the comparison of the delivery ratio using RollerNet traces. As
with the synthetic traces, the delivery ratio is decreased with the presence of selfish
nodes for Prophet routing algorithm. By identifying the selfish nodes in the network
and excluding them in the relay selection procedure, the delivery ratio is improved
with the proposed method.

Fig. 5 a Delivery ratio of comparison b Overhead ratio comparison
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The comparison of overhead ratio using RollerNet traces is listed in Fig. 5b. We
can observe overhead ratio increases in Prophet, compared to the original version.
However, by adopting the proposedmethod, the overhead ratio is decreased compared
to the other variants.

5 Conclusion

DTNs find many applications in various domains, where the connectivity in the net-
work is not guaranteed. However, the behavior of nodes is important factor to be
considered while designing DTN routing algorithms. So, in this research, the selfish
behavior of nodes was studied and proposed a heuristic-based technique to identify
the selfish nodes and excluded them in the relay selection procedure. For analyzing
the routing performance using the proposed method, we have used existing Prophet
routing algorithm. Extensive experiments were conducted with synthetic traces as
well as real-world traces. The experimental results indicate that the selfishness mit-
igation technique improves DTN routing performance metrics in terms of higher
delivery ratio, lower overhead ratio, and lower delivery delay.
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Energy Efficient Sector-Based
Clustering Protocol for Heterogeneous
WSN

Suniti Dutt, Gurleen Kaur and Sunil Agrawal

Abstract Wireless sensor networks have lately come out as a crucial computing
platform. Since aWSN is composed of numerous low power, battery operated sensor
nodes leading to constant energy dissipation in the network, researchers have worked
on clustering techniques which tend to cope with these sensor deficiencies. In this
paper, we attempt to ameliorate the lifetime, stability and throughput of the network
through a new convention named Energy Efficient Sector based Clustering Protocol
for heterogeneous network. In the proposed algorithm, the area of deployment is split
into various sectors. The election of Cluster Head is based on maximum remaining
energies of the sensors. The outcomes of the simulations establish that our proposed
protocol outperforms SEP in terms of network lifetime as well as throughput by a
significant amount.

Keywords WSN · Clustering · Sector formation · Residual energy · Lifetime
Throughput

1 Introduction

Wireless SensorNetworks (WSNs) have received tremendous attention lately. Sensor
networks are being used greatly in many fields such as military, surveillance, body
sensors, structural health management, environmental monitoring etc. The sensor
nodes in the network are battery operated which are non-rechargeable thus making it
an important issue to avoid early node death so as to extend the lifespan of the entire
network [1]. Energy resource of the sensors is thus the primary design issue andmust
be managed wisely. Many clustering protocols have been developed lately to combat
the energy problem of WSNs. In the process of clustering [2], the network area is
divided into various clusters consisting of Cluster Heads (CHs) as well as member
nodes. Information sent from member nodes to the CHs is inter-cluster communi-
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cation whereas information sent from CHs to other CHs closer to the Base Station
(BS) is intra-cluster communication [3]. This paper mainly focuses on reducing the
energy dissipation thereby improving the network lifetime of the randomly deployed
senor nodes in a WSN and also improving the rate of data packets forwarded to the
BS at the same time. This is achieved by dividing the deployment region into vari-
ous sectors and then selecting the CHs from each sector based on highest remaining
energy of the sensors.

The remaining paper is devised as follows. Section 2 discusses the related works
about various clustering protocols; Sect. 3 explains the preliminaries and problem
formulation of the proposed protocol; Sect. 4 discourses the simulation outcomes
and analysis of the purported scheme; and Sect. 6 concludes the findings and also
presents future scope of the work.

2 Related Work

Many clustering protocols aimed at improving the energy efficiency and enhancing
the network lifetime have been developed in the past. A Low-Energy Adaptive Clus-
tering Hierarchy protocol called LEACH [4] discusses the homogeneous nature of
the sensors, and is based upon arbitrary rotation of CHs to disseminate the energy
load equally amongst all the sensors in the WSN. All the nodes are equally capable
of being elected as CHs with probability, p. The nodes chose an arbitrary number
within the range 0 and 1. If this value is less than the predefined threshold, then that
node becomes the CH. The threshold measure is given as:

T (s) �
⎧
⎨

⎩

p

1−p
(
r mod 1

p

) if s ∈ G

0 otherwise
(1)

where, G is the set of all sensor nodes which are eligible to be elected as CHs in r th
round.

Smaragdakis et al. [5] proposed a protocol called Stable Election Protocol (SEP)
to examine the effect of two-level node-heterogeneity in the network. The algorithm
is based upon the concept of weighted election probability of nodes to become CHs
which considers the remaining amount of energy of each sensor node after every
round. The threshold values for normal and advanced nodes respectively are given
as:

pi �

⎧
⎪⎨

⎪⎩

popt
(1+am)

if si is normal node

popt∗(1+a)

(1+am)
if si is advanced node

(2)
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where popt is the optimum probability, m is the fraction of advanced nodes and a is
the factor by which the energy of advanced nodes exceed that of normal nodes.

The dynamically changing cluster headprobability has beendiscussed in [6] called
Enhanced Threshold Sensitive Stable Election Protocol (ETSSEP). It is a modifica-
tion of SEP protocol, wherein the CHs are elected not only on the basis of remaining
energies of nodes but numbers of CHs per round as well. Also ETSSEP consid-
ers three-level heterogeneity of the sensor nods which classifies nodes as normal,
intermediate and advanced nodes. The threshold value is given as:

T (s) �
⎧
⎨

⎩

P
1−P(r · mod 1

p )
∗ node’sresidualenergy
network’saverageenergy ∗ Kopt

ifs ∈ G

0 otherwise
(3)

where,G is the set of all sensors eligible to becomeCHs, Kopt is the optimum value of
clusters per round. The threshold values Tnrm, Tint , and Tadv for normal, intermediate
and advanced nodes respectively are also defined in this protocol.

There are various works which include division of deployment area into zones,
sectors or rings etc. for CH selection. Division of network area has been discussed
in [7] in which a sector-chain based clustering protocol divides the area into various
sectors in order to balance the number of nodes. A chain is constructed for each
cluster, leader being theCHor the SCH, chosen on the basis of highest residual energy
and minimum distance between the node and the BS. Another protocol as discussed
in [8] is balanced energy efficient circular routing protocol (BEEC) in which the
deployment area is assumed to be circular and is divided into ten sub-circular regions
which in turn are divided into eight sectors. The transmission of information occurs
between the member nodes in each sector and their respective mobile CHs based on
their minimum distance from each other. Similar works have been discussed in [9]
which is 3R-Reliable RimRouting consisting of nodes in different rimswith different
energy levels and in [10] called Multi hop Angular routing protocol (AM-DisCNT).
Both of them have been success in achieving improved throughput and stability as
compared to traditional protocols.

Thus, it can be observed that enhancing network reliability, throughput, lifetime
and reducing delay are main challenges faced by power constrained WSNs and
are strongly influenced by using single-hop or multi-hop techniques, heterogeneous
network, dividing the area of deployment into various geometrical shapes etc.

3 Proposed Scheme

The proposedwork ideates designing of a clustering based hierarchical routing proto-
col for energy efficiency inWSNconsidering heterogeneity aware network, inwhich,
the area of node deployment is divided into sectors with each sector consisting of
elected CH. Location of nodes in different sectors is determined by their angle of
arrivals and the probabilities of CH selection out of the normal and advanced nodes
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are decided based on their maximum residual energy. EESCP is based on modifica-
tions in LEACH and SEP protocols. The simulations are carried out using Matlab
software. Parameters like energy exhaustion, network lifetime and number of data
packets communicated to the BS also known as throughput are studied and analyzed
in the proposed work.

3.1 Network Configuration

In our proposed work, we have considered first order radio energy dissipation model
[4] and depending upon the distance d of each node from BS, free space path loss
model (d2 power loss) as well as multipath loss model (d4 power loss) are also
considered. Total n number of nodes have been considered in the work, out of which
a fraction of nodes, m, called advanced nodes are endowed with α times additional
energy than remaining (1 − m) ∗ n normal nodes.

Total energy of the network is given by:

Etotal � n(1 − m) ∗ Eo + nmEo(1 + a) � nEo(1 + am) (4)

Thework considers a rectangular 100m× 100mfield. Assuming it to be a circular
one, the field is divided into sectors, each sector corresponding to a specific angle
between 0 and 360°. The number of sectors is assumed to be 10% of the total alive
nodes in a given round of communication. All the sensor nodes are initially termed
as NPCH i.e. No Probable Cluster Heads. The nodes which fulfill the threshold
requirements and are eligible to become CHs are termed as YPCH (Yes Probable
Cluster Heads). Out of all the YPCH nodes, a node is chosen in each sector to become
the CH based on highest residual energy. If in a given sector, there is no YPCH, all
the NPCH nodes of that sector contend to become CH based on the same criteria of
highest residual energy.

The probability equations in ourwork have beenmodified considering the distance
factors, distance to BS, di, of i th node as well as the average distance of any node
from BS, davg. Depending on these distances, either the probability equation gets
multiplied by the factor (di/davg), or it remains same as in TDEEC protocol [11].The
altered probabilities for both types of nodes are given as follows:

if di ≤ davg then

pi �

⎧
⎪⎪⎨

⎪⎪⎩

popt ∗ sensor’sresidualenergy ∗ di
(1+am) ∗network’saverageenergy ∗ davg if si is normal node

popt ∗ (1+a) ∗ sensor’sresidualenergy ∗ di
(1+am) ∗network’saverage energy ∗ davg if si is advanced node

(5)
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if di > davg then

pi �

⎧
⎪⎪⎨

⎪⎪⎩

popt ∗sensor’s residual energy
(1+am) ∗network’s average energy if si is normal node

popt ∗ (1+a) ∗ sensor’s residual energy
(1+am) ∗network’s average energy if si is advanced node

(6)

The modified equation for threshold is given as:

T (s) � pi

1 − pi
(
r mod 1

pi

) ∗ Residual energy of a sensor

Initial energy of a sensor
(7)

where, the probability pi is specified separately for normal and advanced nodes
according to Eq. (2).

3.2 Network Parameters

Table 1 illustrates the various parametric values assumed in the proposed work and
additional settings specifically assumed considering two-level heterogeneity.

Table 1 Parameter settings

Parameters Value

Area of network (m2) 100 m × 100 m

Position of BS (m) (50, 50 m)

Number of sensors 100

Length of data packet (bits) 4000 bits

Threshold distance, do (m) 70 m

Transmitter/receiver electronics energy 50 nJ/bit

Data aggregation energy 5 nJ/bit

Transmit amplifier energy, Efs, if dtobs <= do 10 pJ/bit/m2

Transmit amplifier energy, Eamp, if dtobs >= do(J) 0.0013 pJ/bit/m4

Optimal probability of CH selection 0.1

Radius of two-hop, R (m) 25 m

Proportion of advanced nodes (m) 0.3

Energy factor for advanced nodes (a) 1.5

Initial energy of normal nodes (J) 0.5
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3.3 Algorithm and Flowchart

The flowchart for proposed methodology is shown in Fig. 1.

Step 1: Initialize all nodes as NPCH (No Probable CH) at start of round.
Step 2: Divide the area of deployment with dimensions (100,100) into sectors where
the number of sectors is computed by:
No. of sectors�0.1 * alive nodes
Initially, we have considered 100 alive nodes in our proposed algorithm and therefore
number of sectors formed will be equal to 10 as computed by the above mentioned
formula. If alive nodes�90, then number of sectors�9 and so on.
Step 3: Taking (50, 50) and (100, 50) as reference vector, calculate the angles of all
the sensor nodes in degrees from 0 to 360.
Step 4: Based on the angles, assign sector number to all the nodes.
Step 5: From each sector, select only those nodes that qualify as YPCH (Yes Probable
CH) i.e. they qualify to become probable CHs according to whether they fulfill
threshold conditions.
Step 6: Check the number of YPCH in each sector. We need to make only one YPCH
as CH.
If YPCH�1, make it the CH to send the data to BS.
If YPCH>1, select the YPCH with maximum residual energy as CH and allow it to
send data to the BS.

Start a round

Find sector no. of all nodes

Initiate all nodes as NPCH

Select the nodes that qualify
as ‘YPCH’

Select the YPCH with 
max. residual energy

Select the 
NPCH 
with max. 
residual 
energy

Select as the CH and send 
data to BS

End

Is no. of
YPCH>1 

For sector 1 to
10: Is no. of
YPCH=1?  

Yes

Yes

No
No

Fig. 1 Flowchart: CH selection based on maximum residual energy
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Step 7: If there is no YPCH in any sector, then out of all the NPCH nodes in that
sector, select the one with maximum residual energy as the CH and send data to the
BS.
Step 8: Perform the usual data communication after CH selection as in LEACH.

4 Results and Discussion

Figure 2 depicts the graph comparing the network lifetime of EESCPwith that of SEP
and ETSSEP. The graph shows relation among the number of sensors which are not
alive and the number of rounds of data communication. The First Node Death (FND)
happens at round 1142 in case of SEP and in case of ETSSEP at round 1421, but it
occurs at round 2433 in case of EESCP, proving the improved stability period (from
beginning of network operation till death of first alive node) in EESCP. The stability
period of the proposed protocol has increased by 53.06 and 41.59% as compared to
SEP and ETSSEP respectively. The last sensor node in SEP dies at round 3092 and
in ETSSEP the Last Node Death (LND) happens at round 5549, whereas in case of
EESCP, the last sensor dies at 6051st round. The normal nodes having lesser energy
as compared to advanced nodes tend to die out first. The horizontal portion of the
curve in the graph shows that when all the normal sensors die out, further sensors’
death does not occur for a few rounds since there is still enough energy left in the
advanced sensors. The nodes again start to die out after this horizontal region.

Figure 3 shows the graph describing the number of data packets acquired at the BS
versus the number of communication rounds of the purported protocol as compared
to those of SEP and ETSSEP protocols.

The graph clearly shows that the proposed protocol outperforms SEP andETSSEP
here as well. The total number of data packets acquired at the BS in case of SEP is
0.020 million and in case of ETSSEP is 0.100 million whereas it is 0.133 million in

Fig. 2 Network lifetime-CH selection based on maximum residual energy
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Fig. 3 Throughput-CH selection based on maximum residual energy

case of EESCP. This equals to 564% improvement with respect to SEP and 32.83%
with respect to ETSSEP. We can infer from the graph that there is linear increment
in the number of packets acquired at the BS followed by saturation.

5 Conclusion and Future Scope

In this paper, we have come up with a geographical location-based clustering method
through sector formation in the network area and selecting the CHs from each sector
based on their maximum residual energies. The network takes into consideration
the two types of sensor nodes—normal and advanced—and constant bit rate traf-
fic pattern. A significant improvement in network lifetime and throughput has been
achieved with our proposed protocol as compared with SEP and ETSSEP. Further
work can be carried out in the same field by considering node mobility. Also, het-
erogeneity may be extended by including more than two types of sensor nodes.
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Real-Time Implementation of Scheduling
Policies for Education Using Raspberry
Pi: A Review

Payal Kamboj, C. Rama Krishna and S. R. N. Reddy

Abstract The rise of technology has revolutionized the way we do almost anything,
apart from our education system model which still remains the same. The only dif-
ference technology has made to education is that now traditional classroom lectures
can be heard at a distant place as well. Other than this, there has been no contri-
bution made to the quality of practical learning in engineering courses. In order to
bridge this gap between theoretical and practical learning, we have taken one of the
most important areas of Computer Science and Engineering, i.e., CPU scheduling
policies in operating systems. Till now, we have just taught students about the work-
ing behavior of scheduling policies either diagrammatically or through simulation,
but here we are presenting a review on the real-time implementation of scheduling
policies by creating various kernels for different types of operating systems which
would run first-in, first-out (FIFO), round-robin (RR), and priority scheduling poli-
cies, respectively. This helps students to understand and appreciate the behavior of
these scheduling policies in a real-time environment and to analyze various param-
eters practically. The analyzed behavior makes students understand the advantages
and drawbacks of each policy on a real-time operating system. This approach is need
of the hour in order to enhance our education system.
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1 Introduction

Education is a continuous process of gaining knowledge, skills, and values during
the lifetime. Since ages, the common practice of education has been the classroom
learning,whichhas its irreplaceable place in the educationprocess.But this classroom
learning concentrates more on theory-based lectures which are not enough for the
students to get properly skilled and prepared to serve for the betterment of society.
Apart from getting a professional engineering degree and paying off huge fees to
the institutes, many of the engineering graduates are still unable to get employed
[1]. The reason behind this lies in the focus which is being paid on the time spent
to attend the lectures in the classrooms rather than the quality learning. Our schools,
colleges, and universities still struggle to cope up with the rapid development in the
IT industry. This alarming situation of the education system shows that the current
education system does not prepare young people for the world of work and it is a
well-worn complaint nowadays. Due to the existing curriculum system and lack of
proper infrastructure, our education system does not provide practical learning in a
real-time environment to do the experimentation on the subject learning and even if it
does then it is taught in such an artificial environment that lacks many constraints of
real-world programs, especially in engineering courses [2]. Practical learning helps
students with critical thinking, decision-making power, creative mind development,
collaborative skills, brainstorming, and ultimately establishes connections between
the school, workplace, society, and the economy. The fostering practical learning
needs educational institutes to ensure that the education they offer meets the deep
learning and the requirements of the industry. Though many firms have initiated the
practical exposure these days in the discipline of mechanical, electrical, electronics
and communication, and civil engineering through the means of e-learning [3–6],
still somewhere due to more complexity, Computer Science and Engineering courses
lack behind when it comes to provide hands-on experience or practical learning in a
real-time environment.

Computer Science and Engineering is about coming up with optimal solutions
to various real-world computational problems. One of its fundamental courses is
operating system, which is a system software that handles the entire functioning of
the computer systemwhich includes hardware, software, scheduling, user interaction,
memorymanagement, andmanymore. In practice, this subject is very complex due to
its complicated processing nature which makes it even more difficult for the graduate
level students to grasp it in one go. The subject is being taught in just a theoretical
manner, where mere inspection of few example codes is done or simulators are
used to perform the experiments which are not good enough to deepen the student
knowledge on this subject. How could one understand the CPU scheduling, memory
management, and deadlocks without even analyzing their working practically inside
the computer system? This ultimately leads to their poor learning of the concept and
failing to think any idea of inventing something newby themselves. This is the biggest
reason behind lack of high-level research in many countries. Thus, the students need
a way to connect the low-level details of an operating system’s implementation with
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the high-level abstractions in the textbooks. Many efforts are being made in the past
to provide a practical education through kernel means [7, 8], but somewhere they
also lacked many real constraints.

In this paper, first, we would be presenting the introduction of operating system
and its scheduling related concepts. After that, we will discuss the CPU scheduling
in the Raspbian operating system and its source code cross compilation on the host
operating system. This would be followed by the proposed work and methodology
of performing the experiments and the conclusion.

1.1 Introduction of Operating System

Operating system handles almost all the functions of the computer systems by man-
aging the available resources between hardware and software. An operating system
usually can be categorized into various types on the basis of number of tasks exe-
cution allowed at a time, number of users, real-time computation, and many more
parameters. In our research work, we have taken few types of operating systems into
consideration which are mentioned below.

1.1.1 Types of Operating Systems

• Single-user, single-task operating system: A single user is allowed to execute one
program at a time by making the kernel functions as a non-reentrant. Examples
are MS-DOS and Palm OS for Palm handheld computers.

• Multitask operating system: The user is allowed to run many tasks at a given point
of time by dividing the processor time between the current running tasks. The con-
text switching time between running tasks is so less that the user has an illusion
as if all programs are running concurrently. Multitasking is further categorized as
preemptive and cooperative multitasking. The preemptive multitasking preempts
the current running task when another task comes and gets scheduled on the pro-
cessor according to the scheduling policy, whereas cooperative multitasking does
not allow the current running process to get preempted before its execution. On
the basis of number of users allowed, multitask operating system is divided into
two types:

– Single-user, multitask operating system: Only one user is allowed to execute
multiple programs at a time.

– Multiuser, multitask operating system: It permits multiple users to execute mul-
tiple programs in their own space simultaneously. Each of the users has sufficient
resources available with them that they do not interfere in each other’s perfor-
mance.
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1.1.2 CPU Scheduling

CPU is a processor mounted on the motherboard and responsible to take input,
execute the operations on the data stream, and send the output back to the user/system.
The processor is further categorized as

• Uniprocessor: The computer system with a single core is known as uniprocessor.
Here, all the processing tasks in the computer system share a single processor for
their execution. It is capable of executing a single thread at a given time.

• Multiprocessor: The term refers to a single computing with two or more process-
ing units, capable of executing different instructions simultaneously. This parallel
computing enables the system to execute tasks more speedily.

CPU scheduling is a process where a CPU scheduler assigns the processes to the
CPU for their execution with respect to some specific scheduling policy and makes
sure that there remains the high utilization of CPU, i.e., CPU does not remain idle
for a long period of time. The goals are to maximize throughput, minimize response
time, and maximize fairness (allocating equal processor time to available processes).
The process is further categorized into two types:

• CPU-bound process: The process which spends more time in the processor and
makes its utilization higher, i.e., 100% for many seconds/minutes, is known as
CPU-bound process.

• I/O-bound process: The process which spends more time in waiting for
input/output operations is known as input/output or I/O-bound process.

1.1.3 Scheduling Policies

The scheduling is a procedure of assigning the required resources to the processes.
It is done to utilize every resource in the system efficiently and provide quality of
service to the users. Scheduling policies are designed to distribute the resources
among the components which request them in order to minimize the starvation of
resources and increase the fairness in the system. In our research work, we have taken
these three scheduling policies into consideration.

• First-in, first-out (FIFO): This policy queues the processes in the order that they
arrive in the ready queue to further get scheduled onto the CPU for execution. It
is a non-preemptive policy.

• Round-robin (RR): This policy schedules the processes on the basis of fixed time
slice, which is assigned to each process in equal portions and in circular order. It
is a preemptive scheduling policy.

• Priority: A value is assigned to all the processes and then the processes get sched-
uled on the basis of those values, which are nothing but priorities. It can be pre-
emptive as well as non-preemptive.
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2 CPU Scheduling in Raspbian

Raspbian is a Linux-based open-source official operating system of Raspberry Pi
which can be customized according to the need. Its open source helps us to get deeper
understanding and implementation details of an operating system. The reason we
choseRaspberry Pi for this researchwork is that it enables learners to experiment over
it inexpensively. Raspberry Pi also supports many Linux-based operating systems
[9, 10], whose kernels can be customized according to our needs. So, this is a good
way to practically demonstrate the working of scheduling policies in an operating
system.

Raspbian uses a priority-based scheduling algorithm to schedule its processes on
the processor. The scheduler looks through the available processes in the run queue
and runs them according to some guidelines, which are different for normal processes
and real-time processes. Real-time processes get higher priority over the normal
processes. Every operating system including Raspbian runs on the combination of
multiple scheduling policies. Raspbian implements scheduling on the basis of priority
and type (normal or real-time) of a process. Here, a fixed value is assigned to all the
processes and how much a task is important is determined by observing that value
only. A process having higher value would run before the one with the lower value.
Each task is assigned a value from the range of −20 to 19 with default being 0 [11].
This value is known as NICE value in Linux. When a process executes first time,
counter (value of the process’s priority) decreases by 1 with the time. NICE value
describes the priority of a process. In case of normal processes, the higher the nice
value, the lower the priority of a task. A real-time process has a higher priority in
the system than any regular process. Its priority ranges from 0 to 99. Here, a greater
number indicates higher priority. The kernel, however, has a range of 0–139 for the
process priorities, where lower value signifies higher priority. The range from 0 to 99
is for the real-time processes and from 100 to 139 (mapped to nice−20 to +19) is for
the normal processes. By default, this means −20 to +19 nice range maps directly
onto the 100–140 priority range. Raspbian has two scheduler classes to schedule the
processes. TheCompletely Fair Scheduler is a current process scheduler for normal
processes, which handles the CPU resource allocation and executes all the processes
fairly. It schedules the normal/regular processes with SCHED_NORMAL (Time-
sharing), SCHED_BATCH, and SCHED_IDLE scheduling policies. The Real-time
scheduler schedules the real-time processes with SCHED_FIFO (first-in, first-out)
and SCHED_RR (round-robin) policies. In case of real-time processes, initially a
task is scheduled with first-in, first-out scheduling policy. Here, if a higher priority
process comes, the current running process gets preempted and higher priority one
gets scheduled. In case any lower priority process comes then it will not get scheduled
until the execution of the already scheduled higher priority process is completed. If
the same priority process comes then the scheduling policy switches to round-robin
policy.

Since Raspbian is an open-source operating system, its source code is easily
available online [12]. The source code is written in C and assembly language. To
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make all the processes (normal or real-time) run in a specific desired policy, we have
to dig deeper into the source code of Raspbian kernel and have to design it in such a
manner that it automatically runs all the processes with one desired scheduling policy
rather than the combination of many. This way we can realize the practical behavior
of scheduling policy in a real-time environment. Along with the implementation of
specific scheduling policy, we have to make sure that the priority of all the processes
should be the same so that the priority affect can be nullified for FIFO and RR.

2.1 Cross-Compilation for Raspbian

Cross-compilation is a process of compiling an executable code for the platform
other than the one in which the cross compiler is running on. There are two main
ways for building up the kernel from the source code for Raspbian. One way is to
build up locally on the Raspberry Pi, which usually takes more time and another is
to cross-compile on a host machine, which is quicker but requires more setup on the
system [13].

3 Proposed Work and Methodology

To make up the gap between the theoretical and practical aspect of learning method
and to deepen student knowledge and interest in research on operating system, we
have come up with an approach where we will create various kernels of Raspbian in
order to show the real-time implementation of CPU scheduling policies such as first-
in, first-out (FIFO), round-robin (RR), and priority. The experimental configuration
required for this researchwork is mentioned in Table 1. This table contains the details
of host system on which source code is to be customized, cross compiled, and a new
kernel is to be built. It has the details of Raspberry pi as well as the details of the
various experiments to be performed.

The source code of Raspbian kernel broadly contains 22 directories, out of which
kernel directory is of our main concern. The kernel directory has various files,
where sched folder contains the code files of scheduling process of the system. In
sched folder, the main files of scheduling concern are fair.c ,which contains the
source code of scheduling of normal processes, rt.c which has the source code of
scheduling of real-time processes, and core.cwhich is themain file containing source
code for the implementation of scheduling in the system. In the Linux kernel, there
is a bandwidth cap mechanism which protects the real-time tasks to monopolize the
CPU. It preserves 5% of CPU for the tasks other than the real-time ones.



Real-Time Implementation of Scheduling Policies for … 133

Table 1 Experimental setup configuration

Host system HP

Host system RAM 3.7 GB

Host system hard disk 310.9 GB

Host system processor Intel Core i5 CPU 650 @ 3.20 GHz* 4

Host system OS type 64 bit OS

Host operating system Ubuntu 16.04 LTS

Raspberry Pi Raspberry Pi 1(Model-A)
Raspberry Pi 3 (Model-B)

Processor (Raspberry Pi 1) 700 MHz single-core ARM1176JZF-S

RAM (Raspberry Pi 1) 512 MB

Processor (Raspberry Pi 3) 1.2 GHz 64-bit quad-core ARM-cortex-A53

RAM (Raspberry Pi 3) 1 GB

Raspbian kernel version 4.9

Download kernel source code of Raspbian and cross- 
compiler tools on Ubuntu 

Customize the kernels of Raspbian in a manner that each
kernel runs FIFO, RR and priority scheduling policy 

respectively for all its processes

Cross-compile the source code for Raspbian on Ubuntu

Write an image of desktop Raspbian on an SD-card and then
replace the original kernel with the customized kernels one

by one 

Insert the SD-card in Raspberry Pi, reboot it and evaluate
performance of created kernels on different operating system 

Fig. 1 A flow of the proposed methodology

3.1 Methodology

The methodology which should be followed in order to create the experiments
for the practical learning is explained below in Fig. 1. These steps would create the
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respective kernels for each policy which could be further analyzed with respect to
various parameters like response time,waiting time, turnaround time,CPUusage, etc.

4 Conclusion

The rise of technology has motivated us to customize the traditional classroom learn-
ing approach in order to provide an enhanced learning experience to students. We
have presented a review on customization approach for CPU scheduling policies’
practical teaching/learning in a real-time environment by customized kernel build-
ing and booting it on different types of operating systems using Raspberry Pi. This
way, students would be able to analyze the parameters of scheduling policies in a
real-time environment and their learning would become more impactful.
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Performance Evaluation of LEACH
Protocol Based on Data Clustering
Algorithms

Mohit Mittal and Satendra Kumar

Abstract Sensor is a key to make our existing systems smart and easy to handle.
Association of hundreds to thousands of sensors forms a huge sensor network which
may have capabilities of sensing, computing, and communicating via radio frequen-
cies. Communication technology is nowadays prominently working in the field of
wireless sensor networks (WSNs). As due to the flexible nature of sensor network, it
can easily connect to one another and form large network. It has awide range of appli-
cation field from indoor to outdoor environments. Besides this, it hasmany challenges
out of which battery power is the most highlighted one. In this paper, LEACH pro-
tocol has improvised with various data clustering algorithms and developed hybrid
protocols such as LEACH-FUZZY, LEACH-LVQ, and LEACH-SOFM. Simulation
result shows that LEACH-FUZZY protocol performs outstandingly in comparison
with LEACH, LEACH-LVQ, and LEACH-SOFM.

Keywords LEACH protocol · Learning vector quantization · SOFM Neural
network · Fuzzy C-means

1 Introduction

Association of hundreds to thousands of sensor nodes or motes make wireless sensor
network (WSN) [1, 2]. Individual sensors work in physical phenomena having capa-
bilities of sensing, computing, and communicating via radio frequencies. Sensors
are a simple combination of circuitry and complex usage of various protocols. The
wireless sensor network is collaboration of both homogeneous and heterogeneous
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types of sensor nodes which act according to application specific. Sensor nodes may
act as sink nodes, actuator nodes, gateways, and monitoring nodes depending on the
application.Wireless sensor networks are nowadays prominently in demand of usage
in various fields for monitoring and tracking purposes. It expands their utilization
in every field due to the connectivity of each field with the Internet. In early stage
of applications, WSN is only selected for harsh environment deployment but now it
is commonly used in indoors to make our working environment smart. Internet of
things is the most popular emerging trend in today’s scenario, where sensor network
works as the backbone to this network.

Wireless sensor networks are generally deployed in different environments
depending on application. Each environment has its own implementation issues but
battery life is a common issue in every wireless sensor network. To resolve this issue,
many routing protocols, clock synchronization algorithms, and data processing algo-
rithms have been created but still it requires more attention.

This paper is categorized into various sections. Section 1 has explained the brief
introduction of the sensor network andmajor challenges. In Sect. 2, LEACHprotocol
is elaborated. Section 3 presents clustering algorithms such as LVQ, Fuzzy C-means,
and SOFM neural network. Section 4 discusses implementation and Sect. 5 includes
simulation. The last section concludes the paper.

2 Low-Energy Adaptive Clustering Hierarchy Protocol
(LEACH) Protocol

LEACH protocol [3, 4] is under the category of hierarchical protocol. It manages
sensor nodes with different responsibilities. Some of the nodes act as cluster head
(CH) nodes and rest of the sensor nodes act as non-cluster head (non-CH) nodes.
LEACH protocol is a TDMA-based protocol which is collaborated with various
protocols. The selection of CH nodes is depending on various parameters. After the
selection of CH node, non-CH nodes sense the data and forward to CH nodes. Each
non-CH node is connected to any particular CH node for particular time of span, i.e.,
for particular round. After aggregation of sensed data at CH node, it compresses the
data and forwards to sink node. The total network lifetime is calculated on first node
dead (FND), last node dead (LND), and half network alive (HNA). To reduce further
energy consumption, CH rotation is done to improve overall network lifetime.

LEACH protocol executes in many rounds. These rounds are required to manage
network lifetime. There are mainly two phases: cluster setup phase and steady phase.
In cluster setup phase, some nodes are selected as CH node and others are non-CH
nodes. These selections are done on the basis of various parameters. In this protocol,
every “n” nodes compute a random number which lies in a range between 0 and 1.
The threshold [T (n)] [5, 6] is calculated using
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T (n) �
⎧
⎨

⎩

P

1−P
(
r mod 1

p

) if ∈ G

0 Otherwise
, (1)

where P denotes CH probability, r denotes number of the present round, and G
represents the set of nodes for non-CH in the last 1/P.

In the second phase, that is, steady phase, the data is transmitted from CH nodes
to BS. This phase is also called data transmission phase. This phase runs for a
larger period of time as compared to cluster setup phase. After completion of data
transmission, next round will be started. These two phases will again execute with
different sets of CH nodes and non-CH nodes.

3 Clustering Techniques

3.1 Learning Vector Quantization (LVQ)

LVQ algorithm is categorized under supervised learning technique. LVQ mainly
uses class information to move Voronoi vectors in accordance to improve the quality
of classified regions. Voronoi is meant to vector quantizer having least encoding
distortion. LVQ provides the refined method for computing Voronoi vectors with
approximations being specified by weight vectors. LVQ helps in the computation
of feature map which can adaptively solve the classification complex mathematical
problems.

3.2 Fuzzy C-Means

Fuzzy C-means clustering is an approach for data clustering. In this clustering algo-
rithm, fuzzy logics are used to form clusters. It specifies some range categorization
of data values and denotes some membership grade which helps to create clusters
accordingly. This approach is invented by JimBezdek. It is highly used in distinguish-
ing the data values into various clusters and also forms task for pattern recognition.
The main aim of this algorithm is to minimize an objective function.
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The objective function is computed by

J �
N∑

i�1

C∑

j�1

umi j‖xi − cj‖2, 1 ≤ m < ∞. (2)

Fuzzy C-means provides each data value to a membership value for each and
every cluster.

3.3 Self-organizing Feature Maps (SOFM) Neural Network

SOFM neural network [7–9] falls under the category of unsupervised learning tech-
niques and is used to optimize complex problems. SOFM neural network optimizes
the problem depending on the input provided to the network. There is no target value
provided for optimization. It generally does clustering of the data into various distinct
clusters depending on the neighboring values. The clusters have their own minimum
and maximum values. SOFM neural network [10] starts with a learning phase on
input data values and after learning process completes, validation of the input values
starts that validates according to the learning network which is processed.

4 Implementation

LEACH protocol is already discussed in Sect. 2. In Sect. 3, various clustering algo-
rithms have been described. Now, in this section, flowchart of LEACHprotocol using
clustering algorithms is shown in Fig. 1. Process of selection of CH nodes comes
under cluster setup phase in which some of the nodes act as CH node out of the total
number nodes. This selection of CH node depends on various parameters. Next step
is the aggregation of sensed data at CH node from various connected neighboring
nodes to their corresponding CH nodes. After completion of this phase, clustering
techniques one by one have been implemented to LEACH protocol.

5 Results

In the previous section, how actually LEACH protocol has been implemented
with three data clustering techniques is explained with the help of flowcharts.
Figure 2 shows the CRAWDAD temporal dataset. It is used for experimental anal-
ysis. Improved LEACH protocol with clustering algorithms such as LEACH-LVQ,
LEACH-FUZZY (Fuzzy C-means), and LEACH-SOFM (SOFM Neural Network)
is created. After this, the network lifetime for each protocol is measured. Figure 3
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Fig. 1 Flowchart of LEACH
protocol
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Fig. 2 CRAWDAD dataset

Fig. 3 Clustered data

shows the clustering result, i.e., two clusters. Figure 4a, b shows clustering using the
fuzzy technique. Figure 5 showsmembership function graphs for each cluster. SOFM
neural network results are shown in Figs. 6 and 7. Comparative study and analysis
of energy parameter among four routing protocols such as LEACH, LEACH-LVQ,
LEACH-FUZZY, and LEACH-SOFM are shown in Fig. 8. Simulation is done using
MATLAB (2013a).
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(a) Fuzzy C-means clustering before 
clustering

(b) Fuzzy C-means clustered
   representation into 4 clusters  

Fig. 4 a Fuzzy C-means clustering before clustering. b Fuzzy C-means clustered representation
into four clusters

Fig. 5 Membership functions
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Fig. 6 Weight positions based on SOFM neural network

Fig. 7 SOFM neighbor
weight distances
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Fig. 8 Comparative analysis of network lifetime of LEACH, LEACH-LVQ, LEACH-SOFM, and
LEACH-FUZZY

6 Conclusion

The wireless sensor network is a most prominent communication technology that
is likely to be used in every part of real-world applications. Sensor network is the
backbone for the Internet of things as it is the hot topic in nowadays scenarios. It
plays a vital role in the communication field. Alongwith awide range of applications,
it has energy challenge to overcome this; there is a need of better routing protocol.
This paper represents various data clustering algorithms such as LVQ, SOFM neural
networks, and fuzzy C-means. These algorithms were created and performed well
in clustering of data. Here, in this paper, these clustering algorithms are induced in
LEACH protocol to improvise the network lifetime. CRAWDAD temporal dataset
is taken to simulate. 100 sensor nodes have been taken for evaluation. Experimental
results show that LEACH-FUZZY routing protocol is the best-performed algorithm
in comparison to other data clustering algorithms.
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Performance Analysis of 3D WSN
with Change in Rain Intensity

Raunak Monir, Ranjana Thalore and Partha Pratim Bhattacharya

Abstract Can the intensity of rainfall have major impact on terrestrial wireless
communication? Using simulated results, we will look into the possibilities in this
paper. The interest in developing wireless sensor network is of high importance in
recent days specially looking into factorswhich affect the rate of data communication.
Weather can be such an external factor to hamper the communication unexpectedly
and at any time. In this paper, we have analyzed factors such as messages received,
throughput, delay, and jitter under various intensity of rainfall in a particular sce-
nario designed in 3D, using IEEE 802.15.4 standards. Dynamic Manet On-Demand
(DYMO) was considered as the routing protocol in the simulation. Extensive sim-
ulations are done using QualNet 6.1 network simulator to validate the results and
compare the graphs for better understanding. We believe this type of research work
can trigger new techniques to better project the execution of WSN in its destined
deployment environment.

Keywords Wireless sensor networks · Simulation · Qualnet · Rain intensity

1 Introduction

Rapid progress is being made in the field of wireless communication, and computer
networks over the time, leading to the development of wireless ad hoc sensor net-
works, consisting of tiny, low-cost low power multifunctional sensors, which can
monitor wide and remote areas with precision without the need of a human opera-
tor. Wireless Sensor Networks (WSNs) is mainly described as a self-dependent and
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foundation-less wireless networks to help us supervise physical or environmental
factors, like temperature, sound, vibration, pressure, motion, or pollutants and to
mutually pass their data through the network to a main location or sink where the
data can be observed and further analyzed. One can fetch necessary information
from the network by placing queries and collecting results from the sink. Typically
a wireless sensor network can contain up to hundreds or thousands of sensor nodes
who team up to form the network. The sensor nodes can disseminate among them-
selves with the aid of radio signals. A wireless sensor node is equipped with sensing
and computing devices, radio transceivers, and power components. WSN incorpo-
rates various sensors that are distributed around a particular node for achieving the
computational operations when using IEEE 802.15.4 standards [1–3].

Rain intensity is a measure of the amount of rain fall over time. It may vary from
2 to more than 50 mm per h depending on the rate of precipitation which is namely
classified as follows:

• Light rain—The rate of precipitation is below 2.5 mm per h.
• Moderate rain—Precipitation rate is between 2.5 and 10 mm per h.
• Heavy rain—Precipitation rate is between 10 and 50 mm per h.
• Violent rain—Precipitation rate is above 50 mm per h.

The sink node being above the ground may get affected due to the variation in
the intensity of the rain [4]. However, it will communicate with all the sensor nodes
within its range via applications.

In this paper, first section comprises of literature review where it was seen that
researchers have done some studies regarding the impact of certain environmental
factors on wireless communication. The next section contains the overview of the
experiment conducted in 3DusingQulanet Simulator 6.1where the simulationmodel
and parameters have been discussed. Finally, the last section of the paper concludes
with the outcome of the experiment and discussion.

2 Literature Review

Impact of environment factors on wireless links. Some researchers have worked
on the effect of weather on outdoor WSNs. Boano et al. [5] introduced an extension
for WSN test beds that permits to control the locally available temperature of sensor
nodes and to study temperature effects on the performance of network in exact and
repeatable form. Other works [6, 7] suggest that fog and rain can have a severe impact
on the transmission range ofWSNnodes, especiallyw.r.t. packet reception. Bannister
et al. [8] showed that high temperature negatively affects communication, based on
data from a radio survey in the desert and applied to simulations of localization
and data collection. Nadeem Farukh et al. [9] analyzed the lifetime performance of
hybrid and RF based WSN for ground applications and weather effect such as rain,
snow, and fog on them. Ramona Marfievici et al. [10] did a case study where they
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experimented in three different outdoor scenarios by varying degree of vegetation
along with seasonal variations.

3 Experimental Overview

In the experiment, we designed a scenario taking 100 m * 100 m of a land area
and placed 100 nodes in it using Qualnet Network Simulator 6.1. The nodes were
placed in five layers starting from the ground level up to 40 m below the ground,
hence making it 3D. Twenty nodes were taken in each layer with 10 m spacing.
The sink node was placed on the ground for necessary further communication to
the base station. The weather effect was considered to be applicable to the entire
area for the simulation purpose. The application used was traffic generator and using
IEEE 802.15.4 the sink node was connected to 15 application for this underground
communication. The sensor nodes having a battery of 200 mAhr was used and the
antenna in it was omnidirectional. Weather effect was added to the entire scenario
and the clouds were placed at a height of 50 m above the ground. The simulation
was conducted with zero intensity of rain for a time period of 1000 s and hence
the necessary result parameters were obtained. Thus the experiment was repeated 5
times with changed rain intensity, to see the variation in data communication across
the network [11].

Figure 1 clearly shows how the nodes were randomly deployed and the weather
effect was added to the entire network. The entire area was assumed to experience
rainfall.

Fig. 1 3D design of the
network
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Table 1 show a list of parameters which were assumed for this simulation. Fol-
lowed by, Fig. 2 showing the process of simulation in successive steps.

Table 1 Simulation parameters for WSN

Parameter(s) Value(s)

Deployment strategy Random

Total number of nodes 100

Terrain in 3D 100 m×100 m×40 m

Communication protocol IEEE 802.15.4

Simulation time (sec.) 1000

Channel frequencies (Zig bee) 2.4 GHz

Routing protocol DYMO (Dynamic Manet on-demand)

Traffic type TRAFFIC-GEN

Rain intensity (0, 2, 10, 40, and 60) mm

Packet size (bytes) 50

Battery capacity (mAhr) 200

Transmission range (m) 10

Antenna type Omnidirectional

Fig. 2 Flowchart of steps during network simulation
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4 Outcome of the Experiment

Using Qualnet 6.1, the scenario in 3D was simulated for one thousand seconds and
parameters taken into consideration for evaluation were such as messages received,
throughput, delay, and jitter, and battery power consumption. The analysis was done
on the basis of simulations repeated five different times with respective value of rain
intensities: no rain (0 mm), light rain (2 mm), moderate rain (10 mm), heavy rain
(40 mm), and violent rain (60 mm). The graphs obtained below gives a clear idea on
how it affects the network with change in the rain intensity. The only routing protocol
used here was DYMO as it is among the most efficient routing protocol to be mostly
preferred when using IEEE 802.15.4 standards.

Figure 3 clearly above shows a graphwith a smooth decline of number ofmessages
received in the given scenario. The data communication does not get effected to a
large scale unless there is heavy rain. As the design is in 3D, hence the sink node
and few other nodes being on the surface, gets affected the most.

In Fig. 4, the graph shows us the rate of throughput which indicates a smooth
decline as with increase in intensity of rainfall. Although the results show that the
network will still work even under heavy rainfall but with low efficiency.

Figure 5 shows lesser delay in heavy rain condition which is unexpected. But
overall, the delay was acceptable and did not vary by large scale to affect packet
arrival delay.

In Fig. 6, the jitter shows similar result like delay in Fig. 5, in case of heavy
rainfall. However it is a good sign because in that case the packets may arrive in
less number but at least the communication will take place even under such extreme
weather conditions.

Fig. 3 Comparison of
messages received with
variation in rain intensity
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Fig. 4 Comparison of
throughput with variation
in rain intensity
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Fig. 5 Comparison of delay
with variation in rain
intensity
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Fig. 6 Comparison of jitter
with variation in rain
intensity
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Fig. 7 Residual battery
capacity in mAhr
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Figure 7 shows the total residual energy left within the nodes after completion of
simulation. For all the five times the simulationwas conducted, the energymodel was
approximately same and the values varied by +0.01 only. However as expected, node
number 70 consumed maximum energy, it is the sink node having to communicate
the maximum in the network. Average values of 99 nodes were taken into account
for E(f) which was calculated to be 198.6615 mAhr. Network lifetime of node was
calculated to be approximately 41.50 h for sensor nodes in operation and 10.62 h for
the sink node. The battery value needs to be increased to a higher value for longer
lifetime of battery.

5 Conclusion

In this paper, the possible wireless communication using sensor network under var-
ious intensity of rainfall was explored. Using Qualnet Simulator 6.1, it was possible
to obtain important parameters related to WSN and get an idea about it for future
advance analysis.Rainfall seems tohave impact onmessages transferred and through-
put in the communication with increase in intensity. However, strangely it did not
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affect delay and jitter much, which could be due to the use of DYMO as the routing
protocol. However, it is mainly a software-based simulation conducted and further
research needs to be done for obtaining practical values. Hence real-life sensor could
be used and experiments can be conducted for further evaluation of this work for
triggering better innovation in this field.
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A Survey on Wireless Sensor Networks
Coverage Problems

Aastha Maheshwari and Narottam Chand

Abstract All types of applications in Wireless Sensor Network (WSN) generally
faces problem of coverage as per the study. Full coverage method, being simple and
easy is widely adopted theoretically. To reduce the overuse of sensor, full coverage
network is composed of partial ones. Full coverage network is not best for real-world
problems because of a large number of restrictions. In this survey, the characteristics
of partial or probabilistic coverage problems are analyzed, and compared with full
coverage problems. This survey will help to overview unsettled coverage problems.
Relevant models, such as detection model, network model, and deployment model
based on partial and probabilistic coverage problem are also summarized. This paper
discusses threemain objectives; how tomaximize coverage quality, how tomaximize
network lifetime, and how to minimize the number of sensors for coverage problems
with uncertain properties by deploying, scheduling or selecting, and regulation of
sensors. Future challenges are also discussed.

Keywords Wireless sensor network · Full coverage problem · Partial coverage
problem · Probabilistic coverage problem

1 Introduction

Wireless Sensor Networks (WSNs) have invited attraction in industrial as well as
the academic field. With the rise of microelectromechanical systems, cheap and
powerful sensors and nodes are massively produced. WSNs are composed of many
such nodes dynamically without the help of any predefined infrastructure. Network
coverage is the central problem inWSN. Once a sensor is active, it can detect objects
in detection range. If the object is detected by at least one sensor of the Region of
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Interest (ROI),we say the object is covered.Consequently,we can locate objects in the
ROI. The coverage problem is to determine whether the object in ROI can be covered
by WSNs. Thus, the coverage quality is termed as a percentage of objects to be
covered by active sensors. To check whether WSNs coverage quality is qualified, we
involvemeasurement and adoptmethods to acquire coverage quality.Major coverage
problems include target, area, and barrier coverage.

In Fig. 1, the points represent the sensors and the cycles represent the detection
range of sensors. Figure 1a shows working of area coverage. Figure 1b focuses on
different target points (depicted by a triangle). Figure 1c studies an intruder detection
problem along with a long belt region by forming a barrier. Sensor barrier detects
all the intruders and their path too. To achieve coverage quality, basic requirements
include full coverage that prescribes that all objects should be covered in the ROIs
of WSNs. Hence, area or target coverage should cover all the points in the discrete
target set, i.e., continuous region should be covered. For barrier coverage, all the
intrusion points must be detected. In some applications, full coverage is unnecessary
as it is too strong, thus partial coverage is taken into consideration. Partial coverage
covers part of target set, subregions, and intrusion paths. Sensor detection is also a
problem regarding coverage problems other than a coverage quality. Deterministic
models are prepared by researchers for the same. For example, the 0/1 model that
is, we use a binary variable to describe whether an object is covered by the sensor,
1 as yes and 0 as no. 0/1 model is also termed as disk model. If the object is located
at the boundary of disk, we cannot assert that it is definitely covered by the sen-
sor, so we use probabilistic approach. Probabilistic approach use random variable
to show the detection information of sensor, which is based on factors as Euclidean
distance. This survey mainly addresses coverage problems with partial or probabilis-
tic properties. Probabilistic models are powerful to describe random node failures,
node location inaccuracy, robotic systems [1, 2], and imperfect time synchronization
[3], etc. Planned deployment is a special type of deployment technique in WSN,
which is focused in [4]. It is deterministic deployment aiming at coverage-related
objectives. Also, author [4] surveyed and met heuristics problem and drafted few
algorithms: single-solution-based algorithm, evolutionary algorithm, swarm intelli-
gence, and their varieties. The motivation of our survey is: (i) To discuss uncertain
properties as key point coverage problems. (ii) To consider main aspects for the
coverage problem, deployment, scheduling (wake-up), or movement. We strategize
these motives as:

• Encapsulation of works on coverage problemswith uncertain properties and create
a statistical report on last decades research literature.

• Generalization of research framework on the coverage problems with uncertain
properties according to their special characteristics and potential research work-
flow.

• Summarizing important optimization objectives and corresponding strategies for
coverage problem with uncertain properties.
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Fig. 1 a Area coverage. b Target coverage. c Barrier coverage

2 Coverage Properties and Problem

Full coverage Full coverage quality is the basic coverage quality and all other cover-
age qualities are branched from it. We use the probabilistic approach as the detection
model thus defining a threshold value. If the sensors detection range probability
is more than the threshold, then it is detected. Some other parameters can also be
considered for the same.

Partial coverage Partial coverage weakens coverage quality in order to improve
the lifetime of the network. By adjusting coverage ratio, we can achieve our purpose.
The coverage ratio is a percentage of targets being covered and target coverage.
Partial coverage is p-percentage coverage which adopts quantitative coverage ratio
to control coverage quality, but it brings problems as detected or undetected regions
are unknown and dynamic.

Probabilistic coverage In this method, the coverage is done in a probabilistic
manner.

The coverage (detection) probability of a target can be expressed as:
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Fig. 2 Framework for
solving the coverage problem

P(t) � 1 −
n∏

1

[1 − p(i)(t)] (1)

where t denotes a target position in theROIΩ , p(i)(t)denotes the detectionprobability
by the ith sensor node for, t, and n is the number of sensors. Different detectionmodel
gives different values for, p(i)(t) [5, 6]., P(t) denotes overall coverage probability at
position, t. The main purpose of probabilistic coverage problem is to maximize
coverage probability. The maximum value can be calculated as:

Max
∫

Ω

R(t)P(t)dt (2)

where R(t) is an object (event) density function, for some, t ∈ Ω [7].

3 Framework for Solving the Coverage Problem

Here, we describe a framework that uses basic research procedures for coverage
problems in WSNs as shown in Fig. 2. We will follow three steps:

1. Model construction;
2. Objective(s) formalization;
3. Solution design.

3.1 Model Construction

Coverage models deal with coverage problem mathematically. A coverage model
consists of detection model, network model, and deployment model which are low
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Table 1 Detection and deployment model with uncertain coverage property specification

Detection model Deployment model

Model name Uncertain property Model name Uncertain property

0/1 Model No Grid deployment No

Attenuated model Yes Grid deployment with
error

Yes

Truncate attenuated
model

Yes Random deployment Yes

Directional model Cannot say Pseudo-random
deployment

Yes

Fig. 3 Detection model

to high level. Sensor features are detected by detection model. Relation between
sensors is the responsibility of deployment model. Network model is responsible for
features and structure of network. If a model is probabilistic, it is marked as yes and
no if it is deterministic as mentioned in Table 1.

Detection model It is based on the geometric location of the target and a sen-
sor, which measures sensing capability and the detection quality of the sensors.
Detection model is categorized as omnidirectional and directional model as shown
in Fig. 3. Models property can be either deterministic or probabilistic. Euclidean
distance between the sensor and target is used to depict the coverage problem. The
strength of signal helps in detection of the sensor. For any sensor probability, detec-
tion function is modeled as:

d(si , t) �
√
(xi − x)2 + (yi − y)2 (3)

which denotes Euclidean distance where (xi, yi) and (x, y) are Cartesian coordinates
of the sensor si and target position t.

Omnidirectional Model 0/1 model is the most widely used deterministic detection
model in WSNs. It is a traditional detection model where sensor either detects the
target else not. Attenuated models are better than 0/1 model as the latter ignores
sensing process and utilizes more information. According to attenuated model k,
is the decay factor related to the physical characteristics of the sensor. The sensor
receives the signal strongest when an event occurs at the location of the sensor and
vice versa. Truncated attenuatedmodel is usedwhen distance is too large or too small.
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In this detection, probability is approximated or neglected as per the requirement.
(Rs, Ru) is the strip detection range where Rs is the lower bound and Ru is the upper
bound. Rs and Ru can be removed according to the practical situation.

Directional model From omnidirectional model, it is clear that we got to know
distance is an important factor for detection function. The angle between sensor
working direction and relative direction between sensor and target point are also a
factor influencing detection function. Each sensor in the directional model has only
one working direction, θ (−π ≤ θ ≤ π ) defined as angle value relative to the positive
x-axis. Field of view (Fs) of the sensor is in sector shape, i.e., the pie-shaped zone
formed of effective angle of view, denoted as angle α, and two sides in length of
detection range.

Deployment Model Deploying sensor in ROI is one of the fundamental steps in
constructing WSN. Deployment methods are varied accordingly. Thus, it consists of
deterministic model based on grid and uncertain deployment model.

Grid deployment In this model, sensor nodes are deployed on grids. They provide
uniform and high consistent partitioned space. Grid deployment can be subcatego-
rized as: Triangle [8], Square [9], and Hexagon [10]. These are the most important
grid deployment models as these have the best coverage in the least sensors.

Grid deployment with error Deployment errors may occur due to some climate
changes or physical phenomenon which may cause deviation in the result. This
probabilistic model is introduced for node location.We can either increase the length
of the grid cells so that no region is left a void or provide probabilistic coverage
guarantee [8] to overcome errors.

Random deployment Practical implementation of a network for surveillance and
tough environmental condition uses the random deployment of the sensor node. The
deployment process is generally done by air launching the sensor nodes. The static
2D Poisson process is used to locate the sensor in the target area. It is estimated that
the number of sensor nodes required for the target coverage is 3–10 times more in
random deployment as compared to gird deployment mechanism [11].

Homogeneous and heterogeneous models A model where all sensors have same
detection range, communication range, and computing power is called a homoge-
neous network. Homogeneous network properties are used as assumptions for sim-
plification in [12–14]. But in a heterogeneous network, these may vary accordingly.
The detection range of nodes varies region to region according to the target detected
by nodes.

3.2 Problem Objectives

Basic entity of coverage problem of WSNs is coverage quality. Coverage ratio along
with coverage probability helps to estimate coverage quality. Coverage ratio tells
howmuch ROI is covered considered as partial coverage problem, whereas coverage
probability reflects the degree of coverage forROI discussed as probabilistic coverage
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Table 2 Algorithm design for maximize coverage quality
Algorithm Detection model Deployment model Type of

coverage
Strategies

0/1 Attenuated Truncated
attenuated

Grid Random Pseudo

TAC [29] Y – – – Y – Area Mov

WN [30] Y – – – Y – Barrier Sch

WPC [31] – Y – – Y – Area Dep

CIAC [28] – – Y – Y – Area –

JNCA [32] Y – – – Y – Area Mov

ComNet
[33]

– Y – – Y – Area Mov

WCMC
[34]

Y – – – Y – Area Mov

problem. Here, we also cover optimization of the efficiency of WSNs as problem
objectives.

Achieving coverage quality WSNs have different requirements for coverage
quality. Here, each coverage quality is introduced in detail.

Achieving a certain coverage ratio It has been proved that the lifetime of WSNs
will be extended greatly if the coverage ratio of the network can decrease slightly,
thereby providing partial coverage rather than full coverage [15]. Full coverage is
actually unnecessary in some scenarios. In such a case, partial coverage is used to
prolong the lifetime of networks. Partial coverage can be defined when the coverage
ratio r<1. Coverage ratio and lifetime are two important but conflictive requirements
in WSNs. Improving both coverage ratio and lifetime at the same time is usually
difficult.

Achieving a certain coverage probability In traditional disk model, some infor-
mation is lost because it considers only two cases, covered or not covered. The
probability model is proposed to overcome the problem of disk model and to pre-
cisely depict the detection capabilities. In this method, the detection probability is
not assigned directly to 0 if the target is not in its sensing range, unlike the 0/1 disk
model. Detection probability is calculated for each sensor for a target. The probability
value of each sensor is combined to result in the final decision.

Optimization objectives To achieve efficient WSN, numbers of optimization
goals are proposed. The objectives of optimization process are to maximize network
quality and its lifetime, and to minimize the number of sensors in the network [16].

In order to maximize the network coverage ratio, several researchers proposed a
different mechanism listed in Table 2. InWimalajeewa and Jayaweera [17], proposes
a hybrid wireless network which consists of both static and mobile nodes. Mobile
node moves to increase the coverage probability. In [13], effectiveness of coverage is
determined by setting the desired threshold for coverage probability and heuristically
Artificial Bee Colony (ABC) algorithm is used to maximize the coverage ratio of
ROI.
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Table 3 Algorithm design for minimize number of sensors
Algorithm Detection model Deployment model Type of

coverage
Strategies

0/1 Attenuated Truncated
attenuated

Grid Random Pseudo

Sensor [35] – Y – Y – – Area Sch

PMC [36] – – Y – Y – Area Sch

IS [37] Y – – – Y – Barrier Mov

TOC [38] – Y – Y – – Barrier Dep

DASFAA
[39]

– Y – – Y – Target Sch

ICCCN
[40]

– Y – Y – – Target Dep

INFOCO
[41]

Y – – Y – – Barrier Dep

Maximizing network lifetime Since the entire sensor network operates on battery,
it is important to use the battery in an effective manner [18]. The energy consumption
needs to be balanced to avoid energy wastage and make a network to last long [12].
In the target coverage network, the sleep–awake mechanism is used to increase the
network life [13, 19]. Probabilistic coveragemodel is adopted, to increase the network
life and also consider the coverage and connectivity constraint [20].

Minimizing the number of sensors In some cases, where sensors with special
specification are required, to reduce the network cost, it is necessary to minimize
the count of sensors in the network [21, 22]. Mobile nodes are used to provide
the coverage to ROI over time with low cost in the mobile social network [3]. In
this approach, minimal number of mobile nodes is required inside and outside ROI.
Table 3 shows number of researchers work to reduce the count of sensors.

3.3 Solutions and Strategies

Main optimization objectives of coverage problems are classified as:

1. To maximize coverage quality;
2. To maximize network lifetime;
3. To minimize the number of sensors;

Basic strategies for different coverage objectivesDeployment, scheduling, and
movement are among the various solutions to achieve their objective. Deployment
refers to the allocation of sensors to achieve coverage quality of the basic network.
Scheduling deals with the selection of a subset of sensors to be activated for a time
interval and make other sensors sleep. Selection strategy refers to one time choice
for the subset of sensors for the whole time. Reallocation of sensors is dealt with
movement strategy.
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Deployment strategies The initial position of each sensor can be determined using
this original position and the sensors can be deployed accordingly. But there is a
possibility of deviation of sensors from their designated position. Some applications
of deployment strategy are discussed.

• Maximizing coverage quality;
• Maximizing network lifetime;
• Minimizing number of sensors.

Basic strategies for different coverage objectivesDeployment, scheduling, and
movement are among the various solutions to achieve their objective. Deployment
refers to the allocation of sensors to achieve coverage quality of the basic network
Scheduling deals with the selection of a subset of sensors to be activated for a time
interval and make other sensors sleep. Selection strategy refers to one time choice
for the subset of sensors for the whole time. Reallocation of sensors is dealt with
movement strategy.

Deployment strategies The initial position of each sensor can be determined using
this original position and the sensors can be deployed accordingly. But there is a
possibility of deviation of sensors from their designated position. Some applications
of deployment strategy are discussed.

• MaximizingCoverageQuality:One of the tasks is forWSNs tomaximize coverage
quality. To gather more and more features of ROI as possible, limited sensors are
deployed [23].

• Maximizing network lifetime: A lifetime of the individual sensor depends on
battery duration, whereas lifetime ofWSNs refers to the duration of time for which
deployed sensors can provide adequate coverage quality. Adjusting deployment
of sensors can greatly extend network lifetime [24].

• Minimizing number of sensors: Authors in [25] consider barrier coverage in bi-
static radar network alike by deploying radar sensors. But, the latter one considers
the cost difference between transmitter sensors and receiver sensors.

Scheduling or selection strategies If the initial positions of sensors are known, we
can determine the deployment strategy. For which we use network builder can scatter
a large number of sensors randomly to fulfill different coverage quality requirements.
For optimized use of redundant sensors, sensors are scheduled to work alternatively.
This strategy is used to maximize the network lifetime and is easily implemented.

Movement or adjustment strategies Nowadays, sensors are equipped with mobil-
ity components. Movement strategy is exploited by these mobile components. Since
components are moving we can adjust the position accordingly. Energy consump-
tion is one of the major problems regarding the same, for which minimizing move-
ment distance becomes an important aspect. Also, adjustment of sensors parameters
like the angle, detection range, etc., is important. Authors in [26] find an optimiza-
tion solution with three stages, namely pattern node selection, network connectivity
restoration, and coverage hole repair, by which these sensors are deployed for max-
imizing the covered volume ratio and keeping the connectivity. In [27], an area
coverage problem with rotatable directional sensors is addressed. Two algorithms
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were proposed: Concurrent Rotation and Motion Control (CRMC), and Staged
Rotation and Motion Control (SRMC).

4 Open Challenges

In this section, we attempt to discuss future research of coverage problems with
uncertain properties, including challenging problems and new problems.

Challenging problemsHere, we will deal with some difficult problems for which
no perfect solution is provided.

Special K-coverage problem Some of the special K-coverage problems include
2D- and 3D K-coverage problem. 2D K-coverage problem is usually solved by
Helly’s theorem that states that a region is K-covered if central region of regular
pentagon contains K active sensors. In case of 3D, transformed polyhedron cannot
cover the space easily.

Full-view coverage problem Full-view coverage is detection range within a sector
shape. One of the most famous problems is gallery camera problem. To view, an
intruder sensor must face intruder from a certain angle. A full-view barrier coverage
proposed by Sung and Yang [28] needs few cameras for intruder detection. Camera
rotation is involved but the main problem is how to select a minimum number of
cameras and rotate them so as to get full-view barrier and no perfect solution is
developed for the same.

Sweep coverage problem It refers to special target coverage. Difference between
sweep coverage and common target coverage is that sensors keep moving towards
targets to give information. Sweep coverage requires every target to be scanned once
and mobile sensors report detection record to a sink node for certain period of time.
This problem is to minimize the average distance of sensors movement, which is
NP-hard problem.

5 Conclusion

Rather than strict full coverage problems, a partial or probabilistic coverage problem
describes real-world application more easily. We have introduced coverage problem
with uncertain properties. Further, we discussed detection, network, and deployment
model. In this survey, three optimization methods, i.e., maximizing coverage qual-
ity, maximizing network lifetime, and minimizing number of sensors in coverage
problems with uncertain properties are covered. Some approaches for deployment,
scheduling and selection, and movement or adjustment of sensors are also discussed.
Finally, challenging problems for future are discussed.
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Analysis of Existing Protocols in WSN
Based on Key Parameters

Charu Sharma and Rohit Vaid

Abstract Wireless SensorNetworks (WSNs) is a rising technology that can be easily
employed in unusual conditions such as environmental monitoring in soil, marine,
earth monitoring, forest fire detection, battlefields, etc. As the nodes are randomly
deployed in WSNs, security becomes one of the major issues which WSNs is facing
today. The network is easily compromised due to wireless communication. The
sensor nodes communication acquires different types of threats related to security.
Due to limited storage and low-power of sensor nodes makes the security solutions
unachievable. This paper presents the overview of WSNs, its challenges, various
attacks, and issues related to security and their defensive mechanisms in WSNs.

Keywords WSNs · Sensor node · Attack · Base station · Defensive mechanisms

1 Introduction

WSNs have gained a global attention as they provide best low-cost solutions to differ-
ent real-world problems. WSNs architecture is shown in Fig. 1. It consists of small-
sized independent nodes or motes, which are randomly deployed in an unattended
fashion. These nodes are organized in a remote area to examine environmental con-
ditions such as pressure, temperature, etc. Sensor nodes cooperatively collect data,
then process it, and interconnected nodes communicate with each other to pass the
information to the base station. These nodes have limited power, bandwidth, stor-
age, and memory space. So, the primary goal for WSNs is to utilize these resources
efficiently.
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Fig. 1 Architecture of
WSNs

2 Security Attacks in WSNS

• Denial-of -Service Attack: It makes the resources unavailable for the legal node.
Thus, do not allow the victim node for accessing the resources for which it is
allowed.

• Black Hole Attack: In this, the malicious node creates a black hole for other nodes
and do not allow the data packets to escape from it.

• Hello Flood Attack: In this, the malicious node broadcast a HELLO message to
every legal node even which is very far away from each other in the network using
very high transmission power, thus breaking the security.

• Sybil Attack: In this type of attack, the node claims multiple identities at the same
time at different locations in the network.

• Sink Hole Attack: In this, the malicious node consumes maximum information in
the network by positioning itself where maximum traffic will stream.

3 Security Principles in WSNs

• Confidentiality: Confidentiality guarantees that important information is protected
and only authorized parties can access the sensitive information. The loss of confi-
dentiality is when the data is sent from sender to receiver, in-between the attacker
can access the information without any permission from sender or receiver. This
type of attack is known as interception.

• Authentication: For effective security, it is the process that ensures origin of the
message is correctively recognized. The loss of authentication is when the mali-
cious sensor had posed itself as sensor S and sends information to receiving sensor
R, which shows the absence of authentication. This type of attack is called fabri-
cation.

• Integrity: It means that data should be completely and accurately send in the net-
work from source to destination without modifying it. When the attacker changes
the actual route of the message and after tampering, the message sends it to the
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receiver. The source and destination does not know about this change. This type
of attack is called modification.

• Availability: Availability ensures that resources and services are available for the
nodes only when they are required. The loss of availability is when the attacker
intentionally stops the authorized sensor to use the services given to it. Such an
attack is known as interruption.

4 Related Work

In [1], the authors reviewed the communication architecture, algorithms, differ-
ent protocols, and various applications for wireless sensor networks. Various open
research issues for these networks are also discussed.

In [2], the author proposed a scalable algorithm for larger networks, which helps
to minimize the cost forwarding messages by passing the information along with the
minimum cost path in the field but it requires regular updating of cost of each node.

The author in [3] proposed a framework to handle the problem of physical node
capture attack, detection of cloned node, and removal of compromised nodes from
the network. A strategy for network response is also defined in this work to ensure
secure network connectivity.

Vaid et al. [4], conducted a survey on the classification of different security issues
along with their remedies in Wireless Sensor Networks. The author addressed dif-
ferent security constraints and also various security requirements necessary to build
a secure WSN framework.

Prasanna et al. [5], presented an outline of WSNs applications along with various
security attacks and their countermeasures.

Araujo et al. [6], conducted a survey on the various challenges inWSNs. Thiswork
describes different types of attacks such as security attack, policy attack, high-power
consumption attack, communication attack, etc., along with special mechanisms to
handle these attacks.

The authors in [7], discussed various clustering protocols forWSNs and classified
them based on different parameters such as cluster size, cluster density, cluster count,
number of nodes deployed in the network, cluster head selection, etc., to choose the
optimized clustering protocol for the network design.

The author in [8] proposed LEACH, a new clustering-based protocol which is
used to minimize the energy dissipation in WSNs. It is able to uniformly allocate
the energy dissipation throughout the sensors, thus doubles the network survival
time. Cluster heads are randomly selected and receive data from different nodes.
The received data is then aggregated, and then sends it to the base station to reduce
unnecessary energy cost.
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The authors in [9], reviewed the key revocation schemes and proposed a key
updating scheme for removing and replacement of compromised sensor nodes for
WSNs by updating the keys of all uncompromised nodes in such a way that it was
unavailable for the compromised nodeswithout increasing communication overhead.

5 Security Models in WSNs

• Security Protocols for SensorNetworks (SPINS): It has two secure building blocks:
SNEP andmicroTESLA. SNEPprovides two-party authentication, confidentiality,
integrity, and data freshness. MicroTESLA provides authenticated broadcast for
resource constraints environments on WSNs. SNEP and micoTESLA together
provides secure communication channels using only symmetric cryptography in
WSNs [10].

• Localized Encryption and Authentication Protocol (LEAP): It provides an efficient
key establishment and key updating procedures. It uses four types of keys—in-
dividual, pairwise, cluster, and group key. Individual key is shared with the base
station, pair-wise key shared with another nodes, cluster key shared with multiple
neighboring nodes, and group key shared by all network nodes. LEAP is very
efficient in defending against different attacks.

• TINYSEC: TinySec is a lightweight link layer security architecture for WSNs. It
is the alternate for the incomplete SNEP. The existing protocols are heavyweight,
incomplete, and insecure so TinySec design is used to overcome the unsuitability
of existing schemes. The energy cost, bandwidth, and latency are all less than 10%
using TinySec.

• LLSP: Energy-efficient link layer security protocol which is based on the prin-
ciple of TinySec has different packet format. It ensures message confidentiality,
authentication, and access control. It provides early rejection capabilities. LLSP
also provides low-performance overhead.

6 Comparison of Different Security Models and Routing
Protocols in WSNs

A. Different Security Models

• Based on Features: Table 1 shows the different major features of various security
protocols.

• Based on Application Characteristics: In Table 2, various application character-
istics of different WSNs security protocols are defined. These characteristics are
used to select the best security protocol for a specific application.

• Based on Attack Protection: An attack protection matrix of different security pro-
tocols is shown in Table 3.
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Table 1 Major features

Protocol LEDS SPINS LLSP TinySec

Type End-to-end Node-to-base Hop-to-Hop Hop-to-Hop

Key management Yes Yes No No

Location
awareness

Partial No No No

Scalable Partial Low Low Partial

Table 2 Application characteristics

Protocol Application characteristics

LEDS It provides end-to-end secure applications
It provides physical attack protection

SPINS Best suited for small-size network
Communication pattern is node-to-base

LLSP Best for in-network processing applications
Resource constraints environment

TinySec Best for in-network processing and local broadcast
Can be combined with high-level protocols

Table 3 Attack protection

Protocol LEDS SPINS LLSP TinySec

Replay – Yes Yes No

Injection Strong Partial Maybe Maybe

Alternation Strong Partial Maybe Maybe

DOS Medium – Low Low

B. Routing Protocols

• Based on different parameters: Table 4 shows the comparison of routing proto-
cols based on various parameters such as data aggregation, reliability, processing
overhead, etc.

7 Defensive Mechanisms

In WSNs, as the network grows, it is very difficult to identify and authenticate each
and every mote in the network. The risk of secure transmission of information over
network also increases as malicious node and can easily modify the information
in the network. To achieve the security in WSNs, various mechanisms have been
proposed as given below:
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Table 4 Routing protocols comparison

Routing
protocol

Data
aggregation

Delay (in
terms of
time)

Processing
overhead

Data
delivery
model

Type of
network

Reliability

LEACH Yes Low High Cluster
based

Fixed High

PEGASIS No High Low Chain
based

Fixed High

TEEN Yes High High Threshold
value driven

Fixed Medium

APTEEN Yes High High Threshold
value driven

Fixed High

HEED Yes High Very high Cluster
based

Fixed High

• In existing schemes, there is a risk factor of path key exposure problem so as to
avoid compromised nodes from modifying the sensitive information in WSNs, an
efficient multi-path key establishment solutions need to be investigated.

• To lengthen the network’s survival timebetter than the existing systems, an efficient
and secure data aggregation techniques need to be proposed for cluster-based
WSNs.

8 Conclusion

In this paper, we have provided the general outline of WSNs which includes char-
acteristics, challenges, and various security attacks. We also analyzed various issues
related to security different security models with comparison and proposed their
defensive mechanisms, which help us to achieve the desired security goals inWSNs.
The proposed solutions make the WSNs more secure and efficient to fight against
malicious nodes.
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Cellular Learning Automata-Based
Virtual Network Embedding
in Software-Defined Networks

Dipanwita Thakur and Manas Khatua

Abstract Software-definednetworking (SDN) is a propitious technology for achiev-
ing network virtualization by decoupling the control and data planes of a network.
SDN hypervisor supports multiple virtual SDN-based networks logically isolated
from each other. Each virtual SDN has its own controller and allocated resources
over physical network. For achieving optimal resource allocation, there is a need of
efficient virtual network embedding (VNE) approach in multidomain virtual SDN-
based network. In this paper, we propose a self-adjusted, online, distributed virtual
networkmapping strategy based upon the idea of irregular cellular learning automata.
We consider two aspects of the network during the execution of VNE in SDN—node
and link mapping, and optimal placement of SDN controller. We evaluate the pro-
posed scheme vSDN-CLA using Mininet. The simulation results show significant
performance improvement in terms of throughput and end-to-end delay. Considering
a substrate network of 100 nodes, we observed that the proposed scheme achieved
23.72 and 10.55% higher throughput, and 28.13 and 42% lesser end-to-end delay
compared to that in two benchmark schemesDM-vSDNandCO-vSDN, respectively.

Keywords Virtual network embedding · SDN · Cellular learning automata

1 Introduction

Emerging applications in information and communication technologies (ICTs) are
imposing new directions to future Internet. Those directions create different chal-
lenges for providing profound services, capabilities, and facilities. To overcome those
challenges, we need heterogeneous network architecture on a common physical
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network. In this regard, network virtualization comes into existence by providing
overlay on physical networks. Software-defined networking (SDN) [1] realizes the
network virtualization by creating multiple logical networks upon a physical net-
work and, at the same time, managing the network resources depending on users
requirements.

Through the virtualization, multiple tenants can share the same underlying SDN
infrastructure. FlowVisor [2] is one of the popular tools of network virtualization
in SDN. FlowVisor slices the network considering some quality-of-service (QoS)
parameters such as topology, bandwidth, switch, CPU, and flow space. Each slice
has its own policy that defines its resources, and a controller associated with it.
OpenFlow protocol is widely used in between data plane and control plane to run
the APIs.

1.1 Motivation

For achieving network virtualization in traditional networks, multiple challenges are
addressed due to its vendor-specific design. However, in SDN, creation of virtual
network using software program is easy, and it provides strong QoS and service-
level agreement (SLA) control. During the creation of virtual networks (VNs), it is
required tomap theVNs onto underlying physical networks. This process ofmapping
is called virtual network embedding (VNE). Several approaches of VNE (e.g., [3, 4])
were proposed for achieving efficient resource utilization through virtualization using
either path splitting or integer linear programming (ILP) concepts. In path splitting,
different sub-flows are created from a single virtual flow. Each and every sub-flow
needs flow rules in each of the switches along the substrate path it supports. Hence,
this approach is expensive due to the use of more content-addressable memory. On
the other hand, ILP is nondeterministic polynomial time algorithm, and it suffers
from many other disadvantages. Therefore, there is a need of low-cost VNE scheme.

1.2 Contribution

Unlike the existing schemes, in this paper, we use the idea of “irregular cellular
learning automata” ICLA [5] to formulate the VNE problem and solution. In brief,
we summarize our contributions as follows:

• We formulate the virtual SDN-based network embedding problem as the combi-
nation of two distinct problems—VNE and optimal placement of the controller.

• We design a coordinated online virtual SDN embedding algorithm, namely vSDN-
CLA, to minimize the controller-to-switch delay and maximize the throughput.

• We perform extensive experiments to evaluate the proposed scheme with respect
to the end-to-end delay and throughput followed by a comparative analysis with
the benchmark schemes.
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2 Related Work

We outline some current research on the area of VNE [6] and virtualization in SDN
[1, 7] environment. An SDN-based virtualized network has been considered for flow
migration based resource management in [8]. However, they did not consider the
problem of controller placement in SDN-based network. Considering the selection
of SDN controller, Demirci and Ammar [9] designed a virtual link and node map-
ping algorithm for balancing the nodes of the substrate network, and to minimize the
controller-to-switch delay. However, in their proposed scheme, they did not provide
any coordination between the controller placement and node mapping followed by
link mapping. Zhou et al. [10] proposed a multi-domain VNE strategy for SDN for
improving the scalability without considering the controller selection problem and
flow entry resource allocation in node mapping. Chowdhury et al. [11] framed the
VNE problem as a mixed integer program, and later suggest two virtual embedding
algorithms by initiating an interrelation between the phases of node and linkmapping.
Recently, Gong et al. [12] proposed a novel heuristic-based online virtual SDNmap-
ping algorithm using ILP, namely, Co-vSDN, to minimize the controller-to-switch
delay for each virtual network. In brief, most of the VNE algorithm ensures opti-
mal utilization of overall substrate network resources mainly in traditional substrate
network but not in SDN-based substrate network.

3 Proposed Method

3.1 Problem Description

FlowVisor [2] slices substrate SDN to create multiple logically isolated virtual SDNs
(vSDNs). The slicing is done based upon the availability of resources such as CPU
capacity of switches, link bandwidth, and flow tables. When a request of vSDN
arrives, it is either accepted or postponed based upon the availability of the resources.
The allocated resources are released by the hypervisor when the vSDN request
expires. Since each vSDN has its own controller, the controller placement prob-
lem should be addressed along with the VNE problem. Further, the embedding is
done based upon the resource capacity and bandwidth constraints.

3.2 Modeling Using ICLA

At the outset, it ismentioned that throughout the paper the keywords “vertex”, “node”,
and “cell” are used to represent the similar entity but in different contexts. Similarly,
for the keywords “edge” and “link” too. Now, the SDN-based substrate network is
defined as an ICLA [13], L = {Gs〈V s, Es〉, φ, A, F, P, Q}, where
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• V s is the finite set of substrate nodes (e.g., OpenFlow switches and controller
nodes) represented as cells in A. Es is the finite set of substrate links.

• φ is the finite set of states denoted by φi associated with each cell based upon the
action probability vector p = {p1, p2, . . . , pn}. In this work, we have only two
states—either a physical node is available to map to the virtual node or it is not
available to map till now.

• A is the set of n learning automata (LA) as each node contains one LA indepen-
dently. Let at time t , αi is the action chosen by the automata. The action probability
p is updated based on the following recurrence equations:

pi (t + 1) = pi (t) + a(1 − pi (t)) (1)

p j (t + 1) = p j (t) + a(1 − p j (t)) ∀ j, j �= i (2)

pi (t + 1) = (1 − b)pi (t) (3)

pi (t + 1) = b/(r − 1) + (1 − b)p j (t) ∀ j, j �= i (4)

The parameters a and b represent the reward and penalty values, respectively. r is
the total number of actions.

• F : φi → β is the function of the “local rule” in each node where β is the set from
which reinforcement signal takes its value. In this work, β has two values—either
reward a or penalty b.

• P : φ × β → φ is the learning algorithm for the LA. The learning algorithm
updates the probability vector p on the basis of supplied reinforcement signal
and its selected action αi .

• Q : φ → α is the probabilistic decision function, based onwhich each LA chooses
its action. In this paper, we have only two actions—either the request is accepted
or postponed.

Note that the superscript “s” indicates substrate network and “v” indicates virtual
network. Each node i ∈ V s has a certain switching capacity Ssi which defines the
maximum number of flow information a switch can store in its flow table. At a
particular time t , the flow table size of node i is denoted by Si (t). Each link ei j ∈ Es of
the substrate SDNconnects the substrate nodes i and j , and it has bandwidth Bs

i j . Each
node i has some content-addressablememory capacityMs

i and CPU capacityCPUs
i .

In this network configuration, a requested vSDN network is defined as Gv〈V v, Ev〉.
Each vSDN request consists of a tenant’s resource requirement including the virtual
network topology. The probabilistic decision function Q considers few node and link
mapping constraints which are as follows:

• Memory Capacity: Requested virtual node capacity is always less than or equal
to the substrate node capacity. This capacity is defined as content-addressable
memory.

Mv
l ≤ Ms

j ; l ∈ V v, j ∈ V s (5)
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• CPU Capacity: Requested virtual node CPU capacity is always less than equal to
the total substrate node capacity.

CPU v
l ≤ CPUs

j ; l ∈ V v, j ∈ V s (6)

• Switching Capacity: At a particular time t , the flow table size of a virtual node is
less than or equal to the switching capacity of the corresponding substrate node.

Sv
l (t) ≤ Ssj ; l ∈ V v, j ∈ V s (7)

• Link Bandwidth: Requested bandwidth in virtual link should be less than or equal
to the substrate link bandwidth.

Bv
kl ≤ Bs

i j ; ekl ∈ Ev, ei j ∈ Es (8)

If the conditions represented by Eqs. (5)–(8) are satisfied, then the selected action
of the LA is “Accepted” and then the reinforcement signal is to reward the action,
otherwise it penalizes the action and updates the state of φ and to map the virtual
SDN request to the substrate network. Equations (1–4) represent the rewarding and
penalizing functions for the selected actions, respectively.

3.3 Controller Placement

Let D(li j ) be the transmission delay of the substrate link li j ∈ Es which is calculated
by the total delay. The average controller-to-switch delay is defined as D, which is
formulated as

D =
∑

li j∈Es
D(li j )/|Ec| (9)

where |Ec| is the total numbers of virtual control link. If nc is the controller node,
then it must be attached with one of the switch nodes of the substrate SDN network.
The virtual nodes and the controller node cannot be mapped with the same substrate
node. To select the optimal location of the controller node, embedding nodes of the
virtual links luv are calculated by (

∑
i j∈Es f uv

i j − 1), where f uv
i j ∈ {0, 1} is a binary

variable to indicate the mapping between a virtual link and substrate link.
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Algorithm 1 ICLA-based Coordinated VNE Algorithm in vSDN
Inputs:(Gs〈V s ,Es〉,φ,A,F ,P ,Q),(Gv〈V v, Ev〉)
Output: VNE
1: Establish an ICLA.
2: Initialize action probability by 0.5
3: for Each node i in the ICLA do
4: Get the requested node and link capacity
5: Node i selects an action αi .
6: if αi == ‘Accepted’ then
7: β = 1
8: else
9: β = 0
10: end if
11: if β == 1 then
12: Reward node i
13: else
14: Penalize node i
15: end if
16: for Each rewarded node’s link elk do
17: Find minimum bandwidth path
18: Update state of node i .
19: Update action probability vector of i .
20: end for
21: end for

Algorithm 2 ICLA-based Controller Placement Algorithm in vSDN
Inputs: VNE result, Permissible Delay
Output: Placement of the Controller Node
1: /*Generate a set Sc containing substrate controller nodes.*/
2: Create a set Z with all rewarded substrate nodes.
3: for Each node i in Z do
4: Calculate delay d in between i and its neighbor nodes.
5: end for
6: for i = 1 to |V v | do
7: Find all the substrate nodes satisfying d < Permissible Delay, then put them in a set Sc

8: end for
9: for i = 1 to |Sc| do
10: Compute total controller-to-switch hops
11: end for
12: Select the Sci with minimum hop count as the controller
13: Higher probability node is selected if there are more than one substrate nodes with minimum

hops.
14: Update state of node Sci .
15: Update the action probability vector

3.4 vSDN-CLA Algorithm

The proposed VNE algorithm is shown in Algorithm1. The reinforcement signal
value will be 1 if the substrate node capacity is greater than the requested node
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capacity. If the reinforcement signal value becomes 1, then the node is awarded,
otherwise the node is penalized. If the node is rewarded, then the successful node
mapping is done. After the completion of successful node mapping, if more than
one path is found in between two rewarded nodes that can be satisfied with the
requested bandwidth, then the minimum bandwidth path will be selected for link
mapping. After the successful VNE, the controller of each and every virtual network
is selected by Algorithm2.

4 Performance Evaluation

For evaluating the performance of the proposed algorithm, we use Mininet emulator
[14]. We consider the metrices controller-to-switch delay, end-to-end delay, and the
average throughput for comparison study of the proposed schemewith the benchmark
schemes CO-vSDN [12] and DM-vSDN [9].

4.1 Experimental Setup

In Mininet, we have different topologies like minimal, single, reversed, linear, tree,
and so on. Using these topologies, we evaluate the proposed scheme with various
network properties. The substrate network is configured with 100 nodes, and the
virtual SDN network consists of 5–20 nodes. For each substrate node, the capacity
of the content-addressable memory, capacity of CPU, and switching capacity are
varied from 50 to 100 following the uniform distribution. For each substrate link, the
delay varies from5 to 20ms.The available bandwidth capacity of each of the substrate
links varies from 50 to 100 in uniformly distributed manner. We took virtual SDN
request of different sizes such as 2–10 nodes represented as “small”, 10–20 nodes
represented as “medium”, and 20–50 nodes represented as “large”, respectively. We
use FlowVisor [7] as an SDN hypervisor which separates the substrate network in
different isolated virtual networks. Each virtual network has its own controller. In
other words, we have different controllers for each and every virtual SDN network,
and we set up NOX [7] as a virtual SDN controller.

4.2 Simulation Results

At the outset, we evaluate the performance of our proposed scheme vSDN-CLA in
terms of average controller-to-switch delay and compare the results with that in the
benchmark schemes. The received results are plotted in Figs. 1 and 2, respectively.
In Fig. 2, we measured the average delay under different sizes of request for virtual
SDN. In the experiment corresponding to Fig. 1, we took the tree topology with the
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Fig. 1 Average delay from
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Fig. 2 Average delay from
controller to switch under
different sets of vSDN
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“Large” number of nodes. In this experiment, 20 different virtual SDN networks are
embedded on 6 substrate networks sliced by the FlowVisor. We have measured end-
to-end delay using “ping” command, and the throughput is measured by executing
file transfer between each pair of nodes via the TCP with the Iperf tool. We took
the arithmetic means to show the results. The received result is plotted in Figs. 3
and 4, respectively. We observed that, for both the metrices, the proposed scheme
vSDN-CLA outperforms the benchmark schemes. We have compared the received
results of the proposed schemewith two benchmark schemes namely CO-vSDN [12]
and DM-vSDN [9]. Both the schemes have used ILP formulation, whereas we have
used ICLA-based formulation. The principal aspect of any learning system is its rate
of learning or identically rate of convergence. Learning system is useful because
learning process should be completed before the necessary changes take place in
the environment or we can say that learning process takes place in slowly changing
environment. That is why learning is effective. So in case of the learning automata,
the parallel operation is done to increase the rate of convergence. As we are talking
about the SDN network and the virtual network, request will be multiple at any point
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Fig. 3 Average end-to-end
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Fig. 4 Throughput
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of time over a single substrate network, and each node in the substrate network runs
their corresponding learning algorithm in parallel, and hence gives better rate of
convergence.

5 Conclusion

This paper presents an ICLA-based VNE and controller placement algorithm,
namely, vSDN-CLA in SDN. The aim of this solution is to achieve an efficient
mapping between virtual network and substrate network in SDN domain. At the
same time, the proposed mapping satisfies the QoS requirements in terms of mem-
ory, CPU, bandwidth, and switching capacity of the nodes. We performed extensive
simulations usingMininet. The simulation results show that the vSDN-CLA schemes
significantly outperform the existing benchmark schemes in terms of controller-to-
switch delay, end-to-end delay, and throughput. For example, considering a substrate
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network of 100 nodes, the proposed scheme achieved 23.72 and 10.55% higher
throughput, and 28.13 and 42% lesser end-to-end delay compared to that in two
benchmark schemes, namely, DM-vSDN and CO-vSDN, respectively. In this work,
we restricted our analysis by not considering many limiting factors such as energy
consumption, and fault tolerance, flowmigration, and unavailability of path. In future,
we have planned to design a more flexible scheme considering those aspects. For
instance, using dynamic flow migration technique, we can achieve optimal resource
routing.
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Energy-Efficient Delay-Aware
Preemptive Variable-Length Time Slot
Allocation Scheme for WBASN (eDPVT)
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Abstract The recent evolution of wireless sensor technology is providing unlimited
opportunities to remote monitoring and health care applications usingWireless Body
Area Sensor Networks (WBASNs). While using WBASN for patient monitoring,
emergency situations can appear anytime that requires immediate action without
much delay. This leads to the requirement for a new energy-efficient and delay-
aware scheme for WBASNs. eDPVT is fulfilling such requirements by proposing a
scheme for theMediaAccessControl (MAC) layer ofWBASN. eDPVT is designed to
reduce the packet delivery delay for emergency data, which is being transmitted from
heterogeneous biosensor nodes to eDPVT base station node in WBASN. In addition
to the delay, this scheme also reduces energy consumption with the introduction
of variable-length time slots in the context-free period of the super frame. eDPVT
handles emergency situationswith least delaywith the help of preemptionmechanism
used in this scheme. For performance evaluation, eDPVT is compared with eMC-
MACprotocol. ns3 simulation of eDPVT results show that eDPVT is energy-efficient
scheme, and there is a significant reduction in average packet delivery delay.
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1 Introduction

Latest trends in IoT and sensor networks are giving directions to the high-quality
medical services for normal as well as disabled persons. Normal routine of the mon-
itored person is not affected by the use of wireless sensor nodes [1–3]. A typical
WBASN is implemented using low-power wearable or implantable biosensor nodes
in the body of a patient. Any smartphone or a similar wireless device can act as a base
station for this network, which can receive biomedical readings collected by biosen-
sor nodes from patient’s body, and send these readings to the monitoring devices
like hospital’s patient monitoring system. The base station may use fastest possible
Internet service to communicate this information.

WBASN is challenging due to its challenging requirements viz. energy mini-
mization, low-power consumption, low delay, and QoS. Energy efficiency is very
important aspect to be covered in WBASNs because sensor node’s increased energy
consumptionmay lead to heating up of the sensor node andmay damage human body
tissues [4, 5]. The biggest challenge is how to handle emergency situations. In case of
an emergency situation, patient’s information must reach monitoring station in least
possible time so that patient can be diagnosed as soon as possible. Therefore, the
delay for the data packets containing emergency data needs to be reduced. Time slot
allocation and preemption methods help in reducing this delay. In literature, various
researchers have suggested different methods of slot allocation and preemption.

Existing literature covers a number ofMACprotocols which are designed keeping
in mind traffic load, energy efficiency, delay, and QoS [6–11]. A number of MAC
protocols consider QoS requirements of biosensor nodes while assigning time slots
in CFP period, but none of theMAC protocols worked on the heterogeneity of sensor
node based on type of data or size of the payload to be transmitted by these nodes.
A slot allocation scheme based on heterogeneity of data packets is proposed in [12]
but this scheme does not consider emergency data packets. Therefore, the concept
of preemption to give priority to emergency data traffic is not implemented in this
scheme.

eDPVT assumes that heterogeneous biosensor nodes may have different payload
sizes and exploits this fact to design eDPVT scheme for WBASNs. Priority of data
packets is taken into account while allocating time slots. The priorities are set accord-
ing to QoS of data packets. Very fewMAC protocols are using preemption scheme to
handle emergency data packets. eDPVT uses the concept of preemption in order to
communicate emergency data immediately by halting the communication of lower
priority data.

The performance of eDPVT is compared with eMC-MAC [13] protocol. eMC-
MAC protocol considers QoS requirements of different data packets and assigns the
time slots accordingly. It also uses a preemption scheme to handle emergency data.
But the time slots are of fixed length and not based on the payload size of the data
packets. Parameters used for the performance evaluation include Average Packet
Delivery Delay (APDD) and total energy consumption. The results of performance
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evaluation indicate that eDPVT performs better as compared to eMC-MAC while
taking energy efficiency and APDD of different data packets into account.

2 Related Works

In IEEE 802.15.4 MAC protocol [14, 15], the super-frame structure is having only
sevenGTSs (Guaranteed Time Slots) to be assigned in CFP (Contention-Free Period)
period. Slot allocation scheme is facing much delay. LDTA-MAC [16] overcomes
the limitations of IEEE 802.15.4 MAC protocol and reduces the delay by modifying
the slot allocation scheme. LDTA-MAC has reduced delay and energy consumption
in comparison to IEEE 802.15.4 MAC protocol but QoS requirements of different
types of traffic generated by heterogeneous sensor nodes are not considered. Fixed
size of time slots is allocated assuming biosensor nodes having same payload size
which is not true in a real scenario. Emergency handling is not supported by this
protocol.

ATLAS [17] is designed for multi-hop communication in WBASN. The super-
frame structure considered in this protocol is traffic adaptive and has been changed
based on the observed traffic load. Four different super-frame structures have been
defined based on traffic load conditions. The protocol is traffic adaptive in terms of
traffic load but considers fixed period of the time slots allocated in CFP period and
QoS. There is no provision for emergency data packet handling.

Time slot allocation in PNP-MAC protocol [18] is preemptive but emergency
data is transmitted in a non-preemptive fashion. The protocol is not QoS-aware.
Heterogeneity of sensor nodes is not considered in this protocol. Traffic is categorized
into two categories only which is not the case inWBASNs. Further categorization of
traffic is required in order to utilize the channel properly. Different types of sensors
may have different payload sizes but in this protocol, all the sensor nodes are assumed
to have same payload size. The time slots used in the protocol are of fixed length.
Therefore, these slots are not utilized properly and nodes are not allowed to be in
sleep mode until that slot is completed. This condition leads to energy consumption
due to idle listening.

McMAC [19] highlights different QoS requirements of a variety of traffic classes
in WBASNs. The strength of the protocol lies in handling emergency data in each
and every period of the super frame in a very beautiful manner by giving it the highest
priority and reducing the delay for emergency data transmission to the minimum.
Super-frame structure satisfies multi-constrained QoS requirements. The drawback
of this protocol is that it uses FCFS-based slot allocation and does not take remaining
lifetime of packets into consideration, which leads to dropping of packets if they are
served later according to the scheme.

eMC-MAC proposed by Pandit et al. [13] uses priority-based slot allocation and
considers remaining lifetime of data packets while assigning a slot so that the num-
ber of packet drops could be reduced further. The use of preemptive slots helps in
transmission of emergency data with least possible delay. Traffic is classified based
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on different QoS requirements of data packets and data packets are handled accord-
ingly in different periods. Fixed-length slot allocation is used, which leads to energy
wastage due to idle listening within individual slots. Payload size of all eMC-MAC
sensor nodes is assumed to be the same which is actually not the case in a real
scenario.

Another traffic-adaptive scheme similar to eMC-MAC [12] allocates variable-
length time slots to the sensor nodes in the CFP period based on their payload sizes,
and also considers the priority of the data packets based on their QoS. This scheme
has no provision for handling emergency data packets in CFP period. In other words,
this scheme does not perform well in case of emergency situations.

3 Materials and Methods

3.1 Network Model and Assumptions

In proposed scheme eDPVT, single-hop star topology as shown in Fig. 1 is considered
with a base station equipped with fast processor and large memory. The base station
invokes eDPVT time slot allocation algorithm as soon as it receives all the requests
from different sensor nodes for time slots, and sends a notification to the sensor nodes
regarding their slot allocation instantly. These sensor nodes sense data readings from
human body and transmit these readings to base station in the form of data packets.
eDPVT considers sensor nodes with different payload sizes. These sensor nodes are
assumed to be clock synchronized with the base station.

3.2 Design Model of eDPVT

Data traffic in a WBASN is classified into five different categories. So, five different
types of Data Reading packets are taken into consideration which are Emergency
Data reading Packets (EDRPs), Critical Data Reading Packets (CDRPs), Reliability-
ConstrainedDataReading Packets (RDRPs),Delay-ConstrainedDataReading Pack-
ets (DDRPs), and Normal Data Reading Packets (NDRPs).

3.2.1 Super-Frame Structure

The super-frame structure of eDPVT is defined as shown in Fig. 2. In this super-
frame structure, the advertisement is used only for synchronization purpose. Slot
allocation information is not broadcasted in this period. In CAP 1 period, CDRPs
and RDRPs can transmit slot allocation request for guaranteed time slots to the base
station. NDRPs and DDRPs do not have any reliability constraints so these types of
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Fig. 1 eDPVT topology

Fig. 2 Super-frame structure of eDPVT

packets do not request for GTS in CAP 1 period. NDRPs do not require guaranteed
resources since the data is routine data. DDRPs are loss-tolerant, therefore these
packets do not request for guaranteed slot.

After CAP 1 period, a notification period is introduced to broadcast slot allocation
information to sensor nodes. The notification period is followed by CFP period. This
CFP period contains a number of timeslots allocated to sensor nodes. Slot length for
different sensor nodes is decided based on the payload size shared by these sensor
nodes with the base station. Emergency time slots are also introduced in the CFP
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period to handle emergency situations. These time slots are kept to be of short length
to receive slot requests from sensor nodes having EDRPs. CFP period is followed
by CAP 2 period to accommodate normal traffic and delay-constrained traffic so that
sensor nodes having these types of traffic can transmit the sensed data to eDPVT
base station.

As soon as CAP period is over, the inactive period of super frame is started in
which all the sensor nodes remain in sleep mode. Base station may transmit the
collected data to the monitoring station during this period. As sensor nodes are in the
sleep mode and wake up only in the next super frame to receive the beacon, energy
consumption is reduced by keeping the sensor nodes in low power mode.

3.2.2 Operation

The communication process inWBASN is controlled by the base station. Base station
inWBASNbroadcasts advertisements to sensor nodes.After receiving advertisement
from base station, these sensor nodes synchronize themselves and transmit data
according to the periods defined by base station in the super-frame structure. The
data packet containing information about duration of each period of super frame is
broadcasted by eDPVT base station in the advertisement.

In CAP 1 period, the sensor nodes generating emergency data transmit EDRPs
directly to the base station. The sensor nodes having CDRPs and RDRPs transmit
slot request packets to the base station using prioritized random back-off and CCA.
After receiving all the EDRPs and slot request packets from sensor nodes in the CAP
1 period, base station calls eDPVT time slot allocation algorithm. According to the
algorithm, it ensures that CDRPs are given preference over RDRPs while allocating
slots to provide QoS aware slot allocation. Within each category of packets, a sorted
queue is maintained in which data packet with the least remaining packet lifetime is
kept first in the queue so that it can be allowed to send its data earlier than other data
packets. This method reduces the number of packet drops, which further reduces
energy consumption due to retransmissions and makes eDPVT energy-efficient.

The base station prepares a notification packet and broadcasts this packet to sensor
nodes in the notification period. This notification packet contains slot allocation list
for the CFP period of the super frame. This list indicates time slot during which
a particular sensor node can transmit its CDRPs and RDRPs to base station. As
soon as sensor nodes receive this notification packet, they set their wakeup schedule
accordingly and go to sleep mode. Then, each sensor node allocated time slot in the
CFP period, wake up in its dedicated time slot and check whether this time slot is
preempted or not. If this time slot is not preempted, sensor node transmits the data
packet. Otherwise, it changes the mode to sleep mode and transmits this data packet
in the next super frame.

In the notification packet, base station also defines slot numbers for the Emergency
Time Slots (ETSs). ETS slots are kept in CFP period for emergency data handling.
If there is any emergency event at any sensor node during CFP, then this sensor node
can request for data transmission of EDRPs using ETS slots. During ETS, sensor
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node can send emergency time slot request packet to the base station. After receiving
emergency slot request packets during ETS, the base station calls proposed time slot
preemption algorithm. According to this algorithm, the base station then broadcasts
emergency notification packet to the sensor nodes. This packet is transmitted at the
end of ETS slot.

After receiving emergency notification packet, sensor nodes readjust their wakeup
schedules and go back to sleep mode. This notification packet contains time slot
information about preempted and privileged sensor nodes. Privileged sensor node
can transmit its EDRPs in the allocated time slot, which is preempted by base station
to give priority to EDRPs over lower priority data packets. As the time slots allocated
by the base station are of variable size, preemption is more complex as compared
to eMC-MAC which has fixed size time slots. Preemption of time slots reduces the
packet delay for Emergency Data Packets.

After CFP period is complete, CAP 2 period allows the sensor nodes having
DDRPs and NDRPs to transmit their data packets. As DDRPs and NDRPs can
tolerate packet losses and these packets are not reliability-constrained, dedicated
time slots are not required for these types of packets. Sensor nodes transmit these
reading packets to the base station using prioritized random back-off and CCA.
DDRPs are given priority over NDRPs to reduce their packet delay. Base station
receives all DDRPs and NDRPs during CAP 2. At the end of CAP 2 period, all the
nodes go back to sleep mode.

eDPVT is designed to employ following energy-saving approaches. Sensor nodes
wake up only when necessary and remain in sleep mode rest of the time, saving their
energy. For example, sensor nodes having only DDRPs or NDRPs will wake up
only in CAP 2 period. Variable-length time slots further reduce energy consumption
by adjusting the slot size according to sensor node’s payload size. Sorted list of
data reading packets helps in reducing energy consumption which may occur due to
retransmission of dropped packets.

4 Performance Evaluation

For performance evaluation, time slot allocation and preemption schemes of eDPVT
are compared with that of eMC-MAC protocol [13]. eDPVT time slot allocation
and preemption scheme are implemented in ns-3.19 [20] on Ubuntu 14.04 LTS.
Wireshark tool is used to read the trace files. The performance of eDPVT is analyzed
and comparedwith eMC-MACprotocol.Different parameters used for the simulation
of the schemes are shown in Table 1.
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Table 1 Simulation parameters

Parameter Value

Total number of sensor nodes 10

Initial energy value at each sensor node 100 J

Radius of data transmission 2 m

Payload size 16 bytes, 32 bytes

Super-frame period 1 s

CAP size 76.8 ms

Channel data rate 250 kbps

Simulation time 100–1000 s

Fig. 3 Effect of varying the number of sensor nodes on total energy consumption

4.1 Simulation Results

The simulation results of eDPVTand eMC-MAC for two different scenarios illustrate
the effectiveness of eDPVT in terms of APDD and energy consumption. To analyze
the performance of eDPVT and eMC-MACwithout considering EDRPs, emergency
time slot request packets are not transmitted in ETS slots during simulation. As
there is no emergency time slot request in ETS slots, there will be no preemption.
To analyze the effect of varying the number of sensor nodes on eDPVT, simulation
results are calculated by varying the number of sensor nodes from one to ten. Figure 3
presents energy consumption analysis of eDPVT and eMC-MAC with considering
and without considering EDRPs.

Figure 4a shows that APDD has reduced value in eDPVT as compared to eMC-
MAC at each data point while no EDRP is considered in traffic. The schemes are
also compared while considering EDRPs in the traffic in Fig. 4b. The performance
comparison of eDPVT and eMC-MAC in terms of APDD for different data packets
is presented in Figs. 5, 6, and 7. It can be seen that number of sensor nodes is making
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Fig. 4 Effect of varying the number of sensor nodes on average delay for all data packets

Fig. 5 Effect of varying the number of sensor nodes on average delay for RDRPs

very little effect on APDD for EDRPs in case of eDPVT, achieving the objective of
the research to handle the emergency situation with least delay. Varying the number
of sensor nodes shows significant impact on the results obtained for CDRP packets.



192 T. Puri et al.

Fig. 6 Effect of varying number of sensor nodes on average delay for CDRPs

Fig. 7 Effect of varying
number of sensor nodes on
average delay for EDRPs

5 Conclusion

In this paper, eDPVT scheme is presented which reduces the APDD for different
data packets considerably when compared with eMC-MAC and also reduces energy
consumption. The results for APDD for data packets generated by sensor nodes of
WBASN are improved by 60% in eDPVT when compared to eMC-MAC. APDD
for EDRPs is reduced by 31% when compared with eMC-MAC. APDD for CDRPs
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is considerably reduced by 35% in eDPVT as compared to eMC-MAC. APDD for
RDRPs is reduced by 40% in comparison to eMC-MAC.Overall energy consumption
is reduced in eDPVT by saving the energy wastage due to idle listening.
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Smart Irrigation System Using Cloud
and Internet of Things

Suresh Koduru, V. G. D. Prasad Reddy Padala and Preethi Padala

Abstract An intensive utilization of water resources in industries, agriculture, and
groundwater consumption by humans for various purposes has degraded the water
levels. A focus on effective utilization of water resources with simplified irrigation
across different agricultural farms is required with the advancement of technology.
This paper presents a framework based on cloud and Internet of things for implement-
ing a smart irrigation system. Based on the defined framework, a use case for auto-
mated smart irrigation system is developed and a competent mechanism is defined
for effective utilization of excessive water generated from showers to increase the
groundwater levels. The use case provides flexibility to farmers for monitoring the
farms in real time using the farmer’s cockpit. Here, heterogeneous devices are firmly
integrated to empower smart irrigation and to monitor the system in real time. The
use case actuation and automation are done based on certain imposed constraints to
respond as per inputs and outputs generated by various devices installed in smart
irrigation system.

Keywords Internet of things · Smart irrigation · Cloud computing

1 Introduction

Today, with the growing population, the consumption of natural resources is increas-
ing exponentially across different industries. It is expected that the world population
will increase to 9.8 billion by 2050 which is currently 7.6 billion as per official
United Nations estimates [1] and due to this, freshwater and food consumption will
also increase exponentially. In countries like India, 89% of groundwater is used in
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irrigation and the sources for groundwater supply are shallow tube wells and dug
wells [2]. Due to this, there is groundwater depletion where farmers are forced to
use expensive deepwater equipment which has led to their hardship and cost [3]. It
is imperative that cautious measures need to be taken to increase the groundwater
levels and to provide food safety for the growing population. The solution for this is
to modernize the existing irrigation mechanisms and agriculture systems using cloud
and Internet of things [4].

2 Literature Survey

With the changes in technologies and rapid consumption of natural resources by
humans, it is vital to implement smart irrigation techniques to overcome the scarcity
of water resources in near future. Smart irrigation using wireless sensors for preci-
sion agriculture, drip irrigation automation system for water level monitoring, are
discussed by considering various factors like soil moisture, humidity, and tempera-
ture in [5]. In [6], couple of irrigation tools, SmartLine andHunter Pro-C2, are used to
achieve water savings and better crop yield. Here, Hunter Pro-C2 has realized better
economic benefits and large amount of irrigation water is saved. Unplanned usage
of water and irrigation with automatic valve mechanism based on the soil moisture
is illustrated in [7, 8] which minimizes manual intervention of farmers for crop irri-
gation. In [9], a framework for efficient water distribution management is defined
using wireless sensor network (WSN) and field-programmable gate array (FPGA),
where data is transmitted using ZigBee and based on which control of motor on/off
conditions is determined.

The abovementioned research efforts majorly focused on illustrating smart irriga-
tion techniques by using various irrigation tools, automating irrigation systems using
actuators, and sensors for minimizing the water consumption in crop irrigation and
to achieve better crop yield. But it is vital that these smart irrigation techniques must
be extended for preserving water generated from rainfall which will help to increase
the groundwater levels in agricultural farms and to enable farmers to save crops from
unforeseen rainfall by integrating farmswith real-timeweather conditions. This paper
proposes a framework based on cloud and Internet of things to implement a smart
irrigation system that saves crops during unforeseen rainfall, increases groundwater
levels with a competent mechanism, and to reuse excessive water generated during
rainfall for crop irrigation. Based on the defined framework, a use case for smart
irrigation system is developed which extends the features depicted in [7–9] where
agricultural farms are closely monitored based on real-time weather conditions and
soil moisture. Also, a competent mechanism is defined to avoid rainwater depletion,
utilize excessive water generated from rainfall for crop irrigation, and save farms
during unforeseen rainfall.
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3 Framework

The framework proposed in Fig. 1 is based on cloud and Internet of things where
agricultural farms can be monitored by farmers anytime anywhere. The framework
comprises two levels—control system and farmer’s cockpit which are reusable for
diverse applications.

Control system consists of three segments—Application interface, database seg-
ment, and Internet of things service cockpit. The devices that are connected to real
world are registered in IoT services cockpit to capture data in real time and to update
it in database. The database segment stores the weather forecast data and real-time
data that comes from sensors and actuators installed in farms. In application inter-
face segment, a refined business logic is defined to control the sensors, actuators, and
motors installed in farms for updating real-time data from farms. The data is further
consumed in farmer’s cockpit to take decisions based on the environmental condi-
tions, soil moisture, and water availability for irrigation in farms. Farmer’s cockpit
is a sophisticated user interface for the farmers to monitor the farms in real time and
to control the irrigation system based on the environmental conditions. A compe-
tent mechanism is also defined in application interface segment where the irrigation
system in farms is automated based on certain imposed constraints and rules.

Fig. 1 Framework for smart irrigation system
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4 Use Case Implementation

In this section, a use casewith process flow is devised based on the defined framework
that establishes a seamless integration between the devices installed in farms. The
smart irrigation system is automated for efficient utilization of water resources to
increase the groundwater levels during showers and to save crops from unforeseen
rainfall.

4.1 Use Case Design for Smart Irrigation System

Smart irrigation use case is designed as shown in Fig. 2 where water resources
are utilized efficiently and help to increase groundwater levels. The components
used for the use case are overhead tank (OT), excess water collection tank (EWCT),
submersiblemotors, relaymodule to control themotors, ultrasonic sensors tomeasure
water level in tanks, and soil moisture sensors to measure the soil moisture in crops.
The use case is automated based on the environmental conditions and soil moisture.
Supply of water to farms is done based on the soil moisture values and weather
forecast as per the defined process flow shown in Fig. 3. In case of heavy rains and
when the soil moisture reaches to the defined maximum threshold, excessive water
will be collected in rainwater trenches (RWT), where it will be an aid to increase the
groundwater levels. Once the rainwater trench is full, excessive water will be drained
to excess water collection tank that will be utilized for further farm irrigation based
on the soil moisture. Based on the ultrasonic sensors installed in EWCT, water will
be pumped to overhead tank once it is full, using submersible motor. If the overhead
tank is full, excessive water will be drained out to canals. The water in overhead tank
is utilized in agricultural farms based on the weather conditions and soil moisture.
The ultrasonic sensor installed in overhead tank is used to detect the water level, and
submersible motor is used to supply water to farms. In the event when there is no
rainfall, the soil moisture in the farms is checked at regular intervals to supply water
from overhead tank when the defined minimum moisture threshold is reached.

If there is no water in overhead tank, water will be pumped from excess water
collection tank and if there is no water in EWCT, borewells will be the source for
irrigation. The automated irrigation system is integrated with farmer’s cockpit for
the farmers to monitor the farms in real time. The smart irrigation system aids to
decrease the groundwater depletion, saves crops during unforeseen rainfall, reduces
manual intervention, and helps to use water resources efficiently for farm irrigation.
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Fig. 2 Proposed smart irrigation system

Fig. 3 Process flow for smart irrigation system

4.2 Hardware Components

Currently, there are several platforms and plug-and-play devices available for pro-
gramming Internet of things. To implement the prototype, Raspberry PI 3 module
is used which is a high-performance low-cost computer. Raspberry PI 3 enables to
interact with real-world objects using sensors and actuators with ease and flexibility.
The main features of Raspberry PI 3 are plug-and-play capabilities, high processing
speed, and performance which uses Quadcore 1.2 GHz Broadcom BCM2837 64bit
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CPU, adequate RAM, option to choose overclock presets to maximize performance
based on CPU load [10]. Soil moisture sensor, ultrasonic sensor, and relay module
are tightly coupled with Raspberry PI to enable smart irrigation system and to mon-
itor the soil moisture in real time based on weather forecast. Soil moisture sensor
HC-SR501 is used to measure the soil moisture in farms and it provides flexibility
to adjust onboard potentiometer sensitivity to indicate high/low values based on the
defined threshold [11]. Ultrasonic sensor HC-SR-04 is used to trigger an alert when
overhead tank or excess water collection tank is full [12], and it consists of two parts:
a transducer which produces an ultrasonic sound based on the water level in the tanks
and the other listens to the echo. The sensor is configured to produce an echo when
the tank is about to be full. Submersible motor [13] installed in overhead head tank
is used to supply water to farms based on the soil moisture threshold and weather
conditions. The motor installed in excess water collection tank is used to pump
water to overhead tank based on the ultrasonic sensor values and water availability
in overhead tank. The relay module 5V10A2 [14] is used to control the submersibles
motors where themotors will be switched on/off based on the soil moisture andwater
availability in tanks.

4.3 Software Components

It is important that the farmers need to monitor the farms anytime anywhere in real
time and the solution for this is cloud platform. Today, there are a lot of open-source
cloud platforms and to implement the use case, SAP cloud platform (SCP) is used.
SAP cloud platform helps to build the desired applications economically with ease
and flexibility [15]. It provides an agile platform as a service (PaaS) which enables
comprehensive applicationdevelopment services to connect various business systems
and to offer myriad capabilities like enhanced user experience, secured integration,
analytics, Internet of things services, and HANA database [15]. Internet of things
services in SAP cloud platform provide out of the box connectivity between the
devices to establish seamless integration where business-relevant data is derived
using broad variety of protocols [16]. Raspberry PI, soil moisture sensor, ultrasonic
sensor, and relay module are registered using Internet of things services, and the
data that comes from these devices is stored in HANA database which is a relational
database management system that combines online analytical processing (OLAP)
and online transactional processing (OLPT) into a single in-memory database [17].
Here, the communication between the real-world objects and cloud is established
using JSON that is lightweight data interchange format and language independent
[18]. Application development is done using SAP cloud platform Web IDE which
is a web-based development environment [19]. Here, a refined application logic is
defined for smart irrigation system and data that comes from real-world objects if
validated based on the predefined conditions.

A mobile application is used for farmer’s cockpit to monitor the farms in real
time anytime anywhere and it is developed using Apple’s integrated development
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Fig. 4 Setup of smart irrigation system

environment which provides flexibility to establish a seamless integration to develop
native applications swiftly using Apples modern programming language [20]. Using
the developed mobile application, farmers can monitor the soil moisture in farms and
can check the real-time weather forecast using yahoo weather APIs [21] to achieve
a competent irrigation mechanism.

5 Results and Discussions

This section presents the use case results for smart irrigation system where tests
were carried out based on the defined process flow. An algorithm is defined for smart
irrigation use case depicted in Fig. 4, and it is monitored using the developed farmer’s
cockpit mobile application as shown in Fig. 5a, b. The application provides flexibility
to farmers for monitoring the soil moisture, weather forecast, and to effectively
manage the irrigation system in real time. The use case is tested successfully in
multiple cycles based on two-step process—Irrigation process during showers and
irrigation process without showers.

To test the irrigation mechanism, a threshold of 50% is defined for soil moisture
and the cutoff water level for the tanks is defined as one liter when it is about to
be full. In the event of showers and when the soil moisture is greater than 50% as
shown in Fig. 5a, excess water in the farms is drained out to rainwater trench (RWT)
and later to excess water collection tank (EWCT). An event is triggered successfully
from water level sensor that is installed in EWCT when the tank is full, and the
submersible pump in EWCT is successfully started to pump water to overhead tank.
Once the overhead tank is full, water is drained to canals. In the event of no showers,
soil moisture is checked at regular intervals and when it is reached to minimum
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Fig. 5 a Soil moisture above 50% with scattered showers. b Soil moisture below 50%

threshold of less than 50% as shown in Fig. 5b, the submersible pump in overhead
tank is automatically started to supply water to farm. If the overhead tank is empty,
water from EWCT is pumped automatically till the tank is full and later water is
pumped to farms till a threshold of soil moisture greater than 50% is reached. If the
excess water collection tank is empty, irrigation of the farms is dependent on canals
and borewells. The use case provides a flexibility to decide whether the irrigation
is automatic or manual. Tests were carried out for automatic irrigation in the event
of failure of motors where the farmer can switch off the motors from the mobile
application as shown in Fig. 5a, b.

6 Conclusion

In this paper, a seamless integration of devices is enabled to achieve a smart irrigation
system. Here, irrigation of farms is done using a competent water preservation mech-
anism, soil moisture, and weather forecast to effectively utilize the water resources
and to avoid groundwater depletion. The smart irrigation in farms is monitored in
real time using farmer’s cockpit and it is tested successfully in several cycles based
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on the defined framework considering water supply from borewells and weather con-
ditions as an assumption. The use case can be further extended by integrating with
solar equipment to empower an independent smart irrigation system without a need
to depend on power supply to the integrated devices. The defined infrastructure can
also be reused in manufacturing and chemical industries with few customizations.
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IoT-Based Condition Monitoring
and Fault Detection for Induction Motor

R. Kannan, S. Solai Manohar and M. Senthil Kumaran

Abstract The Internet of Things (IoT) has enormous development in recent trends
of industrial, environmental, and medical applications. The availability of massive
amount of processing power in the cloud, new opportunities have emerged for
complete automation of industrial devices along with Industrial Wireless Sensor
Networks (IWSNs). The continuous monitoring and earlier fault detection of the
machines builds the efficient process control in the industrial automation. The detec-
tion and classification of faults in the machine-learning techniques depends on the
number of features involved in it. Increasing the dimensionality of the features will
affect the classification accuracy adversely. To overcome these issues, the proposed
method of Minimal Relevant Feature Extraction-based Class-Specific Support Vec-
tor Machine (CS-SVM) algorithm introduces the suitable technique to extract the
relevant features and classify the faults accordingly. The relevant feature prior to the
classification increases the accuracy effectively, and also the less dimensionality of
the proposed algorithm is more suitable for time-consuming nature in cloud. The
implementation of the above-proposed system provides an online machine condition
monitoring and accurate fault prediction in the cloud platform using IoT service
along with IWSNs.
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(IWSNs) · Fault detection · Classification of faults and cloud computing

R. Kannan (B)
Anna University, Chennai, India
e-mail: rpsskannan@gmail.com

S. Solai Manohar
Arulmigu Meenakshi Amman College of Engineering, Tiruvannamalai,
Tamil Nadu, India
e-mail: ssmanohar76@gmail.com

M. Senthil Kumaran
SSN College of Engineering, Chennai, India
e-mail: senthilkumarnm@ssn.edu.in

© Springer Nature Singapore Pte Ltd. 2019
C. R. Krishna et al. (eds.), Proceedings of 2nd International Conference
on Communication, Computing and Networking, Lecture Notes in Networks
and Systems 46, https://doi.org/10.1007/978-981-13-1217-5_21

205

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1217-5_21&domain=pdf


206 R. Kannan et al.

1 Introduction

The Wireless Sensor Networks (WSNs) are more flexible communication system
for transmitting the data to the desired location. In recent trend, IoT-based condi-
tion monitoring with WSNs is highly utilized in the automation industries due to
its enormous quality of detecting objects [1]. The Wireless Sensor Network needs
more concentration in the scenario of energy consumption, cost, and reliable com-
munication to obtain the better performance. The most common task of a IoT-based
applications is transmitting huge sensed data to a specific node.

The diagnosis misclassifications and the incorrect maintenance scheduling are
the major deficiencies in the conditional monitoring that requires the novel operating
scenarios are called as novelty detection [2]. The standard machine-learning models
such as Support Vector Machine (SVM) [3] is based on the pattern recognition and
are more suitable for data classification. It has high dimensionality in nature which
reduces the accuracy level.

The rest of the paper is ordered as follows. Section 2 deals about related works.
Design methodology for condition monitoring, fault detection, and classification are
presented at Sect. 3. In Sect. 4, hardware setup and outputs are described. Finally,
conclusion of the proposed method with its applications in IoT scenario is conferred
in Sect. 5.

2 Related Work

This section presents a detailed related review of proposed work for industrial
automation applications using IoT service.

2.1 IWSN-Based Approaches

Lu and Gungor [4] explored nonintrusive diagnostic algorithm for remote energy
monitoring usingWSNs. Hou and Neil [5] discussed the detailed analysis of the fault
diagnosis using IWSN and experimentally verified the two-step classifier method.

2.2 IoT-Based Approaches

Chi et al. [6] proposed the usage of Complex Programming Logic Device (CPLD)-
based core controller for the sensor interface in IoT platform. Salvadori [7] proposed
the concept of Dynamic PowerManagement (DPM) in IoT scenario for the condition
monitoring system.
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2.3 Fault Diagnosis-Based Approaches

Lie et al. [8] reviewed and summarized the research publications regarding the con-
ditional monitoring. The comprehensive review stated that the characteristics and
unique behaviors of fault were identified and analyzed. Prieto et al. [9] proposed
two types of methods in order to diagnosis the fault based on the feature behavior in
conditional monitoring applications.

3 Real-Time Online Machine Condition Monitoring
and Fault Detection

The fault detection is an essential process for preventing further damage to the
machines in the automation industries. Hence, the real-time condition monitoring
of the machine is necessary for prediction of fault, and diagnosing the fault classes
helps to avoid the fault occurrence in future. This section discusses the implementa-
tion details of real-time online condition monitoring systems and the methodology
used for the fault detection and classification using Industrial Wireless Sensor Net-
work (IWSN) along with IoT service in the cloud platform. The Fig. 1 represents the
structure of the proposed system.

The proposed system is classified into three subsystems: (1) Industrial Wireless
SensorNetwork System; (2)Motor Fault Diagnosing System; and (3) Cloud Platform
System.

Fig. 1 Structure of the proposed system
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Fig. 2 Functional diagram of IWSN

3.1 Industrial Wireless Sensor Network System

The wireless communication technologies have become increasingly popular for
emerging applications in the industrial automation domain. The industrial wireless
network standard IEEE 802.15.4 (ZigBee) is utilized for this proposed system. The
proposed IWSN functional diagram is shown in Fig. 2.

This system has four sensors of voltage, current, vibration, and speed. Among
these sensor nodes, a core node is implemented, which is used to take care of the
resource allocation, channel scheduling, and data fusion based on the priority condi-
tion of the data transmission. This functionality implementation in theWSN helps to
avoid the redundant data and reduces the large raw data transmission which improves
the lifetime of the sensor nodes. The data received from the multi-motor system in
the respective core nodes sends the data packets to theWSN coordinator node, which
is placed in the base station. The data received by this coordinator node is interfaced
with the host computer through serial port communication tomake the fault diagnosis
process.

3.2 Motor Fault Diagnosing System

In this system, the data received from the above energy-efficient IWSN is processed
for diagnosing the fault in the industrial motor systems. With the increase in number
of features, the detection and classification of the faults are limited and hence, the
dimensionality of the feature set needs to be reduced. The present work discusses
the implementation details of proposed Minimal Relevant Feature-based Fault
Classification (MRFC) using Class-Specific Support Vector Machine (CS-SVM)
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algorithm. The proposed system consists of the following process: preprocessing,
features extraction, and classification of faults.

3.2.1 Preprocessing

The data set that denotes the locations of fault conditions in voltage, current, vibra-
tions, and speed are based on themechanical and electrical analysiswith the historical
data set. After the data acquisition process is carried out by the IWSN systems, the
unfilled entries of the real-time input data set are removed by the preprocessing in
the host computer.

3.2.2 Feature Extraction

The nature of the fault is either individual or combinational. In thiswork, the proposed
system is analyzed the four parameters (voltage, current, speed, and vibration) of the
motor under various fault conditions. Initially, the list of records for each class in
the preprocessing section is made, and the features regarding the minimum and
maximum are extracted as follows:

Ft1 � min(LV t ); Ft2 � max(LV t );

Ft3 � min(LCr ); Ft4 � max(LCr );

Ft5 � min(LRpm); Ft6 � max(LRpm);

Ft7 � min(LVb); Ft8 � max(LVb) :

With these features, the comparison of training input parameters regarding the
fault diagnosis process classifies the fault.

3.2.3 Classification of Faults

The data to be classified or tested is initialized as T sn . The test values of fault
conditions in voltage, current, vibration, and speed are regarded as V tT ,CtT , VbT
and rpmT . The Class-Specific Support VectorMachine (CS-SVM) is modified in this
section to classify the faults based on the relevant feature set extracted.

The modified formula for classification is expressed as:

T sC � argmin
1

2
‖w‖2 + Cn(corresponding to fault) −

∑

j :y j

τ j (1)
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where

w Weight corresponding to the feature set
Cn Class
τ Slack variable

The classification algorithm using MRFC method is shown below.

Classification Algorithm
For x�1 to size of T sn
For y�1 to Size of Cn

If (V tT>=Ft1&&V tT<=Ft2)
If (CtT>=Ft3&&CtT<=Ft4)

If (rpmT>=Ft5&&rpmT<=Ft6)
If (VbT>=Ft7&&CtT<=Ft8)

Then
T sC=argmin1

2w
2 + Cn(corresponding to fault) − ∑

j :y j

τ j

Else
Then T sC= 0

End if;
End for y;
End for x;

The performance analysis of fault diagnosis is presented in Fig. 3.
The simulation environment is constructed using MATLAB and validated with

the fault data set (historical) and real-time data set based on motor specifications.
The relevant min-max fault range-based feature extraction improved the specificity,
accuracy, and precision by 12.5, 65.7, and 60.3%, respectively, compared with the
SVMalgorithm (shown in Fig. 3a, b). The accuracy of the fault classification obtained
by the proposed learning algorithm is around 98%.

3.3 Cloud Platform System

As per the discussion in the previous subsystem, the performance analysis proved
that the proposed MRFC machine-learning algorithm produced 98% of accuracy in
classification of fault class. This light weighted learning algorithm is well suited for
cloud platform to predict the fault of the real-time data under IoT scenario. The cloud
vendors currently provide state-of-the-art services for IoT operations. In the cloud
platform, the various services can be utilized based on the application requirements
such as remote control, data analysis, and machine learning, etc.
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Fig. 3 a, b Performance
analysis of fault diagnosis

3.3.1 Creation of Instances of Run-Time Environment in Cloud
Platform

The IBM Bluemix is a cloud computing platform, which is used to implement the
present work in the internet circumstance. The creation of the required instances of
run-time environment in the IBMcloud platform is a foundationwork of implementa-
tion, which is used to incorporating the IoT and data storage services and interlinked
with each others. The Node-RED is a programming tool in IBM cloud platform,
which is associated with the run-time application environment.

The present MRFC-based fault prediction algorithm developed by the Python
script is deployed into the Node-RED flow editor function block. This function block
is connected to the IoT service platform, which is receiving the real-time data from
the sensor devices using MQTT protocol. The data received by the MQTT protocol
is in the form of JSON message payload. This message payload is extracted in the
function block using Python script, and insisted to the learning process and then
prediction of the fault classes accordingly.
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Vibration Sensor  Current Sensor  Voltage Sensor  Speed Sensor  

Fig. 4 Experimental setup (on sensor node)

Table 1 Motor specifications Parameters Value

Type three-phase induction motor

Frequency 50 Hz±5%

Voltage 415 V (Y)±10%

Power 0.37 kW

Current 1.05 A

Speed 1380 rpm

Power factor 0.74

3.3.2 Implementation of IoT Service and Data Storage Service

The Internet of Things (IoT) service establishes the communication bridge between
the sensor devices and the run-time environment application in the cloud platform. In
the IoT platform, the interconnected devices need to communicate using lightweight
protocol. In the present implementation, the MQTT protocol with JSON message
payload format is used for the data communication.

4 Experimental Setup and Results

The experimental setup of on sensor node and WSN coordinator node is shown in
Figs. 4 and 5, respectively. Table 1 shows the specification of motor used for the
present work.
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WSN Coordinator Node 

Fig. 5 Experimental setup (WSN coordinator node)

4.1 Sensors and Communication Devices

The various sensors and communication devices are used for implementation of
the present work. A 230 V/9 V potential transformer along with the dual operational
amplifier (TL082ACN) performed as voltage sensor. Hall Effect sensor (HE025T01)
is used for measuring current. Vibration is measured by MEMS accelerometer
(ADXL335) and IP18305DF is used to measure the speed of the motor. Zigbee
is used as the wireless communication device and has a defined rate of 250 kb/s.

4.2 Experimental Result

The seven classes of fault conditions including normal operation condition are clas-
sified in the learning algorithm. The fault classes due to the individual and combined
parameters are represented as: class 0—Normal Operation, class 1—voltage and
current fault, class 2—vibration fault, class 3—speed fault, class 4—voltage–cur-
rent–vibration fault, class 5—voltage–current–speed fault, class 6—vibration–speed
fault, and class 7—voltage–current–vibration–speed fault.

The various fault conditions are injected into the motor based on above mentioned
fault classes with respect to changes in the parameter values of voltage, current,
vibration, and speed correspondingly.The experimental results proved that theMRFC
algorithm exactly predicts the fault classes and normal operating class with respect
to the fault data injected in the motor under real-time condition.

The fault classes and the real-time parameter values can be viewed and is plotted
with respect to time in the IoT service platform of the cloud presented in Fig. 6.
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Fig. 6 a–c Online condition monitoring and fault prediction of real-time data
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5 Conclusion

The fault detection is an essential process for preventing further damage to the
machines in the automation industries. The simple control algorithm is developed for
fault diagnosis of the induction motor under the IoT environment along with indus-
trial wireless sensors network. The implementation of core node among the various
sensor nodes improved the lifetime of each sensor nodes and minimized the data
transmission delay by priority-based resource allocation and data fusion techniques.
With the utilization of the above communication protocol, the fault diagnosis of the
motor is achieved with MRFC algorithm. The performance analysis shows that the
present MRFC algorithm improved the specificity, accuracy, and precision with the
suitable feature dimensionality reduction technique. The advancement of minimum
features extraction, the MRFC algorithm is deployed into the cloud platform using
IoT service to predict the fault class. The output confirmed that various fault classes
are predicted exactly with the minimum time interval. Hence, the entire process of
the present implemented system improved the functionalities of the fault diagnosing
of machines in the industries automation applications.
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Smart Parking—A Wireless Sensor
Networks Application Using IoT

Suman Balhwan, Deepali Gupta, Sonal and S. R. N. Reddy

Abstract A smart parking system is for the purpose of finding vacant parking slot
in parking zones without involving manual efforts and thus avoidance of the need to
spend fuel and time efforts. Various sensors deployed in the parking zone helps in
determining the parking slot availability, and the information can be easily accessed
using the internet by the users. In developed prototype of smart parking—a wireless
sensor network application integrates various sensors, which senses if parking zone
is free or occupied, and the information/data measured by the sensors is uploaded to
the cloud from which the user can access the information using an Android app. The
sensors data is also updated in the repository database at the master node, and some
of the quality of service parameters are also evaluated based on the valuable data.

Keywords Wireless sensor network · Raspberry pi · IR sensor · Ultrasonic
sensor · Parking system · Thing speak · Quality of service · Heterogeneous
network · IoT

1 Introduction

To get parked is an important component in a vehicle’s lifecycle. With the advent
of technology and along the development of civilization, the population of vehicles
kept on increasing at a very fast pace. But the parking infrastructure has not kept pace
with the rate of increase of vehicles. It has led to congestion of vehicles on roads and
also vehicles are parked in unauthorized spaces. A research about vehicular traffic
has brought to light a startling fact that around 30% of the traffic congestion is due
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to the ignorance of the vehicle’s driver about a nearby available parking space [1].
One major cause is the mismanagement of the parking spaces. This problem can
be ameliorated to a significant extent using Wireless Sensor Network. It will lead to
savings in terms of human efforts, fuel consumption, and optimum use of the parking
space.

2 Smart Parking System

This system utilizes various techniques to efficiently manage the current parking
system [1]. Earlier, variety of technologies have been used in mitigating problems
which arise in parking [2] with communication elements like Bluetooth, Zigbee,
GSM, GPS,Wi-Fi, RFID, and applications like Short Message Service (SMS), image
processing, cloud-based server aswell asAndroidwith the help of SoCs likeArduino,
Raspberry Pi [3]. Pros and Cons of different smart parking systems have been given
in [4].

3 Proposed Work

This paper aims to introduce a smart parking system using Internet of Things (IoT),
Raspberry Pi3 Board, IR sensors, and ultrasonic sensors. The information from the
sensors will be sent wirelessly to the cloud using a processing module from where
the users with the help of their Android smartphone app can determine about the
availability of the parking space without the need to manually search for the same
and hence, saving efforts and resources like fuel and time. So, we have tried to build
a prototype which aims to notify the users about vacant parking slot using sensors,
which senses the presence or the absence of vehicles and the measured information
is then uploaded to a cloud application from where the connected users can access
the sensed information via mobile app and thus can benefit from it (Fig. 1). Our
prototype can be further expanded and realized for practical scenarios where the
application can be developed, which senses information of several parking slots
spread out geographically and depending on the location information of the mobile
users, the relevant information for them could be provided.

The work carried out introduces a wireless sensor network for a smart parking
system based on IoT platform which uses sensors to sense the data and a Raspberry
Pi (RPi), which transports the data over Wi-Fi to the cloud. Also, an heterogeneous
network is proposed to implement differentWireless SensorNetworks (WSNs)where
the different wireless sensor node send their data to a master or centralized node
implemented by use of a Raspberry Pi (RPi). Database is created at all nodes (master
and slaves). Various Quality of Service (QoS) parameters are also evaluated for the
proposed system.
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Mobile 
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Fig. 1 Block diagram

Fig. 2 IR sensor

4 Architecture

4.1 Hardware Architecture

The hardware consists of the device used for the detection of vehicles in the park-
ing slot, the communication system which interconnects it to the web server and
the user end device for accessing this data. The hardware encompassing the above
functionalities is composed of the Raspberry Pi module, IR sensor, and ultrasonic
sensor.

4.1.1 Sensor Module: This module is installed in the parking place and there will
be a sensor node for each parking space. The sensors used are—infrared
sensor and ultrasonic sensor. Both these sensors are used for the same pur-
pose, which is to sense the presence/absence of a vehicle in the parking slot
and thereby determine the parking status of a parking slot, i.e., whether it
is vacant or not.

4.1.1.1 Infrared Sensor: It is an electronic device which determines the pres-
ence/absence of an obstacle by sensing the light wavelength in its nearby
area. It emits or detects infrared spectrum (Fig. 2). Using the IR sensors
in each parking slot, the presence or absence of a vehicle is detected and
accordingly, message is thus received by the user.

Specification of the IR sensor [5]:

(i) Operating Voltage: 5 V DC
(ii) Sensitivity up to 30 cm
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Fig. 3 Ultrasonic sensor

4.1.1.2 Ultrasonic sensor: The ultrasonic sensor (Fig. 4) is placed in each parking
slot. It can thus, tell about the occupancy of a parking slot by sending out
sound waves at a frequency of 40 kHz. The sound waves will return back
after encountering an obstacle. The distance between the sensor and the
obstacle is calculated by measuring the round trip time of the sound waves
and the speed of the sound waves. The calculated distance is then used to
tell about the presence/absence of the vehicle in the parking slot.

Specification of ultrasonic sensor [6]:

(i) Operating Voltage: 5 V DC
(ii) Operating Current: 15 mA
(iii) Working Frequency: 40 Hz
(iv) Maximum Range: 4 m
(v) Minimum Range: 2 cm (Fig. 3)

4.1.2 Raspberry Pi module: The Raspberry Pi (RPi) is an ultra-low-cost and a very
small-sized (size of a credit card) computer that can support a number of
peripheral devices like keyboard, mouse, computermonitor, laptop, or TV [7].
RPi is used as an SoC (System on Chip) with the capability of having CPU,
GPU, USB ports, audio, video, HDMI ports, and various other interfaces. It
has slot for SD card. The OS image is burned on the SD card from which
the Rpi boots. It has GPIO pins to which the sensors are connected and the
processing is within the RPi. The RPi has inbuilt Wi-Fi module and Bluetooth
module for the purpose of communication. Various programming languages
can be used with RPi like Python (Fig. 4).

4.2 Software Architecture

The feasibility of hardware usage for all requirements is reinforced with the effi-
cacy of the supporting software. The primary theme of “IoT” utilized in the imple-
mentation of this solution, makes the need for software a primary essentiality. The
architecture of smart parking system has been shown in Fig. 5.
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Fig. 4 Raspberry Pi board

Fig. 5 Architecture of the
smart parking system

4.2.1 The interfacing of the cited hardware with each other and the web server, and
the accessing of data by the end user has been built upon a common program-
ming platform. The Raspberry Pi module and the sensors communicate by
means of the Python script run on the RPi.

4.2.2 ThingSpeakCloud: It is used as the repository/databasewhere the sensors data
regarding the occupancy of the parking slot in the parking zone is uploaded.
The information stored at ThingSpeak can be accessed using mobile app and
by connecting to the channels where the information is displayed in graphical
format. ThingSpeak is an IoT application to store, retrieve, and analyze data
from sensors [8].

4.2.3 Mobile/Android module: This module is installed as an Android app in the
user’s phones and displays the status of parking lot by connecting to the
ThingSpeak Cloud.
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5 Implementation

Smart parking—a proposed IoT framework has been developed and implemented as
shown in the Figs. 6, 7, 8, and 9 and the results have been carried out based on the
developed environment.

Fig. 6 Interfacing diagram
of overall system

Fig. 7 Interfacing of
raspberry pi

Fig. 8 Interfacing of IR
sensor
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Fig. 9 Interfacing of
ultrasonic sensor

6 Mote Development

The mote has been developed and deployed using the 3D printing environment so
that it can work out in every environment. The mote developed has been shown in
the Fig. 10.

The occupancy of a parking space ismeasured using the sensors (ultrasonic Sensor
and IR Sensor) interfaced with Raspberry Pi. The following steps are performed:

6.1 After measuring data, i.e., presence/absence of an obstacle in case of IR sensor
and distance in case of ultrasonic sensor, the data is sent to “ThingSpeak” using
internal Wi-Fi of RPi.

6.2 Registration is done on the ThingSpeak Cloud for uploading of the measured
data. The data is displayed graphically.

6.3 A mobile app in the end user’s mobile device then talks to the cloud by con-
necting to it and the information regarding the vacancy of the parking space is
fetched on mobile app and hence is known to the user.

Fig. 10 Smart parking Mote
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Fig. 11 Flow diagram of the
smart parking system

FLOW DIAGRAM

Flow diagram for the developed smart parking system is shown in Fig. 11.

7 Results

The results have been evaluated on the display console as shown in the Fig. 12.
When the developed prototype will be on, it gives themeasured distance in case of

ultrasonic sensor in cmand the presence/absence of an object in case of IR sensor. The
measured data from the sensors is sent to ThingSpeak (Fig. 13) from the Raspberry
Pi using the Wi-Fi communication module. The data is displayed graphically for the
two fields (distance and the obstacle’s presence/absence) corresponding to the data
sensed by the two sensors (Fig. 14).
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Fig. 12 Console showing output of sensors

Fig. 13 Data of sensors from Raspberry Pi 3 to ThingSpeak

8 Heterogeneous Smart WSN

An heterogeneous WSN is made by connecting together different WSNs like smart
parking system, LPG and fire detection system, intrusion detection system, and so
on. One of the RPi is made as the master node and others as the slave nodes. The
slave nodes communicate to the master RPi using inbuilt Wi-Fi.

The send and receive codes are written in Python script (Figs. 15 and 16).
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Fig. 14 Android app

Output on console of sender’s RPi (SlaveNode) Output on console of RPi (Master Node)

Fig. 15 Console showing execution of sample codes (slave and master node), output on console
of sender’s RPi (slave node), and output on console of RPi (master node)
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Fig. 16 Setting up MySQL server

Fig. 17 Slave node data stored at slave node

Fig. 18 Slave node data at master node

8.1 Creation of Database and Storing the Readings
of Multiple Sensor Nodes

The database is created using MySQL (Fig. 16) as MySQL is scalable, can be tuned
easily, supports user management and permissions, and supports client–server archi-
tecture where the client accesses the database remotely.

MySQL is installed with Python bindings for MySQL.
The database table is created where the sensors readings from the client or slave

node are stored along with date and time (Figs. 17 and 18).
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9 Evaluation of QoS Parameters

Quality of Service (QoS) is the guarantee provided by a service provider, i.e., a
quality measure that is provided with a condition, for example, maximum band-
width, minimum delay/latency, etc. QoS parameters are met by the network while
delivering data flow [9]. QoS is characterized by bandwidth, packet loss probabil-
ity, end-to-end delay, jitter, throughput, etc. Depending upon the requirements, the
applications may have varying QoS demands like real-time applications may toler-
ate packet loss, however, the latency/delay encountered should be limited. Similarly,
applications involving banking transactions may tolerate delay but no packet loss.
QoS is a termwhich can be defined differently depending upon whether it is required
by an application or for a network [10].

QoS requirements in case of WSN is quite challenging due to the various issues
encountered in WSN. The resource constraints like memory, bandwidth, and power
constraints along with the decentralized operation of the WSN with capability of
autonomous/self-configuration, the limited battery life and in some cases, the mobil-
ity of the nodes in the WSN make the QoS requirements of WSN different from
those with the traditional. QoS in WSN is mostly application specific and depends
on sensor nodemeasurements, deployment of the sensor nodes like random, uniform,
or grid, the various coverage scenarios of the sensor nodes and the quantity of the
sensor nodes that are active. QoS metrics of a WSN are measured and given in [11].

In our paper, we have evaluated the delay encountered by the packets from the
sender nodes to a centralized node in case of an heterogeneous network (Fig. 19).
The packets are of a standard length format. The jitter received at the master node is
also measured. The impact of the increase in the length of the packets on the delay
and jitter was also observed (Fig. 20).

10 Conclusion and Future Work

We have designed and developed a wireless sensor node, i.e., a smart parking system
using IoT, employing two sensors and a Raspberry Pi for detection of parking slot
availability. Inbuilt Wi-Fi (IEEE standard 802.11) is used as the communication
module. The data sensed by the sensors and processed by the RPi is uploaded on
the cloud from where the user can determine the availability of the parking space
using an Android app. The sensor node along with other sensor nodes is connected
and thus, an heterogeneous wireless sensor network is created. One of the nodes is
made as the master node and the rest acts as slave nodes and send their data to the
master node. Various QoS parameters are observed and calculated when packets are
transmitted from slave nodes and received at themaster node in an ethernet connected
heterogeneous network. Thus, the efficiency of thewireless sensor network is known.

In future, we would be evaluating further QoS parameters like minimum band-
width consumption when dense traffic is communicated from all the nodes to the
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Fig. 19 Delay in receiving packets from a particular sensor

Fig. 20 Delay and jitter observed

master node and the power consumption efficiency using sampling and packetiza-
tion. Also, the security of the wireless sensor node in terms of the confidentiality
of the data, integrity of the data, and the availability of the data when connected to
the cloud which is in turn connected to the internet is to be considered, and steps to
be taken to mitigate the various security attacks that are mounted by exploiting the
vulnerabilities when WSN node is connected to the internet.
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BATMAN: Blockchain-Based Aircraft
Transmission Mobile Ad Hoc Network

Arushi Arora and Sumit Kr Yadav

Abstract Automatic Dependent Surveillance–Broadcast (ADS-B) systems is a
recent aviation technology, which has established its standing in the domain of
communication between aircrafts and has almost replaced the conventional radar
system for transmission of messages. Various loopholes related to privacy and secu-
rity has been found in ADS-B, by researchers such as message broadcast tampering.
In this paper, we propose a methodology based on BATMAN algorithm, which
secures the communication between aircrafts and ground stations. This framework
for authentication is a novel network topology based on a decentralized blockchain.
The authentication is done using a three-way handshake betweenOn-Air Unit (OAU)
and Ground Station (GS). The proposed technology involves a group formation of
authenticated mobile nodes for communication using the distributed public ledger
and further utilizing its security features. The impact of BATMAN algorithm is that
it further secures AANET (Aircraft Ad-hoc Network) for ADS-B system.

Keywords ADS-B · Blockchain · ATC · Privacy · Security · Ledger · HashMaps

1 Introduction

The future of transportation system beholds Air Traffic Control (ATC) as its corner-
stone. Hartsfield–Jackson Atlanta International Airport has been the world’s busiest
airport by passenger traffic since 1998 handling a total of 882,497 aircraft movements
in 2015 [24]. This augmentation of the air traffic load is advancing at a tremendous
pace. Automatic Dependent Surveillance–Broadcast (ADS-B) is a genre of Air Traf-
fic Management and Control (ATM/ATC) Surveillance system. It is a technology
that will soon replace that the conventional radar-based systems [18]. Along with
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ADS-B, there exists two broadcast protocols Flight Information Service (FIS-B)
and Traffic Information Service (TIS-B), which are used to send the reply back to
the On-Air Unit (OAU) from the Ground Station (GS). New threats are emerging
along with this technology which forms an integral component of Next Generation
Air Transportation System. There is no methodology for entity authentication which
advents one of the serious peril. This does not safeguard immunization from illegit-
imate messages advancing from third parties or uncertified units making it hackable
[4]. Also, these messages can be effortlessly tinkered as they lack the use of data sig-
natures for authentication. One serious repercussion of message encryption dearth is
eavesdropping. As a consequence of these momentous privacy and security vulnera-
bilities, messages can be easily spoofed putting many lives at risk [19]. For example,
an aircraft can be forced to reroute its path when a spoofed message informs it of
another aircraft flying nearby at the same altitude. Scrutinizing of these messages
is possible by conferring the backup radar signal. But this approach manifests to be
unfeasible as it consumes plenty of time and energy in a situation wherein a decision
has to be made within seconds. Also, there have been some instances of hijacked
emergency signals [14]. Federal Aviation Administration (FAA) has also asserted
the need of the hour to avert hackers targeting aircraft and air traffic control systems
[12]. Another safety alert was issued by Britain’s Civil Aviation Authority [21]. Pre-
viously, an unknown voice broke into the communication system of US Air flight
approaching Washington’s Reagan National Airport putting the lives of passengers
at risk. The message caused confusion for the pilot of this plane along with the pilots
of two aircrafts in the airspace [13].

The blockchain is one of the most ingenious and promising technologies of the
future which can overcome the above-stated encumbrances [6]. It is effectively
replacing the current transaction system. The idea of blockchain was pioneered by
a researcher with a pseudonym “Satoshi Namakato” who applied this technology
for implementing the cryptocurrency—Bitcoin [15]. The technology is decentral-
ized and uses a distributed public ledger in which blocks are encrypted and chained
together in a chronological order. All the nodes in this framework have a copy of
the public ledger and are connected on a peer-to-peer basis [8]. A pair of a pub-
lic and private key is associated with each node of the network. A block, which is
the basic building unit of the chain, stores transactions at a particular timestamp. It
encompasses the transactions, its hash value, timestamp, a signature of the block,
and nonce [3, 20]. The blockchain is a decentralized which is verifiable and trans-
parent [17]. The records can be altered only if more than 51% of the nodes are in
control of the hacker which is unsustainable. In [1, 2, 22, 23] algorithm based on
machine learning were used to solve various existing real-world problems. The tech-
nology is autonomous and it maintains the anonymity of the sender and receiver in
the transaction by utilizing public and private keys of the nodes [16].

In this paper, BATMAN, a scheme to secure communication between aircrafts and
ground stations is proposed. Using a public ledger, i.e., a blockchain, authenticated
nodes form a group and are allowed for communication. BATMAN prevents any
foreign entity which is not a part of that group, to send false messages or to tamper
them. The security features of blockchain are further utilized in this mobile network.
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The approach is discussed in detail under Sect. 3 of this paper. In Sect. 2 below, we
discuss the related work.

2 Related Work

The blockchain is one of the most propitious technologies of the future. In its ger-
minal state itself, the technology has successfully replaced economic transaction
system in various organizations. The technology beholds the power to revolutionize
the way data is stored or exchanged using an incorruptible public ledger. In addition
to its salient features which include immutability, validation, decentralization, and
transparency, blockchain promises to provide privacy and security at all points of
time. Automatic Dependent Surveillance–Broadcast (ADS-B) systems is a recent
aviation technology, which has established its standing in the domain of communi-
cation between aircrafts and has almost replaced the conventional radar system for
transmission of messages [10]. The ADS-B system uses the standard Global Navi-
gation Satellite System (GNSS) and the traditional communication system between
the aircraft and the fixed reference, i.e., Air Traffic Control (ATC). These figures
are the broadcasted to the open space. Other ADS-B enabled and the ground ATC
are capable to use this information for traffic control in real time. There are various
ambiguities that come into consideration in a full-scale implementation of ADS-
B. The loopholes that exist are defined in the research paper [25]. This study aims
at discovering the drawbacks of implementation of ADS-B and raising awareness
regarding the security to oscillate between the technological advancement and the
increasing threat magnitude. There are various ambiguities that come into considera-
tion in a full-scale implementation of ADS-B. The paper [5] explains the breakdown
of ADS-B protocol in terms of security and attacks on these devices. Ground reality
of ADS-B with all its pros and cons is described in [19], but it could not suggest a
feasible solution to the problems risen by the ADS-B. In this paper, we propose a
synthesis of ADS-B technology and the blockchain protocol so as to overcome all
the drawbacks of the ADS-B technique. A blockchain protocol can be defined as
a continually expanding of the chain of blocks which are linked and secured with
the ciphertext [9, 11]. Each block contains transaction information and is linked to
a hash function of the previous block. The blockchain protocol finds its implemen-
tation presently in the Bitcoin concept which is a peer-to-peer transaction of digital
money. The paper [7] explains how blockchain is implemented.

3 Proposed Work

In this section, we propose a scheme BATMAN, to secure the broadcast of ADS-B
messages using blockchain. The concept is explained in detail using three algorithms
where all nodes of the group are interconnected on a P2P basis. In the first algorithm,
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the aircraft registers with the Air Traffic Control (ATC) for the first time. The aircraft
submits its identification details, such as FNoi Flight no, Airlines IDAIDi, Electronic
License No., i.e., ELNi, Country ID, i.e., CIDi, and other required identification
details. The ATC assigns a Pseudo ID (PIDi), Public–Private key pair, namely PKi

and SKi to the aircraft and stores the mapping of the actual identity with the assigned
PIDi, and the corresponding public key for that PIDi.

This entry forms a transaction of the Blocki digitally signed by the ATC and added
to the identity ledger β with other necessary descriptors. The hash is computed and
result forms the HPrev for the next block. Blocki is uploaded to ledger β. The issued
PIDi, a copy of the identification ledger entry in β and a pointer PTRi to the Blocki
along with the Private Key SKi for the issued PIDi are stored with GS. The structure
of public ledger β is shown in Fig. 1. Table 1 lists the keys used in the algorithms.

Fig. 1 The structure of public ledger β

Table 1 Keys used in the algorithm

Key Description Key Description

OAUi ith On-Aircraft Unit PIDi Pseudo ID assigned by ATC

GS Ground Station DSATC Digital Signature of ATC

FNoi Flight Number of OAUi H() Hashing function

AIDi Airlines ID of OAUi Blocki Block of the public ledger

Gk Group public key HPrevi Hash of the previous block

CERGS Certificate given to GS by the ATC TBi Transaction added to the ith block

IDi Original Identity given to the ATC PTRi Pointer to the ledger copy

Gm Group of nodes CIDi Country ID of OAUi

Gn Group of nodes IDGS ID of Ground Station

SKi Private key of ith OAU PKi Public key of ith OAU

SGS Private Key of the GS DSGS Digital Signature of GS

B Public Ledger for authentication;
resides with all GSs

ELNi Electronic License Number of OAUi

HM HashMap Mi Message

KAOUi Key stored in AOUi GSk kth Ground Station
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Fig. 2 Group formation after authentication of AOUs

The second algorithm explains the authentication of OAU with GS when they
encounter for the first time. When the OAUi is on the ground (before the flight),
it authenticates itself with the GS with a three-way handshake and becomes part
of the group of aircrafts in range of the GS. For this, some initial formalities are
performed. The OAUi receives a message containing the GS’s certificate CERGS

from an in-range GS, it sends a three-tuple message Mi containing its PIDi, ledger
copy, and pointer details encrypted with IDGS. The GS upon receiving the message
decrypts it using its private key SGS, and gets the PIDi, corresponding to the ledger
entry and pointer to the block. It searches for the block decrypts the transaction entry
with PKATC and obtains the corresponding public key PKi. To verify the identity of
the OAUi, as it is who it claims to be, it encrypts a challenge using the PKi which
can only be decrypted if it has the corresponding private key SKi. When the OAUi

is able to decrypt using the SKi, now its sends a response to the challenge after
which it completes the mutual authentication step. Upon confirming the identity and
authentication of the AOUi, it now stores the PIDi and other necessary details, in
a HashMap to convey to other GSs for authenticating this PID to avoid the above
steps for authentication. It simultaneously sends the copy of mapping entry digitally
signed with its private key SGS which gets stored in AOUi. Also, GS sends the group
public key Gk, which the GS uses to broadcast messages to Gn. The group formation
is shown in Fig. 2.

The OAU will encounter various GS right from its departure to landing. In order
to tackle the situation of repeated authentication with simultaneously changing GSs
after a period of time, we define the third algorithm. When the aircraft moves from
the coverage of one GS to another GS, it need not perform the above handshake as it
has already been authenticated by one GS. As the aircraft AOUi enters the coverage
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Algorithm 1: Registration of the aircraft (AOUi)

Input: Aircraft’s identification information, public ledger β

1.1. AOUi →ATC{Details: FNoi, AIDi, ELNi, CIDi}
1.2. MAP(IDi(ATC), {(PIDi, PKi)DSATC})
1.3. TBi: {(PIDi, PKi, other descriptors)DSATC}
1.4. H (TBi, HPrev)
1.5. Upload(Ti, β)
1.6. GS←{PIDi, SKi, PTRi, β}
Output: Addition of an entry corresponding to a new aircraft in authentication ledger β

Algorithm 2: Authentication: OAUs first encounter with a GS

Input: Aircraft’s identification information, public ledger β

2.1. GS→OAU: {CERGSi}
2.2. Mi �{(PIDi, β, IDGS, PTRi)}
2.3. Encrypt (IDGS, Mi)
2.4. OAU→GS: {Mi}
2.5. GS→Decrypt(SGS)
2.6. GS→Search(β, PKATC)
2.7. GS→Encrypt(PKi, Challenge)
2.8. OAU→Decrypt (SKi, Challenge)
2.9. KAOUi �DSGS (SG)
2.10. HM� (PIDi, KAOUi)
2.11. AOUi →Store (KAOUi)
2.12. GS→Store (PIDi)
2.13. GS→AOUi (Gk)
2.14. Gn �Gn U (OAUi)
Output: First time authentication AOUi and membership with Ground Station GS

Algorithm 3: Authentication with changing GS (GSk)

Input: Aircraft’s identification information, public ledger β

3.1. OAUi →{(PIDi, IDGSi, CERGSi) DSGSi}
3.2. Gm �Gm U (OAUi)
3.3. GSk →AOUi (Gk)
Output: Authentication AOUi and membership with changing Ground Station GS

of another GS, it sends the authentication copy by previous GS, which is digitally
signed by the previous GS. Since all GSs are assumed to form a network, thus upon
receiving a network joining request from PIDi, it just verifies with previous GS,
which searches the HashMap and returns a true value for this PIDi, which is then
made part of the group in-range Gm of new GSk and given new Group key Gk.

4 Conclusion and Future Work

As there has been always debate and news related to the security of communication
link in the discipline of aviation, it becomes evident that there is a need formore secure
forms of communication. ADS-B is the latest technique developed to overcome the
conventional radar communication, though it has its own share of disadvantages and
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loose ends. Blockchain protocol was initially developed to ensure security in the P2P
transfer of Bitcoins, but its startling performance has opened doors for implementa-
tion in relatively less secure areas. In this paper, we proposed a scheme BATMAN,
to secure the broadcast of ADS-B messages using blockchain technology. Forma-
tion of a group by allowing authenticated nodes to enter secures the network from
various malicious activities like tampering with messages or sending false signals.
Various security issues related to ADS-B can be successfully overcome using BAT-
MAN. From the above-proposed algorithm, we can conclude that an approval and
implementation of ADS-B technique along with the infusion of blockchain concept
for security management can lead to a significant measure of security and safety.
Blockchain indeed is the technology of the future. A lot of financial multinationals
and banks are working to handle transactions using blockchains. The blockchain
technology is on its way reinventing the way we work and live. It eliminates the use
of centralized devices in IoT (Internet of Things), cybersecurity, and networking.
The technology provides a new way of managing trust and can be effectively applied
in insurance and domains like finance. It eliminates the involvement of third party,
hence finding its effective utilization in private transport and ride sharing.
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MATLAB Simulink Modeling
for Spectrum Sensing in Cognitive Radio
Networks

Reena Rathee Jaglan, Rashid Mustafa and Sunil Agrawal

Abstract Asimulationmodel of spectrum sensing detector based on energy is devel-
oped using MATLAB Simulink in this paper. The model is designed considering
optimal threshold and Signal-to-Noise Ratio (SNR) conditions. Users own block
is designed for optimal threshold calculation, where Matlab algorithm is written in
the background (MATLAB editor window). Real and estimated Primary User (PU)
activities at different time intervals are investigated and tabulated from the simulation
results. Further, the designed model is extended for Cooperative Spectrum Sensing
(CSS).

Keywords Spectrum sensing (SS) · Cognitive radio network (CRN)
Probability of detection (Pd)

1 Introduction

Research in wireless communication has become an increasingly important topic
in twenty-first century with aggravated demand for high data rates, electronic, and
communication gadgets across the globe. However the available spectrum is limited
due to the static assignment policy. It has been observed by the telecom regulatory
bodies that the spectrum has been greatly underutilized most of the time [1].

CR is an existing technology that has sparked intense interest in recent years
among research communal. It has a profound impact in wireless communication
with the increase in competition for usage of available spectrum. Finding the vacant
spectrum band and its usage by SUs while providing adequate protection to PUs is
the chief concept of this technology [2, 3]. Thus, Spectrum Sensing (SS) plays a key
role. It is one of the most important functionalities of CR. Research has been done on
SS techniques by various researchers [4, 5] studying pros and cons of each technique.
However, Energy Detection (ED) technique is used in this paper due to its simplicity
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and ease. Moreover, it is the most commonly used and popular technique with no
prior information requirement of PU. Liang et al. [6] in formulated sensing-tradeoff
problem using this technique. In CRNs, main focus is to protect PU, i.e., maximize
Pd with constraint on Pf. The authors’ further investigated tradeoff problem for low
SNR regimes of-15 dB.

An improvedED spectrum sensing scheme based on past history of sensing results
(average of test statistics) while preserving same level complexity and application as
that of conventional scheme has been proposed by M. L. Benitez and F. Casadevall
in [7]. The authors evaluated performance improvement and observed lesser time
between two consecutive sensing events for same Pd and Pf. There are three main
factors of sensing performance, i.e., channel between PU transmitter and SU, sens-
ing time and detection threshold that have been considered in [8]. The expression
for average Pd is derived which is further used by authors’ to optimize detection
threshold in terms of SNR. However, the local SS is deteriorated with practical
wireless phenomenon like multipath fading and shadowing. Hence, an active tech-
nique for improving detection performance by exploiting spatial diversity comes into
consideration and has been beautifully presented by I. F. Akyildiz in [9]. In prac-
tice, detection performance needs consideration of these practical phenomenon and
Cooperative Spectrum Sensing (CSS) takes the power of mitigating these effects.

In this presented paper, simulation model in ED is developed and studied using
MATLAB Simulink environment, taking into account optimal threshold and SNR
conditions. These are important parameters which needs to be taken care for efficient
sensing unlike [6, 7]. Further, the designed model has been extended to CSS with
cooperation of five SUs. The paper deals with PU activities at different time intervals
for these techniques.

2 The Energy Detection Study

Signal detection in CRN is a binary hypothesis problem and can be represented

Y (n) � W (n) : H0. (1)

Y (n) � hX(n) +W (n) : H1, (2)

where Y (n) is signal samples received at the detector deciding presence or absence of
PU,W (n) is AWGN, h is the channel gain, X(n) is PU signal samples at the detector.
The detector has to choose one of the hypothesis depending on the test statistics.
Energy of the sensed signal is estimated, termed as test statistics using [3].

T (Y ) � 1

N

N∑

n�1

(Y [n])2. (3)
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where N � f s is sample size,is sample time and f s is sampling frequency. T (Y ) is
compared with λ to conclude a decision. The threshold [6] and decision statistics can
be given as

λ �
Q−1(P f )√

N
+ 1

SNR
. (4)

Z �
{
T (Y ) ≤ λ : H0

T (Y ) > λ : H1
. (5)

Each SU will either detect presence of PU signal or will detect its absence. If
decision statistics, i.e., Z is larger than λ PU exists else does not exist.

3 Simulink

Simulink has been used by numerous researchers for designing and simulating mod-
els of multidomains. It is assimilated with Matlab, allowing incorporation of MAT-
LAB algorithms into models [10, 11].

3.1 Vital Subsystem for Spectrum Sensing

The hierarchy of a model includes subsystems. A subsystem contains a subset of
blocks within the main model. The subsystems that are vital for SS Simulink model
are PU and SU signal [12, 13] (Fig. 1).

White Gaussian noise is added to signal by AWGN channel. The input signal
may be real or complex and accordingly produces output signal. S-function blocks
(User-Defined Functions block) have been used for spectrum energy and optimal
threshold calculation.Matlab algorithm has beenwritten in these blocks and has been

Fig. 1 Subsystem for SU signal
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Fig. 2 Simulink model for ED technique

further added to the Simulink model. This is how own function blocks are created in
Simulink with MATLAB code in the background. S-functions are compiled as MEX
files using mex utility. Further, relational operator block has been used to compare
signal’s energy with threshold.

3.2 Energy Detection Simulation Model

The model has been developed using blocks of Simulink and by creating subsystems
as shown in Fig. 3. Digital clock block is needed when current simulation time is
required within a discrete system. The sample time needs to be adjusted. The Abs
block outputs absolute value of input. The Buffer block adjusts input sequence to
smaller or larger frame size, frame-based processing is performed. Input’s data of
each column is redistributed producing different frame size’s output. Slower frame
rate output means an input signal is buffered to a larger frame size or vice versa
(Fig. 2).

In ED, sampling frequency needs to be at least twice the center frequency in
order to satisfy Nyquist criteria. Here, real and estimated activity of PU have been
determined by using user-defined block.

3.3 Cooperative Spectrum Sensing Simulation Model

Performance of local SS by individual SU degrades in attendance of fading and
shadowing. Thus, researchers have proposed CSS to combat the effects of fading
and shadowing [14, 15] in practical wireless scenarios. In his Simulink model five
SUs have been taken into consideration to conclude a global decision.

Here, individual decision about the presence/absence of PU is taken by each SU
while the global or final decision is taken at the fusion center. In this paper, AND
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Fig. 3 Simulink model for CSS

Table 1 PU real and estimated activity at 10 dB SNR for ED

Time (samples) [×10−6] 0 0.5 1 2 2.5

Real PU activity 1 1 0 1 1

Estimated PU activity 1 1 0 1 1

decision rule has been used at the fusion center. CSS takes into account spatial
characteristics of each SU.

4 Results and Investigations

The simulation results shown below quantify the real and estimated PU activity for
the used techniques, i.e., ED and CSS. The Simulink models have been designed
considering optimal threshold and SNR conditions. The PU activity have been mod-
eled randomly as ON/OFF activity corresponding to 1 (presence) and 0 (absence)
respectively.

The white gaps within blue bands is when the algorithm missed to detect PU
activity due to noise. The performance has been evaluated at 10 dB SNR in Figs. 4
and 5.

The results are fine as ED performs well for high and moderate SNR conditions
as shown in Table 1. So, low SNR condition has been taken for further investigation
and the results have been demonstrated in Figs. 6, 7 and Table 2.
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Fig. 4 PU real activity for energy detection technique at 10 dB SNR
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Fig. 5 Estimated PU activity for energy detection technique at 10 dB SNR

Table 2 PU real and estimated activity at −10 dB SNR for ED

Time (samples) [×10−6] 4.8 4.9 5.0 5.1 5.2

Real PU activity 1 1 1 1 1

Estimated PU activity 0 0 0 0 0

However, from Figs. 6, 7 and Table 2, it becomes clear that this detection algo-
rithm fails at low SNR, thus giving rise for need of more accurate detectors like
cyclostationary- or entropy-based detectors to perform well in low SNR conditions.

The designed Simulink model refreshes after every 3 s for each value of SNR.
Afterwards, a new SNR floor is selected and probability of detection is estimated for
the previous SNR value.
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Fig. 6 PU real activity for energy detection technique at −10 dB SNR
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Fig. 7 Estimated PU activity for energy detection technique at −10 dB SNR

From Fig. 8 it can be clearly observed that the technique works well for moderate
and high SNR conditions and for low SNR values it is deteriorating constantly.
Further, CSS simulation results for PU activity considering five SUs have been shown
in Figs. 9, 10. For simplicity, AND decision rule has been used at fusion center to
reach a global decision.
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Fig. 8 Pd versus SNR curve for energy detection technique
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Fig. 9 PU real activity for cooperative spectrum sensing at 10 dB SNR

CSS aids in accurate detection of PU signal considering spatial characteristics.
The above Table 3 shows the real and estimated PU activities at 10 dB SNR.
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Fig. 10 Estimated PU activity for cooperative spectrum sensing at 10 dB SNR

Table 3 PU real and estimated activity for CSS

Time (samples) [×10−6] 2 2.1 2.2 2.3 2.4 2.5 2.6

Real PU activity 0 1 1 1 1 1 1

Estimated PU activity 0 1 1 1 1 1 1

5 Conclusions

In this paper, Simulink model for ED and CSS scheme have been designed. Users
own block has been designed for optimal threshold calculation, where MATLAB
algorithm has been written in the background (MATLAB editor window). Thus,
making it convenient for implementing whole concept of the specified technique.
Further, investigations have been performed for high and low SNR conditions. Opti-
mal threshold and Signal to Noise Ratio (SNR) conditions have been considered
providing more accurate results. It can be concluded that ED technique works well
for high SNR conditions while for low SNR conditions it fails. Moreover, the model
has been extended for CSS with cooperation of five SUs. Matlab Simulink can be
used to simulate modules of CRN and further the concept can be implemented for
real scenarios.
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QoS-Aware Routing in Vehicular Ad Hoc
Networks Using Ant Colony
Optimization and Bee Colony
Optimization

Sumandeep Kaur, Trilok C. Aseri and Sudesh Rani

Abstract Vehicular Ad Hoc Networks (VANETs) are the kind of mobile Ad Hoc
networks (MANETs)which consist ofmobile nodes (vehicles) and fixed nodes (road-
side units). Various applications such as road safety, comfort of passenger, entertain-
ment, public safety, sign extension, and intelligent transportation require the com-
munication between the vehicles. VANETs have special characteristics like frequent
topology changes and high mobility which disconnect the network very frequently.
Therefore, the highly dynamic nature of vehicles and the rapid changes in network
topology are the most challenging issues in VANETs. In these situations, the most
important requirement is the transfer of data from source to goal with a certain level
of quality of service (QoS). In this paper, we propose QoS-Aware Routing Protocol
for VANETs called QoS-Aware Routing in VANETs (QARV) in which packets reach
the destination while satisfying the QoS. This protocol works in highway scenario.
The new concept called Terminal Intersection concept is used in these two protocols
in order to reduce the congestion and lessen the time for exploring the route. In
this paper, two bio-inspired algorithms, Ant Colony Optimization (ACO) and Bee
Colony Optimization (BCO), are used to achieve the results. This paper provides the
comparative analysis of various performance parameters of both the algorithms.
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1 Introduction

Due to the development of wireless technologies and short-range communication
technologies, VANETs are quite popular these days [1]. VANETs consist of vehicles
and roadside units. In intelligent transportation system (ITS), vehicles play various
roles such as source vehicle, destination vehicle, and router to send the packets to
other vehicles. The motivation to develop VANETs is collecting road information
and disseminating this information to various vehicles to improve the road safety
applications [2]. VANETs are a key technology in ITS due to the availability of navi-
gation system, global positioning system (GPS), and other sensors that can collect the
vehicle speed, location [3, 4]. The various ITS applications are vehicle safety, pub-
lic safety, intersection collision avoidance, vehicle diagnostics, traffic monitoring.
VANETs have special characteristics like predictable mobility, highly mobile, self-
organizing, and no energy constraints. Although there is remarkable achievement
in the field of VANETs, there are still many challenges such as routing, scalability,
signal fading, bandwidth limitations, privacy, security, and QoS. Unfortunately, the
traditional wireless technologies are not applicable toVANETs directly, because they
have characteristics like frequent topology changes and high mobility which discon-
nects the network very frequently. Therefore, the highly dynamic nature of vehicles
and the rapid changes in network topology are themost challenging issues inVANETs
[5]. In these situations, the most important requirement is the transmission of data
from source to goal with a certain level of QoS. The QoS means the transmission of
data from source to goal with minimum delay and minimum overhead. The various
QoS parameters are connectivity probability, reliability, availability, link duration,
hop count, end to end delay, and stability [6, 7].

The existing QoS routing protocols have various limitations like: (1) Some proto-
cols use extra control messages to estimate the connectivity of the vehicles. (2) The
techniques of calculating theQoS are not effective, (3) The routing algorithms are not
scalable and adaptive. (4) The existing protocols suffer from increased complexity,
lack of stability in networks. (5) Due to fast-paced property of vehicles in VANETs,
every node often escapes from current access purpose and breaks into covering field
of another access purpose. (6) Multi-Constrained Path Selection problem is a major
issue in VANETs.

In this paper, QoS-aware routing protocol called QARV is proposed to deal with
these limitations. We propose an ACO-based QARV algorithm and BCO based
QARV algorithm to resolve this QoS issue. Both the algorithms use the opportunistic
method to find the optimal routes. Once the optimal route is established, the data
transfer takes place between the vehicles. This paper compares the results of both
ACO-based QARV algorithm and BCO based QARV algorithm and validates the
results.
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2 Related Work

VANETs are featured with exchanging information amongst vehicles in real time. It
needs knowledge packets ought to travel through the transport network from supply
nodes to the destiny nodes. The highly dynamic nature of vehicles and the rapid
changes in network topology are the most challenging issues in VANETs. Therefore,
routing protocol is crucial within the operation of VANETs. In these situations, the
most important requirement is the transfer of data from source to goal with a certain
level of QoS. Various researchers attempted to handle this QoS routing issue by
applying various approaches.

Sun et al. proposed a protocol that is QoS routing protocol and deals with dynamic
layout and keeps the balance between stability and potency of the rule. However,
whether the link is connected between the vehicles is calculated by transmitting
beacon packets which can cause the channel crowding within the case of more traffic
density [8].Namboodiri et al. proposedPredictionBasedRouting forVANETs (PBR)
predicts the time of the link exists between the source and the goal [9]. It predicts the
route lifetimes of the existing routes and finds the new routes from source to goal.
This protocol is applicable in mobile gateway scenario. It reduces the route failures
while increasing packet delivery ratio. Zhao et al. proposed Vehicle-Assisted Data
Delivery Protocol in which route is decided on the basis of historical route QoS
parameters. These are not valid in VANETs because it has dynamic topology [10].

Zhang et al. proposed an artificial bee colony based multicast routing in VANETs
that finds the Steiner minimum tree (SMT) of graph G from the source to the goal
[10]. The original artificial bee colony (ABC) is applied to the SMT problem. Jerbi
et al. proposed efficient geographical routing use only local traffic parameters to find
the route which is not suitable in large traffic conditions [11]. Eiza et al. proposed
Situation-Aware QoS Routing Algorithms for Vehicular Ad Hoc Networks that uses
the awareness of situation andACOfor developing the situation-awaremulticast rout-
ing algorithm for VANETs [12]. Situational awareness means getting the knowledge
from the current status of the vehicles, integrating this knowledge with the previous
knowledge, and using the resulting knowledge to get decisions for the future events.
This protocol finds the best route between the vehicles by considering various QoS
constraints using Ant Colony Optimization [13].

Naumov et al. proposed Connectivity-Aware Routing in Vehicular Ad Hoc Net-
works; a source transmits packets towards its destination. After getting the request
packets, the destination finals the best routing path and so acknowledges this route’s
data to the source [14]. This paper attempts to tackle the above limitations and pro-
poses QoS-aware routing protocol using ACO and BCO.
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3 QARV Protocol Using ACO

In this section, we propose a QoS-aware routing protocol using Ant Colony Opti-
mization.

3.1 Main Idea

Our main idea is to provide QoS in VANET environment using bio-inspired algo-
rithms such as ACO. First, we have a tendency to style a Terminal Intersection (TI)
concept using ACO to ascertain the simplest routing path satisfying the various QoS
constraints.

3.2 Proposed Protocol

We propose QARV routing protocol. It is an intersection routing protocol that looks
the best QoS route. The QoS is measured in terms of Delay, PC, and PDR. Every
vehicle foremost transmits a routing appeal to its TIS (terminal intersection for a
supply vehicle) for routing data before redirecting knowledge packets. If this con-
nection information is available, a favorable acknowledgement is shipped back to
supply automobile S, that immediately begins knowledge packets redirecting. Else,
TIS gives contrary acknowledgement to S.

3.3 Assumptions

Every automobile is provided with GPS, digital chart, and navigation system which
offer the automobiles data, places of crossings and also the road segment length. We
tend to suppose that the source vehicles will acquire the geographic places of their
various target location services and the totally dissimilar transmission pairs have the
same QoS. A fixed node is placed on every crossing to assist packet redirecting and
routing data storage.

3.4 Protocol Description

A terminal intersection is set by two parameters: The movable inclination means the
moving direction of the transmission station. The distance from itself to the next
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crossings Whoever supported these variables, a score is allotted to every candidate
intersection, and then the one owing the very best score is chosen as the TI.

The optimal route establishment.Candidate route derivationAfter the selection
of terminal intersection for the supply vehicle S and the target vehicle D, S first
initiates a routing appeal to TIS. If the information of routing towards TID is already
present at TIS and it is not expired, TIS sends a favorable response to S; otherwise,
TIS sends a contrary message to S so initiates to look the optimum route.

To find the candidate paths from TIS to TID, TIS sends a gaggle of forward ants
around TID. Once the forth ant reaches at crossing I i, it, first of all, saves I i’s ID and
its delay, then it uses a random call to pick consecutive crossing supported each both
global and native pheromone keep regionally at I i. Let there are K next crossings of
I i, namely I1, I2, …, IK−1, IK . The probability pij with which the forth ant means
forward ant back ant means backward ant I j as the next crossing is given by Eq. (1).

pi j � LPi j∝ · GPi jβ
∑K

m�1 LPim∝ · GPimβ

(1)

where LP and GP are the pheromone value locally and globally respectively.
Whenever the forth ant reaches TID, and if its delay is a smaller amount, then Dth

the route is taken as the candidate path. The problem occurs when all the coming
ants do not satisfy the demand delay. Here, the Dth is the delay threshold.

Optimal route selection this selection is done using the reverse ants. The forth ant
is converted into back ant if it satisfies the delay threshold value.

Once all the reverse ants gain TIS, we tend to equate fitness value of all the on the
routes, and also the route with the highest worth of fitness value is chosen as the best
one. Then, TIS transmits a favorable acknowledgement to supply vehicle to begin
the transfer.

4 QARV Using BCO

In this protocol, the colony consists of three teams of bees: Employed, onlooker, and
scout bees. It is presumed that there is just single employee bee for every food source
[15]. The amount of utilized bees means employed bees. There are three type of bees
i.e. employed bees, onlooker bees and scout bees within the swarm is capable the
amount of food origins round the swarm. Utilized bees attend their food supply and
are available back to swarm and whirl on this space. The utilized bees attend their
food supply and are available back to swarm and whirl on this space. The utilized
bee whose food supply has been forsaken makes a scout and initiates to go looking
for locating a replacement food supply. Onlookers see the dances of utilized bees
and select food origins betting on whirls. The basic of the algorithm means the basic
idea of the algorithm are described below.

Begin food origins means when the bees start searching food from their source
made for whole used bees ITERATE every used bee moves to a food supply in her
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remembrance and discovers a next supply, then calculates its nectar quality and whirl
within the swarm.

Every looker sees the whirls of used bees and picks one in all their supplies
counting on the whirls, so moves there to supply. Then it calculates its nectar quality.

Food origins are discovered and are exchanged with the new food origins deter-
mined by scouts. The optimal food supply launch thus far is considered. In this
algorithm, the place of food supply describes resolution to the best downside and
also the nectar quantity of a food supply matches to the standard (fitness). The quan-
tity of the utilized bees is adequatewithin the population. At the primary step, random
startup population (food supply positions) is produced. Here the population means
the food source positions iterate the steps of the finding operations of the utilized,
onlooker and scout bees severally, the utilized bee generates an alteration on the
supply place in her remembrance and determines a replacement food supply place
only if the nectar quality of the new one is more than that of the previous supply, the
bee remembers the new supply place and deletes the position of origins.

When all bees finish the method, all distribute the position data of the origins.
Every viewer calculates the nectar data taken from all used bees and so picks a food
supply betting on the nectar quantity of origins. As within the study of the used bee,
it creates an alteration on the supply place in her remembrance and calculates its
nectar quantity. The bee remembers the new place and leaves the recent one. The
origins forsaken are discovered and new source are created to get exchanged with
the forsaken ones by false scouts.

5 Experimental Setup

Various parameters taken for simulation are described in Table 1.

Table 1 Simulation
parameters

Name of parameter Value

Simulator used NS-3

Simulation area 5000 m * 5000 m

Simulation time 150 s

Communication range 150–350 m

Packet size 1024 bytes

Dth 80 s
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6 Simulation Results

6.1 Simulation Parameters PDR

Connectivity Probability. It is the probability of how long the route exists between
the vehicles.

Delay. The normal time taken from source to the goal for the exchange of packets.

6.2 Simulation Results

PDR. Figure 1 shows that the green line in the graph shows the BCO PDR with time
and the blue line shows the ACO PDR with time. It can be inferred from the figure
that the packet delivery ratio increases with time in both the cases but BCO PDR
is better than the ACO PDR. The BCO packet delivery ratio is more effective than
ACO PDR because the speed of bees is faster than ants as the bees fly in the sky
while ants move slowly on ground. Using bees, the transfer of packets is faster The
second reason is the direction, i.e., ants move only in one direction while the bees
move in different directions, so it is easy to transfer packets in BCO than in case of
ACO

CP. It refers to the probability of how long the route exists between the vehicles.
Figure 2 shows that the green line in the graph shows the BCO CP with vehicle
space density and the blue line shows the ACO connectivity probability with vehicle
space density. It can be inferred from the figure that the CP increases with increase in
vehicle space density in both the cases but BCO CP is better than the ACO CP. If the
vehicle space density is low, then it is difficult to maintain the connectivity between

Fig. 1 Comparison of PDR of QARV using ACO and BCO
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Fig. 2 Comparison of connectivity probability of QARV using ACO and BCO

Fig. 3 Comparison of delay QARV using ACO and BCO

the vehicles. As the vehicle space density increases, the network road segments can
be improved, this leads to increase in connectivity.

Delay. Delay refers to the normal time taken from source to the goal for the
exchange of parcels. Figure 3 shows that the green line in the graph shows the BCO
delay with vehicle space density and the blue line shows the ACO delay with vehicle
space density. It can be inferred from the figure that the delay decreases with increase
in vehicle space density in both the cases but BCO delay is less than the ACO delay.
If the vehicle space density is low, then the delay is more because there is less
connectivity between the vehicles and the network partitions are more, so it takes a
long time to transmit the packets from source to the goal which increases the delay.
As the vehicle space density increases, delay decreases because the connectivity
between the vehicles will be maintained and the network partitions can be improved
which reduces the delay.
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7 Conclusion

This paper presents a comparison of two bio-inspired algorithms such as ACO and
BCO which provide an efficient mechanism for maintaining QoS routing. The aim
of both the protocols is to maintain QoS in VANET routing in terms of PDR, CP,
and Delay. The QARV using BCO performs better than QARV using ACO because
of two reasons. The first reason is the speed of the bees is faster than the ants. The
second reason is the direction of the bees. The bees move in different directions. If
the connection breaks, it is easy to maintain the connectivity between the bees faster
than maintaining the connectivity in case of ants. Simulation results show that the
QARV using BCO is better than the QARV using ACO in terms of packet delivery
ratio, connectivity probability, and delay.

8 Future Scope

The future scope is to check the QoS in Vehicular Ad Hoc Networks using combi-
natorial algorithms such as Particle Swarm Optimization, Tabu search, etc.
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Research Challenges in Airborne Ad-hoc
Networks (AANETs)

Pardeep Kumar and Seema Verma

Abstract Wireless Ad-hoc Networks have been one of the major research issues
from last one and half decade. However, the primary researches have focused on
ground vehicles and random mobility scenarios. But due to recent advancements in
communication technologies and signal processing techniques, nowadays, we have a
new and special kind of kind of ad-hoc networks called “Airborne Ad-hoc Networks
(AANETs)” in which aircrafts are implemented as nodes traveling with significant
speeds. Because of unique characteristics like higher mobility, highly dynamic aero-
nautical environment and time-varying inter-aircraft radio link quality, there are new
research challenges in AANETs. These networks can be used for enhancing the sit-
uational awareness, flight efficiency, and flight coordination in military and civilian
applications. In this paper, we have presented the theoretical review of research chal-
lenges in AANETs which have been found after study of previous research papers.
It has been found that current routing protocols and 2-D mobility models which are
being used for typical Ad-hoc networks are not able to cope with AANETs envi-
ronment. There is a requirement to implement the physical movement of aircrafts
in more realistic manner. For this, AANETs need domain-specific routing proto-
cols, geographical protocols, and hierarchical protocols along with memory-based
three-dimensional mobility models to deal with the challenges of highly dynamic
aeronautical environment.

Keywords AANETs · Highly dynamic aeronautical environment · Flight
efficiency · Flight coordination

P. Kumar (B) · S. Verma
Department of Electronics, Banasthali Vidyapith, Jaipur, Rajasthan, India
e-mail: pardeep.lamba@gmail.com

S. Verma
e-mail: seemaverma3@yahoo.com

© Springer Nature Singapore Pte Ltd. 2019
C. R. Krishna et al. (eds.), Proceedings of 2nd International Conference
on Communication, Computing and Networking, Lecture Notes in Networks
and Systems 46, https://doi.org/10.1007/978-981-13-1217-5_26

261

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1217-5_26&domain=pdf


262 P. Kumar and S. Verma

Fig. 1 Airborne ad-hoc network with both air-to-air communication and air-to-ground communi-
cations [14]

1 Introduction

Wireless ad-hoc networks are categorized intoMobile Ad-hoc Networks (MANETs)
and Vehicular Ad-hoc Networks (VANETs). VANETs are used for communication
among vehicles or communication among vehicles and roadside equipment. With
the use of new advanced technologies in wireless communication, the latest wireless
network family has been among us known asAirborneAd-hocNetworks (AANETs).
AANETs consist of aircrafts as flying nodes. These are special class ofVANETs [13].
AANETs are also known as Flying Ad-hoc Networks (FANETs).

AirborneAd-hocNetworks can be established between aircrafts for civilian appli-
cations while for military application, UAVs (Unmanned aerial vehicles) can be used
as mobile nodes. In AANETs, there are two types of communication [2].

1.1 Aircraft-to-Aircraft Communication

Different aircrafts can communicate with each other directly for different application
areas like target tracking and path planning. There can be a long or short range of
communication between aircrafts. It is also called air-to-air communication as shown
in Fig. 1.

1.2 Aircraft-to-Infrastructure Communication

Here, aircrafts may communicate with ground stations, satellites, and warships to
provide information services. This technique is also known as air-to-ground com-
munication as shown in Fig. 1.
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The major features of these networks are very high speed, three-dimensional
movement in the air [2, 5], lesser node density compared to traditional MANETs and
VANETs due to larger distance between nodes up to several kilometers [10], limited
available bandwidth, frequent link and route breaks due to aircraft banking, coor-
dinated movement (which cannot be implemented with random mobility models),
etc.

The uniqueness of AANETs has presented a lot of challenges for researchers. The
speed of aircrafts (around 300–400 km per hour) is the major cause of difference
between original MANETs and AANETs. Traditional routing protocols are not able
to cope with these highly dynamic networks. So, Airborne Ad-hoc Networks need
geo-location assisted, hierarchical and domain-specific routing protocols to deal with
the challenges of highly dynamic aeronautical environment. Till now, there have been
different implementations of AANETs but mostly they have been done using ran-
dom mobility models (synthetic models or memoryless models) which cannot trace
aircraft movement as in real environment. So there is a strong need of implementing
these networks in 3Dmobility models. Along with this, appropriate simulator design
is also required to do research in this field.

The rest of the paper is organized as follows: Sect. 2 explains the related work
which has been done so far in this area. Various research challenges with implemen-
tation of AANETs are formulated in Sect. 3. Finally, concluding remarks are given
in Sect. 4.

2 Related Research Work

Aircraft communication creates a very challenging scenario for Mobile Ad-hoc Net-
works. Despite research achievements and increasing interest in this airborne net-
working technology, high mobility, dynamic topology changes and low node density
create a highly challenging scenario for researchers to be able to provide reliable
communication solutions. With these challenges, many research works have been
performed on this emerging topic.

Despite the various challenges, the researchers have developed many routing pro-
tocol solutions for MANETs. They are mainly categorized as topology-based and
geographical-based protocols [7]. Topology-based scheme has been further subdi-
vided into three types of protocols: proactive, reactive, and hybrid protocols. Hybrid
protocols are a combination of proactive and reactive protocols. They make use of
distance vectors to establish best paths to the destination. The routing information
is flooded only when there is any change in the network topology. Every node has
its own routing zone of fixed size known as number of hops [7]. These protocols are
not able to cope with highly mobile Aircraft Ad-hoc Networks.

The geographical routing protocols have been proposed to handle large control
overhead, solve scalability and low packet delivery ratio issues. Here, to maintain
routing information, an intelligent forwarding scheme is used instead of topology
information as used in previous protocols. Every intermediate node needs to find one
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neighbor from its neighbor table based on destination’s location which is contained
in packet. This selected node should be nearest to destination node to forward the
packet. This packet sending procedure in GPSR is known as greedy forwarding.
This type of geographical protocols can be very effective for these highly dynamic
Airborne Ad-hoc Networks.

Different fundamental issues and design considerations with development of air-
borne networks are presented byWang et al. [25]. The authors have addressed physi-
cal layer, data link layer, andnetwork layer aspects forAANETsdesign alongwith use
of airborne networks in civil aviation for safety and efficiency improvement. Kiwior
et al. have compared Ad-Hoc on Demand Distance Vector protocol (AODV), Tem-
porally Ordered Routing Algorithm (TORA) and Open Shortest Path First-version3
(OSPFv3-MANET), and Optimized Link State Routing Protocol (OLSR) for inter-
mittent links in highly dynamic airborne networks [9]. Here, OSPFv3-MANET and
OLSR outperformed traditional MANET protocols. Rafols Ramirez has described
the link management method for airborne networks [17]. This paper identifies var-
ious issues with link management like criteria for node admission, conditions to
indicate need of hand-off; corrective actions needed to improve degraded perfor-
mance of the network, efficient algorithms to detect link degradations. Rohrer et al.
[18] have defined implementation of a 3-D Gauss–Markov mobility model using
NS-3 simulator. The authors have also presented a domain-specific routing protocol
AeroRP which mainly focused on routing data packets efficiently among airborne
nodes. It overcomes the transmission range problem in airborne networks. Abdel
IIah Alshabtat proposed a routing protocol for these networks [1]. This protocol
is named as Directional Optimized Link State Routing protocol (DOLSR) which
is equipped with directional antenna. The proposed protocol outperformed AODV,
OLSR and Dynamic Source routing (DSR) protocol with reduced overhead packets
andminimized end-to-end delay. Yegui Cai et al. have studied theMAC issue in UAV
ad-hoc networks with multi-packet reception capability and full-duplex radios [4].
This paper formulated MAC schemes with perfect and imperfect channel state infor-
mation as combinatorial optimization and discrete stochastic optimization problem.
They have used a token-based technique for information updating in the network to
overcome the contention basedMAC schemes. Abhishek Tiwari et al. have discussed
the issue of interoperability between different networks [22]. The authors have pro-
posed the use of airborne nodes to solve this issue because they have potential to
provide large area coverage, low latency as compared to satellite communication.
Cheng et al. have presented a comparison of reactive and proactive MANET routing
protocols [5]. This paper shows that Optimized Link State Routing Protocol (OLSR)
performs much better in comparison with AODV and Open Shortest Path First with
MANET Designated Router (OSPF-MDR). OLSR provides higher delivery rate at
higher speeds, lesser average end-to-end delay and higher delivery rate for increased
transmission radius and low traffic loads. Bekmezci et al. have presented new net-
work family Flying Ad-hoc Networks (FANETs) [2]. Comparison of MANET and
VANET has been done here. Ehssan Sakhaee et al. have introduced the concept of
ad-hoc networking among aircrafts [20]. This novel approach can be used to increase
the data rate and practicality of future in-flight broadband Internet access. This tech-
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nology can be used to decrease the internet traffic load on existing satellite nodes.
Kevin Peters et al. have presented a protocol for packet delivery in highly dynamic
and multi-Mach speed environment which is named as AeroRP [15]. The analysis
result shows that the proposed protocol has advantage over MANET routing pro-
tocol in terms of delay, overhead, accuracy etc. Shangguang et al. presented aided
geographical routing protocol (A-GR) for AANETs which is based upon Automatic
Dependent Surveillance-Broadcast (ADS-B) system [23]. The proposed protocol
uses the velocity and position of aircraft which is provided by airborne ADS-B sys-
tem. Ki-II Kim has presented a performance evaluation of usual routing algorithms
in high speed and new mobility pattern of aircraft ad-hoc networks [8]. O. K. Sahin-
goz has presented different networking models for Flying Ad-hoc Networks [19].
This paper presents routing, path planning, and quality of services issues at different
networking layers. Chao Yin et al. [26] have proposed a new routing protocol for
Flying UAV networks. To decrease the transmission delay, an enhanced routing pro-
tocol named “Fountain-code based Greedy Queue and Position Assisted (FGQPA)”
routing protocol is presented here. First, this protocol used Power Allocation and
Routing (PAR) technique to remove the effect due to node queue backlog on trans-
mission delay of the network. Then, a “Nearest Span” policy was integrated into the
PAR technique to reduce the delay further. An adaptive framework is designed and
implemented by Weijun et al. [24] which allows many MAC protocols to combine
and then switch mutually for UAV ad-hoc networks. The UAVs can switch to the
most suitable MAC protocol. The concept of opportunistic routing in wireless sensor
networks assisted by UAVs is presented by Ma et al. [12]. Due to dynamic behavior
of UAVs, sensor nodes have different opportunities to be in communication range
of UAVs. This paper has introduced two protocols: All Neighbors Opportunistic
Routing (ANOR) and Highest Velocity Opportunistic Routing (HVOR). In ANOR
protocol, the source node shares its data packets to every neighbor that are within
range. In HVOR protocol, the source node transmits packets to a node moving with
highest speed.

The importance of mobility models in AANETs is also explained by Jean-Daniel
in [3]. To implement the realistic behavior of UAVs, the simulation environment
should be able to replicate the components of the movement scenario of UAVs.
One such major component is the mobility model which must be able to trace the
almost real movement patterns of UAVs. After implementing four protocols AODV,
OLSR, Reactive-Geographic hybrid Routing (RGR) and geographical routing pro-
tocol (GRP) over these mobility models, the result proves that the protocol perfor-
mance varies with the change of mobility models. The analysis also indicates that
Enhanced Gauss–Markov (EGM) mobility model and RGR protocol are best suited
for UAANET.
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3 Research Challenges in AANETs

Airborne Ad-hoc Networks have the traditional problems of wireless communica-
tions, in addition, their high mobility and multi-hop nature with lack of fixed infras-
tructure create a number of design constraints and complexities [2, 4, 6, 18, 19, 21].

The various research challenges with AANETs are listed as follows.

3.1 Physical Layer Issues

At this layer, antenna structures and radio propagation models are the key factors.
Because of the highly dynamic environment, node movements and terrain structures,
UAVs or aircrafts do not maintain the link among each other. To solve the problem
of scalability, new protocols and algorithms are needed to be designed so that any
number of flying nodes can be connected with minimum performance degradation.

3.2 MAC Layer Issues

These networks have link quality fluctuations due to high mobility and distance
variation between nodes. This link outage and quality fluctuation affect the design
of MAC layer.

3.3 Network Layer Issues

At this layer, development of new routing protocol to improve peer-to-peer com-
munication for coordination and collision avoidance in multi-UAV environment is
required.

3.4 Transport Layer Issues

The main responsibility of transport layer has been reliability. Congestion control
algorithms are needed to be implemented for reliable and efficient AANET design.
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3.5 Cross-Layer Architectures

This architecture can be used to enhance the interaction among different layers to
share the information about network. A cross-layer can be designed to combine all
layers into a single protocol for more efficient AANET architectures in multi-aircraft
systems.

3.6 Hierarchical Routing

To solve the problem of scalability, clustering or hierarchical routing concept can be
used [11].

After a vast literature survey, it is found that variable link quality due to very high
mobility of aircraft nodes presents many challenges to Quality of Service (QOS)
implementation in AANETs using different routing protocols. The existing routing
protocols may not be as effective as in traditional MANETs because they have not
been tested for high mobility and link variability conditions. So, there is strong need
for designing suitable protocols for these highly dynamic Ad-hoc networks.

The challenges due to limited bandwidth may be overcome by using directional
antenna. The congestion due to transmitting nodes can be avoided by use of multiple
access scheme, i.e., STDMA(spatial Reuse TDMA). But at the same time, generation
of STDMA schedule to effectively utilize the network resources is a challenging task.
A layer integration approach is also proposed for AANETs [6]. This new approach
consists of a communication layer which connects the physical and the application
layers directly and bypasses other layers. Different functions like routing, clustering,
and MAC are coordinated at the communication layer (Table 1).

The designing of the MAC layer for AANETs is a major challenge for guaran-
teeing low packet error rate, high throughput, and low network latency [4].

To represent the accurate physical movement of nodes in highly dynamic
AANETs, mobility models are also crucial factors. The previous research of tra-
ditional ad-hoc networks had incorporated the synthetic mobility models which are
memoryless and random in nature. The realistic movement of the aircraft nodes can
be represented by usingmemory-based 3-Dmobility models. Because themovement
of an aircraft node will not be random all time, the present position may be found
out by its previous velocity and position at any point of time [18]. So, the mobility
models must be having memory.

4 Conclusions and Future Scopes

This review paper gives an overview about the uniqueness of the emerging AANETs
technology. We provide a recent literature review and related issues and challenges
in layered approach for implementing these highly dynamic networks. But commu-
nication is a major issue so far faced by the previous researches in this emerging
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Table 1 Comparison of protocols used in recent researches in airborne networks
Protocol Type Method of

neighbor
discovery

Simulator
used

Mobility
model

PDR E2E delay Overhead Reference

DOLSR Proactive Broadcasting
Hello
messages to
one-hop
neighbors
and then
select MPR
nodes

OPNET 4.5 Random
Waypoint
Mobility
model

More than
AODV, DSR
and OLSR

Less than
AODV, DSR
and OLSR

Lesser than
OLSR,
AODV and
DSR due to
reduction in
no. of MPRs

[1]

A-GR Geographic It makes use
of location
and mobility
information

Qualnet 5.0 Gauss–Markov
Model

A-GR
provides
more PDR
with little
degradation
as the no. of
nodes
increases to
50 or more

At high
node
density,
A-GR
provides
lesser delay
compared to
GPSR and
GRAA

For GPSR
and GRAA,
overhead
increases
exponen-
tially

[23]

Improved
reactive and
geographic
(IRG)

Geographic Reactive,
Greedy
Forwarding

NS-2.35 Random
waypoint
model

IRG
outperform
the AODV
and GPSR
with
increase of
speed
because
selection of
next hop is
based upon
relative
velocity
between
nodes

IRG
provides
slightly
lesser delay
than GPSR.
AODV has
highest
delay with
increase in
node
velocity

Routing
overhead
increases for
all three,
i.e., IRG,
GPSR and
AODV
when speed
is increased.
GPSR
performs
better at low
velocity
compared to
IRG and
AODV. But
at high
speeds, IRG
overcomes
GPSR

[16]

Aero RP Geographic The packet
forwarding
decisions
are made
hop by hop.
A velocity
dependent
parameter
called Time
to intercept
(TTI)
provides an
idea about
relative
speed of the
potential
neighbor
w.r.t
receiving
node.

NS-3 Random
Waypoint
Model

The PDR
increases for
Aero RP as
the no. of
nodes are
increased

Aero RP in
ferry or
buffer
modes holds
the packet
for some
specified
time which
at the same
time ensures
more packet
delivery. But
the other
two modes
of Aero RP,
i.e., Drop
Beacon and
Drop
Beaconless
have least
delay

Aero RP and
OLSR
creates less
no. control
packets

[15]

(continued)
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Table 1 (continued)
Protocol Type Method of

neighbor
discovery

Simulator
used

Mobility
model

PDR E2E delay Overhead Reference

Geographic
Routing
Protocol for
Aircraft
Ad-Hoc
network
(GRAA)

Geographical Three-
dimensional
up-to-date
information
about the
location of
aircraft and
its direction
of
movement
to calculate
Euclidean
distance
between
nodes

Qualnet Random
waypoint
Mobility
model and
Two Ray
Ground
radio
propagation
model

For prede-
termined
route and
increase in
speed, PDR
is higher for
GRAA than
GPSR

Due to its
hybrid
approach,
GRAA
provides
faster
delivery of
packets to
destination
than GPSR.
Because in
case of
GPSR, once
the packet is
delivered to
unexpected
zone, it
increases
end-to-end
delay

[7]

field. Various types of protocols are also discussed here. There are needs to design
novel geographical and hierarchical protocols to deal with these networks. Because
they will be able to route the packets even with frequent node movements and link
quality variations due to the varying distance between communicating nodes. They
make use of node’s location information to select the best route in terms of distance
and reliability. This study also reveals that proactive protocols may perform better
as compared to reactive protocols. We also found that to study the aeronautical envi-
ronment in a more realistic way, there is a need to implement them in 3-D mobility
models.
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D-MSEP: Distance Incorporated
Modified Stable Election Protocol
in Heterogeneous Wireless Sensor
Network

Anureet Singh, Hardeep Singh Saini and Naveen Kumar

Abstract The nodes in Wireless Sensor Networks are communicating wirelessly
and their energies are depleted in the communication among themselves or with the
Base Station (BS). In order to save their energies, various heterogeneous routing
protocols have been discovered. In this paper, we have proposed D-MSEP (Distance
incorporated Modified Stable Election Protocol) which is an improved version of
M-SEP (Modified Stable Election Protocol) as it incorporates the distance factor
in probabilistic formula of Cluster Head selection in each cluster. The inclusion of
distance factor helps in avoidance of Cluster Head selection farther from the BS. This
leads to saving of huge amount of energy leading to the escalated stability period by
32 and 173.38% as compared to the M-SEP protocol. In addition to this, the network
lifetime is enhanced by 56.20% as compared toM-SEP. The proposed protocol is best
suitable for large area applications to disseminate the information from the network.

Keywords Heterogeneous wireless sensor network · M-SEP; D-MSEP
Distance incorporated

1 Introduction

Wireless sensor network (WSN) has been promising in providing the accessibility to
the remote areas where the human intervention was never feasible. With the tremen-
dous growth of sensing technology in almost every field, WSN has emerged as the
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Fig. 1 WSN architecture [1]

one of the important support for exploiting the non-attended applications [1]. In fact,
it has created an unparalleled interest among the researchers because of sheer number
of applications. Designed mainly for battlefield surveillance, it is now used in almost
every field like agricultural, habitat monitoring, environmental operations including
forest fire detection, flood detection, detection of volcanic eruption, etc. [2]. WSN
consists of various small-sized, battery-operated nodes which help in monitoring the
attributes, deployed in large-scale areas. The information is disseminated from the
network and is passed on to the Base Station or sink. WSN is totally application
specific, so the nature of nodes and nature of sink in terms of being static and mobile
depends on the application for which it is designed. The data collected at the sink is
further communicated to the end user with the use of Internet. The architecture of
WSN is shown as in Fig. 1.

The sensor node is equipped with four basic main components namely battery,
microprocessor, sensing unit, and transceiver. There are other application-dependent
units like mobilizer and GPS device. Battery resources have been the most important
part of a sensor node due to its irreplaceable nature, once it is exhausted. There-
fore, the main objective in WSNs has been the conservation of energy of nodes.
For achieving this goal of energy conservation, various routing protocols which are
energy efficient have been developed. To perform the energy-efficient balanced rout-
ing, the sensor nodes are grouped which are termed as clusters. Clustering not only
provides scalability to the network, instead it alsomakes the networkmuchmore load
balanced leading to the enhancement in the network lifetime [3]. The selection of
Cluster Head (CH) is a research topic being worked on by many WSN researchers.
CH works in aggregation of data from the cluster members and to send it to the
sink. WSN is made to work in two types of network, heterogeneous and homoge-
neous network. Homogeneous network deals with the same types of nodes in terms
of energy, computation capabilities, connectivity range, whereas the heterogeneous
network posses nodes with different afore-mentioned parameters [4].

The paper is organized in the following manner: The related literature work
is discussed in Sect. 2. Section 3 explains briefly about heterogeneous routing
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protocols: Sect. 4 states the main contribution to the research work. Section 5 con-
sists of proposed protocol’s explanation. Section 6 presents and discusses simulation
results. In the end, there is conclusion and future scope.

2 Related Work

Since the development of various applications facilitated by WSN, the one of the
major concern has been in the conservation of energy while the data transmission is
in progress. Homogeneity in sensor network does not exist ideally. So, introduction
of heterogeneity in the network provides much stability to the network. SEP which
introduced the concept of different levels of energy nodes in the network provided
much enhanced network lifetime to the network. It failed when it was being applied
for more than two levels [5]. DEEC [6] introduced the factor of energy ratio, i.e.,
ratio of average and residual energy. However, it made the advanced nodes suffer-
ing from penalized effect as it kept on making advanced nodes as Cluster Heads
more frequently irrespective of their energy stock. DDEEC [7] worked in improv-
ing the DEEC protocol by declaring a threshold value, which decides the criteria
of selection of Cluster Heads by treating all nodes equally. After the development
of two-level routing protocols, EEHC [8] was the first one who introduced three
levels of heterogeneity, containing supernodes, advanced nodes, and normal nodes.
The performance evaluation of EEHC has shown the improvement of 10% over the
LEACH [9] protocol. However, results shows that EEHC suffered from the draw-
back that it could not handle the penalizing effect as happened in DEEC protocol.
EDDEEC [10] worked similar to the DDEEC but on the three levels. It introduced
the threshold concept to avoid the penalizing of high energy-rich nodes. BEENISH
[11] and D-BEENISH [16] worked for the four levels of heterogeneity by introduc-
ing the ultra-nodes along with super, advanced, and normal nodes. Load balancing
is being discussed in EEZECR [12] protocol. M-SEP [13] is the modified version of
SEP protocol which modifies the threshold formula for Cluster Head selection. The
simulation results of M-SEP protocol gives 40 and 55%, respectively, longer than
LEACH and SEP protocol. A balanced energy-efficient protocol proposed in [14]
and a stable election-based protocol is proposed in [15] and gives an insight on how
to achieve an efficient network.

3 Heterogeneous Routing Protocols

Since the heterogeneous network has come into limelight, the much of the research
has been focusing towards achieving the network stability while developing the
routing protocols. While clustering is performed in WSN, the much of research
is focused on the energy-efficient Cluster Head selection. Cluster Head selection
is discussed in the following two protocols with their threshold and probabilistic
formulae are as follows.
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3.1 Stable Election Protocol (SEP)

It was the first protocol to exploit the heterogeneity at the two levels by considering
the normal nodes and advanced nodes in the network. CH selection has been based
on the weighted probability which is given as in Eq. 1, but it suffered from instability
when made to work for more than two levels.

Pnrm �
{

Popt
1 + am

for normal nodes;
Popt (1 + a)

1 + am
for advance nodes; (1)

In Eq. (1), Popt is the optimum Number of Cluster Heads in the network where
“a” is the fraction of amount of energy and “m” is the fraction of advanced nodes.

3.2 Modified Stable Election Protocol (M-SEP)

This protocol is a modified version of SEP which enhances the network lifetime by
considering the energy of nodes in current ongoing round and average energy of the
whole network.

Pnrm � Popt
1 + am ∗ Ei(n)

(2)

In above Eq. (2), Ei(n) is the current nodal energy and Pnrm is the normal nodes
probability. The threshold formula for theClusterHead selection is given as inEq. (3).

T (Snrm) �

⎧⎪⎨
⎪⎩

3∗Pnrm(i)∗Eavg(r)
1−Pnrm

(
r mod

(
1

3∗Pnrm(i)

))
∗Ei(n) if S(i) ∈ G

0 otherwise

(3)

Eavg is the average energy of the network. CH selection equations are based on
the threshold-based probabilistic equations for advanced nodes is given by Eqs. (4)
and (5)

Padv � Popt(1 + a)

(1 + am) ∗ Ei(n)
(4)

T(Sadv) �

⎧⎪⎨
⎪⎩

3∗Padv(i)∗Eavg(r)
1−Padv

(
r mod

(
1

3∗Padv(i)
))

∗Ei(n) if S(i) ∈ G ′

0 otherwise

(5)

G′ is the set of nodes which are eligible to become Cluster Heads.
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4 Proposed Protocol: Distance Incorporated Modified
Stable Election Protocol (D-MSEP)

In this work, two levels of energy heterogeneity is considered; normal nodes and
advanced nodes. Equation (6) gives the probability for normal nodes to become
Cluster Head. The proposed work introduces the distance factor in the threshold-
based equation with the condition if the nodes are located within the average distance
to the sink as in Eq. (7) which determines the Cluster Head selection among the
normal nodes. However, the threshold equations remain the same as that of M-SEP
if the distance to the sink is more than the average distance from the sink.

The novelty of the proposed work is the selection of CH in M-SEP protocol is
made energy efficient by incorporating distance factor. Also, the performance of
proposed protocol (D-MSEP) is evaluated by validating its performance with SEP
and M-SEP protocols dealing with the sink located outside the network which is
intended to make it applicable for the unattended applications.

4.1 Normal Cluster Head Selection

Among normal nodes, the Cluster Head is selected using Eqs. (6), (7), and (8).
If distance≤Davg

Pnrm � Popt
1 + am ∗ Ei(n)

(6)

T (Snrm) �

⎧⎪⎨
⎪⎩

3∗Pnrm(i)∗Eavg(r)
1−Pnrm

(
r mod

(
1

3∗Pnrm(i)

))
∗Ei(n) if S(i) ∈ G ′

0 otherwise

(7)

If distance>Davg

T (Snrm) �

⎧⎪⎨
⎪⎩

3∗Pnrm(i)∗Eavg(r)∗D(i)

1−Pnrm
(
r mod

(
1

3∗Pnrm(i)

))
∗Ei(n)∗Davg

if S(i) ∈ G ′

0 otherwise

(8)
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4.2 Advanced Cluster Head Selection

Among normal nodes, the Cluster Head is selected using Eqs. (9), (10), and (11).

Padv � Popt
(1 + am) ∗ Ei(n)

(1 + a) (9)

If distance≤Davg

T(Sadv) �

⎧⎪⎨
⎪⎩

3∗Padv(i)∗Eavg(r)
1−Padv

(
r mod

(
1

3∗Padv(i)
))

∗Ei(n) if S(i) ∈ G ′

0 otherwise

(10)

If distance>Davg

T (Sadv) �

⎧⎪⎨
⎪⎩

3∗Padv(i)∗Eavg(r)∗D(i)

1−Padv

(
r mod

(
1

3∗Padv(i)
))

∗Ei(n)∗Davg
if S(i) ∈ G ′

0 otherwise

(11)

4.3 Radio Energy Consumption (REC) Model

The basic model for REC is given by the set of Eqs. (12), (13), (14), and (15). There
is standard energy consumption that a node encounters while transmitting data to the
sink.

Etx (l, d) � l Eelc + l Eefsd
2for d < do (12)

Etx (l, d) � l Eelc + l Eefsd
4for d > do (13)

where d is the distance between the two nodes or between node and sink, and the
threshold distance is represented by do. The reception of message also consumes
energy by the following equation:

Erx (l) � l Eelec (14)

During data aggregation process, there is some amount of energy consumption
given by the following equation:

Edx (l) � mlEda (15)
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Table 1 Specifications of
parameters for simulating the
network

Parameter Value

Network coverage (100, 100) m

BS location (50, 175) m

Number of nodes 100

Initial energy 0.1 J

Eelec 50 nJ per bit

Efs 10 pJ/bit/m2

Emp 0.0013 pJ/bit/m4

d0 87 m

Eda 5 nJ/bit/signal

Packet size 2000 bit

4.4 Network Area and Simulation Parameters

The network area is 100m× 100mwith total number of nodes deployed randomly is
100. Sink is placed outside the network at (50, 175)m.All normal nodes are equipped
with energy of 0.1 J and advance fraction a �1 and m �0.1. The parameters used
for simulating the environment of WSN are presented in Table 1.

5 Simulation and Discussions

D-MSEP protocol is simulated in MATLAB 2013a. Advanced nodes are 10 in num-
bers and remaining 90 nodes out of 100 total nodes are normal nodes. The energy of
advanced nodes are 0.2 J as compared to 0.1 J of normal nodes.

5.1 Stability Period

The period of completing number of rounds before the first node dies is stability
period. After simulation, it is observed that stability period in D-MSEP is enhanced
by 31.90% as compared to M-SEP and 173.38% as compared to SEP protocol. It is
the result of the proposed approach being implemented to make the Cluster Head
selection energy efficient. It is because the depletion of energy is decreased due to
the avoidance of Cluster Head selection at the farther distance from the sink. SEP
has 124 rounds, M-SEP covers 257 rounds, and D-MSEP covers 339 rounds until
the first node is dead as shown in Fig. 2.
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Fig. 2 Stability period of
network

Fig. 3 Lifetime comparison

5.2 Network Lifetime

It is the important parameter to validate the performance of D-MSEP. It is defined as
the number of rounds covered from the moment when the network starts functioning
and the time it stops operating. It can be termed as last node dead. As shown in Fig. 3,
the last node dead is at 3096 rounds in case of D-MSEP as compared to 1982 rounds
and 380 for M-SEP and SEP protocols, respectively, leading to the enhancement by
56.20% as compared to M-SEP.

5.3 Number of Dead Nodes Versus Rounds

The graph in Fig. 4 shows that the number of dead nodes versus rounds is much
better in case of D-SEP as compared to M-SEP and SEP.
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Fig. 4 Dead nodes comparison

Fig. 5 Remaining energy of network

5.4 Remaining Energy of Network

It is the one another performance metric which depicts the rate of energy depletion in
the network as the data transmission proceeds. The remaining energy of the D-MSEP
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Fig. 6 Number of alive nodes versus rounds

covers much more rounds as compared to the M-SEP and SEP protocols as shown
in the Fig. 5.

5.5 Number of Alive Nodes Versus Rounds

The load balancing in the network is ensured by this parameter. As it can be observed
fromFig. 6, the graph of alive nodes versus rounds is steeper than theM-SEP account-
ing to the load balancing in the network.

6 Conclusion and Future Work

Heterogeneous routing makes the network much more stable and energy balance
thereby covering much more rounds as compared to heterogeneous protocols. A D-
MSEP protocol is proposed which incorporates the distance factor for Cluster Head
selection. It performs on two level of heterogeneity which makes it more economical
as compared to other heterogeneous routing protocols. It is clear from the simulation
results that the proposed D-SEP shows better performance than M-SEP and SEP
protocols in terms of stability period, remaining energy of the network, network
lifetime, and number of alive nodes versus rounds accounting to the network load



D-MSEP: Distance Incorporated Modified Stable Election … 281

balancing. The future work will be increasing throughput by incorporating moving
sink in the network.
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Radio Environment Map Based Radio
Resource Management in Heterogeneous
Wireless Network

Rajarshi Mahapatra

Abstract This work uses radio environment map (REM) to allocate spectrum dy-
namically among the heterogeneous base stations (BSs) within a particular geo-
graphical area. With the knowledge of BSs location and their power models, this
work first forms a REM of the corresponding coverage area by considering serving
BS and interfering BSs, then uses this REM for radio resource management (RRM)
among different BSs to minimize outage probability and reducing service blocking
to the users. The simulation result shows that the REM-based resource allocation
performed better with increasing complexity.

Keywords Radio Environment Map (REM) · Radio Resource Management
(RRM) · Heterogeneous wireless network

1 Introduction

Heterogeneous wireless technologies deployed in environment support QoS require-
ments with increasing number of users of diverse applications. In cellular, the cell
dimension is moving from macrocell to microcell to picocell to femtocell to accom-
modate more number of subscribers [2]. Spectrum allocation among the coexisting
different tier cells is a challenging task to reduce interference while supporting user
QoS [5]. Among many techniques, radio environment maps (REM) can be used for
efficient radio resource management (RRM) mechanism in wireless network [6].
REM refers to a database that dynamically stores information about the environ-
ment. REM can be formed in two ways; local REM databases will be formed with
radio-propagation-related information, such as propagation losses, signal strengths,
and the locations of individual BSs or BSs in close proximity and the global REM
stores the less dynamic parameters, such as QoS metric from the local REM [7, 8].
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This work proposes a REM-based RRM mechanism among the coexisting het-
erogeneous BSs, while causing no (or insignificant) interference to the other. At first,
local and global REMdatabases have been constructed in step and a central controller
allocates the spectrum with the help of REM databases.

The proposed technique uses simple mechanism to allocate radio resource among
BSs appropriately as per traffic generation to minimize outage. This spectrum as-
signment to BSs (i.e., eventually to UE) for satisfying UE’s QoS requirement is to
reduce service blocking. This allocation needs to be controlled dynamically due to
dynamic traffic generation & requirements, which are based on BS’s locations, their
characteristics, UE generation, UE’s location, and their requirements. In particular,
the proposed allocation technique aims tominimize outage probability andminimum
service blocking of UE within heterogeneous network (HetNet). In addition to this,
the RRM technique can also activate and deactivate the BSs as and when required
which help to reduce network power consumption. The contributions in this paper
as follows:

• To propose a REM-based RRM techniques in HetNet environment.
• To minimize outage probability and service blocking of UE’s within HetNet.
• To reduce network power consumption while satisfying UE’s requirements.

2 System Model and Utility Measure

In this work, HetNet consists of femtocell BSs within the coverage of macrocell,
microcell and picocell BSs with randomly deployed. The system model of the pro-
posed REM-based RRM technique is shown in Fig. 1. As shown in figure, local REM
database formed with the help of locations of individual BSs and their power models
and the global REM store the less dynamic parameters, such as QoS metric or the
parameters that may affect a high number of network nodes. After forming the REM
databases, the central controller placed along with global REM assigns the radio
resource among the BSs to minimize outage probability and service blocking (not
satisfy QoS of requested service).

2.1 Outage Probability

The probability of coverage in a downlink cellular network at decreasing levels of
generality. The signal to interference and noise ratio (SINR) of the k-th UE at a
distance r from its serving BS m can be expressed as γ = Gmm

k Pm

σ 2+Ir
, where Pm is the

transmit power of m-th BS, and Ir is the interference on the UE and σ 2 is the noise
PSD. In this work, the received signal power at the UE k is Gmm

k = Lh
k (r

m
k ) × ηm

k ,
where L andη are the distance-dependent channel gain and the shadowing component
for k-th UE of m-th BS. Then, the average outage probability is defined as p(γT ) =
prob[γ < γT ] [9].
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2.2 Service Blocking Outage

Service blockingmeans that QoS of the particular UE is not supported by the network
(bandwidth in the case). This work considered a Markov queue model to analyze the
service blocking. Let cm , cn , cp and c f be the wireless channels allocated to macro,
micro, pico, and femtocell, respectively. The traffic is generated by Poisson process,
with rate λ. The service blocking probability of UE b for “case m, n, h, f , v” is
Sbmnh f v = ac/c!∑c

j=0 a j /j ! , where a is the traffic offered to a group in Erlang B, which is

defined by λ/μ, 1/μ is the average duration of traffic, and c = mcm + ncn + pcp +
f c f .
Outage of signal strength and blocking of service occurs independently with each

other. Signal strength outage occurs when SI N R < γT , whereas service blocking
outage occurs when UE, which is having SI N R > γT cannot serve by BS mainly
due to limited bandwidth, restriction to number of supported UE, and high through-
put requirement. Thus, UE at position r = (r1, r2) suffers outage with probability
of p(γT )). Then the total outage probability along with service blocking can be
expressed as 1− (1− p(γT ))(1− Sbmnh f v).

In general, UEs are randomly distributed within the specified coverage area and
they communicate with the serving BS while all other BSs act as interferers. This
work considered that the UEs are connected to nearest BSs, which are associated
using Voronoi tessellation; namely the UEs in the Voronoi cell of a particular BS
of its tier are served by it. Here, each UE has the capability to connect to any tier
BS. Since, the UEs are in the heterogeneous environment, the cross-tier connection,
cross-tier handover, etc. can pose as a serious bottleneck to connect nearest BS.
However, several technologies (regarding vertical handover) as well as standards
(IEEE 802.21) came up to support vertical handover seamlessly.

After defining the Voronoi tessellation, now it is the turn for UE association
with nearest BS of suitable tier. This work categorizes UEs into four types; (A)
high throughput of static indoor UE, (B) high throughput of static outdoor UE, (C)
low mobile outdoor UE, and (D) high mobile outdoor UE. During association, a
preference list of each type of UE has been considered. For Type A, UE prefers
femtocell, Type B UE prefers picocell, Type C UE prefers microcell, and Type D UE
prefers macrocell [10]. After the association, REM plays a significant role to allocate
radio resource to the BSs, i.e., users.

3 REM-Based RRM Technique

At the beginning of REM-based RRM techniques, the REM has been formed for the
area under observation in two layers, local REM and global REM with the knowl-
edge of BS’s locations and their power model. Here, 3GPP path loss models for
different BSs are used. Each BS stores their own REM in local REM database. Once
constructed, UE association will start with knowledge of their location, type, and
preference.
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Fig. 1 System model to the proposed work

For Type A, UE femtocell is considered. Type A UE is associated with nearest
femtocell BS as preferences. Similarly, Type B and Type C UEs are associated with
picocell and microcell, respectively. Type DUEs are associated with macrocell only.
Here, eachBScan serve a limited number ofUE (e.g.,maximum5UEs for femtocell).
This parameter plays an important role during the association. If any BS cannot serve
a particular UE due to this, then UE can associate any nearest BS of other tier or
same tier if available.

The associated BS will be considered as serving BS of that particular UE and all
other BSs are considered as interfering BSs. After association, the received SINR
will be calculated from the REM database. Having knowledge of UE association,
spectrum allocation started from the cell of higher coverage area, i.e., frommacrocell
to femtocell. There are two reasons behind this; first, it overlaps more number of
smaller cells, the value of total interference can be minimized by using farthest
spectrum allocation for overlapping smaller cell and second, there is a low BW
requirements for high mobile UEs in general. This allocation procedure depends on
activation/deactivation of BSs in the area. After the assignment, network can find the
number of UE, which are mainly two types; one whose SINR is below threshold,
causing outage and other whose SINR above the threshold but not enough to satisfy
particular service.

Selection of appropriate BSs depends on several factors, such as, UE’s location,
UE’s requirement, UE mobility, traffic load of the network and traffic distribution
within this region, etc. With the help of these information, BS can determine the
required transmit parameters to satisfy the UE’s requirements. Local REM algorithm
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provides the few options for possible communication scenario and forwards them to
the all BSs, which are present within its communication range. These information are
then forwarded by each BSs to the central controlling center for global REM. Upon
receiving these, the controlling center takes the decision on the BSs access based
on the global spectrum available, which is at network level, i.e., number of UEs,
number of activated BSs and network power consumption. Finally, the controlling
center acts on UE request and assigns the radio resource to UE.

Among these, fewparameters have an impact locally,which are considered as local
variables and others are considered as global variables [7]. Local variables are used in
local energy efficiency (EE) to optimize the energy consumption within limited geo-
graphical region or UE equipment specific. Whereas global EE parameters are used
to optimize global, i.e., network energy consumption. Local EE provides the local
snapshot of radio environment at UE level, i.e., BS coverage, throughput require-
ments, supported mobility. These factors influence the BS activation/deactivation
to minimize energy consumption metric. In this allocation process, some BSs are
not being utilized, which can be put into sleep mode to minimize network energy
consumption.

4 Calculation of Interefence and Energy Consumption in
REM-Based RRM Technique

After allocating spectrum, the interference and energy consumption of the network
have been estimated. In order to minimize outage and service blocking with REM-
based RRM technique, it is essential to estimate the interference on each UE to
satisfy UE’s requirements. REM provides information about SINR at a particular
location, i.e., UE’s location. Since, the entire geographical area covers by four types
of cells (as shown in Fig. 2) and at any moment, UE connects to a particular tier
BSs, which is nearest (using Voronoi tessellation) and supports its type. In HetNet
environment, different tiers BSs overlap each other and contribute interference on the
UEs. Since, the entire geographical area covers by four types of cells, among these
only macrocell is always active, rest are activated and deactivated appropriately as
and when required.

In this proposed scheme, generalized fractional frequency reuse scheme has been
modified, where some portion of frequency always is allocated to macrocell, say fM
and fB − fM are allocated to other BSs according to their activation, where fB is
the total amount of frequency available for communication [6].

The total interference (I Tot ) can be expressed as

I Tot =
fB∑

l=1

Nsub∑

i=1

(

αi,k I
lh
i +

Ntot∑

d=1

J dl
i

)

(1)

where αi,k is the binary assignment variables {0, 1}, I lhi is mutual interference de-
scribed in [6], and Nsub is the number of RBs.
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Fig. 2 Position of different BSs in HetNet environment

Due to the characteristic of linear combination, Ev
mnh f [9] is expressed as

Ev
mnh f = mEmacro

active + nEmicro
active + hE pico

active + f E f emto
active (2)

The EE of the system is defined by Ev
mnh f /Nc.

5 Results and Discussion

The proposed REM-based RRM technique has been simulated in wireless environ-
ment over the entire service area of 500× 500 m. In this simulation, 20 blocks of
femtocell (5× 5 femto in each blocks, as per the BeFEMTO specification [3]), are
deployed with 20% activation. The microcell (5 in numbers) and picocell (25 nos)
are randomly deployed inside macrocell coverage of 500× 500 m. Figure2 shown
position of different tier BSs in HetNet environment. With this all active BSs, Fig. 3
shows the REM of SINR of the coverage area under consideration. In this figure,
each BS is active and during the REM of each BSs are formed by considering it as
serving BS and all other BSs as interfering station.

As per the recent study of traffic distribution [4], considered in this analysis as
55% of indoor UE, 18% high mobile UE, 15% of outdoor low mobile UE and 12%
static outdoor UE. In this algorithm, UEs are associated with BS based on their char-
acteristics. This work also considers the maximum number of UE association to a
particular BSs, like femtocell, it is limited to 5, for picocell the number is 10, and
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microcell can support maximum of 30 UE and macrocell supports maximum of 50
UEs per sector. Different types of UEs are considered to understand the effectiveness
of the proposed RRM algorithm. Indoor and outdoor UEs have been considered ap-
propriately within the path loss models. In case of mobile UE, the effect of Doppler
spread has been taken into consideration during spectrum allocation. The mobile
with 100 kmph at 2GHz frequency, the Doppler spread is approximately 180 KHz,
i.e., one RB. Using the REM-based RRM technique, Fig. 4 shows the spectrum allo-
cation scenario in a typical deployment of BSs. This allocation satisfies interference
threshold and service blocking criteria. The different color represents the different
frequencies. As shown in figure, the neighboring cells are assigned with different fre-
quency band (more separation) to minimize interference. Figure5 shows the outage
of the proposed scheme in comparison with the past SINR-based scheme.

However, the service blocking and the probability of outage decrease with more
activation of BSs. More number of activated BSs increase the network power con-
sumption and also support improved network throughput. Table1 provides the de-
tailed numbers of mobile of each type, which falls in outage category. Figure6 shows
the normalized network energy efficiency with number of activated BSs. As evident
from the figure, the EE increases upto a certain number of BSs activation. The EE
decreases with more BS activation, which eventually increases network power con-
sumption, whereas the throughput will not increase significantly due to increase in
interference.
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Table 1 Number of UE with outage and service blocking at 20dB.

UE type Number of UE Outage UE SE (bps/Hz) Data rate
(Mbps)

Service
blocked UE

Type A 165 58 5 10 30

Type B 36 10 5 2 17

Type C 45 25 3 2 13

Type B 54 25 4 1 10
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Fig. 6 Normalized EE in activated BS in HetNet

6 Conclusion

This paper proposed anREM-basedRRM technique inHetNetwireless environment.
This proposed scheme minimizes outage and service blocking. Simultaneously, it
minimizes network energy consumption by appropriately activated and deactivated
BSs. The simulation results suggest that a tradeoff is needed between EE, number
of activated BSs and outage probability.
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Fuzzy AHP Based Technique
for Handover Optimization
in Heterogeneous Network

Riya Goyal, Tanu Goyal, Sakshi Kaushal and Harish Kumar

Abstract With the exponential growth of the telecommunication networks high
data rate, low latency become highly demandable. In wireless communication, User
Equipment (UE) demands always be on the network so that packet losses are mini-
mum during mobility in the network and cater the better Quality of Service (QoS).
Handover is the mechanism which transfers the control of UE from one network to
anotherwithout interruption. If the target network is not preeminent, then itmay cause
the handover failure and handover ping-pong effect. The selection of the network
should be optimal so as to preserve the overall QoS of the network. The proposed
scheme selects the optimal network from all the available networks. The results are
analyzed numerically and show the best network in terms of less handover failure
rate that can help for seamless connectivity.

Keywords Handover · RSS · Dwell time · Fuzzy-AHP · 4G · WLAN · WiMAX

1 Introduction

With the growth in a telecommunication network, a new variety of smart and power-
ful devices are developed. All these devices demand high data rate and low latency
to support multimedia traffic. Wireless networks are generally implemented for the
multimedia services as it avoids the installation cost incumbent in the wired net-
works [4]. It introduces newwireless telecommunication technologies like Universal
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Mobile Telecommunication System (UMTS), Fourth Generation (4G), Wireless
Local Area Network (WLAN), WiMAX, etc.

4G systems supply all-IP solution to the users where data, voice and multimedia
traffic is used on “anytime and anywhere” basis. 4G systemhas two networks:Mobile
WiMAXandLong-TermEvolution (LTE).An extremely versatile radio interfacewas
deployed in 2009 referred to as 3rd Generation Partnership Project (3GPP). 3GPP
introduces the LTE networks to support multimedia traffic as it offers high data rate
and low latency [1].

LTE provides advancement in the High Speed Packet Access (HSPA). Swedish
telecom operator Telia Sonera has first deployed the LTE network in December
2008, in capitals of Oslo, Norway, Stockholm, and Sweden [3]. From the WiMAX
standard used for the fixed access, IEEE created IEEE 802.16e, which is called as
Mobile WiMAX. A large number of WiMAX networks are industrially conveyed
over the world. WLAN is described as a network of wireless devices that possess
high-frequency radio waves and furthermore incorporates an access point to the
Internet. TheWLANsystemacts as a bridge betweenUserEquipment (UE) andwired
structure of computers, servers, and routers. This standard defines the specification of
the physical layer andMAC layer. Due to the availability ofWLAN in each and every
smart device and low-cost Wi-Fi networks, interworking between LTE and WLAN
has become the affordable and fruitful solution to address increasing demand for
data customers [15].

UE demands always be on the network so as to minimize the losses and pro-
vide the better Quality of Service (QoS) in the network. Handover is the process
of transferring an outgoing call between the evolved nodes (eNB) without handover
failure. Handover can be horizontal handover and vertical handover. It consists of
three phases: handover initialization, network selection, and handover execution [2].
With the estimation reports of a handover, UE starts the handover to the serving
eNB. UE plays out the downlink radio channel estimations in light of the Received
Signal Strength (RSS), periodically. When the necessary conditions for the network
are convinced, then the UE delivers the corresponding report [7], but if the selected
network is not optimal, then it may breach the QoS of the network. Conventional
method uses RSS for the selection of best network [5]. Along with this, other param-
eters are also required to select a network from available networks. Hussein et al.
[10] used RSS, the load on eNB and uplink Signal-to-Noise Ratio (SINR) for the
selection of a cell in the homogenous network but authors do not consider the other
essential parameters such as dwell time, bandwidth, power transmission, etc. Goyal
et al. [8] used AHPmethod for the selection of suitable network and results show that
delay is the main criteria. The author does not consider other essential parameters
and also not calculated the handover failure rate. In this paper, a scheme is proposed
for the selection of best network in heterogeneous network scenario so as to maintain
overall QoS of the network. The network is selected by considering criteria such as
RSS, velocity, bandwidth, load on eNB, power transmission, dwell time, and cell
radius. By applying fuzzy AHP method, best ranked network is selected based on
minimum handover failure.
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The rest of the paper is organized as follows: Sect. 2 describes the literature survey.
Section 3 presented the proposed scheme. In Sect. 4, results are numerically analyzed
and Sect. 5 concludes the paper.

2 Literature Survey

In this section, basics of handover in the network and fuzzyAHPmethod is discussed.

2.1 Basics of Handover in Networks

Thecoverage regionof the eNB is limited andUE ismoving fromoneplace to another.
To overcome the call interruption problem, the control of UE is to be transferred
from one eNB to another. This is called as handover. The signal strength of the UE
decreases as it moves outward the serving eNB. During the selection of eNB, when
there is lack of resources, it results in handover failure. There are three types of
handover failures, i.e., too early, too late, and false handover. It is easy to handle
them too early and too late kind of handover by taking one or two threshold values
of RSS. But the problem arises when false handover will occur [13].

2.2 Fuzzy AHP Method

The Fuzzy Analytical Hierarchy Process (Fuzzy AHPmethod) is an extensive multi-
attribute decision-making method which is deployed to solve the hierarchy fuzzy
problems. The extent fuzzyAHPmethod [6] is used, whichwas originally introduced
by Chang. In this, the pair-wise comparisons matrix have fuzzy numbers. The fuzzy
AHP method is implemented with the accompanying six stages [16]:

• Develop the structure of the matrix with various criteria and design the pair-wise
comparisonmatrix

(
Ai j

)
. It represents the examination frameworkwith the 9-point

scale.
• Examine the consistency of pair-wise comparison matrix. If the resultant matrix
is consistent, it would fulfill Eq. (1).

si j + s j i � 1 (1)

• Change the output of the comparison matrix into fuzzy variables that possess the
values ranging from zero to one, for the computation of positive fuzzy matrix that
satisfies Eq. (2).
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si j � ai j
ai j + 1

(2)

• Compute the fuzzy weights of the comparison matrix with the help of Eq. (3).

wi � zi∑n
i�1 zi

, where zi � 1
∑n

j�1
1
si j

− n
(3)

• Take the mean of the weighted matrix and combine the results of the criteria.
• Calculate the Consistency Index (CI) using Eq. (4), and obtain the resultant scores.
If CR≤ 0.01, then the matrix is consistent otherwise choose the weights again.

CR � CI

RI
, where RI is Random Consistency Index. (4)

The next section presents the proposed approach.

3 Proposed Scheme

Based on the reasons of the handover failure as discussed in Sect. 2.1, there is need to
further optimize the process of network selection during handover. Various schemes
and parameters are taken differently to optimize the selection process for the network.
The major objective of the proposed work is to reduce the handover failure. For the
calculation of handover failure rate according to the parameters described below, an
objective function (Fn) has to be computed. The focus of the scheme proposed in
[11] is on velocity, RSS, and their major goal is to minimize the false handover, but
the author does not consider the other essential parameters. In this paper, handover
failure rate is calculated by considering velocity, RSS, and other essential parameters
such as current load on eNB, power transmission, dwell time, cell radius, etc. These
parameters are discussed below:

• RSS (Received Signal Strength)—Handover is initiated only when the RSS
value of the current network drops below the predefined threshold. A minimum
of −20 dB Signal-to-Noise Ratio (SINR) is needed to detect RSS [11]. RSS is
calculated as shown in Eq. (5).

RSS � pt − p log(dk) + Xσ (5)

where RSS is the received signal strength by the UE from eNB, and pt is the
transmitted power from eNB, respectively, p is the path loss of the propagation
environment. Xσ in dB is attenuation due to shadowing with zero mean and stan-
dard deviation.

• Velocity—Depending on the speed of the UE, the UE will select cellular or
WiMAX networks, respectively. Quality of handover is much affected when the
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velocity is high, which would cause different types of handover failure rates [12].
Equation (6) computes the velocity using monitoring index:

α � v
(ω

δ

)1/β
(6)

where ω represents the RSS level at current location of UE,
δ is a predefined threshold, v is the velocity, and α is the monitoring of sig-
nal.

• Dwell time—It is the time spent by the UE in the same state. When dwell time
is less than the handover time, there is a handover failure due to insufficient time
for handover completion. By estimating the dwell time in a region, UE can limit
unnecessary handover and handover failure [9]. It is calculated from Eq. (7)

T �
(
2a sin(∅)

v

)
; 0 ≤ T ≤ 2a

v
(7)

where T is the dwell time, v is the velocity of the UE, a is the radius of the cell,

and ∅ � arctan
(

ml−mt
1+mlmt

)
, ml and mt are the slopes of the different cells.

• Load on eNB—When eNB broadcasts, the Master Information Block (MIB) sig-
nals contain the information of available resource block.

• Power Transmission—It directly depends on the checking of the available net-
works amid handover which is shown in Eq. (8) [14].

PL(d)db � S + 10n log(d) + (Xσ ) (8)

where PL is the power transmission and S is the path loss constant.
Based on all these parameters, an objective function (Fn) is derived as shown in
Eq. (9) that minimizes the handover failure rate according to the function (Fn),
handover failure rate is computed, and the network that has minimum value of
(Fn) is selected as the best network among the available networks.

Fn � RSS × Velocity × Power Transmitted × Load on eNB

Cell Radius × Dwell Time
(9)

To implement the objective function, fuzzy AHP method is used where LTE,
WiMAX, and WLAN are the different networks available as the alternatives and
RSS, velocity, power transmission, current load on eNB, cell radius, and dwell time
are the criteria. Thus, the proposed scheme minimizes the handover failure rate and
chooses the network, accordingly. The process to optimize the handover for the
selection of network is shown in Fig. 1. RSS value is compared with the predefined
threshold, and if RSS value is lesser, then the timer is increased and that timer will
be compared with the dwell time of the network. Only when the timer is greater than
the dwell time, extended fuzzy AHP is applied to compute the objective function and
it results in the selection of the best network among the available networks.
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Fig. 1 Flowchart of the proposed scheme

4 Analysis of Proposed Method

Numerical analysis has been done for the validation of the proposed method and also
to highlight the benefits of it. The result is analyzed by considering three access net-
work interfaces called as alternatives, i.e., LTE,WLAN, andWiMAX. RSS, velocity,
the power transmitted, the load on eNB, bandwidth, cell radius, and dwell time are
considered as criteria, as input to the proposed scheme which is implemented in
Matlab. Table 1 represents the normalized matrix of the criteria.

In fuzzy AHPmethod, the comparison ratios are used to be able to tolerate vague-
ness. By applying fuzzy extend analysis, it is easy to compare the alternatives with
different criteria. Table 2 represents the alternative matrix that shows the character-
istics of different networks. The values of the matrix are normalized in the form of
0’s and 1’s.

From the above analysis, CR is calculated by Eq. (4). The RI for our case is 1.32,
and it provides CR<0.01, so the matrix is said to be consistent.

With the use of Triangular Fuzzy Numbers (tfn), the ordinal number matrix is
converted to a tfn using tfn numbers, and then the minimum degree of possibility is
evaluated. Table 3 represents the normalized weight matrix by averaging the weights
of the parameters.
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Table 1 Aggregated fuzzy comparison matrix

Parameter RSS Velocity Power
transmit-
ted

Load on
eNB

Bandwidth Cell
radius

Dwell
time

RSS 1 3 3 5 7 5 7

Velocity 0.33 1 9 7 7 5 3

Power
transmit-
ted

0.33 0.11 1 0.20 0.20 0.14 0.20

Load on
eNB

0.20 0.14 5 1 5 0.33 0.33

Bandwidth 0.14 0.14 5 0.20 1 7 0.20

Cell
radius

0.20 0.20 7 3 0.14 1 7

Dwell
time

0.14 0.33 5 3 5 0.14 1

Table 2 Alternative matrix

Available
networks

RSS Velocity Power
transmit-
ted

Load on
eNB

Bandwidth Cell
radius

Dwell
time

LTE 1 1 1 1 0 1 0

WiMAX 0 0 0 1 1 1 1

WLAN 1 1 0 1 1 0 1

Table 3 Weight vectors Criteria Weights

RSS 0.29

Velocity 0.35

Power transmitted 0.00

Load on eNB 0.09

Bandwidth 0.05

Cell radius 0.14

Dwell time 0.08

Table 4 Fuzzy vector matrix Networks Rank analyzed

LTE 0.87

WiMAX 0.37

WLAN 0.86

Finally, a final score is obtained by taking the geometrical mean of the criteria for
each network [6]. Table 4 represents the overall weights of different networks.

For this case, based on the final score, LTE network got selected as the most
reliable network duringmobility since it hasminimumhandover failure rate.Analysis
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of Eq. (9) illustrates that if cell radius and dwell time are less as compared to other
parameters, the probability of handover failure increases andvice versa. Theproposed
scheme helps to select the best network out of all available networks.

5 Conclusion

In this paper, the technique is proposed to select the best network out of all available
network that results in minimum handover failure rate. It has been observed that
UE is moving from one network to another network freely at high speed. If the
target network is not optimal, then it will degrade the overall QoS of the network.
To overcome this problem, extended fuzzy AHP method based scheme is proposed
by considering the RSS, velocity, cell radius, dwell time, bandwidth, the power
transmitted, the load on eNB criteria, and hence, optimized the network. Results are
analyzed numerically and show that LTE network is the best network amongWLAN
and WiMAX in terms of handover failure rate. In future, we will focus on other
factors that affect UE and network during handover like energy utilization of UEs,
packet loss, etc.
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Improved TDMA Protocol for Channel
Sensing in Vehicular Ad Hoc Network
Using Time Lay

Ranbir Singh and Kulwinder Singh Mann

Abstract VANET is a decentralized type of network in which vehicle acts like
mobile nodes, can join together, and start communicating with each other. The reac-
tive routing protocol is the type of protocol which establishes a path by gathering
network information at the time of path establishment. The TDMA is the medium
access control protocol, which assigns channels to each vehicle and vehicles can
communicate with each other on the given time slots. Due to self-configuring nature
of the network, clocks are weekly synchronized, which leads to packet collision
in the network. In this research, time lay technique has proposed in which whole
network has divided into zones and zone heads are selected from each zone, which
are responsible to synchronize clocks of the mobile vehicle. The simulation of the
proposed model has done in NS2, and it has been analyzed that proposed technique
performs well in terms of NRL, route lifetime, and PDR.

Keywords VANETs · TDMA · MAC · Reactive · NRL · PDR

1 Introduction

TheVANETs are one of themost prominently researched areas of today’s technology
which help in determining the communication of vehicles and the roadside units with
each other. VANETs are deployed to decrease the probability of road accidents and to
improve passenger comfort by allowing vehicles to exchange different kinds of data
messages between the mobile vehicles and the installed infrastructure. If the vehi-
cles are communicating among themselves, it is known as Vehicle-to-Vehicle (V2V)
communication, whereas if it happens between vehicles and roadside infrastructure
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it is called as Vehicle-to-Roadside (V2R) communication. Through VANETs, vehi-
cles can easily share the present status of the traffic flow or a perilous circumstance,
for example, a mishap. There is a proper connection provided to the all the nodes
present in the network among each other and also the elements of roadside network.
There is no need to determine the base or foundation of the creation of the network.
The important data is sent and received throughout the network. There are warn-
ings given to the required vehicles regarding any kind of situations [1]. There is a
growth in utilization of the Wi-Fi IEEE 802.11 technology, which helps with the
deployment of the VANETs. There are two standards basically involved here, which
are the 802.11b and 802.11g. The vehicles can choose any of these standards for
providing a connection with the wireless network interface. The requirements of the
highly dynamic networks are, however, not fulfilled by these standard because they
are general-purpose standards. VANET is a highly dynamic network, and so these
standards are of no much use for it due to their small sizes. There are different behav-
iors and characteristic properties of VANETs which help them be different from the
other networks. There are various routing protocols introduced within the VANETS.
The protocols are classified on the basis of various parameters [2].

The data packets are transmitted from a source to a particular destination by the
unicast routing protocols. The personalized comfort applications and commercial
applications are supported by these protocols. Within the ad hoc environment, the
unicast routing protocols are used in awide range. The virtual partitioning of dynamic
nodes among different groups is known as the clustering of VANETs. The nodes
are identified to be part of specific clusters. For routing, relaying of inter-cluster
traffic, scheduling of intra-clusters traffic, and for channel assignment of cluster
members, a special node is selected which is known as the cluster head. Within
the routing process, no cluster members involve. The advantages of proactive and
reactive techniques are combined to generate the reactive routing protocols [3]. There
are two levels into which the hybrid protocols are divided. The information related to
routing of all the nodes is maintained and updated to rest of the nodes of the network,
by the inner layer which is proactive. The most commonly utilized routing protocols
in VANETs are broadcast routing protocols. They are widely deployed within the
safety-related applications. The packet is transmitted to all the nodes present in the
network within the broadcast mode. This message is re-broadcasted to all the other
nodes of the network by each node. Within the broadcast routing protocols, flooding
is a prominent technique utilized.

1.1 MAC Protocols in VANETs

Vehicular Ad Hoc Networks (VANETs) have emerged as another new class of effi-
cient information dissemination technology that can meet various requirements of
Intelligent Transportation System (ITS) applications which aim to improve traffic
safety and efficiency. Each mobile node in VANETs works intelligently to assist
other nodes with/without the guidance of the available infrastructure. VANETs offer



Improved TDMA Protocol for Channel Sensing in Vehicular … 305

awide area of applications, but due to several exclusive properties andhighly dynamic
nature, this network emerged many challenges that encourage the researchers to
investigate their research in an attempt to trim down these issues. In VANETs, an
efficient MAC protocol helps in achieving reliable communication, but have strict
requirements in terms of QoS. The huge networks can be managed very easily as
hierarchical structured with the help of clustering mechanism. A single hierarchy
is generated by partitioning nodes among the clusters. The medium access delay is
to be minimized through the VANET MAC protocols. These protocols are widely
utilized within the various safety applications due to such characteristics. The access
to the shared medium is arbitrated with the help of a medium access control protocol
[5]. The nodes within the transmission range of each other are restricted from trans-
mitting the data on the similar duration by the MAC protocol. In order to improve
the transportation system, the safety and non-safety-related services are provided by
VANETs. The channel is to be accessed in an efficient manner and should be collision
free for each vehicle. The manner in which all the vehicles can be accessed within
VANETs is provided byMACprotocol. There are numerousMACprotocols designed
within these networks. Various issues are also being faced during the designing of
MAC protocols such as the high mobility of nodes; the change is the topology of
networks, the hidden/exposed node related issue, and so on [6]. In order to provide
MAC layer implementation within the Wireless Access in Vehicular Environment
(WAVE) standard, the IEEE 802.11p is introduced. A TDMA-based contention-free
MAC protocol is referred to as VeMAC. The TDMA frames are generated by divid-
ing VeMAC time. There are numerous time slots present within each of the frames.
A contention-free Self-Organizing MAC Protocol for DSRC-based Vehicular Ad
Hoc Networks (VeSOMAC) aids in exchanging TDMA slot detail during the MAC
scheduling.

2 Literature Review

Hu et al. [1] have proposed the multi-hop service process into a single virtualized
service. This will help in analyzing the impact of multi-hop transmission on delay
performance. They have also applied martingale theory to test FIFO and earliest
EDF scheduling policies [1]. To analyze the MAC sub-layer access performance, an
IEEE 802.11p EDCA mechanism has adopted. The simulation results show that the
proposed model is better in terms of super-martingale end-to-end backlog and delay
bound has compared to existing standard bounds. They have also investigated the
delay end backlog performance to test the effect of number of vehicles.

Rossi et al. [2] presented that there is a huge utilization of MAC protocols in
time-critical applications that arise concerns regarding the robustness and adaptive-
ness of protocols. In this paper, the authors have investigated that how vehicular
density performance can be enhanced usingmaximumCWsize [2]. They have devel-
oped a stochastic model in order to obtain optimal maximum CW that is integrated
into amended CSMA/CA protocol. This will result in maximizing the single-hop
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throughput among adjacent vehicles. The simulation results show that the proposed
optimized protocols are effective in terms of channel throughput and transmission
delay performance as compared to standard CSMA/CA.

Khan et al. [3] have presented an advanced MAC scheme especially for the emer-
gency systems. The CCH utilization uniformly distributes the load on SCHs which
has improved by the presented scheme. In order to achieve messages on time, the
mode of the network switches to emergency from general that help in utilizing the
common service channel effectively. This will increase the probability for timely
reception of messages and reduces the rate of transmission collisions and latency.
This will increase the probability of message delivery. The simulation results show
that it performs better in contrast to other and thus validates its performance as
compared with existing MAC schemes.

Ndih et al. [4] have presented a contention-freeMAC protocol for fast and reliable
multi-hop data dissemination in vehicular ad hoc networks which takes advantage of
two-packet collisions to improve network capacity. There are mainly two operations
included in MAP, such as first, a dynamic subdivision of the space into multiple
sub-spaces using one relay node and then each performs a deterministic medium
access that is free of control messages [4].

Gawas et al. [5] proposed a cross-layer approach for efficient dissemination of
emergency messages in VANETs (CLDEM). The message redundancy and main-
taining low end-to-end communication delays of this approach will minimize the
output. They have proposed a scheme that will help in selecting a one-hop neighbor
relay as a potential forwarder that relays the broadcast messages and improves the
transmission reliability in a platoon of vehicles. There is need of minimum over-
head and minimum bandwidth consumption to control the broadcast messages by
selected relay [5]. They have adopted 802.11eMAC to provide service differentiation
in different traffic classes. The simulation results show that the proposed cross-layer
scheme effectively propagates the critical broadcast messages withminimum latency
as compared to existing schemes.

Hadded et al. [6] concluded that ADHOC MAC provides an efficient broadcast
service for inter-vehicle communications and solves MAC issues such as the hidden-
exposed terminal problem and QoS provisioning. The authors have also presented a
comparison between simulation and analytical results in order to validate the math-
ematical model and protocol [6]. The network simulator NS-2 and the realistic road
traffic simulator SUMO is also being used for analysis purposes.

3 Research Methodology

The vehicular ad hoc network is the decentralized type of network inwhich no central
controller is present and due to non-presence of central controller, the routing, time
synchronization, and security are the three major issues of the network. To reduce
packet loss in the vehicular ad hoc, the whole network is divided into fixed size
zones and zones heads are selected in each zone. The zone heads are selected in a
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zone on the basis of speed and distance. In this work, the novel technique has been
proposedwhich synchronize the clocks of the vehicle nodes. The proposed technique
is based on the MAC time for the clock synchronization in the network. The node
which aggregated the data to zone head will also the sent the current time header. The
zone head when receives the packet will check the time header and when the time
at the vehicle node and zone head gets mismatched, then the zone head will adjust
the clock according to the current time. In the last step, clock synchronization of the
zone heads will adjust its clocks according to the received time from their adjacent
cluster heads. When the clocks of the zone nodes get synchronized, then the modes
which are applied at each node will work efficiently and energy consumption in the
network get reduced, and also throughput increased at a steady rate (Fig. 1).

3.1 Proposed Algorithm

Input: vehicle nodes with week clock synchronization
Output: vehicle nodes with synchronized clocks

1. Deploy the vehicle ad hoc network with finite number of vehicle nodes
2. Divide whole network into fixed size zones
3. While (zone head selected)

Repeat for loop for each node in the network
If (speed (i)> speed (i+1) && distance (i)<distance(i+1))
Zone head�node (i)
End

4. The vehicle nodes transmit data to the zone head
5. Check (MAC)

If (Mac time of the vehicle node!�zone head time)
Zone head adjusts its clock according to vehicle node time
Else
Communication starts in the network
End

4 Experimental Results

This work has been implemented in NS2, and the results have been compared in
terms of various parameters such as NRL, the lifetime of the route, and PDR Table 1.

In Fig. 2, normalized routing load increases with increasing the number of nodes
and the proposed technique shows the minimum normalized route load as com-
pared to others. This may be explained by the fact that its route discovery process is
decreased as compared to the others. Similarly, in Fig. 3, the path is established from
source to destination through the centralized party. Route Lifetime (RLT) (time of
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Fig. 1 Proposed flowchart
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Table 1 Simulation
parameters

Parameters Values

Antenna type Omnidirectional

Link layer type LL

MAC type 802.11

Channel frequency 2.4 GHz

Routing protocol LAR

Area 800*800 m

Range 100 m

Number of vehicles 20–80

Traffic type CBR

Fig. 2 Graph of normalized route load versus number of vehicles

a connection between the source and destination) is the delay between the time of
arrival of the message RREQ to the destination and the breaking time on the road
created by the same message RREQ. The route lifetime in the proposed technique is
more as compared to existing which leads to reduction that is link failure.

The packet delivery fraction is defined as the ratio of number of data packets
received at the destinations over the number of data packets sent by the sources, as
shown in Fig. 4; the performance of the proposed technique is comparedwith existing
in terms of PDR. The packet delivery ratio of the proposed technique is increased as
compared to existing techniques.
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Fig. 3 Graph of route lifetime versus number of vehicles

Fig. 4 SPacket delivery ratio versus number of vehicles

5 Conclusion

In this work, it has been concluded that the path from source to destination will be
established using reactive routing protocols. The TDMA protocol is used for the
channel sensing. Due to non-clock synchronization, TDMA protocol does not work
fine and it leads to packet loss in the network. In this research, time lay technique
of vehicular ad hoc network is proposed which synchronize clocks of the vehicle
nodes. The simulation is performed in NS2, and the results are improved up to 20%
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in terms of various parameters. In future, the mutual authentication technique will
be applied, which increase the security of the network.
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Implementation of Fractional Frequency
Reuse Schemes in LTE-A Network

Girisha Kumar and Garima Saini

Abstract This paper presents an enhancement of spectral efficiency in Long-Term
Evolution Advanced (LTE-A) network through Fractional Frequency Reuse (FFR)
scheme. The 3GPPLTE-A standard forwireless communication camewith a solution
to increase the network performance specially for users in cell edge region. The
most popular Inter-Cell Interference Coordination (ICIC) technique is fractional
frequency reuse. In FFR, the total cell region is separated as two regions such as cell
interior region and edge region. The entire accessible bandwidth is divided among
cell interior and edge regions. This paper presents the different FFR schemes, mainly
strict FFR and Soft Frequency Reuse (SFR). It also focuses on comparison of FFR
and SFR techniques with conventional frequency reuse technique. The simulation
results show that usingFractional FrequencyReuse schemes, there is an improvement
in performance of cell edge user in terms of Signal-to-Interference-Plus-noise Ratio
(SINR), throughput, and spectral efficiency as related to conventional frequency
reuse method.

Keywords Fractional frequency reuse · Inter-cell interference coordination ·
Long-term evolution advanced · Soft frequency reuse

1 Introduction

The evolution of number of mobile users since last decade increases rapidly. Due to
multimedia applications, the requirement of data rate of network also increases. The
rapid growth of data rate of user causes an increase in capacity of system. Due to
high system capacity, the need of wireless spectrum also increases. Regrettably, the
spectrum of wireless network is very limited and too costly. So, a proper technique
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Fig. 1 Strict FFR Cell A
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is needed to satisfy high requirement of system capacity with limited spectrum in
improved wireless communication networks like LTE and LTE-A [1–4].

To achieve high requirement of system capacity, the frequency reuse techniques
are used. In conventional frequency reuse technique with reuse factor 1, the cells are
grouped into cluster and the frequency allotment to each cell within the cluster is not
repetitive. In the conventional frequency reuse scheme, inter-cell interference occurs.
In case of LTE/LTE-A networks, the spectrum management and ICI coordination
are very important [5]. FFR and SFR are two methods to increase the efficiency of
spectrum by reducing the inter-cell interference in LTE/LTE-A networks. In FFR
scheme, the cell is parted into two areas such as cell center and edge region. The
total accessible bandwidth is partitioned as subparts. The quantity of sub-bands for
cell center and edge regions is allotted individually. The main aim of FFR schemes
is that the users in adjacent cell edge region should use distinct frequencies and
reduce the interference for cell edge user from cell center user. This increases the
user probability of coverage in the region of cell edge [6].

In strict FFR scheme, the total frequency spectrum is partitioned into primary
segments and secondary segments. The primary segment is allotted to cell center
user and secondary segments are allotted to users in the region of cell edge. The
entire cell center user uses common frequency band, whereas cell edge region user
utilizes the part of frequency segments with a reuse factor α. So in strict FFR, the
number of sub-band Radio Frequency (RF) is RF+1. The cell center user can use
either cell center or edge sub-band but cell edge user has to use only cell edge sub-
band so that there is no interference between users of edge and center region [7, 8]. As
shown in Fig. 1 for three-cell strict FFR, the total spectrum is partitioned into four sub
channels F1, F2, F3, and F4. The center regions of all the cells are allotted using
same frequency band F1, and the three cell edge regions are allotted using three
different frequency bands such as F2, F3, and F4. The cell edge frequencies are
allotted with a reuse factor of �. So, the total frequency band required for three-cell
cluster is 4.
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Fig. 2 Soft frequency reuse
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In SFR, there is a share of frequency sub-bands for cell edge user with a reuse
factor α. The cell center user shares the sub-band with edge user of other cell in such
a way that there is no interference between them. The sub-band which is allotted to
the cell edge user can also be used by cell center user if it is not used by edge user.
The Shannon capacity for the cell edge user is reduced due to lack of availability of
spectrum. To overcome this, high carrier power is allotted at the edge user in order
to improve the SINR and finally increases the Shannon capacity [9–11].

As shown in Fig. 2, for three-cell SFR, the total spectrum is divided into six sub-
band frequencies such as F1, F2, F3, F4, F5, and F6. The center regions of three
cells are allotted using different frequency band such as F4, F5, and F6. The edge
regions are allotted using frequencies such as F1, F2, and F3 in such a way that
there is no interference between them.

The remaining section of the paper is structured in the following manner, Sect. 2
describes the networkmodel procedure alongwith simulation parameters, simulation
outcomes are discussed in Sect. 3, and lastly concluding the paper in Sect. 4.

2 Network Model

In the proposed model considered M cells, in each cell K user are uniformly dis-
tributed. In conventional reuse technique, the whole frequency spectrum is used in
a cell with reuse factor 1. In case of FFR and SFR, the cell is separated into two
portions such as cell interior and outer regions as mentioned in Sect. 1. Generally,
the radius of interior region of cell may be selected as two-third of total radius of cell
that is

(
rinner � (

2
3

) ∗ R
)
where R denotes the radius of cell. First, the SINR value

for different reuse scheme is calculated. Later, using 500 Monte Carlo realizations
average values of fading and shadowing is estimated.
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2.1 Working Principle of Network Model

After calculating SINR’s values of each user, these SINR values are mapped to
CQI entity [12], to decide the type of modulation used. The modulation type gives
information about number of bits/symbol. Finally, using Shannon’s formula, spectral
efficiency is calculated. In case of resource allocation algorithm, subcarrier allotment
is a major part. The resource allocation algorithm works as follows:

1. Calculate number of subcarrier per user using Eq. 1

su � Ru

b� f
(1)

where Ru is required data rate of user in bps, �f is subcarrier spacing, and b is
number of bits/symbol.

2. Randomly allot a specific subcarriers to each user based on service class.
3. If subcarriers are free after step 2, then remaining carriers are allotted to each

user based on round-robin fashion.
4. The condition for allotment of subcarrier in step 3 is that the allotted subcarrier

per user should be less than maximum subcarriers required per user.
5. If the total required subcarrier is less than total available subcarrier after step 2,

then subcarriers are subtracted from each user in a round-robin fashion.
6. The condition for subtraction of subcarrier from each user is in step 5 is the

allotted subcarrier per user should be greater than minimum subcarriers required
per user.

After allotment of subcarriers to user throughput is calculated. Further using 500
Monte Carlo simulations, same procedure is repeated to estimate average per user
parameters such as SINR, throughput, and spectral efficiency and these parameters
are then plotted with respect to user distance from BS.

2.2 Simulation Parameters

Table 1 provides all the simulation parameters required for simulations. The network
used for simulation consists of 19 cell clusters and 48 users per cell which are uni-
formly distributed within a cell. In this paper, the LTE-A network is simulated using
the parameters like cell radius, noise power density, and base station transmission
power all are according to 3GPP standard.
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Table 1 Simulation parameters

Sl. no. Parameter Value

1 Cluster size 19 cells

2 Cell radius 100 m

3 Users per cell 48

4 Channels 1200

5 System bandwidth (after carrier
aggregation)

60 MHz

6 Channel bandwidth 15 kHz

7 Carrier frequency 2.3 GHz

8 Base station transmission power 23 dbm

9 Noise power spectral density −173 dbm/Hz

Fig. 3 Plot of SINR of user
versus distance
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3 Results and Discussion

The simulation of LTE-A network for distinct frequency reuse methods like con-
ventional frequency reuse, strict FFR, and SFR scheme is done in this paper. The
network efficiency is analyzed by SINR, spectral efficiency, and throughput of user.

Figure 3 shows the plot of SINR of user with reference to user distance to the base
station in distinct frequency reuse methods. It justifies that in case of inner region (up
to cell radius of 67 m), both conventional and strict FFR reuse schemes provide same
SINR value. The transmission power and interference levels in the interior region of
cell are same in both conventional frequency reuse and strict FFR scheme. Both of
these schemes will provide best SINR value near to base station and it decreases as
the user move away from base station. In the outer region of cell (from cell radius
of 66–100 m), the strict FFR performance is better in terms of SINR as compared to
conventional frequency reuse method.
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Fig. 4 Plot of spectral
efficiency of user versus
distance
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The variation of spectral efficiency per user with respect to user distance to base
station is shown in Fig. 4. According to Shannon’s formula, the spectral efficiency
depends on SINRs so it will observe the same effect in spectral efficiency as in case
of SINR.

Figure 5 shows the plot of user throughput with reference to user distance to the
base station in distinct frequency reuse methods. In conventional frequency reuse
method, the throughput is higher in central region (up to cell radius of 67 m) of
cell and it decreases as user move towards the cell edge region (From cell radius of
67–100 m). Only in the interior region of cell the throughput is high for conventional
method as compared to strict FFR and SFR. In case of cell edge region, the strict
FFR provides better throughput than conventional reuse schemes.

The CDF plot for SINR per user is shown in Fig. 6. The main purpose of using
CDF is to analyze the total efficiency of distinct frequency reusemethods irrespective
of position of user in a cell. The strict FFR has best SINRs value at cell edge region
as compared to conventional reuse schemes due to less interference effect.

Figure 7 showsCDF plot for spectral efficiency per user in conventional frequency
reuse, Strict FFR, and SFR schemes. According to Shannon’s formula, spectral effi-
ciency is a function of SINRs values so similar effect is observed as in case of SINR.

TheCDFplot for average throughput per user is shown in Fig. 8. The plot indicates
that conventional frequency reuse scheme provides better throughput after certain
limit (approximately greater than 7 kbps) as compared to strict FFR and SFR. The
conventional frequency reuse scheme provides the best throughput only in interior
region of cell, and it provides worst throughput performance in the edge region of
cell.
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Fig. 5 Plot of user
throughput versus distance
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Fig. 6 CDF plot for SINR
per user
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Fig. 7 CDF plot for average
spectral
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4 Conclusion

In LTE-A advanced networks, the problem of increasing the cell edge performance
is a major research area. The ICI coordination technique came with the solution of
FFR schemes to increase the performance of user specially for cell edge users. The
results of simulation justify that strict FFR has improved efficiency in terms of SINRs
values and spectral efficiency at cell edge region as compared to conventional reuse
technique. The throughput for cell edge user is best in strict FFR due to availability
of more number of subcarriers reserved for user in edge of cell. In case of central
region of cell conventional reuse technique, it provides better SINR and throughput.
In SFR schemes, throughput and SINR value can be improved using proper power
control factors.
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Frequency Regulation in Smart Grids
Using Electric Vehicles Considering
Real-Time Pricing

Sirat Kaur, Sukhwinder Singh and Damanjeet Kaur

Abstract The main ancillary service which is the focus of the research is frequency
regulation. The real-time pricing is considered corresponding to the load division
introduced as peak, off-peak, and mid-peak load. An algorithm is devised that incor-
porates load levelling and charging/discharging costs of Electric Vehicles (EVs). It
gives an account of the number of EVs coming for charging/discharging at the Smart
Grid (SG) for each hour. Results of the proposed algorithm provide the trend that
is favourable to EV consumer and beneficial to the SG. It has been observed from
the results that the frequency is regulated and the cost function adds an additional
parameter to increase the efficiency. Load levelling is achievedwhich helps to deduce
that the frequency at the SG is regulated.

Keywords Electric vehicles (EVs) · Frequency regulation · Smart grids (SGs)
Vehicle-to-grid (V2G) technology

1 Introduction

Nowadays, Electric Vehicles (EVs) are seeing a continuous rise in their number.
These EVs are useful for achieving the various ancillary services such as frequency
regulation, voltageprofilemaintenance, andpower factor correction, etc., in theSmart
Grid (SG) environment. Tomeet ancillary services of SmartGrid, EVs can play a vital
role by supplying power during peak hours. EVs can regulate frequency by charging
their batteries from Smart Grid during off-peak hours and discharging it during peak
hours. The integration of EVs in the Smart Grid is via bidirectional power flow
and bidirectional communication links. This bidirectional flow of energy between
SG and EVs is referred to as Vehicle-to-Grid (V2G) technology. EVs have been
implemented in road transportation as a part of V2G technology but there are various
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challenging issues like degradation of EV battery, communication overhead between
an EV and the SG, changes in the whole infrastructure of distribution network,
charging/discharging price demand of EV owners amongst others which needs to be
addressed.

Kempton and Tomic [1] state that they expect ‘the 21st century will see fossil
fuels displaced by intermittent renewable energy’ in 2005. They propose that since
EVs have rechargeable batteries, they can balance the frequency deviations either by
supplying or withdrawing energy from the grid. Base load market is the least benefi-
cial for V2G, whereas regulation market is the most beneficial for V2G technology.
This paper is amongst the first of its kind to establish V2G technology as a landmark
that could change the power system management.

Aggregation of EVs is introduced by Guille and Gross [2]. They state that con-
necting a single EV to the Smart Grid (SG) will have no meaningful impact on the
SGs. Hence, connecting thousands of EVs, also known as aggregation of EVs, to
the SG will impact the grid not only as a load but as a storage/generation device. A
mechanism to optimally schedule real-time electricity consumption was proposed by
Papavasiliou et al. [3]. The main focus is on a supply bidding function to incorporate
charging of EVs in residential area. A demand response scenario is presented where
the residential area gives a certain electricity consumption capacity corresponding
to taking part in providing ancillary services to the grid. But there was an inher-
ent assumption regarding the supply bidding function which would require prior
knowledge so that the highest bidder could be selected.

Coordinated charging is the best kind of charging which will not only stabilize
the SG but also utilize the EV to their full potential is the conclusion that Habib
et al. [4] provide after an extensive survey on the impact of V2G technologies and
charging strategies implemented in the electric environment. The roles of aggregators
pertaining to the aggregation of EVs in the SG is further discussed and explained
in [5]. Hui Liu et al. suggest that aggregators need to calculate not only the total
Frequency Regulation Capacity (FRC) but also communicate with the EV Charging
Station (CS) or individual EVs. This scheme did not support simultaneous charging
and discharging of EVs. It neglects EVs demands and concentrates more on the
frequency regulation itself. The study on battery degradation of EVs was done in [6]
by Fabian Rücker et al. According to the authors, the EV life depends heavily on
the battery it is using. Therefore, various charging strategies are studied which helps
to restore the EV battery to lessen its degradation. A novel charging method for the
lithium-ion batteries is presented in [7] by Wang Zhifu et al.

There is a huge burden on the SG due to supply–demand gap as highlighted in [8]
byKuljeetKaur et al. providing a systematic framework to establish the actors/entities
in the grid environment alongwith their respective roleswhich in turn became a back-
ground for the presented research. They have two cases established for the working
of the proposed algorithm. The first case study is for the database corresponding
to one-hour time interval given in the Pennsylvania–New Jersey–Manhattan (PJM)
dataset, the second is the database with the time interval of 15 min between each fre-
quency interval taken from Electric Reliability Council of Texas (ERCOT) dataset.
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Both case studies took into account the different databases in order to widen the
research perspective.

Real-world EV charging data was used in order to develop an algorithm to study
demand charging at commercial sites in [9] by Guanchen Zhang et al. The concept
of Distribution Locational Marginal Price (DLMP) and Real-Time (RT) market was
utilized in [10] by Pierluigi Siano and Debora Sarno. An algorithm that provided cost
savings for residential users was developed in order to study the impact of various
parameters involved in the algorithm through Monte Carlo Simulations (MCS) in
order to better tabulate their results.

The various algorithms that are implemented in order to provide effective charging
were discussed in [11] by Qinglong Wang et al. who gave a detailed survey on the
strategies. The authors have stated that the EVs are a trending topic in the world
with their number increasing to 5 million per year by 2020. EVs are seen from their
Load Characteristics and Statistical Charging aspects. The survey also states that
the current charging schemes are not capable of providing continuously controllable
charging power.

A survey on economic-driven approach for charging of EVs was presented in [12]
by Wenjing Shuai et al. who shed the light on techno-economic environment for the
EVs. According to the survey, EVs are not only a participant in the SGs but also
a member of the Electricity market calling the EVs prosumers. The comparison of
‘Unidirectional chargingmechanisms’with the ‘Bidirectional chargingmechanisms’
are done andmodels regarding the two are provided. In case of bidirectional charging,
V2G technology is stated to be used as storage for renewable energy. But there are
limited amount of analytical results for V2G due to economic constraints. A roadmap
to integrate theEVs into theSGusing a smart battery charger in theEVswas presented
in [13] byTugrulU.Daim et al. The proposed algorithm charged the EVs in away that
the battery lifespan of the EVs was increased corresponding to the current scenario
of EV charging.

A survey on dispatching strategies opted by the EVs in regulating frequency in
the SGs is provided in [14] by Chao Peng et al. An algorithm that took demand
dispatch management as a means to regulate charging for EVs is proposed in [15]
by Sang-Keun Moon and Jin-O Kim. The main focus is to determine the mismatch
between loads and charging costs. A bidding strategy algorithm to study aggregator
behaviour in real-time day-ahead market was given by Baringo and Amaro [16].
A stochastic optimization model in order to achieve scenarios of uncertainties to
calculate prices for charging the EVs through aggregators is used. Austrian year -
head market data in order to balance grid using decentralized pricing is used in [17]
by B. Fassler et al. The authors study the day-ahead market scenario with the given
data and conclude that primary frequency control market is better suited for EVs.

A survey on the recent studies which used EVs as a means of charging the SG and
using as a transportationmedium is given in [18] byNicolò Daina et al. Yao et al. [19]
propose a real-time charging scheme for the demand response market catering to EV
parking station. The authors also compare their own work with existing strategies in
order to provide a full-scale study of what lacked in previous studies. The authors’
specific focuswas on the parking stationwheremaximizing the chargingwill provide
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operational profits to the consumer.The scheduling algorithmproposedby the authors
used State of Charge (SOC) of EV as a dynamic constraint which updated only after
cost is calculated. A decentralized algorithm that carefully performed in order to
achieve customer satisfaction along with operator profitability was given by Omran
and Filizadeh [20]. Wenzel et al. [21] propose an algorithm for the aggregation of
EVs in the SG. Their main focus is on the EV aggregator and its real-time charging
scenario. They provide an algorithm which uses future information for charging and
discharging and handle this information for regulating the frequency. Diana et al.
[22] provided a survey on various EV models that have been given. They have also
stated that short time periods pertaining to the given models scales down the annual
use of time periods to only a few minutes. Frequency regulation is an important
ancillary service provided by SGs and EVs are an integral part of this service. EVs
act as mediators along with aggregators to balance the load on the SG. This study
focuses on balancing the net load on the SG using charging load and discharging
load through the number of EVs coming for charging or discharging depending on
the hour of the day. In the current paper, division of time is essential to understand
when discharging and when charging can take place without overloading the SG.
Load balancing is an important aspect to SG. And hence, EVs are used to balance
the actual load to avoid sudden blackouts and valleys and peaks in the readings of
the load. However, many methods do not include discharging cost into the algorithm
as a first-hand parameter. The proposed method provides a way to divide the time
such that charging and discharging rates cater to those times.

2 Approach and Proposed Method

Much of the research work has been focused on the charging of the EVs through
the SGs. The proposed algorithm incorporates the discharging of the EVs in the
SG in order to stabilize the SG. This research focuses on using EVs as a means for
balancing the frequency in the Smart Grids. The first step takes all the 24 values of the
regulation signal from the database corresponding to each hour. Then, the Coloured
Petri Net (CPN) algorithm is implemented that uses this signal to give the number
of EVs based on whether they approach for charging or discharging. The proposed
work can be represented as a sixfold as shown in Fig. 1.

To validate the proposed approach, the PJM regulation signal data of June 2014 is
used. The regulation signal is the key factor in deciding the charging and discharging
of EVs. The load is divided into three categories: off-peak load, mid-peak load, and
peak load. The peak load is defined as the load when demand is nearly the capacity
of the system, and off-peak load is the load when demand is quite low as compared
to the rating of the system.
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Fig. 1 The proposed method

Table 1 Charging and discharging rates

Type of hour Time charging rate Discharging rate

Off-peak hours 23:00–09:00 3.155 Rs./kW h 12.749 Rs./kW h

Peak hours 10:00–12:00 No charging permitted 3.155 Rs./kW h

Mid-peak hours 09:00–10:00,
12:00–23:00

8.241 Rs./kW h 8.241 Rs./kW h

2.1 Charging and Discharging Rates

In the algorithm, it can be seen that the discharging rate will be highest during off-
peak hours while the charging rate will be highest during peak hours. The various
charging/discharging rates during peak, off–peak, andmid-peak hours arementioned
in Table 1 which will directly effect the charging/discharging costs of EVs.

Number of EVs: The number of EVs is one of the important parameters that defines
not only the EVs arrival/departure for charging/discharging, but also defines the time
at which EV arrives. The newly arrived EVs, operating EVs and departing EVs are
calculated as given in Eqs. (1)–(4)

EVop
C � EVn

C/EC. (1)

EVop
D � EVn

D/ED. (2)

EVdp
C � (

EVT
C − (

EVn
C + EVop

C

))
/EC. (3)

EVdp
D � (

EVT
D − (

EVn
C + EVop

D

))
/ED. (4)

where EVn
C is the number of newly arrived EVs for charging, EVn

D is the number of
newly arrivedEVs for discharging, EVop

C is the number of operatingEVs for charging,
EVop

D is the number of operatingEVs for discharging, EVdp
C is the number of departing

EVs after charging, EVT
C is the total number of EVs coming for charging, EVT

D is the
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total number of EVs coming for discharging, EVdp
D is the number of departing EVs

after discharging, ED is the discharging energy, and EC is the charging energy.
Average SOC of EVs: State of Charge (SOC) of each EV is calculated using

Eqs. (5)–(8)

SOCBC � SOC ∗ Char_rate. (5)

SOCBD � SOC ∗ Dis_rate. (6)

SOCAC � 100 − (100. ∗ (E_new_charg/E_rated)). (7)

SOCAD � 100 ∗ (E_new_discharg/E_rated). (8)

where SOCBC is the State of Charge(SOC) before charging of an individual EV, SOC
is the SOC of an EV pertaining to its arrival at the SG, Char_rate is the Charging Rate
for that hour, SOCBD is the SOC before discharging of an individual EV, Dis_rate
is the discharging rate for that hour, SOCAC is the SOC after charging of an EV,
E_new_charg is the new capacity of an EV pertaining to its charging, E_rated is the
rated capacity of the electric vehicle’s battery, SOCAD is the SOC after discharging
of an EV, and E_new_discharg is the capacity of EV pertaining to its discharging.

After the calculation of individual SOCsofEVs, the number of EVs corresponding
to a signal hour is accumulated and average of SOCs before charging/discharging
and after charging/discharging are calculated.

2.2 Vehicle-to-Grid (V2G) and Grid-to-Vehicle (G2V)
Technology

According to the algorithm, the actual load signifies the regulation signal provided in
the database. Load weights (wt) are defined for peak, off-peak, and mid-peak hours
which decides the charging and discharging of loads.

TCLd � BaseLd(t) +
n∑

EV�1

Ch_Dmd(t). (9)

Here, TCLd is the total charging load, BaseLd is the base load for each hour, and
Ch_Dmd is the charging demand for each EV at that hour. The power available for
charging during t hour is given in Eq. 10.

CLDev � TCLd(t) ∗ Pt ∗ EVC(t). (10)

where CLDev is the charging load deviation for each hour, Pt is the regulated power
for charging, and EVC is the number of EVs arriving for charging for each hour.
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The G2V discharging load deviation is calculated in a similar manner considering
the number of EVs coming for discharging. Charging and discharging of each hour
will occur simultaneously. Whether the user profits or the grid stabilizes depends on
the amount of revenue generated for each hour.

To verify whether the load is levelled, a simple mathematical formula is used:

LNet � LA − LC + LD (11)

where LNet is the net load, LA is the preliminary load, LC is the charging load, LD is
the discharging load

2.3 Charging and Discharging Cost

After the load calculation, charging and discharging cost are calculated using charg-
ing price/discharging price and load values during that hour.

An objective function is calculated beforehand to accumulate all the required
parameters as given in Eq. 12.

ObjFnChar � Wt ∗ (Ptreg + Ptunreg) ∗ Char_Rate. (12)

where ObjFnChar is the objective function pertaining to calculating the charging cost
at hour t,W t is the load Weight at that hour, Ptreg, Ptunreg are the regulated power and
unregulated power for charging, and Char_Rate is the charging rate.

CC � (min
(
ObjFnChar

) ∗ (SOCBC−SOCAC) ∗ EVC)/SOCAC. (13)

where CC is the charging cost, SOCBC is the SOC before charging, SOCAC is the
SOC after charging, and EVC is the number of EVs for charging.

Charging cost is a direct function of the load at that point alongwith themagnitude
of SOC updated as given in Eq. 13. The objective function of discharging cost differs
in the type of parameters is used as follows:

ObjFnDis � Wt ∗ Ptreg ∗ Dis_Rate. (14)

where ObjFnDis is the objective function for calculating the discharging cost at time
t,W t is the load weights pertaining to each hour for discharging, Ptreg is the regulated
power for discharging, and Dis_Rate is the discharging rate pertaining to that hour. In
Eq. 14, the regulated power is only used for discharging where in the case of charging
cost, the regulated and unregulated power for charging is used. This is because the
unregulated discharging will ultimately go back to the grid, while the unregulated
charging will disrupt the grid and will lead to sharp valleys and peaks.

DC � (
min

(
ObjFnDis

) ∗ (SOCBD−SOCAD) ∗ EVD(t)
)
/SOCAD. (15)
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where DC is the discharging cost, SOCBD is the SOC before discharging, SOCAD is
the SOC after discharging, and EVD is the number of EVs arriving for discharging
at that hour as given in Eq. 15.

3 Results

The various regulation signal parameters are calculated to stabilize the SG so as to
achieve its full potential when compared to conventional grids which break down
when load increases or decreases drastically. The specified parameters are obtained
using the (Pennsylvania–New Jersey–Manhattan) PJM dataset constituting regula-
tion data for 1 June 2014 and 5 June 2014 is used. The results are tabulated for
frequency support over one-hour interval.

3.1 Number of Electric Vehicles (EVs) for Charging
and Discharging

The number of EVs is calculated in three parts—newly arriving EVs, operating EVs,
anddepartingEVs.These are then added together to get the number ofEVscoming for
charging/discharging pertaining to each hour. Figure 2 represents the number of EVs
coming for charging and discharging. The number of EVs for discharging is higher
during peak hours (10:00–12:00) and those for charging is higher during off-peak
hours. The number of EVs coming for charging during peak hours (10:00–12:00) is
0 (zero). This is because charging is not permitted for those hours.

3.2 Charging Cost and Discharging Cost

As seen in Fig. 3, the charging is not permitted for the load at the peak hours
(10:00–12:00). This is because the SG at that point is at a stage, where the demand
is at the rate of supply and charging would lead to sudden blackouts. Hence to avoid
grid failures, Grid-to-Vehicle (G2V) charging is not permitted at peak hours. Charg-
ing cost depends on the charging demand at any hour as well as number of EVs at
that hour.



Frequency Regulation in Smart Grids Using … 331

Fig. 2 Number of EVs coming for charging/discharging for 1 June 2014

Fig. 3 Charging cost w.r.t. time for 1 June 2014

The EV paid the cost by the SG operators according to the time at which the
EV arrives at the SG for discharging. According to the results, it is beneficial for
the consumer to arrive at the peak hours for discharging. Though discharging rate
will be less, the time for discharging will be more and hence more revenue will be
generated. As seen in the graph given in Fig. 4, the peak hours (10:00–12:00) give
the highest discharging cost of 19518.00 (11:00) and 35695.00 (12:00) for 1 June
2014.
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Fig. 4 Discharging cost w.r.t. time for 1 June 2014

3.3 Charging and Discharging Load

Discharging at peak hours when demand is near its rated capacity, regulates the
frequency, and provides a way for EVs to utilize their battery power. Contrary to
discharging where the EV owner is paid for discharging, here the grid generates the
revenue for charging the EVs.

The net load gives the levelled load which tells that the frequency at the SG is
regulated. According to the graphs given in Fig. 5, the frequency was regulated. The
main focus of this study is to regulate frequency at the grid, using EVs to cater to
the ancillary service resulting in load levelling. The load during G2V exchange takes
away the energy from the grid, while the load during V2G exchange gives back to
the grid. Here, the net load leads to load levelling where there are no valleys and
peaks after the charging and discharging for each hour takes place. The actual load
has irregularities in energy while the net load is almost a straight line as a result of
regulating the frequency.

4 Conclusion

This work has proposed a novel technique to leverage the Electric Vehicle’s (EVs)
charging and discharging abilities in order to regulate frequency at the Smart Grid
(SG). The actual load helps to regulate the frequency at the SG by incorporating it
to the net load, thereby providing load levelling at the SG. The traffic at the grid also
helps to detect whether the SG can cater to that many number of EVs in a particular
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Fig. 5 Net load w.r.t. time for 1 June 2014

hour. The effectiveness of the proposed scheme has been studied through the real-
time data taken from the PJM database corresponding to the regulation signals. The
experimental results show that discharging data is equally important as the charging
data. This method is quantifiably better as it incorporates discharging into the already
existingmethods alongwith better division of time,whichwas not seen in the existing
methodologies. Therefore, this paper provides a study for load levelling along with
real-time pricing in the SG using EVs for frequency regulation.

5 Future Scope

The peak load caters to only discharging at the SG while charging is not permitted
during these hours. But in a real-time scenario, it can be seen that many EVs will
come for charging even at the peak hours. Therefore, the EVs pertaining to charging
can implement (Vehicle-to-Vehicle) V2V charging.

V2V charging corresponds to the Vehicle-to-Vehicle charging where an EV with
a high State of Charge (SOC) can transfer some of its battery capacity to the EV
with lower SOC. This will entail the EV-to-EV revenue generation along with the
existing revenue that is being generated.
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Traffic Heterogeneity Analysis
in an Energy Heterogeneous WSN
Routing Algorithm
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Abstract Wireless Sensor Network (WSN) is an important element of Internet of
Things arena. Energy efficiency is the prime factor for attaining the long life ofWSN
systems, which are resource constrained especially in energy. During theWSN oper-
ations, the communication activities consume maximum energy share of the WSN
nodes. As routing algorithms are associated with the communication activities of the
network, the energy efficiency of the routing algorithms become a critical factor in
WSNs. The early work in WSN routing considers the deployment of homogeneous
nodes. In practical scenarios, the WSN nodes are not homogeneous in their con-
figuration, capabilities and/or behavior. The heterogeneity of WSN nodes has been
broadly classified into three major categories, viz. energy, computation, and link.
The heterogeneity of traffic/data generation rate is another important aspect, which
considers nodes with heterogeneous data transmission requirements. This paper con-
siders traffic heterogeneity aspect along with the energy heterogeneity for improved
routing decision in theWSN. The paper discusses how the performance of the system
is affected under different heterogeneity scenarios. It considers a two-level energy
and traffic heterogeneous scenario in a clustering-based WSN. It also proposes an
improved method of cluster head selection for the given scenario. The work comes
under multi-heterogeneity consideration in WSN routing algorithms, which is an
important aspect for designing efficient routing algorithms for realistic WSNs.
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1 Introduction

The early work in Wireless Sensor Networks (WSNs) routing algorithms does not
give emphasis to nodes’ heterogeneity aspects. However, in practical WSN deploy-
ments, nodes homogeneity is difficult to attain and maintain. Even during homoge-
neous WSN operations, the energy consumed by different nodes on wireless com-
munications is different, which creates an energy heterogeneous scenario over its
operations. The WSN is an element of Internet of Things (IoT) ecosystem, where
an interoperability of various heterogeneous subsystems and devices is expected.
The disparity in nodes’ configurations, capabilities and/or functional behavior cre-
ates heterogeneities in WSNs. A constructive consideration of these disparities (i.e.,
heterogeneity) can improve the performance of WSNs. Researchers have considered
routing algorithms for energy, computation and link heterogeneous WSN scenarios
[1]. SEP (Stable Election Protocol) [2] routing protocol is among the early work for
energy heterogeneousWSNs,which is still used to analyze the performance improve-
ment by the newly developed algorithms in the area. SEP proposes a new cluster head
selectionmechanism to improve the energy efficiency in energy heterogeneousWSN.
It shows that the routing algorithm for homogeneousWSNs (LEACH [3, 4]) does not
judiciously utilize the extra energy of energy heterogeneous nodes. Consideration of
traffic heterogeneity (based on disparity of packet length) inWSN routing algorithms
is relatively less explored area [5–9]. The traffic heterogeneity is an important aspect
for WSNs with heterogeneous sensing requirements, where different sensors have
different amount of data to be communicated to the base station.

For designing the routing algorithms for more realistic WSNs, consideration of
multiple heterogeneities is an important aspect. This paper presents the performance
analysis of a routing algorithm (SEP) for energy heterogeneous WSN under hetero-
geneous traffic scenarios. It also presents an improved cluster head selection method
for the given/proposed multi-heterogeneity scenario.

The rest of this paper is arranged as follows: Sect. 2 introduces the system model
used for the analysis. In Sect. 3, we present a performance analysis of the SEP algo-
rithm under the proposed multi-heterogeneous environment. An improved routing
algorithm is also proposed for the scenario in this section. In Sect. 4, the results of
this work are discussed. Finally, the conclusions and some perspectives to extend
this work are presented in Sect. 5.

2 System Model

Toanalyze the effect of traffic heterogeneity in an energy heterogeneousWSNrouting
scenario, SEP [2] has been considered as the base algorithm. SEPwas developedwith
an aim to effectively utilize the extra energy of the energy heterogeneous nodes during
the routing process. SEP considers LEACH-like clustering approach with improved
cluster head selectionmechanism to cater energy heterogeneity. It considers LEACH-
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Fig. 1 Radio model

like simulation environment with base station/sink located at the center of the square
area. The first-order radio model (Fig. 1) has been considered, where the energy
spent by the radio to transmit Mb-bits message to a distance d is given by:

ETx �

⎧
⎪⎨

⎪⎩

Mb · Eel + Mb· ∈fs ·d2 if d < d0 where d0 �
√ ∈fs

∈mp

Mb · Eel + Mb· ∈mp ·d4 if d ≥ d0

(1)

where Eel is the receiver or the transmitter circuit’s per bit dissipated energy and the
distance between the sender and the receiver is d. The ∈fs and the ∈mp are transmitter
amplifier losses for the free space and the Multipath scenarios, respectively. The
energy dissipated in receiving an Mb-bits message is given by:

ERx � Mb.Eel (2)

Assuming 100 numbers of nodes (n) deployed uniformly over a 100 m × 100 m
square area. The sink node is placed at the center of the field and the distance of
any node to the sink is ≤ d0, then the free space model can be considered for the
intra-cluster and the inter-cluster communications. The energy spent by the cluster
head nodes (ECH) is given by:

ECH � Mb.Eel

(n

k
− 1

)
+ Mb.EDA

(n

k

)
+ Mb.Eel + Mb. ∈fs .d2

toBS (3)

where EDA is the data aggregation energy spent per bit by cluster heads, k is the
number of clusters, and dtoBS is the distance between the cluster head and the sink.
The energy dissipated by the non-cluster head nodes (EnonCH) is given by:

EnonCH � Mb.Eel + Mb. ∈fs .d2
toCH (4)
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where dtoCH is the distance between the member nodes and their cluster head.
SEP considers thatme percent of nodes (called advance nodes) have αe (additional

energy factor) times more energy in comparison to normal nodes. In comparison to a
uniform cluster head selection criteria of routing algorithm for homogeneous WSNs
(LEACH), SEP considers weighted optimal probability-based cluster head selection
mechanism for normal and advanced nodes. The weighted probability of normal
(Pnr) and advanced nodes (Pad) are given by:

Pnr � Pop
1 + αe.me

(5)

Pad � Pop
1 + αe.me

× (1 + αe) (6)

where Pop is the optimal probability to become cluster head. Similar to LEACH, a
node becomes a cluster head in the current round if the random number selected by
the node is less than the threshold. The threshold functions for the normal nodes
(T nr) and the advanced nodes (T ad) are given by:

Tnr(n) �
⎧
⎨

⎩

Pnr
1−Pnr.

(
r mod 1

Pnr

) if n ∈ G ′

0 otherwise
(7)

Tad(n) �
⎧
⎨

⎩

Pad
1−Pad.

(
r mod 1

Pad

) if n ∈ G ′′

0 otherwise
(8)

where G′ and G′′ are the set of nodes that have not become cluster heads within
the last 1/Pnr and 1/Pad rounds of the epoch, respectively; and the current round
is represented by r. Similar to LEACH, nodes other than the cluster head nodes
join the cluster considering the signal strength of the cluster heads’ advertisement
message. Each member node is assigned a time slot by its cluster head node for data
communication. The cluster head aggregates the data collected from the member
nodes before sending it to base station. After a certain time period, the complete
process is repeated.

3 Traffic Heterogeneity Consideration in Routing
Algorithm for Energy Heterogeneous WSN

To consider the heterogeneity in terms of traffic generation from the different nodes
of the network, we have considered that the packet length of the nodes is different for
different nodes. For simplicity, we have considered two types of traffic heterogeneous
nodes,which is similar to the two typeof energyheterogeneous nodes scenario inSEP.
Further, the same heterogeneous nodes are having energy and traffic heterogeneity.
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Table 1 System parameters

Parameter Value

Area/network size 100 m × 100 m

Number of sensor nodes (n) 100

Base station/sink location Center of the field

Normal node’s initial energy 0.5 J

Energy consumed in transmit/receive
electronics (Eel)

50 nJ/bit

Energy consumed in data aggregation by
cluster head (EDA)

5 nJ/bit/signal

Energy consumed by transmit amplifier in free
space scenario (∈fs)

10 pJ/bit/m2

Energy consumed by transmit amplifier in
multipath scenario

(∈mp
) 0.0013 pJ/bit/m4

Normal node’s packet length (Mb) 4000 bits

The analysis has been carried out in MATLAB and the parameters considered for
simulation environment are shown in Table 1.

3.1 Analysis of Traffic Heterogeneity in Energy
Heterogeneous WSN Routing

In this section,wehave considered the effect of trafficheterogeneity inSEPalgorithm.
We have considered that the energy-rich nodes may have higher traffic generation
rate in terms of their packet size. We have considered me �mt percent of randomly
selected nodes (traffic heterogeneous nodes) with (1+αt) time longer packet length
in comparison to normal nodes. It is assumed that the network can sustain the het-
erogeneous traffic for the given simulation environment.

Figure 2 shows four different scenarios for four different values of traffic load (αt),
where each scenario considers three different values of me (=mt). The four results
show the performance for αt � 0, 1, 2, 4 with αe = 1 and me �mt �0.1, 0.2, 0.3 in
each scenario. It shows that the stable period for highermt is penalized more than the
lower values of mt , with an increase in traffic load (αt). Further, the stability period
is not affected much with an increase in onlymt under traffic heterogeneous scenario
(αt>0).

Figure 3 shows that similar to homogeneous WSN case [9], the stable period of
SEP deteriorates with an increase in traffic heterogeneity. The me �mt �0.1; αe �
1; αt �0 shows the performance of original SEP algorithm without traffic hetero-
geneity. An increase in packet length (αt), while maintaining energy heterogeneity,



340 D. Sharma et al.

Fig. 2 Traffic heterogeneity in SEP: varying mt for αt (four different scenarios for αt = 0, 1, 2, 4)

deteriorates the performance (stable period) of SEP protocol significantly. The results
follow the pattern even for different percentage of heterogeneous nodes.

3.2 An Improved Routing Algorithm Considering Traffic
Heterogeneity Along with Energy Heterogeneity

In this section, we present a traffic heterogeneity aware protocol (SEP-T) for energy
and traffic heterogeneous scenario. Based on the analysis in the last section, an
efficient cluster head selection mechanism is proposed, which considers both type
heterogeneities in a constructive manner. The new weighted probabilities for normal
nodes (Pnr_th) and advances nodes (Pad_th) (more energy with longer packet length)
are given by:

Pnr_th � Pop
1 + αe.me

× (1 + αt · mt ) (9)

Pad_th � Pop
1 + αe.me

× (1 + αe − αt · mt ) (10)
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Fig. 3 Traffic heterogeneity in SEP: varying αt for mt � 0.1

The remaining mechanism is same as discussed in system model section for SEP
protocol. The performance of new algorithm is evaluated by replacing Pnr and Pad

with Pnr_th and Pad_th, respectively, in the system model.
Figure 4 shows the performance of proposed algorithm under different hetero-

geneous scenarios. The stable period of SEP deteriorate under traffic heterogeneity,
which is improved by the proposed mechanism (SEP-T).

4 Result and Discussion

The improved cluster head selection method (SEP-T) shows improvement in stable
period under different heterogeneity scenarios (Fig. 4). For a particular deployment,
an increase in αt from 0 to 1 in SEP (me �mt � 0.1; αe �1) decreases the stable
period from 808 to 677 rounds; however, the SEP-T improves the stable period to
761 rounds. An increase in αt from 0 to 2 in SEP (me �mt � 0.1; αe �1) decreases
the stable period from 808 to 581 rounds; however, the SEP-T improves the stable
period to 660 rounds. An increase in αt from 0 to 2 in SEP (me �mt � 0.2; αe �1)
decreases the stable period from 959 to 604 rounds; however, the SEP-T improves
the stable period to 676 rounds. An increase in αt from 0 to 1 in SEP (me �mt � 0.2;
αe � 2) decreases the stable period from 1059 to 857 rounds; however, the SEP-T
improves the stable period to 925 rounds.
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Fig. 4 Considering traffic and energy heterogeneity in cluster head selection

5 Conclusion

This paper analyzes the effect of traffic heterogeneity in a routing algorithm for
energy heterogeneous WSN. The results show that the stable period of SEP deterio-
rates significantly with an increase in traffic heterogeneity. Further, the stable period
for WSN with higher percentage of heterogeneous nodes is penalized more with an
increase in traffic load of heterogeneous nodes. The proposed improved cluster head
selection method (SEP-T), based on the analysis results, shows better energy effi-
ciency in terms of improved stability period under different heterogeneous scenarios.
The work is a step towards consideration of multiple heterogeneities in WSN, which
can help in realizing more realistic WSN deployments. The future work includes
analysis of random/different levels of multiple heterogeneities at node level along
with consideration of latest routing techniques for comparisons.
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Integration of Optical and Wireless
Technology as High-Capacity
Communication System: Issues
and Challenges

Namita Kathpal and Amit Kumar Garg

Abstract Radio over Fiber (also referred as Radio on the Fiber, Hybrid Fiber Radio
and Fiber Radio Access) is a desegregated technology that merges wireless system
with optical fiber for the imminent distribution of broadband services. RoF significant
feature is to transmit radio frequency signals (20 Hz–300 GHz) over optical fiber to
fulfill the demand of large data traffic by using the merits of optical fiber which gives
large bandwidth (50 THz), less attenuation (0.2 dB/km), and low electromagnetic
interference. In the present work, various issues and challenges related to RoF system
architecture concerned with the efficient utilization of centralized control capability
have been compared along with the current state of art of RoF system.

Keywords Radio frequency over fiber (RFoF) · Intermediate frequency over fiber
(IFoF) · Base band over fiber (BBoF) · Central station (CS) · Base station (BS)

1 Introduction

To fulfill the high bit rate communication services demand and to distribute the
wireless mm wave signal over the large geographical area, hybrid system consisting
of fiber and radio technologies called RoF are proposed. RoF consociates the
effectiveness of optical fibers for the transportation of radio signals to various
wireless access points situated in different area with the main advantage of wireless
system, i.e., mobility and ubiquity. The exemplar provided by RoF system is
beneficial as it transmits radio signal in their original analog form. RoF system
architecture fundamentally consists of CS, BS, and optical fiber which interconnect
CS and BS. The basic elements of CS are Modulators, Optical Sources, Optical
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Fig. 1 RoF system architecture

Detectors, and Multiplexers, i.e., all the equipment mandatory to perform RF signal
processing and BS comprises of O–E/E–O converters, filters, and amplifiers. This
architecture allows cost-effective BS, as they only need to perform O–E/E–O
conversions, filtering and amplification functions whereas CS has to perform RoF
control functions such as modulation, demodulation and frequency allocation thus
CS are expensive in comparison to BS. Figure 1 shows the general RoF architecture.

In the uplink transmission from Mobile Unit to Central Station, the RF signals
received at BS are amplified and converted into optical signal using optical source
and then, this light signal is transferred to CS via fiber. In the downlink transmission
from CS to Mobile Unit, data from the user modulates RF source which in turn
modulates optical carrier from light source. The modulated optical signal is carried
to BS via optical fiber and at the BS this optical signal is converted into RF signal
and this wireless signal is transmitted to Mobile Unit using BS antenna.

2 RoF System Architectures and Related Issues

RoF system architecture is classified into three categories depending on the frequency
range of the Radio Signal to be transported
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Fig. 2 RFoF downlink system architecture

1. RFoF (Radio Frequency over Fiber)
2. IFoF (Intermediate Frequency over Fiber)
3. BBoF (Baseband over Fiber)

1. RFoF architecture

In RFoF architecture (also known asAnalogRoF) shown in Fig. 2, the electrical radio
signals in the range of 10–40 GHz are optically modulated in CS and transmitted
to BS through optical fiber without altering the radio center frequency. Therefore,
frequency up/down conversion is not required at BS this make RFoF architecture the
most simplest and cost-effective architecture but the link performance is affected by
chromatic dispersion [1] andnonlinear distortionwhich in turn limits the transmission
of signal over long distance.

Thus, various linearization techniques using analog or digital signal processing
[2] was proposed to mitigate these impairments.

2. IFoF architecture

In IFoF architecture (also known as Digitized RoF or Digitized IoF) depicted in
Fig. 3, the electrical signals in the range of 10–100 MHz are transposed onto an
optical carrier at CS and the modulated light signal is propagated through optical
fiber to BS. At the BS, the transmitted optical signal is recovered by optical detector
and the detected electrical signal is upconverted to RF which in turn transmitted to
MU. The BS in this architecture required additional components for frequency up
and down conversions. Thus, this RoF system architecture is expensive but it reduces
chromatic dispersion effects by employing band pass signaling technique [3]. Band
pass signaling technique has certain limitations which affect the data transmission
rate, therefore Delta SigmaModulator (DSM) based DIoF system had been proposed
[4] which reduces the requirements of active devices for recovering the transmitted
signal at Base Station. Further continuous time low pass DSM has proposed [5]
which shows better results in terms of SNR.
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Fig. 3 IFoF downlink system architecture

3. BBoF architecture

In BBoF architecture (also known as Digital RoF) shown in Fig. 4, the radio signals
in the range of 20 Hz–20 kHz are modulated at CS and transmitted to BS. At BS,
the electrical signal is detected by the photodetector which is then upconverted to
RF through IF or directly and transmitted to MU. In BBoF, the effect of chromatic
dispersion is negligible but BS configuration is most expensive.

In this architecture at CS, the RF signal is converted into digital signal by ADC
and at the BS received digital signal is converted into analog by DAC but this conver-
sion produces jitter [6] which limits the link performance. In [7], all-photonic DRoF
architecture has been proposed which employs electro-optical modulator to perform
optical sampling and modulation at CS which reduces the jitter to femtosecond and
also produces less BER (10−62) as compared to ARoF. As BRoF requires up convert-
ers at BS and demands of up converters can be reduced by employing heterodyne
photo-detection [12].

Fig. 4 BBoF downlink system architecture
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Table 1 Comparison of various RoF architectures for wireless communication

S. no. Parameters RFoF IFoF BBoF

1. Transmission
distance [7]

15 km 65 km 65 km

2. BER [8] 10−9 10−58 10−62

3. BS designing Least complex as
frequency
conversion is not
required

Complex due to
requirement of
frequency
conversions

Complex due to
requirement of
frequency
conversions

4. Immunity to
interference

Less High as laser and
photodiode are
operating at low
frequency

High as laser and
photodiode are
operating at low
frequency

5. High bit rate
transmission [9]

<1 Gbps <1 Gbps 1 Gbps to
2.5 Gbps

6. Rayleigh
scattering (σ s)
[10]

High as σ s is
directly
proportional to
frequency
(frequency range
in RFoF is from
10–40 GHz)

Medium (as
frequency range
is from
10–100 MHz)

Least (as
frequency range
is from
20 Hz–20 kHz)

7. Hardware
requirement [11]

Least due to BS
designing

More as
additional RF
components are
required

More as
additional RF
components are
required

3 Conclusion

In this paper, an overview of various RoF system architectures has been provided
along with current state of art. Table 1 shows the advantage and disadvantage of
various RoF architectures.

Based on the literature survey, it has been concluded that the reduction in trans-
mission frequency leads to the transmission of signal over long distance (65 km)
with less BER (10−62).
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An Analysis of Relationship Between
Image Characteristics and Compression
Quality for High-Resolution Satellite
Images

Gurneet Kaur, Charu Nimesh and Savita Gupta

Abstract Prediction of compression quality of an image at a pre-encoding stage
plays a vital role in any compression model because not only does it greatly reduce
the associated costs, but also provides a basis for further optimization of the com-
pression algorithm employed. The present work aims to facilitate this prediction by
establishing a relationship between the inherent features of an image and its qual-
ity post compression. Since the former varies significantly for different categories
of images such as nature scene, medical, remote sensing, etc., results obtained for
high-resolution satellite images are largely different from similar analyses typically
conducted for nature scene images. We establish the effects of gradient-based Image
ActivityMeasure, average gray level and image contrast onGradientMagnitude Sim-
ilarity Deviation, which has recently emerged as a highly efficient Full Reference
Image Quality Assessment model.

Keywords DWT compression · Image activity · Gradient magnitude similarity
deviation · Full reference image quality assessment

1 Introduction

The last few decades have witnessed an exponential rise in the amount of image and
video data being utilized and transmitted worldwide. Consequently, the demand for
efficient compression algorithms is also increasing in order to bring down storage
costs, bandwidth required for transmission and transmission time at given transfer
rates. A variety of transforms have been developed for image compression, such as
the Discrete Cosine Transform and Discrete Wavelet Transform. Of these, DWT is
a highly efficient method for sub-band decomposition of an image and has replaced
DCT methods earlier used in compression payloads of remote sensing satellites [1].
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The Consultative Committee for Space Data Systems recently published an image
data compression standard which describes an algorithm comprising of DWT and
bit-plane encoder. The said algorithm has much lower complexity as compared to
other DWT-based standards, such as JPEG2000, and is hence more practical for use
onboard a spacecraft [2]. In the present work, we employ this standard to encode and
decode high resolution satellite images.

The quality analysis models in lossy coding can broadly be divided into three
categories—full reference (FR) ones—where the original image is available as ref-
erence, no reference ones—which work only with the degraded image and partial
reference models—which use attributes of the original image as reference. Of the
FR-IQA models, metrics such as RMSE and PSNR have been used extensively in
the past. Although their mathematical tractability is quite appealing, these metrics
suffer from a serious drawback—they do not correlate well with the Human Vision
System (HVS). In an effort to establish IQAs which are closer to subjective human
perception, several measures such as Structural Similarity [3] and the related MS-
SSIM, Visual Information Fidelity [4], Universal Image Quality Index [5], Gradient
Magnitude Similarity Deviation (GMSD) [6], etc., were developed. Of these, GMSD
has emerged as a highly efficient yet effective model for post-compression quality
analysis.

The Gradient Magnitude Similarity Deviation model, like many other FR-IQAs,
computes image quality in two steps. In the first step, a Local Quality Map is com-
puted by locally comparing original and degraded images. Overall quality is then
determined from the LQM by using a pooling strategy. Several choices exist for
this pooling strategy—the simplest and the most popular being average pooling.
However, since different parts of the image contribute differently to image quality, a
weighted pooling strategy yields better results. GMSD employs standard deviation
for obtaining overall quality score from the similarity map and is considerably faster
than the currently available state-of-art FR-IQAs.

Prediction of quality at pre-encoding stage is vital to every compression model
as it cuts down costs and enables optimization of coding parameters. Gradient-based
Image Activity Measure (IAM) [7] is widely used in prediction models as it captures
the fine details to which HVS is sensitive. Apart from image activity, we use average
luminance and contrast as predictors for GMSD for high-resolution remote sensing
images compressed using the aforementioned CCSDS standard.

2 Image Characteristics and Compression Quality

Remote sensing images are typically characterized by varied textures, strong edges,
andfine detail. In lossywavelet based compressionmethods,most errors are observed
at locally active regions. Hence, image activity can give an accurate estimate of dis-
tortion post encoding. Spatial characteristics average luminance (Ig), image contrast
(Ic), and gradient based Image Activity Measure (Ia) used as quality predictors are
described as follows:
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where w and h represent width and height of the image respectively, and xi j is pixel
intensity.

3 Results and Analysis

For the presentwork, satellite imageswere obtained fromearthexplorer.gov.us,which
permits access to HR orthogonal aerial imagery data taken over US for free. Figure 1
shows some images from the dataset. Metadata of the dataset is given in Table 1.

Fig. 1 High-resolution satellite images
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Table 1 Metadata of training
set

Number of images 70

Type Digital grayscale

Bits per pixel 8

Resolution of image 30 cm

Format TIFF

In order to prepare the images for compression as per BPE input specifications,
basic pre-processing operations were performed:

• Conversion of RGB images to grayscale
• Conversion from TIFF to RAW image format

Images in training dataset were compressed to 0.5 bpp using 9/7 Integer DWTpro-
vided by CCSDS Image Data Compression Standard. Post decompression, GMSD
was calculated using the original images as reference. Image activity, average gray
level and contrast were computed for each image. Figure 2 shows parts of the orig-
inal image, decompressed image and the similarity map generated prior to GMSD
calculation. Visible distortions in object boundaries, blurring of edges and loss of
fine detail can be observed in the decompressed images.

To determine whether spatial features of the image have any impact on post-
compression quality, scatter graphs were plotted and analyzed. Figure 3 shows the
relationship between GMSD and the image gray level (Ig), Contrast (Ic), gradient-
based image activity (Ia) and the products Ia * Ic, Ia * Ig and Ia * Ig * Ic. While
no correlation was observed between quality and average gray level or quality and
image contrast when taken independently, these two quantities when combined with
Ia, displayed good correlation with objective quality score. Further, some degree of
correspondence was observed between quality values and Ia * Ig * Ic but a relatively
higher degree of scattering was present in this plot. Image Activity Measure is pro-
portional to the occurrences of edge transitions and amount of fine detail present in
an image. Since degradations caused by DWT compression are more prominent in
edges and fine detail, it is not unexpected that GMSD, which quantifies degradation
present in the image, corresponds well with IAM.

4 Future Work

This paper examines the relationship between GMSD and spatial image characteris-
tics. In order to construct a model for estimation of GMSD based on image features
for HR satellite images, regression can be employed to identify a suitable subset of
image characteristics. The objective of such a model would be to minimize the error
between actual and predicted GMSD values for a test dataset of images. This model
can be employed to determine compression quality at pre-encoding stage which will
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Original 
Image

Decompressed 
Image

Similarity 
Map

Fig. 2 A comparison between original and decompressed images

reduce costs associated with encoding and can also be used to optimize the compres-
sion algorithm. Further, the model can be refined by incorporating frequency domain
image characteristics.
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Fig. 3 Scatter plots of image characteristics against GMSD
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A Comparative Analysis of Various
Image Segmentation Techniques

Poonam Jaglan, Rajeshwar Dass and Manoj Duhan

Abstract In this ascension era of technology, Magnetic resonance imaging (MRI)
emerges as the utmost clinically acceptable imaging modality for detection and diag-
nosis of tumors. The Breast tumor is leading scrupulous diseases among women. In
last two decades, image segmentation has got a high boost and attention from the
researchers across the globe. To represent the image in such a way which is easy to
analyze and more meaningful, the process of segmentation is used. It is the primal
step in processing images of different types. Therefore, the image is sectioned into
desirable building blocks. Basically, it provides the meaningful objects of the image.
Literature provides a variety of image segmentation algorithms even though there
is a requirement of an efficient segmentation technique which can work efficiently
on all sorts of images. The key extract of an algorithm lies within the superiority
of segmentation performed by a particular method. The availability of segmentation
algorithms is quite large, so the analysis of these algorithms might be interesting to
the researchers. This paper reviews segmentation techniques such as theory-based,
region-based, thresholding, edge-based, Neural Network-based, Model-based, and
Partial differential equation based on the basis of their functioning, utility, advan-
tages, disadvantages, and applications.
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1 Introduction

In the year 2016, approximately 1.5 lac new cases of breast cancer (over 10% of all
cancers) have been registered in India [1]. Breast MRI becomes a clinically appli-
cable imaging modality for breast cancer screening due to its high sensitivity and
moderate specificity as compared to others [2]. MRI proves excellent at surgical
implants imaging or the augmented breast [3]. Medical investigation of breast can-
cer is well recognized but finding out the proper technique for early detection is still
the challenging one [4]. Initially, preprocessing should be considered for contrast
enhancement before further processing [5]. Thus, the next step in image analysis is
segmentation. Patterns color, shapes, and texture are the basic features to segment the
complex image into the simple objects in the human vision; the image segmentation
follow the same process for the computer vision. The process to part the image into
distinct regions is so-called image segmentation. By and large, the image representa-
tion is so refined that the image outcomes aremore functional for ongoing researches.
This paper is further categorized as: In Sect. 1 introduction is presented, Sect. 2 gives
a brief description of image segmentation, Sect. 3 explains the subsisting techniques
of segmentation and Sect. 4 demonstrates the conclusion and future scope.

2 Image Segmentation

This process gets the higher attention in medical image processing. It aspires to
section a digital image into a set of regions where each pixel is uniform as well as
visually distinct with respect to characteristics like boundary, intensity, texture and
color, etc., to identify objects/boundaries in an image. This partitioning is domain
independent. It provides the significant information which can be easily analyzed.

From last many years, this area of research is speeded up at an extent. The
researchers came up with enormous segmentation algorithms time to time because
of its prodigious significance. Thus, an algorithm created for a particular image’s
type may generally not acceptable by the other class of images, as each doing the
segmentation but not in the same way as another [6]. So from this point of view,
there is a need to develop a specific algorithm which may fulfill every objective
and must be effectively applicable to each kind of digital image. The process selec-
tion depends upon the problem formulation, type of image and output required. The
field of image segmentation deserves the tremendous researches and hence a protean
image segmentation technique needs to be developed on fast pace.
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3 Image Segmentation Techniques

A distinct number of segmentation methods are proposed by the researches carried
out in this field in the past decades. Segmentation techniques are initially classified
as object, layer and block-based methods [7]. Where object based methods segment
an image into regions in which the exact boundaries of the object are found. The
object can be any text, photo or a graphical object, etc. Many researchers found this
technique quite complex than the others. Layer Based method divides the image into
layers, i.e., foreground, back ground, and mask layers. The mask layer decides the
reconstruction of the final image from the other two layers. Object-based- and layer-
based techniques are not much applicable to medical imaging so did not explain in
detail. Whereas in the block-based approaches partition the image into rectangular
blocks based on various image attributes, i.e., histogram, color, gradient, wavelet
coefficients, etc. It is the most simplified segmentation technique. The hybridization
of the above three categories also developed by the researchers. Block-Based Seg-
mentation approach is further divided into two types as per the fundamental traits of
pixels: Discontinuity and Similarity are as follows [8]:

a. Boundary-based detection methods

These methods rely on some discontinuity feature of the pixel. The images are seg-
mented into regions by the unforeseen changes in the gray level/intensity of the
image. Generally, it can identify various corners, edges, points as well as lines in
the image. Pixel misclassification error is the prominent limitation. Edge detection
technique is the main example of this type.

b. Region-based detection methods

These depend on similarity properties like lines, points and edges. The segmentation
is done on the premise of similitude in intensity levels in according to a set of
prerequisite criterion. Algorithms like region merging and splitting, thresholding,
and region growing, etc., comes under this category.

Figure 1 shows the categorization of segmentation algorithms on the basis of
various image attributes and Table 1 gives the relative comparison of different seg-
mentation algorithms.

3.1 Region-Based

In this, the object’s related pixels are grouped for segmentation. An image is seg-
mented into the homogenous regions. In this, grouping of regions typically based on
their anatomical or functional roles. The detected area for segmentation should be
closed. It can also be termed as “Continuity Based”. The patterns with same intensi-
ties inside the cluster formed by neighboring pixels make different sub-regions of the
input image. There must be a pixel relevant to region at every step and that particular
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Fig. 1 Classification of image segmentation techniques

Table 1 Comparative analysis of various image segmentation techniques
S. no. Segmentation

techniques
Description Types Advantages Disadvantages Applications

1 Region-based Sub-regions
formation
based on the
patterns
having same
intensity
values within
a cluster of
neighboring
pixels

1. Region
growing

2. Region
splitting or
merging

3. Watershed
transforma-
tion

Simple and
more immune
to noise

It requires lots
of
computational
time

Pixel
aggregation,
piecewise
constant
radiance, 3D
reconstruction

2 Edge-based Detection of
pixels having
abrupt
intensity
transition is
done and then
the extracted
ones are
joined
altogether to
form the
closed object
boundaries

1. Gray
histogram
technique

2. Gradient-
based
method

It can retrieve
the
information
even through
weak
boundaries.
Upgrade the
positional
accuracy

Image with
too many
edges is
problematic.
Less immune
to noise than
other
techniques

Face
identification,
medical image
processing,
biometrics

(continued)
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Table 1 (continued)
S. no. Segmentation

techniques
Description Types Advantages Disadvantages Applications

3 Thresholding
based

It comes with
a threshold
value T which
sectioned the
entire image
into only two
intensities
so-called
binary image

1. Global
thresholding

2. Local
thresholding

3. Dynamic
thresholding

Fewer
computations.
Easily under-
standable.
Intrinsic and
simple

Noise-
sensitive. Not
suitable for
complex
images. Not
for
multi-channel
images

Locate cysts,
tumors and
distinct
pathologies,
medical image
analysis

4 Theory-based The
derivatives
from different
regions taken
into
consideration
in this
technique

1. Clustering
based

2. Neural
network-
based

Straightforward
for
classification.
Implementa-
tion is quite
simple

Computation
time is high.
Features are
often image
dependent.
Feature
selection
criterion is
uncertain.
Spatial
information is
less utilized

Volume of
tissues is
accurately
measured

5 Model-based For object
reproduction,
specific
learning
regarding the
geometrical
state must be
compared
with the local
information.
Works well
only when
precise shape
of the object is
known

1. Markov
random field

2. Gaussian
Markov
random field

Minimizes the
number of
misclassified
pixels. Faster
convergence.
Fewer
tendencies to
be trapped in
local minima

Hard to
calculate.
Expensive.
Large storage
required

Remote
sensing and
texture
segmentation

6 PDE-based Particularly
the models are
designed to
solve
problems
where the
approximate
shape of the
boundary is
known.
Active-
contour model
or snakes is
the prominent
one

1. Active
contour

2. Level set
3. Mumford-
shah model
4. C. V
Model

Fast and
efficient.
Implicit,
geometric
characteristics
of the
evolving
structures are
straightway
reckoned.
Intrinsic

Highly
immune to
noise. Compu-
tational
complexity is
high

Computer
vision and
medical image
analysis,
stereo recon-
struction,
object
extraction and
tracking
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Fig. 2 Process of region growing

Fig. 3 Three steps of region splitting and merging

pixel is considered. These techniques are regularly utilized for intuitive methods for
segmentation because of their high computational efficiency [9] but at the cost of
high computational time [10]. Further classification is as below.

3.1.1 Region Growing

The accumulation process of pixels with comparable properties is done for the for-
mation of a region. It bunches the pixels of the whole image into subparts or huge
areas based on some standard criterion for growth. Region growing can be processed
as shown in Fig. 2 [11].

3.1.2 Region Splitting and Merging

First the image is partitioned into a set of random detached regions and then merging
and/or splitting can be done to satisfy some specific conditions. In fact, splitting has
more impact on the overall process. The specific one can be accessible in the form
of quad-trees as the name suggests that each node has exactly four branches. This
technique is complex and time-consuming. For this the steps are as shown in Fig. 3
[12].

3.1.3 Watershed Transformation

It basically done the intensity-based assemblage of pixels as each pixel contains a dif-
ferent intensity value. It is a mathematical morphological operation reckoned imper-
ative to solve formidable problems of image segmentation specifically breast images
[13, 14]. Its textured patterns sometimes cause over-segmentation so researchers still
finding the remedy. This is a puissant segmentation technique due to its processing
speed, simplicity and entire image partition [13].
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3.2 Edge-Based

Techniques based onfinding discontinuities in the gray scale values are simply known
as edge or boundary-based methods. Edges can be defined as the discontinuity of
gray level intensity value at the boundaries [15]. The basic types of edges are step,
point and line edges out of which step and line edges are infrequent for real-time
images as sharp changes rarely subsist in the real images [16]. All kinds of edges can
be detected mainly by spatial masks. It detects first and then extracting the objects
that have a quick transition in the gray value. And finally these objects are joined to
form the closed object boundaries. However, it may be classified as.

3.2.1 Gray Histogram Technique

This method is quite efficient comparatively. First, a histogram is formed on the
basis of intensity level of each pixel so that edges and valleys are easily located in
the image. If significant edges and valleys were identified, it is difficult to use this
method. The specific value of threshold T gives the proper result, and to find out the
limits of gray level intensity is quite difficult because the impact of noise on gray
histogram is uneven.

3.2.2 Gradient-Based Method

Gradient can be considered as the first derivative of an image. This method responds
well at points having rapid transition among two regions. These points also called
edge pixels have high value of gradient andmust be joined to build closed boundaries.
Typically, gradient operators convolve with the image.

All the edge detection operators are listed below:

Sobel Operator

This is the most widely used technique introduced by Sobel in 1970 [6]. Edges can be
finding out by the approximate sobel value to the derivative. The point with highest
gradient value termed as edges. It is very much similar to the Roberts operator.

Prewitt Operator

It is introduced by Prewitt in 1970 [6] and most suitable to estimate the orientation
as well as magnitude of an edge. It is very simple in operation as well as the edge
detection and their orientation is quite easy. This operator is less precise and also
sensitive to noise.



366 P. Jaglan et al.

Fig. 4 Qualitative results of different edge detection operators. a Breast MR image [18]. b Robert.
c Sobel. d Prewitt. e LOG. f Canny

LOG Operator

This can be termed as Marr-Hildreth edge detector. The pixels having gradient value
at its maximum are considered as edges. At the zero-crossing, edge direction can
prevail.

Canny Operator

It is one of the best edge detectors which possesses minimum error while detecting
true edge points and also prevails good noise immunity. Also known as an optimal
edge detector due to finding the edges optimally without emotive the features.

Laplacian Operator

In this, the second-order derivative expression is computed to detect the edges of the
image as this particular expression has zero crossings at the prime edges within the
image [17].

Robert Operator

Lawrence Roberts introduced this technique in 1965. It is quite simple and computes
fast. The magnitude of the spatial gradient of the breast MR image at a particular
point can be represented by pixel values at that point in the output. It accentuates the
high spatial frequency regions considered as edges.

Figure 4a depicts the breast MR image [18] Fig. 4b–f shows the qualitative results
of different edge detection operators. The Canny is most promising one as per the
qualitative analysis shown in Fig. 4, yet it is comparatively time-consuming. Practi-
cally, it is necessary to maintain a balance in between accurate edge detection and
noise reduction [6]. Some additional or fake edges will be detected in the case of
high noise density. Hence, these techniques are effective for the noise-free images.
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Fig. 5 a Breast MR image
[18]. b Image after
thresholding

3.3 Threshold

This is the easiest as well as efficient methodology for image segmentation based
on the qualities of the picture. The values used as threshold must be acquired by the
histogram of the input image’s edges. So, the threshold gives an accurate value only
if the edge detections are accurate. More logically, it converts a multi-level image
into two-level image, i.e., only a specific threshold value T is selected first, any pixel
having value equal or greater than T is considered as foreground and else pixel having
value less than T is taken background [19]. Figure 5a shows the original breast MR
image [18] and Fig. 5b shows the thresholded image. MRI images generally suffer
from noisewhich corrupt the histogram of the image so that thresholding process also
disrupts [20]. It does not perform well for complex images. The three thresholding
strategies are.

3.3.1 Global Thresholding

If extremely large intensity distinction exists among the object’s background and
foreground, a sole value of threshold can essentially be utilized to differentiate both
objects and this process is so-called Global thresholding. Hence, in this kind of
thresholding, the threshold value estimation must depend solely on the property of
picture intensity [21]. Otsu, entropy-based, object attribute-based thresholding are
some examples of thresholding strategies [22].

3.3.2 Local Thresholding

This technique firstly segments the whole image into sub-regions and then assigns
distinct threshold values to each one. Therefore, this type of thresholding process
is called local thresholding. The filtering process should take place to remove spas-
modic gray levels after thresholding. It takes more time for image segmentation
in comparison to global thresholding. It is more applicable to images with varying
backgrounds [21].
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3.3.3 Dynamic Thresholding

If there are several objects in the image having distinct intensity regions then some
locally varying threshold values (T 1, T 2, … Tn) for each pixel should be used to
partition the image which depends upon point values of gray level image.

3.4 Theory-Based

In this kind of segmentation technique, a number of algorithms were outgrowth by
distinct works, which plays a vital role for segmentation approach. In general, they
include algorithms based on wavelet, clustering, genetic and neural network.

3.4.1 Clustering Techniques

In this, a finite set of categories are identified and then clusters are formed by grouping
them together. It is an unsupervised learning task. It relies on the basic principle to
maximize the intra-class similarity as well as the inter-class similarity is minimized.
The imaging traits, i.e., color, size, intensity, texture, etc., impinge the clustering
algorithms. The similarity measures affect the outcomes. It is generally classified as:

Hard Clustering

Each pixel is related to only one cluster and each cluster differentiated by sharp
boundary lines. k-means algorithm [23] is the prominent one. The number of pixels
p is assigned to k different clusters as per the closeness measured by the Euclidian
distance. Initially, the centroids must be chosen arbitrary. The mean must be recalcu-
lated of every cluster when each pixel is clustered and this is a repetitive process to
get some significant results. The main drawback is that the different results occurred
at every execution, the number of clusters must be determined [6]. The essential steps
are [24]:

(i) The numbers of cluster are randomly selected.
(ii) Compute the histogramof pixel intensities and certain randompixels are chosen

as centroids amongst the k pixels.
(iii) The mean of a certain region is considered as the centroid and there should be

a huge gap between each centroid.
(iv) Now do the comparison of every pixel to each centroid and assigned it to the

specified one.
(v) Then reconsider themean of each cluster and also the location of every centroid

is recalculated.
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Fig. 6 a Breast MR image
[18]. b K-means segmented
image

(vi) Repeat step 4 and 5, until centroids stop moving. Therefore, Image separated
into clusters.

Figure 6a depicts the breast MR image [18] and Fig. 6b shows the K-means
segmented image.

Soft Clustering

It is the efficient algorithm because of its feature of maximum information preser-
vation [25]. Recently, fuzzy clustering algorithms are integrated with object shape
which can be considered as a unique feature [26]. Therefore, it is suggested to extract
constant geometric contours to avoid the segmentation of random objects. It further
categorized as Possibilistic c-means (PCM) and Fuzzy c-means (FCM), etc.

FCM: According to this, every pixel of the image assigned tomore than one cluster
as per some membership function. It may reproduce the brittle representation of the
system’s behavior. The outcome is restricted by spherical clusters even then it is the
promising one [27]. Generally, it provides more flexibility than the corresponding
hard clustering algorithm.

3.4.2 Neural Network-Based Segmentation

In this, first neural network mapping is done in which each neuron is identified as
a pixel [28]. Then, by the use of dynamic equations, the image edges are extracted
to command that every neuron must be stated towards minimum energy defined by
neural network [29]. Generalization, learning ability and reminiscence are the three
basic properties of neural network [30]. Generally, neural networks are processed in
layers. A large number of interconnected “nodes” containing an “activation function”
forms the layers. The “input layer” transfers the particular patterns to the “hidden
layer” where the real processing is done by the weighted connections network. [30].
Then, a connection must be formed in between “hidden layer” and “output layer”. It
is basically classified as:
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Radial Basic Function

It is one of the techniques of the neural network. The preprocessed image is required
to upgrade the training process. This method gives highly accurate results as well as
the time complexity is less [31].

Feed Forward Neural Network

The information flow is unidirectional starts from the input layer and reaching the
output layer via hidden layer without following any cycles [32]. The main examples
are Hebb, Perceptron, Ada-line and Madaline networks.

Feed Forward Back Propagation Neural Network

In this, a specific set of training data fed in the forward direction via the network
for each training iteration. Then the error calculation is done at the output layer on
the basis of some target information consequently the required changes of weights
has been taken place which is then implemented throughout the network to begin the
next iteration. Furthermore, repeat the entire procedure by the use of the next pattern
of training [33].

The major issue in the case of breast MR image is to train the neural network
model and only then one can identify the tumor as benign or malignant. All the three
neural networks stated above gives the different accuracy even if trained on the same
set of inputs. The back propagation neural network proves better in terms of accuracy
as compared to the others [31].

3.5 Model-Based

Generally, local information is the essential one in each algorithm [34] while in this;
the specific learning of the geometrical state of the object must have a contrast with
the local information to make a representation of the objects. The exact shape of the
object must be known to make this system pertinent.

3.5.1 Markov Random Field

MRF-based segmentation comes under this. To identify the edges accurately, MRF
must be combinedwith edge detection [10]. The process performs in an iterative fash-
ion as coarse resolution is segmented initially and finer resolution gets the secondary
attention.
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3.5.2 Gaussian Markov Random Field

Another method includes Gaussian Markov Random Field (GMRF) in which con-
sideration of spatial dependencies between pixels takes place. In region growing,
Gaussian Markov Model (GMM) based segmentation is taken into consideration.
The GMM extended version also identifies the region, edge cues as well as feature
space [35].

3.6 Partial Differential Equation Based

It is the finding of Kass et al. in 1987 [36]. Kass invented this for finding regions
those are familiar even in the presence of noise and other uncertainty. PDE-based
methods aremainly conveyed by snakes also called active-contourmodel. Thismodel
describes the approximate shape of the boundary. Other techniques are described
below.

3.6.1 Active Contours

The basic idea behind this is to elaborate a curve, subject to refrainment from a given
image for detecting objects. These are computer generated curves to find object
boundaries under the influence of internal and external forces while moving within
the image [37]. It has multiple advantages as compared to classical feature attraction
techniques. They usually track dynamic objects while autonomously searching for
the minimum state. Main drawbacks are noise sensitivity and high computational
complexity [38]. Various improvements have been made by the researchers to the
basic model, but still not overcome fundamentally.

3.6.2 Level Set Model

The method developed by Osher and Sethian was much influential [39]. This method
easily follows shapes having topological changes. Therefore, it becomes a great tool
for modeling time-varying objects. The problems of corner point producing, curve
joining and breaking due to its topological irrelevancy and stability may be solved.
The disadvantage lies with the fact that the image gradient is the fundamental rule
for edge-stopping function [40] and the curve may pass the object boundaries as it
never level at zero at the edges.
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3.6.3 Mumford-Shah Model

The stopping criterion taken into consideration is global information of the entire
image for segmentation purpose. This feature of globalization results in the best
image segmentation [41].

3.6.4 C–V Model

In this, image must be partitioned into two regions out of which one can represents
the objects needs to be detected and the other one shows the background. C–Vmodel
is not based on edge function, to stop the evolving curve on desired boundary [42].
It can detect objects even with smooth boundaries.

4 Conclusion

All the applicative techniques of image segmentation are briefed in this paper on the
basis of their functioning utility, advantages, disadvantages, and applications. The
description of every method shown in Table 1 helps in the selection of appropriate
technique as per the various image attributes. Since a number of parameters like
color, intensity, noise, etc., affect these algorithms, this emphasizes the necessity of
appropriate image segmentation technique. Thresholding and region-based are less
immune to noise; so least applicable to MR images. Theory-based techniques are
time-consuming as it is required to train the data first. But FCM behaves well for
medical imaging. Active-contour and level set methods finds their way in the field
of MR images as it is fast enough as well as efficient. Still, application-based image
segmentation algorithms developed on daily basis by the researchers but needs to
come up with the protean one that is independent of the input image and accurate
enough. Therefore, the researchers can come up with the hybrid approach of two or
more segmentation techniques (as per the area of application given in Table 1) to give
the better segmentation results. Also the researches may carried out by modify some
of the existing techniques. Any optimization technique can be combined with the
ongoing techniques of segmentation to present the good outcome [43]. Researchers
still need to design a universal as well as effective algorithm for image segmentation.
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Deep Learning Based Shadow Detection
in Images

Naman Bansal, Akashdeep and Naveen Aggarwal

Abstract Various computer vision applications required Shadow detection and
removal for example object tracking and recognition, scene interpretation, and video
supervision. Since shadows have similar characteristics as that of the objects shadow
pixels can be classified as part of object. This may cause problems such as merging
or loss of object, alternation, and misinterpretation of object shape. To deal with
this problem, we represent a deep learning based framework to automatically detect
shadows in images. Our method learns many significant features automatically using
supervised approach in Convolutional Neural Networks (ConvNets). The approach
also makes use of drop out to improve results. The proposed methodology is tested
on SBU dataset and results are promising.

Keywords Convolutional neural network · Shadow detection · Feature extraction

1 Introduction

In general, a shadow is formed as soon as a light source is blocked by an opaque
item. In other words, when an opaque object is positioned between background
surface and a light source, it results in variation of illumination in that area, as it does
not allow the light to access the adjoining regions of foreground object. Change of
illumination is less significant at the outer boundaries as compared to the center region
of shadows. Hence, shadow can be classified as: penumbra and umbra region. Umbra
can be defined as darker regions in the shadow in which direct light is completely
obstructed whereas penumbra are the lighter regions of shadow.
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In various computer vision applications, object detection is an essential phase.
A precise evaluation of object shape and size is required so that object tracking or
recognition can be performed. The problem gets more complex when shadows are
also part of video or image. Because shadow shows similar characteristics as that of
the object therefore the shadow region is classified as part of object. This leads to
reduction in performance of various computer vision applications for example seg-
mentation, image recognition, and object tracking as shadows cause object merging
or occlusion.

Although shadows have many disadvantages, they can be helpful to find the infor-
mation such as object shape, size and orientation as well as direction and intensity
of light source. Shadow detection is required to overcome misclassification problem
and to extract useful features.

This paper presents a deep CNN-based approach for detecting shadows in images.
CNN automatically extracts features from the input image and uses them to detect
shadows. The proposed CNN architecture consists of six layers organized as two
pair of convolutional and ReLU layers, followed by a dropout layer and at end
a convolutional layer [Conv-ReLU-Conv-ReLU-Dropout-Conv]. It is trained over
2700 images of size 256 * 256.

2 Related Work

Several shadow detection techniques have been presented in the literature. Prati et al.
[1] conducted a study onmoving shadow detection techniques in which classification
was done on the basis of algorithm-based taxonomy. Sanin et al. [2] observed that
choosing features has more impact in shadow detection than the selection of any
algorithm.

On the basis of [1, 2] shadow detection techniques are divided into major cate-
gories of: Spectrum-based and Geometry-based models (Fig. 1).

Geometry-based methods detect shadows by taking advantage of geometric
information such as camera location, background scene, and location of light source.

Fig. 1 Classification of shadow detection methods
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A three-stage algorithm presented by Chen et al. [3] is used in shadow detection of
pedestrians posing vertically. First, to detect shadow features SupportVectorMachine
was trained and applied on foreground camouflage. Then, the foreground camouflage
is partitioned into shadow sub-regions and humans by a linear classifier. A 2D Gaus-
sian filter was used in the final stage to reconstruct the shadow area with the help
of background region. A coarse to fine method for shadow removal is presented by
Hsieh et al. [4]. A moment-based technique was used at the coarse stage, for estimat-
ing rough boundaries among moving object and the shadows. By Gaussian shadow
modeling approximation of shadow region is further computed at the fine stage.
Algorithms using Chromaticity based Methods attempt to use appropriate color
spaces to depict the difference in pixel value and appearance when shadow appears.
Cucchiara et al. [5] used Hue-Saturation-Value (HSV) color space in shadow recog-
nition. Shadows were detected by calculating rate of change in HSV component
of the frame and background referred. Chen et al. [6] proposed YUV color space
method to obtain luminance information and to keep chrominance component intact
for shadow detection. These techniques are easy to execute but are prone to noise
and do not work with strong shadows. Physical-based Methods were proposed to
model the particular appearance of shadow points according to reflections and illu-
mination. Physical-based color features were used to detect shadows by Huang et al.
[7] in outdoor and indoor environments. When object have chromaticity similar to
background, physical methods does not give good results. Edge-basedMethods are
very useful in detecting shadows as edges do not vary under changing illumination.
Panicker et al. [8] extracted foreground and background mask using Sobel operator.
Then these two edge maps were correlated to preserve internal edges of the object.
Finally, vertical and horizontal operations were applied to reconstruct object shape.
For detecting shadows in indoor sequences, Xu et al. [9] proposed a static edge cor-
relation method. In this method Change Detection Mask (CDM) was generated and
canny edge detection was applied to detect shadow regions.Texture basedMethods
usually apply two steps: (i) selection of shadow points with the help of weak shadow
detector and then (ii) categorizing these candidates as object or shadow on the basis
of texture correlation. The technique presented by Sanin et al. [10]makes use of color
features to recognize shadow regions and then applied gradient texture correlation
to discriminate them from object. Zhang et al. [11] presented a different algorithm
for detection of shadow established on ratio edge, providing that ratio edge is illumi-
nation unvaried. As texture based methods have to compute different neighborhood
evaluations for every pixel, they are usually slow.

In literature alongwith the handcrafted featureswhich are used to extract shadows,
many approaches based on automatic feature extraction have significant weightage.
Shen et al. [12] presented an effective learning based algorithm for detecting shadows
in particular image. Local structure of shadow edges was extracted using Convolu-
tional Neural Network (CNN), to increase local consistency in pixel labels. Network
architecture consists of seven layers with multiple filters of size 5 * 5. The shadow
and bright measures were calculated from the detected shadow edges. Khan et al.
[13] proposed a framework which learns the features automatically with multiple
convolutional deep neural networks. The architecture consists of a seven-layer net-
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work which has alternate convolutional and sub-sampling layers. The given method
extracts elements alongside of the object boundaries and at the super-pixel level.
Features were learned using a window which is focused at interest points in both
the cases. The calculated posteriors were then given to a Conditional Random Field
(CRF) model for generating efficient shadow outlines for shadow detection. Author
attained highest accuracy of 93.16% on UIUC dataset. Khan et al. [14] presented an
algorithm for automatically detecting and removing shadows. The algorithm auto-
matically extracted relevant features using convolutional neural networks in a super-
vised manner. The extracted features were given to a CRF model for generating
efficient mask of shadow. A Bayesian formulation was proposed by using these
shadow masks, for correctly extracting shadow matte and removing the shadows.
Proposed framework gives good result for both umbra and penumbra regions.

The above approaches require user assistance, or assumptions regarding scene
properties or object surface. To overcome these problems, we present a deep learn-
ing architecture for shadow detection independent of user assistance or any similar
assumptions.

3 Proposed Scheme

For detection of shadows in images we propose a CNN-based framework for auto-
matic detection of required features. The CNN architecture used consists of alternat-
ing Convolutional and ReLU layers (Fig. 2) followed by a dropout layer. The CNN
layer will help to extract detailed features from raw images which are then fed to
Relu layer for activation map. Different filters are used in convolutional layer, which
are then convolved with input feature map. The convo layer uses filters of size 5 * 5
for extracting features. Number and dimensions of filters have been set after exper-
imentation. The sequence of convo-relu is repeated twice and its output is given to
drop out layer. Dropout layer has been added to improve accuracy within obtained
results.

The proposed technique uses 32 filters of size 5 * 5 at each conv layer. ReLU
layer provides an activation function, proposed framework uses f (x)�Max(0, x)
activation. The reason for using Max Activation function is to suppress impartial
results. Dropout layer randomly ignores nodes to prevent interdependencies between
different nodes. This layered architecture allows CNN to learn features at multilevel
hierarchy. A dropout of 0.2 has been used in the proposed framework. The final layer
of network is convolutional layer in which 1 filter of dimensions 5 * 5 * 32 is used
to output the required shadow in image. During training process, framework uses
stochastic gradient descent to automatically learn features in supervised manner and
uses back-propagation for gradient computation. Once the network is trained, it takes
256 * 256 grayscale image as an input and processes it to provide shadow in that
image.

Input: Image of size [256×256 × 1] is provided to proposed architecture
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Fig. 2 Proposed CNN architecture for shadow detection

Table 1 Details of each layer in proposed CNN architecture

Layer type Input size Filter size No. of filters Stride Padding value

conv 256 * 256 * 1 5 * 5 * 1 32 1 2

Relu 256 * 256 *
32

– – – –

conv 256 * 256 *
32

5 * 5 * 32 32 1 2

Relu 256 * 256 *
32

– – – –

dropout 256 * 256 *
32

– – – –

conv 256 * 256 *
32

5 * 5 * 32 1 1 2

Conv layer: It will calculate a dot product between filter weights and region of
input image. Output of this layer is [256 * 256 * 32] feature map.

ReLU layer: It will apply an activation function, max (0, x) thresholding at zero.
This will not change the size of feature map.

Dropout layer: It will randomly select the nodes to be dropout with a probability
of 0.2.

In this architecture, CNN is trained over 2700 images for batch size 1 with 50
epochs and learning rate of 0.01 and. Table 1 provides details of each layer used in
the architecture.
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4 Results and Discussion

4.1 Dataset

SBU Shadow Dataset: The dataset consists of 4089 images along with their ground
truth. Only 3600/4089 images are used. For training purpose 2700 images are used
and 900 images are used for the purpose of testing. The dataset contains variable size
RGB images which are resized to 256 * 256 grayscale images.

4.2 Results

To evaluate the superiority and effectiveness of the proposed method, Qualitative
results obtained by proposed framework are shown on three different types of images
in Figs. 3, 4 and 5. First column of Figs. 3, 4 and 5 consists of input image having
shadows, second column consists of the expected shadow results, and column third,
shows the obtained results after the implementation of proposed CNN framework.
The results show that our proposed framework detects shadows successfully. Results
are equally good on satellite images (Fig. 3), outdoor scenes (Fig. 4) and images
having shadows of humans (Fig. 5). As can be seen in Fig. 3c the obtained results
are very close to the expected results showing high accuracy in shadow detection by
proposed framework. The achieved results as shown in Fig. 4, depicts the presence
of some white spots along with the shadow. This is due to the similar characteristics
of the region and shadow. Some shadow information is lost in Fig. 5, but result are
parallel to the expected results of the image consisting shadow.

(a) InputImage (b) Expected Result (c) Achieved Results

Fig. 3 Results of proposed approach on image#10 of SBU dataset
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(a) Input Image (b) Expected Result  (c) Achieved Results 

Fig. 4 Results of proposed approach on image#17 of SBU dataset

(a) Input Image (b) Expected Result (c) Achieved Results

Fig. 5 Results of proposed approach on image#35 of SBU dataset

5 Conclusion

This research paper has proposed a deep learning based architecture for solving
the problem of shadow detection in images. An automatic feature learning CNN
approach is presented to extract the most significant features from a single image.
CNN architecture consists of multiple hidden layers along with input layer and an
output layer. Hidden layers are either convolutional, ReLU or dropout layer. The
approach uses a 6-layer CNN framework [Conv-ReLU-Conv-ReLU-Dropout-Conv]
on single images for detection of shadows. 32 filters of size 5 * 5 are used in each
convolutional layer and a dropout of 0.2 is applied in the framework. Qualitative
evaluation of results obtained through proposed method shows that it performed
well in various types of single images such as in outdoor and aerial images. The
approach is required to be tested quantitatively for further approval. The proposed
approach can be further improved by developing more deep CNN architectures for
precise results. The approach can be further tested on videos and other benchmark
datasets for further testing.
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Detection of Hemorrhagic Region
in Brain MRI

Ujjwal Kumar Kamila, Oishila Bandyopadhyay and Arindam Biswas

Abstract Accidental brain injury causes life-threatening situations due to acute
bleeding inside skull or brain. Automated detection of such hemorrhage from brain1
MRI can help doctors and medical staffs to plan for the treatment and save patient’s
life. In this paper, we have proposed a brain MRI analysis approach to detect the
presence of epidural or subdural hemorrhage in brain matter. The proposed approach
integrates k-means clustering, adaptive thresholding, and curvature analysis to seg-
ment the intracranial region, identify the mid-line shift of horn region, and detect
the presence of hemorrhage in brain MRI. On detection of hemorrhage, the process
segment the hemorrhagic region and identify its location in the brain.

Keywords Hemorrhage · k-means clustering · Adaptive thresholding
Curvature · Midline shift

1 Introduction

Brain hemorrhage is the consequence of bleeding within the brain substance from
the ruptured blood vessels. Accidental brain injury (results in epidural and subdu-
ral hematoma) and hemorrhagic stroke (intracerebral hemorrhage) result in severe
damage and leakage of blood vessels. Computer aided analysis of brain MR images
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can help the doctors in faster diagnosis and treatment planning for brain hemorrhage
patients. Segmentation of hemorrhagic clot (hematoma) in the MRI is a challeng-
ing task as the components of brain such as gray matter (GM), horns, cerebrospinal
fluid (CSF), white matter (WM), and hematoma appear in MRI with several overlap-
ping intensity ranges. The variety of shapes and location of hematoma also makes it
difficult to identify among brain matters.

Different segmentation approaches such as region growing, thresholding,morpho-
logical operations, and active-contour based approaches are used for lesion detection
in brain MRI and CT images. An integrated approach of dual-tree complex wavelet
transform (DT-CWT) using k-means algorithm is proposed by Zhang et al. [13] for
brain MRI segmentation. Saad et al. [11] have applied region based histogram anal-
ysis followed by Gamme-law transformation to compute the optimum thresholding
value for segmentation of brain lesion. Chen et al. [5] have proposed coherent local
intensity clustering formulation using non-local regularization mechanism for brain
image segmentation. In many cases, traumatic brain injury results in deformation of
brain mid-line. Liu et al. [7] have introduced a method of tracing the brain mid-line
shift by establishing the relationship between the hemorrhage and themid-line defor-
mation using linear regression model. The region-based active contour model uses
this initialized contour to segment the ROI. This unsupervised technique segment
the image into different objects by grouping the similar pixels in the feature space.
Fuzzy C-means clustering is also applied to initialize the contour of hemorrhagic re-
gion in brain CT image [1]. The computer-aided estimation of ideal mid-line (IML)
has attracted researchers in the recent years. Researchers have used the segmented
contour of the intracranial region of brain CT images for ideal mid-line detection
[10, 12].

In this paper we have proposed an integrated approach to detect intracranial hem-
orrhage and segment the hemorrhagic region from T2-weighted brain MRI. The
proposed approach uses k-means clustering followed by morphological operations
to segment the intracranial region from brain MRI. Adaptive thresholding is applied
to generate the horn contour. Analysis of contour curvature of intracranial region and
horn region are applied to determine the mid-line shift in the hemorrhage affected
brainMRI.We have evaluated the quality of segmentation of the hemorrhagic region
using Jaccard index. The rest of the paper has been organized as follows: Sect. 2
explains different phases of the proposed approach. The experimental results and
efficiency of the method are discussed in Sect. 3.

2 Proposed Approach

The proposed approach uses the T2-weighted brain MR images. The entire process
comprises five main phases which include intracranial area extraction, horn contour
generation, computation of mid-line shift, hemorrhage detection, and segmentation
of hemorrhagic region in the input MR image. Figure 1 shows different phases of
the proposed approach.
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Fig. 1 Main components of the proposed approach

(a) (b) (c) (d) (e) (f) (g)

Fig. 2 k-means results: a Input brain MRI, b cluster 1 (centroid at lower intensity), c cluster 2
(centroid at highest intensity range), d cluster 3 (centroid at medium intensity range), e intracranial
region contour (after dilation, region filling, and connected component analysis on cluster 1 image),
f extracted intracranial region, g intracranial region contour (without hemorrhagic region)

2.1 Intracranial Area Analysis

The brain MR image appears with the outermost skull boundary, dura-matter, and
intracranial region with GM, WM, CSF, and horns. Gray scale image (with intensity
range 0–255) of brain MRI consists of dark background with skull and intracranial
boundary, bright horn region (and hemorrhagic region for image with hemorrhage),
and gray WM, GM, and CSF region. We have applied k-means clustering, morpho-
logical operations, and adaptive thresholding to generate the contour of intracranial
region and horns.

Intracranial region extraction using K -means clustering:

k-means clustering partitioned data into k mutually exclusive clusters by minimizing
the Euclidean distance metrics. Each cluster has a center point which has minimum
sum of distances from all other points in that cluster [4]. As gray scale (0–255) brain
MRI appears with dark background, bright horn and hemorrhagic region, and gray
region with WM, GM, and CSF, we have applied k-means clustering approach on
brainMR image to generate three clusters. The clusters appear with centroids at three
different intensity ranges. One cluster (cluster 1 in Fig. 2b with centroid at lowest
intensity range) appearswith dark background and skull, dura-matter, and intracranial
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region boundary, one cluster (cluster 2 in Fig. 2c with centriod at highest intensity
range) appears with bright horn and hemorrhagic region, and one cluster (cluster 3
in Fig. 2d with centriod at medium intensity range) appears with gray region i.e.
WM, GM, and CSF area. Intracranial region contour is extracted (shown in Fig. 2e)
by applying morphology based dialation, region filling, and connected component
analysis [3] on lower intensity cluster (Fig. 2b). Contour of intracranial area without
hemorrhagic region (Fig. 2g) is generated by masking all higher intensity regions
(hemorrhage and horn region) of the extracted intracranial area (Fig. 2f) and applying
region filling on the masked image.

2.2 Horn Contour Generation Using Adaptive Thresholding

Adaptive thresholding [2] is applied on the segmented intracranial image (Fig. 2f)
to generate the contour of horn area. It performs cellular analysis of the image. In
this approach, each pixel (k) of the image J is traversed and a small window around
it with 8-neighboring pixels is examined (see Fig. 3b). The method compute the
maximum (maxi ) and minimum (mini ) intensity values of top-left (T L), top-right
(T R), bottom-left (BL) and bottom-right (BR) cells that are incident on k and use
these values in adaptive thresholding calculation. In each move, the next pixel is
selected whenever the method identifies a pixel with an intensity value higher than
the adaptive-threshold value of the present pixel (Fig. 3a). The adaptive threshold
τapt is computed as:

τapt = γ τl + (1 − γ )
(
τl + τpr

)
(1)

where γ ∈ [0,1] represents the smoothing factor for the exponential moving average,
τl = 1

2 (maxi − mini ), and τpr represents the adaptive threshold calculated for the
previous pixel on the cellular region contour. For computational simplicity, we con-
sider γ = 1

2 [2]. A cell is said to contain a part of intracranial boundary, provided
maxi − mini � τapt . Figure 3b shows an object with high- and low-intensity pixels.
Blue circles represent the contour pixels that are identified using the adaptive thresh-
olding approach. In each traversal, the object remains on the right side (left side) of
the contour for a counter-clockwise (clock-wise) move.

2.3 Midline Shift Analysis

The severity of brain injury is detected from the midline shift in brain MRI. Clini-
cians depends on the midline shift to analyse the change of symmetry for diagnosis
of abnormalities in brain MRI. In this paper, we have proposed a novel approach for
themidline shift detection by analyzing the curvature of brain contour and horns. The
proposed method - (a) analyse upper and lower part of intracranial region contour to
identify the points with maximum curvature as mid-points, (b) perform connected
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(a) (b) (c) (d) (e)

Fig. 3 a Object-contour pixel selection, b 8-neighbours of pixel k, c intracranial region, d contour
of horn (using adaptive thresholding), e intracranial contour with horn contour

(a) (b) (c)

Fig. 4 a Chain code directions, b intracranial contour, (c) discrete curvature of intracranial contour

component analysis (CCA) [3] on intracranial region contour to identify horn compo-
nents (horn segments), and (c) analyse horn component (each horn segment, in case
of multiple segments) to detect the mid-points (top and bottom point with maximum
curvature).

Contour Curvature Analysis

To determine the midline which divide the brain into two hemisphere, we have used
discrete curvature estimation based on chain code sequence.

Chain-code analysis of digital curve: A digital curve (R) can be defined as a
sequence of digital points (with integer coordinates) inwhich two points (x1, y1) ∈ R
and (x2, y2) ∈ R are neighbours if max(|x1 − x2|, |y1 − y2|)=1. Thus, the chain code
of a point ki ∈ R w.r.t. its previous point ki−1 ∈ R is given by ci ∈ 0, 1, 2, . . . , 7 [8]
(Fig. 4a).

The discrete curvature (κ) at a point ki on digital curve R is computed as the sum
of differences between the mean angular direction of C (> 1) vectors (i.e., chain
codes) of the proceeding curve segment of ki and that ofC vectors on the succeeding
curve segment of ki as follows [9].

κ(pi ,C) = 1

C

C∑

j=1

min

⎧
⎪⎨

⎪⎩

min(Hi+ j , 8 − Hi+ j ),

min(H+
i+ j , 8 − H+

i+ j ),

min(H−
i+ j , 8 − H−

i+ j )

⎫
⎪⎬

⎪⎭
(2)
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whereHi+ j = |ci+ j − ci− j+1|,H+
i+ j = |ci+ j+1 − ci− j+1|, andH−

i+ j = |ci+ j − ci− j |;
ci+ j is the chain code of the j th leading point and ci− j is that of the j th trailing point
w.r.t. pi . Under the above definition of discrete curvature, a digital curve will show
a high curvature in a relatively-curved region, and a low curvature in a relatively-
straight region, whereas a digital arc or a digital straight line segment will show
zero-curvature. Figure 4b shows the contour of the intracranial region and Fig. 4c
shows the variation of discrete curvature (κ) of contour. It can be noted that the
zero-curvature appears in relatively straight and arc region, whereas the regions with
sharp bends (such as region ‘A’ and ‘B’) exhibit high peaks. We have computed the
discrete curvature values for all the pixels belonging to the top and bottom region of
intracranial contour. The pixels with maximum curvature value are identified (‘T M’
and ‘BM’ of Fig. 4c) as midpoint for the top and bottom part of intracranial con-
tour. If multiple pixels appear with high curvature value, then for every pixel pi , the
chain code pattern (as shown in Fig. 4a) of leading and trailing pixels are analyzed
for a window of 10 pixels. Ideally, the chain code string (ci s, e.g {2,3}) for trailing
pixels of pi should have the complementary chain code string (c′

i s, {6,7}) in the
leading pixels of pi . The highest curvature pixel with maximum number of (ci , c′

i )
pair present in leading and trailing pixels is selected as midpoint. Same process is
repeated for horn contour also and pixels with maximum curvature are identified as
horn mid-points for top and bottom part of horn contour.

Midline Shift Computation

We calculate the slope (m1) of the straight line between top and bottom mid points
(‘A’ and ‘D’ of Fig. 5) of the intracranial contour. This line is used as a reference line
for midline shift detection. In next step, the slope (m2) between intracranial contour
top midpoint (‘A’) and horn contour top midpoint (‘B’) is computed. Similarly, the
slope (m3) between intracranial contour bottom midpoint (‘D’) and horn contour
bottom midpoint (‘C’) is also calculated. In order to detect the midline shift, we
calculate the angle between intracranial topmidpoint and horn topmidpoint (∠BAD)
using slopes m1 and m2. Angle between intracranial bottom midpoint and horn
bottom midpoint (∠CDA) is also computed using same approach. Midline shift is
detected when any of these two angles (∠BAD or ∠CDA) exceeds 1.5◦. Figure 5a,
b shows two cases of midline shift in hemorrhagic brain MRI. Figure 5c shows a
healthy brain MRI where both top and bottom angles are very small.

2.4 Hemorrhage Location Identification

The contour of intracranial region (S1) (after skull removal (Fig. 2e) is comparedwith
the contour of segmented intracranial region (S2) (Fig. 2g) to detect the location and
area of the hemorrhagic region. Upper and lower midpoints of intracranial contour
(T M and BM of Fig. 4a) are used to divide each intracranial contour image into
two halves (LS1 and RS1 for S1 and LS2 and RS2 for S2). The area difference
(in pixels) between each respective half of S1 and S2 ((LS1 - LS2), (LR1 - LR2))
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(a) (b) (c)

Fig. 5 a Midline shift (left side), b Midline shift (right side), c Healthy image

Fig. 6 Different phases of hemorrhage detection

is computed to detect the location of hemorrhage. It is observed that a high area
difference (�Area > 200pixels) in left or right hemisphere of MRI indicates the
presence of hemorrhagic region in that portion (Fig. 6).

3 Results

We have used a dataset of 30 T2-weighted brain MRI to implement and test the
proposed method. Experimental results (some are shown in Fig. 6) show satisfac-
tory outcome as the presence of hemorrhage and its location are correctly identified
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in all the cases. We have applied intracranial region and horn contour generation,
contour curvature analysis, midline shift computation to diagnose the presence of
hemorrhage in the MRI and detect hemorrhage location. It is observed that midline
shift (Md. shift in comments of Fig. 6) calculation gives clear indication of hemor-
rhagic cases. However in some cases the top and bottom part of intracranial contour
region appears with low curvature change. This may leads to erroneous result in mid-
line shift calculations. To overcome this situation we have used both midline shift
calculation and hemorrhagic region segmentation with area computation to identify
the hemorrhagic situations. To evaluate the quality of the segmented hemorrhagic
region, we have used Jaccard similarity indexes [6]. Jaccard index is computed by
comparing the region A segmented by the proposed approach with region B marked
by the expert. Jaccard index J(A,B) can be defined as -

J (A, B) = A ∩ B

A ∪ B
(3)

The value of J (A, B) lies between 0 and 1. In ideal situation where the two region
matches perfectly, J (A, B) = 1 and for entirely different region, it becomes 0. Com-
ments of Fig. 6 shows the Jaccard index value for few hemorrhage affected brain
MRI.

4 Conclusion

The proposed approach analyses brain MR images and extracts the hemorrhage af-
fected region successfully. The location of hemorrhage (left or right side of MRI) is
also identified correctly in each test image. This paper focuses on accidental brain
hemorrhage scenarios such as epidural and subdural hemorrhage. Diagnosis and seg-
mentation of subarachnoid and cerebral hemorrhage can be proposed as an extension
of this work.
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A Novel Approach of Optic Disk
Detection for Diagnosis of Diabetic
Retinopathy

Aakanksha Mahajan, Sushil Kumar and Rohit Bansal

Abstract Diabetic retinopathy (DR) is emerging technology in the field medical
imaging. Because of diabetic symptom in body, loss of vision can happen and it
is mainly due to Diabetic Macular Edema (EMD) and Retinopathy Proliferative
Diabetic (RPD). Recent studies claims the new treatment methods and prevention.
There are very effective treatments and they are optimal when the DR is detected
in early stages, even when the patient has no symptoms. This paper deals with
development of a computational oriented system to help in the pre-diagnosis of
diabetic retinopathy, a progressive disease that develops in patients with diabetes
mellitus and is characterized by the appearance of vascular lesions in the retina as
increase in permeability and intra-retinal haemorrhages, intra-retinal accumulation of
fluids and fluid, closure of blood vessels, capillaries and retinal arterioles and growth
of new vessels blood inside and on the retinal surface. Some of these injuries are
visible in fundus images, which are basically the images of the retina illuminatedwith
white light and taken with a camera. The main objective of this paper is to develop
a recognition algorithm of images that can automatically detect the optic disk. It is
first proposed to correct distortions of luminosity produced by nature intrinsic optics
of the image acquisition method. Then it is proposed to perform the detection of the
optical disk.
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1 Introduction

Diabetic retinopathy (DR) is defined by the presence of one or more lesions vascular
diseases in patients with diabetes. DR is a progressive disease, characterized by
secondary clinical features to capillary changes with closure of blood vessels, growth
of new vessels in the retina and iris, increased permeability and accumulation of
acids and lipids [1]. The changes in early stages are loss of pericytes (one of the cells
contra of the connective tissue layer surrounding the capillaries [2]), thinning of the
basement membrane and appearance of microaneurysms. There are changes in the
blood ointment in the retina. The internal barrier breaks showing itself as increased
capillary permeability and intraregional hemorrhage. The capillaries and the retinal
arterioles close (retinal no perfusion). In themost advanced stages, new blood vessels
grow in the iris. Microaneurysms are almost always the first clinical sign of diabetic
retinopathy, and they look like deep intraregional points with diameters between 15
and 60 [3]. The rupture of microaneurysms and an increase in permeability capillary
results in intra-retinal hemorrhages. The small hemorrhages intraretinals are a typical
sign of diabetic retinopathy. Increased capillary permeability results in intra-retinal
accumulation of fluids and lipids seen as well accumulating zones of color between
white and yellow called hard exudates [4].

Areas of capillaries are generated that, when merged, generate areas of no-
perfused retina (non-perfused retina) [5]. Capillary closure is not visible without
angiography uoresceinica. DiabeticMacular Edema (EMD) is characterized by intra-
retinal accumulation of liquids and lipids within the macula and can occur at any
stage of the illness [6, 7].

Many type of check-ups have been proven by the digital photography of the retina
which is currently preferred by the community. The prevalence of DR has recently
been studied in different regions of geographies and different ethnic groups [8].

2 Proposed Methodology

It is proposed to divide the system into three fundamental stages. First the problem
of the non-uniform illumination present in the images will be considered, then the
detection of the optical disk and the macula will be made. Finally, the segmentation
will be done automatically for hard and soft exudates. It is proposed to model non-
uniform lighting based on two main sources.

Optical aberrations of the image acquisition system together with the geometry
of the human eye and the effects of the nature of visible light cross different optical
media, specifically, refraction, and reflection. With corrected non-uniform illumina-
tion, it is proposed to detect the optical disk and the macula by means of a pattern
recognition with learning supervised algorithm which consists of two stages, a train-
ing stage which generates an average sub-image of the structures of interest and



A Novel Approach of Optic Disk Detection … 395

a test stage where the best match of the sub-image with the new one is searched
exhaustively image to be detected.

Finally for the detection of exudates, it is proposed to apply an improved algo-
rithm of contrast, based on operations of mathematical morphology and then apply
a threshold that allows finding the brightest regions in the image. It is important to
highlight that for a correct evaluation of the performance of the system, it has a set
of digital fundus images taken from patients and selected by the means of a protocol
of nest in clinical bases that were manually segmented by an expert ophthalmologist
in the area. These set of images constitutes our gold standard or Ground Truth on
the basis of which we will make the comparisons with the results obtained from the
proposed system.

2.1 Correction of Non-uniform Illumination

Inadequate lighting of the scene as well as inappropriate conditions while capturing
the image, for example, an unsettled position of the capture system of an image,
can introduce severe distortions in the resulting digital image. These distortions are
usually perceived as slow intensity variations in thewhole image or sudden variations
in the edges of the image. This effect is commonly called as Inhomogeneous intensity
(intensity inhomogeneity), Illumination non-uniform, shading (shading) or bias field.

Retinal images are acquired with a fundus camera that receives the light ejected
from the surface of the retina and is recorded by a sensor, for example, CCD. Often
the images obtained have a non-uniform illumination and therefore, there is variabil-
ity in luminosity and local contrast. This problem seriously affects the diagnostic
process and consequently due to that, injuries in some areas can become difficult
to recognize for a human observer. On the other hand, different methods of auto-
matic analysis based on the computer system have been proposed to help the medical
specialist to obtain the useful information of the images, for example, calculation
of the tortuosity of the veins or detection of microaneurysms and exudates. Images
with high variability in contrast and illumination, intra and inter image are extremely
difficult to analyze with the proposed automatic methods and the results can be dis-
astrous, therefore, the first step is the standardization of images, which consists in
taking all the images to be analyzed to a standard value in contrast and luminosity
to correctly perform its analysis and comparison [8].

To be able to perform a correct normalization in the luminosity of the image, an
appropriate model is required that represents the bias or non-uniformity present. The
hypothesis that is accepted in general about no homogeneity in the intensity of the
image supposes that this was shown as a function that varies smoothly in space and
that alters the intensities in each point in the image that would otherwise be constant
for the same type of tissue regardless of its position. In the simplest form, the model
assumes that the Non-homogeneity of intensity is multiplicative or additive, that
is, the noun-noun field it is multiplied or added to the real image. In the field of
images, Magnetic Resonance is often used the multiplicative model because of its
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consistency with the physical process of acquisition and with the sensitivity in the
coil of reception [9].

In Magnetic Resonance, the different models of image formation have been pro-
posed in the literature, depending on how they interact with the bias-free image, u(x),
the non-homogeneous intensity field, b(x) and noise n(x) [9]. One of the proposed
models assume that the noise is approximated by a Gaussian probability density
function itself of the scanner and therefore independent of the bias in the intensity,
therefore, the image acquired v(x) is modeled as

v(x) � u(x)b(x) + n(x) (1)

In another model, only the biological noise is scaled in intensity by the bias field
b(x) so that the signal-to-noise ratio (SNR) is preserved

v(x) � (u(x) + n(x))b(x) (2)

The thirdmodel of imaging is based on the log transformation rhythmic intensities
where the multiplicative non-homogeneous intensity field it becomes additive:

log(v(x)) � log(u(x)) + log(b(x)) + n(x) (3)

In the last decade, various lighting correction methods have been proposed. In [9]
a macro classification is proposed in two groups called prospective (future, possible)
and Retrospective (retrospective, retroactive). The first one refers to the calibration
and improvement of the physical process of acquisition of the imagewhile the second
one focuses exclusively on the information which provides the acquired image and
sometimes some type of apriori information. The complete classification is [9] [10]:

• Prospective.
• Ghost.
• Multiple coils.
• Special sequences.
• Retrospective.
• Filtered out.
• Surface adjustment.
• Intensity.
• Gradient.
• Segmentation.
• Maximum likelihood (ML).
• Algorithm with fuzzy logic of C-medias.
• Nonparametric
• Histogram.
• High frequency maximization.
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• Minimization of information.
• Check histograms.
• Others.

A non-uniform lighting correction operator or shadow tries to remove the back-
ground information of the image. This can be done by calculating an approximation
of the background and then make a subtraction between the original image and the
approximation found (when it is assumed that non-uniform lighting has an additive
nature in the image). To avoid negative values usually a constant is added

Shape

[SC( f )](x) � f (x)[A( f )}x + c, (4)

where [SC( f )](x) is the corrected image in luminosity, [A( f )}x corresponds to the
image approximation of the background and c a constant.

The shading effect due to non-uniform illumination is a function that varies slowly
with spatial coordinates [11].

In the past, it was preferred to use the medium filter as the medium-sized filter
shows better results in the conservation of edges and generally produce better results
in retinal images. Now, as there are different forms of efficient implementation of
this algorithm, the median has been used more in recent years [12].

The size of the kernel or filterwindowmust be determinedby the factors such as the
resolution of the image, the size of the structures present in the image (vessels blood,
macula, optic disk) and the size of the lesions present (exudates, microaneurysms,
etc.). The size of the kernel is important because in general, it will always be bigger
than the injuries, but if the lesion is of comparable size with the size of the kernel, a
hemorrhage that occupies an important region in the image of the retina, the size of the
kernel becomes a crucial variable for the later automatic detection of injuries because
the liposuction can confuse the injury with non-uniform lighting due to its size. For
this reason, in general, the lighting correction methods are more sophisticated than
those described to obtain a more reliable result.

In [13] a non-uniform polynomial illumination model is proposed that is of mul-
tiplicative nature. An iterative process is carried out in the columns and then the
polynomial is adjusted that best fits a set of points on a line, equally spaced in the
image obtained from a filter of the medium. These points are updated in each step,
eliminating the points that present an error greater than a pre-established maximum.
After the elimination of the points of greater error, the adjustment cycle is repeated.
In [14] a modification to the algorithm is proposed by Foracchia et al. [15] which it
is based on an additive-multiplicative model of non-uniform illumination.

The model of the resulting image is modeled as: I �U SM+SA where U is the
ideal image, I is the observed image, and SM and SA are the additive components
and multiplicative of non-uniformity in illumination. They have proposed a model
to calculate the distance of Mahalanobis for each pixel in the image taking values of
mean and standard deviation calculated in a window of size w to segment the image
into two parts: bottom and non-bottom by thresholding with a value. After, the first
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segmentation, the average and the standard deviation of the background image are
calculated, which are the estimators of the SA and SM components respectively, to
get the corrected image U.

2.2 Optical Disk Detection

The optical disk is presented in the fundus image as a circular structure having a
bright high contrast with the background. Various methods have been proposed for
optical disk detection in digital images of fundus. In [16] the optical disk is located,
making use of its variation in levels of gray. This approach has shown to have good
results when there are very few pathologies in the image (or there are not). Since some
exudates appear bright, the contour of the optical disk is not found in said work. In
[17] and in [18] the outline of the optical disk is detected using the Hough transform,
the gradient of the image is calculated and it determines the circle that best fits him,
this approach requires considerable processing time and also requires that certain
conditions to be met in the geometry of the optical disk that does not always occur.
In [19] it is located tracking the blood vessels at the origin, the method is certainly
one of the safest and logical methods to locate the optical disk, but it depends to a
larger extent, on the detection of blood vessels. In this case, it is advisable to separate
the tasks of segmentation so as not to fall into accumulation of errors and reduce the
processing time. In [20] a threshold of area is used to locate the optical disk and the
watershed transformation is used to find the outline of it. Most methods do not work
well if the contrast of the image is poor [18].

In [21] a method is proposed using morphological alteration and the watershed
transformation.

In [22] a method of automatic segmentation of the optical disk and the fovea
defining the problem as a regression problem is proposed. The KNN regression
method is used to predict the distance in pixels to the object of interest in any
position of the image based on a set of characteristics measured in that position,
mixing contributions of the properties of the image and derived contributions of the
segmentation of the vascular network in the retina. A prediction of the distance to
the optical disk is the minor one selected as the center of it.

The method is trained with 500 images and was evaluated in 500 test images. A
successful detection rate of 99. 4% was achieved.

2.3 Segmentation of Exudates

In [23] images are acquired in RGB mode and the green channel is used to apply
a morphological lock using a structural element octagonal to increase the contrast
between exudates and the background of the image. For extraction of exudates, a
method is proposed to make a quotient between the addition and subtraction of green



A Novel Approach of Optic Disk Detection … 399

channels (which emphasizes exudates) and the red channel (which emphasizes the
bottom). The exudates can then be selected from the resulting image through thresh-
olding. This approximation depends to a great extent on the value of the selected
threshold. In [24] a statistical solution is proposed based on mixed models (mix-
ture models, MM) to perform a thresholding dynamic that allows separating hard
exudates from the bottom. TheMMs provide a statistical technique to estimate prob-
ability densities in the same way as the multimodal histograms. The standard method
to obtain the estimate of the maximum likelihood is through the iterative algorithm
expectation-maximization (EM).Considering the MM parameters converge, the first
Gaussian component is associated with the dark-red elements, the second is associ-
ated with the background and the third with light yellowish regions. The threshold
value obtained is used to separate hard exudates from the bottom.

In [25] a solution is proposed using the grouping method (or clustering) fuzzy
c-means. Initially, the pre-processing is done to the image performing color nor-
malization and contrast increase, then a classification is made of the whole image
in two classes: exudate and non-exudate. For this, a set is used for initial charac-
teristics such as color, size, edge intensity and texture to feed a genetic algorithm
to classify the characteristics and identify the subset of better sorting results [26].
The feature vectors selected are classified using a multilayer neural network. The
algorithm was tested with a database of 300 retinal images manually labeled and
a sensitivity of 96% and a specificity of 94.6% was reached. In [27] a method is
proposed to use the watershed method with controlled markers. Initially, an average
filter to blur small objects is performed with low variations intensity and objects of
interest is highlighted. The green channel is removed in space of RGB color and a
gamma transformation of contrast enhancement is applied. Then the gradient of the
magnitude of the image for the watershed algorithm is calculated and the concept of
markers to control over-segmentation is used. Two types ofmarkers are used, internal
(associated with the object of interest) and external (associated at the bottom). The
internal markers are obtained from the gradient image using the technique extended
minima transformation, which computes the regionswith brighter pixels and external
markers partition the image into regions in where each region contains an internal
marker. The method was validated on the basis of DRIVE and STARE data, obtain-
ing a sensitivity of 94% and a predictive value of 91.9%. In [21] an algorithm based
on transformations is proposed morphologically. It can be divided into two parts,
first, using the green channel of the RGB space are candidates that are regions that
possibly contain exudates, and then morphological techniques are applied to find the
exact contours.

2.4 Proposed Lighting Model

It is assumed that the luminous eye that arrives electronic sensor coming from the
retina can be separated, as if it came from two different sources of light, one that
provides an imagewith only the objects of interest and another with the noun-lighting
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pattern, so that the following lighting model proposed in [15] where the observed
retinal image I can be modeled as:

I � f
(
I 0

) � f (I 0b + I 0f ), (5)

where I 0 is the original image, I 0b is the original background image (Background),
I 0f is the original foreground image (Foreground) and f

(
I 0

)
is the transformation of

acquisition. I 0f is the image with all the structures (blood vessels, optical disk and
macula) and lesions (microaneurysms, exudates, etc.) and I 0b is the imagewithout any
structure or injury but with the non-uniform lighting pattern. In this way, assuming
f
(
I 0

)
as a linear function, the image of interest or corrected may be calculated by

means of

I 0 − I 0b � I 0f (6)

2.5 Optical Disk Detection and Macula

The optical disk appears in the fundus images as a region normally clearer than its
surroundings and represents the optic nerve. From there, veins emerge and arteries
of the central retina that cover most of the retina after a series of bifurcations. Set the
position of the optical disk in the images Fundus is important for several reasons.
Many important pathologies in the retina can have affectation in the optic nerve.
Also, given that the Optical Disk can easily be confused with lesions such as large
exudates, its detection is important to exclude it from the set of detected lesions in
automatic systems. In addition, the detection of the optical disk is fundamental for
establishing a reference frame within the fundus image [15].

The application of two different proposed strategies, the first using the morphol-
ogy of the blood vessels and the second using the template matching algorithm are
described.

2.5.1 Detection Using Blood Vessel Morphology

This detection proposal is based on the morphological characteristics of the network
capillary in the retina image and its branching pattern. From the optical disk, themain
blood vessels are detached forming an arch of the temporal side, enclosing the area
where the macula is. For this purpose, the algorithm for detection of blood vessels
RISAwas used (Retinal ImageMultiscale Analysis) proposed in [27]. With this tool,
the thickest blood vessels were segmented, then the object with the largest area in
8-connectivity was selected. The search for the center was followed using a simple
iterative process that consists of finding the center of mass of the blood vessel object
and eliminate the farthest pixel using the distance Euclidean as a metric, within the
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set of pixels of the object. The last pixel to be removed was selected as the chosen
pixel belonging to the optical disk.

In the first approach, although based on a morphological criterion robust, the
results obtained were not entirely satisfactory because in the implementation phase,
several problems were found. The first one being, the center of mass of the blood
vessel network does not always lead to the optical disk space center and the second is
that the results of blood vessel extraction using RISA are slightly affected in images
that have a lot of injuries (exudates and microaneurysms).

2.5.2 Detection Methodology Using Comparison of Templates

The strategy used in this methodology is innovative and simple. It will apply a
template matching algorithm using the template as not only the optical disk region
but the optical disk pair—macula, as a single structure. This strategy is based on
the fact that the optic disk and the macula, despite being present in small variations
between different patients is assumed in practice. This search will be done using
the correlation as a measure of similarity using the Fast Fourier transform as an
algorithmic means to accelerate the process search The result will be influenced by
a spatial probability function that proposes that the optical disk presents a greater
probability of localization towards right and left ends of the image and a lower
probability of location towards the central (horizontal) area of the image. This is
because the protocols of acquisition of images for the type of pathologies that was
a major concern establishes that the main diagnostic image must be a posterior
pole image which clearly visualize the main structures (optic disk, blood vessels and
macula) with the macula towards the center of the image and the optical disk towards
the horizontal ends.

2.5.3 Training

The training process begins by obtaining the limits (Lower, Upper, Right, and Left)
and the center of mass of each one of the structures (Optical Disk andmacula) as well
as themidpoint between the two center ofmass in each of the images from themanual
segmentation or Ground Truth. This midpoint between the center of mass (whichwill
be referred to as the reference point) will be subsequently used as the reference in
the registration of the images. Taking into account, that, usually the macula appears
below the optic disk, between the two structures an angle is generated, that varies
slightly among different patients To reduce this variability, the rotation of each image
was performed on the reference point degrees, so that the optic disk and the macula
were at the same vertical level. The size of the average image (or pattern image) was
defined from the most external coordinates (from the limits of manual segmentation)
to the reference point of all the images, that is, the limits were selected that contained
all the optical disk—macula boxes in each image. From this distribution the mean
values, and standard deviation that will be used in the process of next search.
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θmean � 1

N

N∑

i�1

θi , θstd �
√

1

N − 1

N∑

i�1

(θi − θmean)
2 (7)

In algorithm two, a pseudo-code of the training process is shown.

2.6 Classification

The basic idea of the search process is to correlate the pattern image with the classi-
fication image, making use of the fast Fourier transform as an algorithmic medium,
both for a right eye and for a left eye and perform subtraction between two, for three
different angles which give 6 different cases: Normal and mirror image to look for
right eye and left eye.

Three different angles

θmean − θstd, θmean, θmean + θstd.

The correlation between two images is defined as

f [m, n]og[m, n] �
∞∑

z�−∞

∞∑

ω�−∞
f [z, ω]g∗[m + z, n + ω] (8)

The convolution between two images is defined as

f [m, n] ∗ g[m, n] �
∞∑

z�−∞

∞∑

ω�−∞
f [z, ω]g∗[m − z, n − ω] (9)

The relationship between correlation and convolution is given by

f [m, n]og[m, n] � f [m, n] ∗ g∗[−m,−n] (10)

And the relationship between the convolution and the Fourier transform is given
by the convolution theorem:

x[n] ∗ g[n] ↔ X
(
e jw

)
G

(
e jw

)
(11)

Given three images i [m; n] the search image, pd [m; n] the eye pattern image
right and pi [m; n] the left eye pattern image, and given a rotation function spatial
which applies a rotation of certain degrees relative to the center of the image i, and
given I(jw)� Ff i [m; n] g, where F denotes the Fourier transform, the correlation
between the two images i [m; n] and p [m; n] as shown in Eq. (12).
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i[m, n]◦R(p[m, n], θ) �
∞∑

z�−∞

∞∑

ω�−∞
i[z, ω]pθ [m + z, n + ω]

� i[m, n] ∗ p∗
θ [−m,−n] → F{i[m, n]}F{

p∗
θ [−m,−n]

}

→ I ( jω) · p∗
θ ( jω) (12)

The position search will be carried out in the most likely location of the optical
disk in the images, as shown in Eq. (13).

Crr1[m, n] � (
i[m, n]◦ pdθ1[m, n]

) − (
i[m, n]◦ piθ1[m, n]

)

Crr2[m, n] � (
i[m, n]◦ pdθ2[m, n]

) − (
i[m, n]◦ piθ2[m, n]

)

Crr3[m, n] � (
i[m, n]◦ pdθ3[m, n]

) − (
i[m, n]◦ piθ3[m, n]

)
(13)

The result of the correlation for each of the proposed angles can be interpreted
as a probability function where a local/absolute maximum corresponds with a high
probability value of finding the pattern image at that point. Clinically, it can be
established that when photographs are taken of the posterior pole, there is a greater
chance of finding the optical disk at the horizontal ends, right and left of the image,
being less likely to find it the horizontal center of the image, where there is probability
of finding the macula Because of this, a mask image r [m; n] that will weigh the
result obtained in the subtraction of correlations, making its (absolute) value increase
towards the horizontal ends and decrease toward the center, The best chance of finding
a right eye in the position [m; n] is given by Eq. (14).

[
md , nd

] � arg
max
[m, n]

r [m, n] ∗ Crrk ; k � 1, 2, 3 (14)

The highest probability of finding a left eye in the position [m; n] is given by
Eq. (15).

[
mi , ni

] � arg
max
[m, n]

r [m, n] ∗ Crrk ; k � 1, 2, 3 (15)

And finally the choice of search between a right eye and a left eye will be given
by

[xod, yod] �
⎧
⎨

⎩

[
md , nd

]
, si

∣∣Crrk
[
md , nd

]∣∣ ≥ ∣∣Crrk
[
mi , ni

]∣∣
[
mi , ni

]
, in another also

⎫
⎬

⎭
(16)

As a final step, the optical disk area was adjusted using a basic shift algorithm of
stockings. Iteratively, following the procedure of sliding of stockings, the position
of the optical disk was adjusted until close of the real center.
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3 Result Analysis

The images obtained in [28] were analyzed as (Fig. 1; Table 1):

Input green colour band      

Filtered green colour band

Masked green colour band                     

Exponent of green colour band

Located optic disk region

Optic disk region mask

Fig. 1 Optic disk region mask

Table 1 Result analysis Image database Precision rate (%)

HRF database 98.5

DRIVE 96.9
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4 Conclusion

In this paper, the lighting correction algorithm and optic disk detection algorithm
were proposed using segmentation having template based approach. It is necessary
to note that the basic idea of the search process is to correlate the pattern image with
the classification image, making use of the Fast Fourier transform as an algorithmic
medium. The observed results claims 96.9% accuracy in DRIVE database when
compared with ground truth values.
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Recurrence Plot Features of RR-Interval
Signal for Early Stage Mortality
Identification in Sudden
Cardiac Death Patients

Reeta Devi, Hitender Kumar Tyagi and Dinesh Kumar

Abstract Recurrence is a basic property of scattering dynamical systems. Recur-
rence plots visualize the recurrent behavior of these systems. The cardiovascular
system in sudden cardiac death (SCD) patients appeared to be such dynamical sys-
tem as the patient meets sudden death within few minutes or an hour after onset of
the symptoms. Therefore, the present study was designed to explore an algorithm
to predict the SCD 1 h before the “SCD Onset” using recurrence plots of the RR-
intervals. The MIT-BIH database was used for designing the samples of the study.
The 5-min ECG signals of the SCD patients which were 1 h before the SCD onset
and just 5 min before the SCD onset were preprocessed for noise removal and RR-
interval extraction. The RR-intervals were then processed to obtain a set of nonlinear
features using recurrence plots. These features were checked for correlation among
the SCD patients using Spearman’s function of correlation. The classification of the
optimal features into normal control subjects and SCD was implemented using clas-
sifier k-Nearest Neighbor or k-NN classifier. A maximum accuracy of 98.44% was
obtained using k-NN. The results indicate that, the proposed algorithm can efficiently
identify the person at risk of progressive SCD 1 h before, which would be helpful in
supporting sufficient time for the medical staff attending the patient to respond with
preventive treatment.
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1 Introduction

The cardiovascular diseases which are non-communicable diseases are a leading
cause of death worldwide. Sudden cardiac death among the cardiovascular diseases
particularly put a large burden because it cuts short the potential years of contribution
of the affected persons to their family and the society. It is defined by W.H.O criteria
as the natural sudden death due to cardiac causes occurring within 24 h. But out of
witnessed deaths nearly 80% occurred within 2 h of the symptoms onset [1]. In the
context of time, sudden is defined for most clinical purposes as one hour between a
change in clinical status announcing the onset of the life threatening cardiac arrest [2].
Despite significant advances in the medical science, there is no standard procedure
adopted to identify the sudden cardiac death due to this type of cardiac arrest at
an early stage. Therefore, identification of the patients at risk of sudden cardiac
death is a great challenge for the medical fraternity. Many scientists and engineering
research groups are trying to validate different signal processing techniques to solve
the problem. Patil et al. and Jilani et al. [3, 4] developed methods considering age,
sex, race, history of smoking and illness and so on for modeling of an SCD pattern
so prediction of SCD can be related to that particular pattern in future. On the other
hand, Lammert et al. [5] developed methods based on feature extraction techniques
from a patient’s ECG signal. These featureswere used as electrophysiologicalmarker
of SCD. Apart from that, statistical analysis based SCD identification methods also
were proposed by some research groups [6–9]. In spite of producing good prediction
results, all these methods could not be made into healthcare products due to their
own limitations. In this paper, we focus on another type of measure of complexity,
which is based on themethod of recurrence plots. This nonlinear approach alongwith
quantitative features has been introduced for the analysis of chaos–chaos transition in
the dynamical systems [10]. Therefore, in this paper we introduced recurrence rate,
maximum length of diagonal line, entropy, trend, laminarity and trapping time as the
six measures of complexity based on recurrence plots for identification of sudden
cardiac death at an early stage of 1 h before “SCD Onset”. We used the Spearman’s
correlation to find out correlation among the features of the recurrence plots in SCD
patients. We found that four features out of six are significantly correlated to each
other in the SCD patients at 1 h before “SCDOnset” and 5 min before “SCDOnset”.
These features are then subjected to k-NN classifier for classification into normal or
the SCD subjects. K-fold cross validation is used to validate the training (70%) and
testing samples (30%). An accuracy of 98.44% is obtained as the classification rate
of k-NN classifier for SCD patients.
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2 Materials and Methods

2.1 Dataset

ECG signals were downloaded from MIT/BIH database for normal control subjects
(Normal SinusRhythmDatabase) and sudden cardiac death patients (SuddenCardiac
Death Holter Database) [11]. In this work, total 55 signals consisting of 40 SCDECG
signals and 15 normal ECG signals of lead MLII were studied. The samples of SCD
patients were divided into two groups of 20 samples each. The first group consisted
of 5 min ECG signals for each patient at 1 h before SCD. The second group consisted
of last 5 min ECG signals to the SCD. The ECG signals of the SCD patients who
were continuously paced for their heart beat were not included in the sample design
process of the study.

2.2 Preprocessing and RR-Interval Extraction

The sampling frequency used for the ECG signals under study was 125 Hz for SCD
patients and 128 Hz for normal subjects. In this study, 5 min duration sampled ECG
signals were used. An illustration of the dataset taken under consideration for SCD
patients which were one hour before and 5 min before the SCD incidence is shown in
Fig. 1. Then the signals were subjected to IIR high pass filter with cut off frequency
at 1 Hz and IIR notch filter for the removal of baseline wandering noise and power
line interference, respectively. The QRS peaks from the filtered ECG signals were
detected using standard Pan-Tompkins algorithm [12]. This way preprocessed ECG
signals were used to extract the RR-intervals. Figure 2 shows plot of RR-intervals as
a heart rate variability signal of an SCD patient. The processing of RR-intervals for
obtaining the nonlinear features of recurrence plots [13, 14] was performed using
computational software MATLAB 8.1.

2.3 Recurrence Plots (RP)

Recurrence plots are used for the applications of nonlinear data analysis. The phase
space of a signal using time delay method [15] is reconstructed first to analyze the
signal using RP theory. In this method, an m dimensional space time series vector
xi where i � 1, 2, 3, . . . , N is embedded using time delay factor (τ )

Ai � [
xi xi+τ . . . xi+(m−1)τ

]
; i � 1, 2, 3, . . . , N − (m − 1)τ (1)

The false nearest-neighbors algorithm [15] for the estimation of the smallest
sufficient embedding dimension as well as the mutual information function [16]
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Fig. 2 Plot of RR-intervals (heart rate variability) of an SCD patient

for an appropriate time delay have been used in this work. After reconstructing the
state space, the recurrence plot of a signal can be obtained by plotting the elements
of an M × M recurrence matrix, given in the following equation:

Ri, j � �
(
ε − Ai − A j

)
; i, j � 1, 2, . . . , M (2)

where

M � N − (m − 1)τ,

ε � a threshold distance,
‖.‖ � the Euclidean norm, and
Θ(x) the Heaviside function
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2.4 Features Extracted from RP

In this work, six features from the recurrence plot of each 5 min ECG signal were
extracted. The related extracted features [13] are as follows.

Recurrence rate (REC): It measures the percentage of recurrent points in the M
dimension recurrence matrix given as

REC � 1

M2

M∑

i, j�1

Ri, j (3)

Lmax: Excluding the length of the main diagonal line, it measures the longest
length of the diagonal line.

ENTR: The diagonal line segments were quantified using Shannon entropy of
their probability distribution function P(L)

ENTR � −
M∑

L�Lmin

P(L)lnP(L) (4)

Trend: The linear regression coefficient ismeasuredusing the quantitativemeasure
“trend” over the recurrence point density

TREND �
∑M

i, j�1

(
1 − M

2

)(
RRi, j − 〈

RRi, j
〉)

∑M
i, j�1 (i, j − M/2)2

(5)

Laminarity (LAM): Excluding diagonal line segments, it quantifies the percentage
of recurrent points forming vertical line segments

LAM �
∑M

lv�lvmin
lv p(lv)

∑M
i, j Ri, j

, (6)

where p(lv) is the number of recurrent points forming vertical line segments.
Trapping time (TT): The average length of vertical structures (p(l)) is measured

by trapping time

TT �
∑M

l�lmin
lp(l)

∑M
l�lmin

p(l)
(7)
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Table 1 Statistical significance of the recurrence plots features using Spearman’s correlation

Recurrence plots quantification features Spearman’s correlation

Sr. No. Feature RHO p-value

1 Recurrence rate 0.2476 0.2925

2 LMAX 0.4726 0.0354

3 ENT 0.5092 0.0219

4 TND 0.4569 0.0428

5 LAM 0.4111 0.0718

6 TT 0.4714 0.0359

3 Results

The present work aims to investigate the nonlinear features of recurrence plots of
5min duration SCDECG signal which is 1 h earlier to the SCDof the patient. In total,
therewere 6 features for each of 55 subjects (15 normal subjects, 20- patients of 5min
before SCD and 20- patients of 1 h before SCD). Out of total 6 features per subject,
the best and optimal features were selected using the forward sequential feature
selection algorithm. The simple machine learning algorithm k-NN classifier (with
70% samples for training and 30% samples for testing) was used to classify the SCD
patients and normal control subjects. The random selection of the training and testing
sampleswas done using k-fold cross validation. The extracted featureswere validated
statistically using Spearman’s function for correlation with a maximum significance
level of 0.05 for its significance on SCD classification. Results of correlation between
two groups of SCD patients are listed in Table 1.

Except two (shown in bold fonts), out of total six features, all the basic set of
features in nonlinear processing of RR-intervals using recurrence plots, showed sig-
nificant low p-values between SCD patients, thereby, accepting the null hypothesis
of two samples being correlated with some form of correlation. The results ensured
that SCD patients can be identified at high risk of SCD at the stage of one hour earlier
to their SCD as they hold correlation with the SCD patients of 5 min earlier to the
SCD. In predicting the SCD one hour before to the actual incident the calculated
classifier’s performance measures are reported in Table 2. The measured values for
accuracy, sensitivity, specificity and precision are 98.44, 100, 97.91 and 95% respec-
tively for k-NN classifier. A comparison of the results obtained in present study with
other similar studies is presented in Table 3. As evident from Table 3, compared to
other published results for the prediction of sudden cardiac death at an early stage,
the results obtained in present study are more useful. For prediction of SCD, the
database used, features domains and number of features used are almost comparable
in all the studies presented here. However, in this work, the authors tried to explore
the possibility of predicting the SCD much earlier of 1 h before SCD than 1–5 min
of the actual incidence onset as shown in Table 3. A much early prediction period
such as one hour is necessary to alarm the clinicians attending the patient, so that
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Table 2 Classifier performance measures

Classifier AC (%) SN (%) SP (%) P (%)

k-NN 98.44 100 97.91 95

Table 3 Comparison of present study with other similar research studies

Reference Database Prediction
duration
before SCD

Features
extracted from

No. of
Features used
in
identification
of SCD

Accuracy (%)

Ebrahimzadeh
et al. [6]

MIT/BIH 1 min HRV 20 91.23

Murukesan
et al. [9]

MIT/BIH 2 min HRV 7 96.36

Murukesan
et al. [8]

MIT/BIH 5 min HRV 7 93.71

Fujita et al.
[7]

MIT/BIH 4 min HRV 4 94.7

Present study MIT/BIH 1 h Recurrence
plots

6 98.44

preventive treatment could be initiated at an early stage which would effectively save
the precious life.

4 Discussion

The present study performed for prediction of sudden cardiac death one hour before
to the actual incidence of SCD is very useful to warn the concerned clinicians attend-
ing the patient. Compared to other similar studies, therefore, the present technique
would provide sufficient precious time for preventive treatment action to be taken by
the concerned medical staff. The designed methodology for nonlinear processing of
RR-intervals effectively removed the noises and other interferences from the ECG
signals downloaded fromMIT/BIH database. In total six nonlinear features of recur-
rence plots were extracted. Using Spearman’s correlation and forward sequential
search machine learning algorithm for feature selection, features of non-relevance
were dropped. The reduced dimension dataset was then applied to k-NN classifier
for classification into normal control subjects or SCD. In predicting the SCD cases
at the stage of one hour before the actual incidence, the maximum values of the clas-
sifiers’ performance measures obtained using k-NN are as 98.44% accuracy, 100%
sensitivity, 97.91% specificity and 95% precision values. Among different types of
features, four out of six features were found highly correlated (p < 0.05) between
two groups of the SCD patients which implies that features extracted from recur-
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rence plots can predict SCD at an early stage of one hour before it actually occurs.
For clinical relevance of the study, ECG signals selected for simulation, materials
and methodology adopted and extraction of different features of RR-intervals using
recurrence plots are in confirmation to the published guidelines. However, general-
ization of the presented algorithm requires more number of datasets of diverse SCD
patients to be tested. Future studies of the present work would thereby, focus on
modeling the type of correlation between two groups of the SCD patients.
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Festival Framework for Synthesis
of Punjabi Voice

Sukhpreet Kaur Gill and Parminder Singh

Abstract Speech generation is process of converting the text to speech called TTS
system. This paper presents the generation of Punjabi waveform by using Festival
framework. Building of new voice is done through support of Festvox, Festival
and Speech Tools. Festival acts as an Engine for waveform synthesis and statistical
parametric synthesismethod is implemented for building Punjabi voice. The required
data for building the voice is recorded in the noiseless environment and maximum
Punjabi valid phonemes are covered in the corpus. Text Processing is done to collect
the nice prompts to build the accurate voice Model. The accuracy factor is calculated
through Mel-cepstral distortion (MCD) parameters.

Keywords CLUSTERGEN synthesizer · Festival · Speech synthesis · Festvox

1 Introduction

In modern era of technological world, speech synthesis is one of the major research
areas, as speech has an indispensable role in the human life. Its major applications
are in reading electronic mails, display reading by blind persons and to train robots.
A synthesized voice is produced from the small elements and it is further trained by
passing through different modules.

Speech synthesis is process in which sequence of input text is converted into
synthesized waveform as output. In synthesis system when text is converted into
speech that is known as Text-to-Speech (TTS) system. There is various Speech
Synthesis system used to build the new voice by researchers. Festival Framework
has multilingual Support [1]. Festival is implemented in two languages, C++and
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scheme [2]. Festival Framework offers different sort of methods for synthetic speech
generation like unit selection approach, diphone based and Statistical Parametric
Synthesis approach. For different Indian Languages, the voice models are developed
using various techniques and quality of such synthesized speech is estimated by
doing its similarity with natural tested speech unit. Statistical Parametric synthesized
method is used named as CLUSTERGEN method.

This paper focuses on developing Punjabi voice using Festival framework. From
Brahmi script, Indian languages script has been developed [3]. The Punjabi is lan-
guage of north India. It is mother tongue of Punjab. In this paper Phoneme is chosen
as basic unit for speech synthesis. For Punjabi language, there is need for lexicon
list along with phoneme symbol on the basis of which we can build the language
specific rules. Festival offer support for various waveform synthesis Technique: Unit
selection database, diphone Database and Statistical Parametric synthesis. The paper
use the waveform synthesis technique that is statistical parametric speech synthesis
technique also called CLUSTERGEN voice model generation. This is easy method
to build good quality of synthesized output voice or waveform as compare to unit
selection approach. This method uses the Hidden Markov Model synthesis Tech-
nique [4]. In this frequency parameters (F0 contour) and Mel-cepstral (MCEP) are
extracted. These parameters are extracted from the information collected at the time
of labelling module, such extracted parameters from labelled data acts as base for
synthesized voice. So, to get the accurate label values when labelled movement is
done through 10 passes to achieve the good quality of speech. Then at synthesis
time these parameters are selected to generate the voice model. This method used
the maximum likelihood criteria to select the parameters to build the model. At
time of waveform synthesis generation for inputted sequence of text, the features for
sequence is selected from already build model on the basis of extracted parameters
from corpus, these are used to reconstruct the waveform for inputted string of text.

2 Related Works

Festival also provides support for Indic languages. Festival is an open source. Festi-
val uses three basic modules as text processing, prosodic processing and waveform
synthesis [5]. Currently, various researchers applied the different waveform synthesis
technique and different basic units (phoneme, syllable etc.) were experimented and
quality has been compared. Mostly, Unit selection and diphones was used to produce
speech waveform by various researchers. In open-Domain unit selection speech syn-
thesis minimum user experience and knowledge of speech synthesis is required [6].
In unit selection waveform synthesis different basic units (syllable, phonemes etc.)
were tested by researchers. As text to speech synthesis in Bengali has been gener-
ated using syllable as basic unit [7]. Whereas, for Malayalam language generation
the phoneme as basic unit have been used [8]. Statistical Parametric synthesis is
one of the methods which is easiest method to reconstruct waveform from extracted
parameters. In Unit selection quality is depend upon quality and database size. Also,
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the cost for building voice using this technique is expensive and specialization is
required [9]. Statistical Parametric synthesis CLUSTERGEN voice is developed. To
run CLUSTERGEN voices the new version of Festival and Festvox was updated.
CLUSTERGEN voices are released in new version beta 1.96 of Festival. In hybrid
Technique the unit selection Technique is applied on parameters extracted by the
CLUSTERGENmethod [10]. Researchers concluded that Hybrid technique is better
than Clunits and Statistical parametric Method. Currently, Festival has only support
for Hindi, Gujarati, Bengali and Rajasthani [14]. But no work is done for Punjabi
language in Festival Framework. Concatenative method is used to developed Text to
speech synthesis system and syllables act as basic unit for speech generation [11].

In this paper the voice model is developed using CLUSTERGEN Technique for
Punjabi language. According to the analysis of Punjabi phonemes, phonemes are of
three types: V (total valid phonemes are 20), CV (Non-Nasalized valid phonemes
are 313) and CV (Nasalized valid phonemes are 324) [12, 13].

3 Proposed Work

3.1 Punjabi TTS Synthesis System

Steps and methods required for building TTS system is difficult Task. For waveform
generation various modules processing is performed. To build a voice five main steps
are required: defining phoneme lay out, lexicon creation, analysis of training text,
voice model development, create synthesizer (waveform) [14]. For Punjabi language
Grapheme based synthesis method is easy method for developing good quality of
voice [15]. It uses the CLUSTERGEN voice generation method. Fewer resources
are available for building new Indic voice; Grapheme to phoneme synthesizer is best
method for such languages. The various modules of processing are shown in Fig. 1
for Festival framework.

3.2 Training Corpus Development

For the complete coverage of Punjabi phoneme, the corpus of around 500 sentences
from newspaper is collected and moulded them in required festival format as shown
in Fig. 2. The words in sentences are selected in such a way that there should be
accurate prompts which contain the nice prompts to build the voice model.
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Corpus collection 

Text processing and Normalization

Labelling 
• EHMM Method
• Manual Method

Parameter extraction
• Frequency contour (F0)
• Mel-cepstral Parameter 

Building Parametric Model
• Cluster Model
• HMM duration Model

Waveform reconstruction
• Parametric voice model
• Produce synthetic speech 

Fig. 1 Punjabi speech TTS synthesis system

Fig. 2 Festival prompt format

The corpus should be accurate and recording should be done in noise free envi-
ronment. Proper pruning should be done to do the accurate labelling. The corpus
development and normalization is main base for building the new voice, because on
the basis of this proper labelling can be done. Information of labelled data is used to
synthesis the speech of good quality. So, there should not be poor alignment between
the transcript and the acoustic, there should not be too much silence in the prompts
and silence should not be longer than 200 ms.
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Table 1 Mapping of independent vowels

Character or ordinal Unicode character SAMPA phones

2565 A

2566 A:

2567 I

2568 i:

2569 U

2570 u:

2575 E

2576 Ai

2579 O

2580 Au

3.3 Adding Language Specific Rules

For the new language development, we required the knowledge of Language exact
rules. To complete the lexicon list entries, we required the complete knowledge
of ordinals or characters used in the Punjabi language and Unicode character for
respective ordinal. In this we perform the mapping, firstly mapping of Unicode
character to the corresponding ordinal, secondly mapping of Unicode character to
the corresponding phoneme means we required to map the ordinals generated earlier
to SAPMAphones. Now,we required to add the Language exact rules. The characters
or ordinals of Punjabi language divided into independent vowels, vowels, consonants
etc. Table 1 represents the Independent vowels used during implementation.

3.4 Labelling

Labelling is the most important part for the synthesis. It assigns the waveform to
phoneme. The data building is done before labelling for prompts and the alignment
is performed.We represent the chunk of text and relationshipwhich is basic object for
synthesis and assigns the symbols to those chunks. The valid and needed information
regarding these chunks are collected in different files and going to act asmilestone for
further modules of synthesis process. Manual labelling is best method for accurate
labelling of phones. The information extracted at labelled time is used at the time
of voice model building. Wavesurfer tool is used for manual labelling of SAMPA
phonemes “ ” in word “ ” is shown in the Fig. 3.

The phoneme is selected as main basic component for synthesis for avoiding
large amount of data space and for the superb quality of synthesized voice statistical
method is used. The data is divided into two sets: training set and testing set, the
sentences under testing modules are used check the quality of synthesized data. The
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Fig. 3 Labelled position of phonemes “ ” in word “ ”

Fig. 4 Original waveform recording for sequence of text “ ”

Fig. 5 Waveform synthesized by CG method for text “ ”

one of such testing module contain prompt “ ” and its original
waveform implementation is presented in Fig. 4.

The generation of CG (CLUSTERGEN) cluster and models is done which further
leads to the regenerate of this test related to their technologically advanced model,
the waveform generated is presented in Fig. 5.



Festival Framework for Synthesis … 421

Fig. 6 Synthesized waveform generated for text “ ” by moving labels

Label Movements are done in 10 passes for improvement in CG sounds. The
test data also regenerated the test data for checking quality, one such test utterance
“ ” is re-generated and its re-generated waveform is shown in
Fig. 6.

3.5 Parameter Extraction and Model Development

From labelled data features are extracted these extracted features parametric are
used to build the voice model. In feature extraction, there are many features that
required extracting but it depend upon the choice of basic unit and wave synthesis
technique. We required the extraction of Frequency parameters (F0 contours) and
Mel—cepstrum. Maximum likelihood criteria are used to select the parameters fea-
tures. The maximum likelihood criteria method ignores all possible value except
the most likely occur and select the parameters that could produce the best possible
result in given condition. The selected parameters or values of features are used to
build the voice model. By combined coefficients of both parameters frequency con-
tours and Mel-cepstral are used to build the parameter model. Firstly, generation of
cluster model is done from extracted parameters on the basis of maximum likelihood
criteria. Secondly, duration Model is generated for the new voice model.

3.6 Reconstruction of Waveform

In this we reconstruct the waveform for input text sequence. It extracts waveform
for input text by selecting features of corresponding phoneme from generated voice
model in previous module. The Reconstruction of input text sequence “ ” is shown
in Fig. 7. In this the text Sequence is converted into separated phonemes called char-
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Input text sequence 
(ਪਪਰਰਚਚੇ)ੇ 

Character separation         
ਪਪ+ਅਅ +ਰਰ+ਅਅ+ਚਚ +ਏਏ

SAMPA mapping
P+A+9r+C+e 

Parametric model 
representation 

Reconstructed Waveform

select features from model

Fig. 7 Reconstruction of waveform

acter Separation as “ ”, then mapped to SAMPA phones, these SAMPA
phones select their corresponding features parameter from already generated voice
model and finally at end reconstruct the waveform for inputted text sequence. Lower
twist or lower digression or twist of synthesized voice in comparison to original
voice the it shows that synthesized voice is of higher quality, Fig. 6 represents that
re-generated voice has less alteration in comparison to original one as in Fig. 5 one, it
means that it is of superior quality. Maximum likelihood criteria is used for selecting
features to build the tree in CLUSTERGEN (CG)method then with improving labels
movements we can achieve the superior quality of voice [16].

4 Results

Experimentation is done to get the higher quality of synthesized speech and quality
of synthesized voice is measured through Mel-cepstral distortion (MCD) scores. If
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Table 2 Mel-cepstral distortion (MCD) scores values

Synthesized speech MCD scores MCD scores after
moving labels

Gain

Punjabi language 5.39 5.13 0.37

Awk database voice 5.25 5.01 0.23

Table 3 Comparative
analysis of various languages
against MCD scores

Synthesized speech MCD scores

Punjabi 5.13

Bengali 4.96

Hindi 5.24

Kannada 5.01

Tamil 5.30

Malayalam 5.1

Telugu 4.39

there is lessMel-cepstral distortion (MCD) scores then quality of speech is improved.
Table 2 shows the improvement of Mel-cepstral distortion (MCD) scores by moving
labels.

The Table 3 given below shows the comparison of Punjabi synthesised speech
with the synthesized speech of other languages done by [3].

The value of Mel-Cepstral distortion (MCD) scores for Punjabi is 5.13 which
is quite lower than Hindi, Tamil and Malayalam. But it is higher than Bengali,
Telugu and Kannada. These variations in the scores are due to labelling techniques.
In our experimentation we have used the mixture of automatic labelling and manual
labelling. The different passes of the labels have been done according to the exactness
and correctness of sound tags for the respective Punjabi utterances. The comparative
analysis of the various Mel-Cepstral distortion (MCD) scores of different languages
has been shown graphically in the following Fig. 8.

5 Conclusion

Development of Punjabi speech is described in this paper. The Grapheme based
speech generation which uses statistical parametric approach is used which was easy
to implement. The speech corpus of 500 sentences is used to cover maximum valid
phonemes. The Recording in noiseless environment is done and complete analysis of
Punjabi phonemes is done to build language rules. Also, at each module all issues are
taken into consideration that can affect the quality of output voice andmainly focused
on text processing, manual labelling which is main base to synthesized the voice.
The output waveform for the given input text using generated CLUSTERGEN voice
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Fig. 8 Graph showing the comparative analysis of Mel-cepstral distortion (MCD) scores

model is natural in sounding and very smooth. For storing voice models generated
by this method takes the less memory.
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Medical Fusion of CLAHE Images Using
SWT and PCA for Brain Disease Analysis

Gurpreet Kaur, Sukhwinder Singh and Renu Vig

Abstract The imaging technologies have become an essential component of med-
ical care with faster scanning time and improved spatial resolution. Image fusion
is a intricate technique to coalesce vital details from images and produce a sin-
gle output. To unfold the modality aspects, its strength, limitation and compare the
performance of single modal andmultimodal image fusion, a contrast enhancedmul-
tiresolution fusion framework techniques is proposed using stationary wavelets with
restrictive coefficient spreading, in order to precisely transfer the salient features into
the final image. On applying CLAHE, multiscale decomposition is applied to extort
approximation and details using stationary wavelets. The detail diagonal, vertical
and horizontal constituents are combined using absolute maximum selection crite-
ria. Principal Component Analysis (PCA) combines approximation constituents of
the medical images. Inverse stationary transform is applied on all the components.
The two clinical brain analysis cases of degeneration and Neoplastic disease well
illustrate the performance using statistical assessment evaluation techniques PSNR
and MSE for comparisons. The plausible method efficiently compares the essence
of single and multimodal image fusion and delivers superior result using proposed
algorithms revealing imperative diagnostics details.
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1 Introduction

Medical image fusion [1] combines multimodal patient imagery into a combined
fused image. It aims to cautiously select and combine extract patient anatomy, struc-
tural abnormalities, physiological functions, delineate the precise position of tissue
damage or tumour. The degree of medical information can be well interpreted for
detection, diagnosis or further analysis. Medical images may be selected from either
single modal or multimodal inputs from pre- or post-treatment times for fusion [2].
The fusion process is not trivial and unless executed diligently the original diagnos-
tic information is endangered. Medical images are non-invasive and possess critical
information for various medical reasons [3].

This paper presents a novel method to assess single modal and multi-modal medi-
cal image fusion technique. The Contrast Limited Adaptive Histogram Equalization
(CLAHE) method is applied for image enhancement to augment the structural fea-
tures. The resultant images are decomposed using stationary wavelets. As levels of
decomposition increase, it results in coefficient expansion. At first level of decompo-
sition, PCA is applied on the low sub bands and for high, max rule is used, followed
by inverse stationary wavelets. The proposed process can well presume diagnostic
information from medical images, with few artifacts using single and multimodal
image fusion.

This manuscript has five main sections. Clinical aspects of modalities and data
set illustrations in Sect. 2. Section 3 encompasses the proposed technique and its
implementation details, Sect. 4 present performance evaluation based on statistical
experiments and discussion, Sect. 5 confers conclusion.

2 Clinical Potential of Modalities

Medical imaging modalities contain vital information for clinical processes. Each
imaging techniques encompass the organ or the tumor in a limited preview. Ultra-
sonography (USG), Computed Tomography (CT), Magnetic Resonance (MR), Mag-
netic Resonance Angiography (MRA), depict the high decree structural data while
functional information is represented adequately using the low-spatial resolution
images acquired from functional MRI (fMRI), PET, SPECT [4, 5]. Hence, multiple
medical images can be integrated to obtain added critical information, accurate dis-
eases diagnosis and reduce the storage volume. Single Modal Image Fusion is useful
when a lone scan may not sufficiently reveal underlying tissue, tumor or organ. It
aids in improving the image quality, perform accurate guidance during intervention
procedures or biopsy, to precisely localize suspected cancers with precision, and
other clinical practices [3]. It is limited by the fact that lighter cancers or function
information may be recorded and refined from the image sets and thus it is not
possible to capture all aspects pertaining to diagnosis under a single scan. Single
Modal Image Fusion have better correlation amongst input images with lesser reg-
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istration errors still whole body anatomical region matching is far from achieved.
Medical problems are heterogeneous in nature with most of the diagnostic informa-
tion kept hidden from the underlying tissue or organ [3]. Also one specific modality
may be limited in its capabilities and may not adequately represent sufficient diag-
nostic component. Multimodal Image Fusion combines images from more than one
imaging modality. It enhances the chances of improved diagnosis of malignancies
by overcoming the limitations due to dependency on a single modality. Moreover
it brings forth physiological, structural and functional patient data forming a sin-
gle fused output confirming its supremacy over single modal fusion. Each type of
data can further reinforce the presence of an abnormally, correct errors resultants
of alternating modality and fill the gap of missing information. Multimodal fusion
is responsible for overcoming imaging limitations and resulting in accurate and of
superior quality fused image. The performance of multimodal techniques are limited
by increased complexity, higher registration errors, less correlated inputs, and added
artifacts. Only few instances for single modal medical fusion are quoted in literature,
pertaining to temporal aspects or for low quality images. It acquires only a single
type of information anatomical or functional, which remain insufficient to provide a
reasonable diagnostic content [3].

3 Proposed Fusion Framework

Spatial Domain and Transform Domain techniques are broad fusion categorizations
[6]. Various scientific literatures have been categorized into pixel, feature, decision
level fusion [7]. Proposed work is implemented under pixel-level as it contains orig-
inal measure quantities and is thus the most preferred technique. Multiresolution
analysis is adapted to represents the localization of features at proper scale. It exe-
cutes fusion independent of orientations, scale and exhibits similarity with human
visual system [8]. Multiresolution transforms are listed under pyramid-based and
wavelet-based techniques. Pyramid transforms in literature are Laplacian Pyramid
[9], Gradient Pyramid [10], Ratio-to-low pass Pyramid [11], FSD Pyramid, Contrast
Pyramid and Morphological Pyramids [12]. The pyramid-based techniques suffer
from blocking effects when the input images are considerably different [13]. These
result in poor signal-to-noise ratio, provide no directional information and are limited
in their ability to represent diagnostic features in multiple scales [14, 15] while supe-
rior results are achieved using wavelets. Discrete wavelet transform (DWT) [16–21]
perform sub sampling and have three orientations, horizontal, diagonal and vertical.
These are computationally efficient and result in non redundant image representation.
Wavelets lag shift dependency and are unable to preserve segment information, lead-
ing to lost edge information, block artifacts and result in poor fusion results [22, 23].
Stationary Wavelet transforms (SWT) is a member of the wavelet family and is able
to overcome these drawbacks. In the proposed work CLAHE is applied on the one of
the input image pair. SWT computes approximation and detail components. Detailed
components are fused at first level in order to restrict the coefficient expansion using
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Fig. 1 Projected medical fusion framework

maximum selection rule. PCA is executed on the approximation coefficients obtained
from SWT. All the coefficients are processed using inverse SWT to obtain the fused
diagnostic image. Figure 1 illustrates the proposed framework.

3.1 Database

The medical images of different modalities have been downloaded from the website
of The Harvard Brain Atlas http://med.harvard.edu/AANLIB/ [24]. Cross-sectional
neuro-imaging cases of degenerative and neoplastic brain tumor cases have been
used in this study. Case1 depicts a 75 year old man suffering from Meningioma,
with left lower extremity weakness, difficulty with memory and concentration. He
underwent craniotomy and tumor resection.

Multi-temporal 26 slices of CT/CT were acquired to perform single modal image
fusion.

Case 2 illustrates the case of 73-year-old woman suffering from Alzheimer dis-
ease, with elevated arterial blood pressure documented on several occasions and had
a hysterectomy used to execute multimodal image fusion using 46 slices of MRI T2
and SPECT images. The test data details are as depicted in Table 1 and sample of
each dataset in Fig. 2.

http://med.harvard.edu/AANLIB/
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Table 1 Test dataset details Medical Case 1 Case 2

Organ Brain Brain

Disease Neoplastic tumor Degeneration

Study Meningioma Alzheimer

Modality Single modal Multi modal

Type CT/CT MRI T2/SPECT

Image slices 26 46

CASE1 (a)

Image 1 Image2 Image 1 Image2
CT SLICE 15 CT SLICE 23

SINGLE MODAL IMAGES
CASE2 (b)

MRI T2 SPECT MRI T2 SPECT
SLICE 12 SLICE 42

MULTI MODAL IMAGES

Fig. 2 Sample of each dataset a CT-CT b MRI T2-SPECT

3.2 Image Enhancement Based on CLAHE

Various global and local contrast enhancement techniques are proposed in literature.
Global techniques produce poor results as the local details are poorly defined and
thus are unable to represent the extent of spatial variation from medical images
as in Contrast stretching and histogram equalization. The visual human system is
sensitive to intensity contrast and is prejudiced by the pixel intensity values and of its
neighbours [6], the local contrast enhancement techniques such as adaptive histogram
equalization(AHE), CLAHE better define the local details [25]. AHE divides the
image into tiles, combines neighbouring tiles by bilinear interpolation. It amplifies the
noise levelswhile eliminating boundaries and enhancing edges.Histogram is cropped
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at a level and noise amplification is confined by CLAHE. Successful experiments by
[26] conclude CLAHE based detection on dense mammographic backgrounds. In
CLAHE the contrast of small regions called the tiles is enhanced. The neighbouring
tiles were combined using bilinear interpolation. In this work, CLAHE transform in
applied to medical input and augment contrast locally. This facilitates better visual
output and reduced artifacts for further processing.

3.3 SWT Stationary Wavelet Transform

Stationary transform is a spectral method superfluous in nature, is also known as the
‘algorithme a trous’. SWT is preferred over DWT as it is time invariant and provides
improved phase information and localization by suppressing down sampling [23].
Thefilters are up sampled at every decomposition level and zeros are inserted between
the filter taps, preserving time information of the original signal sequence at each
level [27]. The scaling function (ϕ) is linked to approximation coefficients and the
wavelet function (Ψ ) to detail coefficients of stationary wavelets to extract the detail
coefficients at each level. The multiresolution scaling is given by ϕ (t) wavelets
represented as ψ j (t)

ϕ(t) � √
2

∑

m

ho(m)ϕ(2t − m) (1)

ψ j (t) � √
2

∑

m

hi(m)ϕ(2t − m), j � 1, 2 (2)

and f (t) is as below

f (t) �
b∑

a

y � c(y)ϕ . x(t) +
2∑

i�0

∞∑

x�0

∞∑

y�−∞
di (x, y)ϕi, x, y(t), (3)

where c(y) and di (x, y) are the expansion coefficients in the integral.
This undecimated version of DWT does not down sample the input coefficients,

having same number of pixels at each decomposition level, it notably ensures abrupt
changes.

The Lj andHj are low pass and high pass filters at level zero. ImAj+1 is the resultant
approximation coefficient fromprevious level, detail components are given by ImHj+1

for horizontal, ImVj+1 for vertical and ImDj+1 for diagonal component, resulting from
the upsampling of original coefficients.

L j + 1 � ↑2(L j
)
and (4)

Hj + 1 � ↑2(Hj
)

(5)
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Fig. 3 Stationary wavelet transform decomposition

The decomposition for SWT is depicted in Fig. 3 and is given as follows:

Im AJ+1,a1,a2 �
∑

b1

∑

b2

L↑2 j
j (b1 − 2a1)L

↑2 j
0 (b2 − 2a2)Im A j,a1,a2 (6)

ImHJ+1,a1,a2 �
∑

b1

∑

b2

L↑2 j
j (b1 − 2a1)L

↑2 j
0 (b2 − 2a2)ImHj,a1,a2 (7)

ImVJ+1,a1,a2 �
∑

b1

∑

b2

H↑2 j
j (b1 − 2a1)H

↑2 j
0 (b2 − 2a2)ImVj,a1,a2 (8)

ImDJ+1,a1,a2 �
∑

b1

∑

b2

H↑2 j
j (b1 − 2a1)H

↑2 j
0 (b2 − 2a2)ImD j,a1,a2 (9)

Medical fusion is a gradual procedure, with diverse procedures and diverse meth-
ods [28]. As diagnostic information is vital, SWT well preserves the detailed infor-
mationwith better computational complexity thanmost transformdomain techniques
including NSCT [29].

3.4 PCA Principal Component Analysis

The statistical PCA procedure converts the linked variables and produce principal
components linearly unlinked in nature, sorted in sequence with highest variance
first. The resulting vectors are uncorrelated. PCA can be implemented for dimension
reduction of image data, preserving important disparity [30]. PCA orthogonalizes
input vectors components to uncorrelated them, and sort them as per relevance. It
forms eigenvectors and eigen values in the eigenvector directions. PCA reveals the
internal structure of input so as to best explain the variance in the underlying data [31].
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4 Objective Experiment Criteria

There are various objective criteria for evaluation of fusion results as peak sig-
nal–noise ratio (PSNR), mean square error (MSE), signal–noise ratio (SNR), cross
correlation (CR), standard deviation (SD) and many more. The metrics PSNR and
MSE are used in the study as these realize well with meticulous informative under
medical images and substance [32].

PSNR is defines input quality with gold standard image. As no such image is
available for reference, the computation indicates the fusion results and is defined by

PSNR � 10 log10
L2

MSE
(10)

MSE corresponds to the error in original with final fused image. The high regis-
tration accuracy gives small output value. Mean sq error�0 for equivalent images
and is given by

MSE
(
X f

) � 1

I × J

I∑

i�1

J∑

j�1

[X f (i, j) − Xo(i, j)]
2 (11)

4.1 Results and Discussions

Objective performance evaluation by PSNR and MSE are discussed to validate
results. Each modality works in its own preview under varied conditions, provid-
ing specific insight into an organ, lesions or functionality [33]. It is difficult to attain
all the requisite diagnostic details from single modality as it may either be void
of functional or anatomical information. When the different input modalities are in
agreement or of complementary nature, medical image fusion provides improved
diagnostic information. Image fusion using the proposed technique hold superior
results with complimentary multimodal data enhancing the spatial resolution and
sharpening, for improved diagnosis. The resultant image of multimodal fusion is as
depicted in Fig. 4 and Table 2 summarizes the outcome below.

5 Conclusion

Thoughmassive technological advancements have been through, there still is need to
suitably decipher them into clinical benefits with excellence. Also the fusion results
are mainly dependent on medical interpretations to extract clinical conclusions. Sin-
gle modality may scarcely engross the possible mechanism with respect to medical
diagnosis. Multimodal techniques have superior outcomes in providing diagnostic
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Fig. 4 a CT Image1 b CT Image2 c Fused CT Image d MRI T2 e SPECT f Fused image

Table 2 Results Technique

Single modal fusion Multi modal image
fusion

PSNR MSE MSE PSNR

AVG 14.06 0.039267 0.012513 17.03

PCA 14.68 0.034031 0.016269 17.89

DWT 13.40 0.091152 0.042992 13.67

SWT 6.58 0.219866 0.081121 13.02

Proposed 18.12 0.015433 0.004720 20.09

information with increased computation complexity. Under Single modal 26 slices
of multi-temporal CT are fused and 46 slices of multimodal MRI T2 and SPECT
are fused using the proposed technique. The results have been computed based on
statistical evaluation using PSNR and MSE in comparison with standard state of art
techniques. The results clearly indicate the demarcation amongst single and mul-
timodal fusion results. The proposed fusion process can well presume diagnostic
information from medical images, with fewer artifacts.
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Hybrid Classifier for Bone Age
Assessment

Amandeep Kaur and Kulwinder Singh Mann

Abstract Bone age assessment (BAA) is a task performed on radiographs by the
pediatricians in hospitals to predict the final adult height and to diagnose growth
disorders by monitoring skeletal development. Typically, the height and diameter
of the wrist were the main indicators considered for judging the bone age. In this
researchwork, it is established that by conducting one-wayANOVAalong Procrustes
on the shape data of hand X-rays of the persons it is possible to create a discriminate
function that would help to classify the geometrical mean shape between a male and
a female hand for bone age assessment. The approach explained in this paper also
helps in building a better shape model for further extraction of bone parts and at the
same time, it helps to build a classifier feature set for supervised hybrid classification
for bone age assessment. Primarily this algorithm works on the basis of computing
variability of the total shape, between the group’s variability and Procrustes distance.
The two-way ANOVA was also conducted to achieve bone shape separations for
evaluation purposes. The performance evaluation of the methods was done and its
outcome shows a fair degree of accuracy. The work automatically helps to reduce
the number of procedures or steps involved in bone age assessment.

Keywords X-rays · Bone age · Shape analysis · Classification

1 Introduction

Bone age assessment (BAA) is a task performed on radiographs by the pediatricians
in hospitals to predict the final adult height and to diagnose growth disorders by
monitoring skeletal development. Before the advent of radiographs [1], it was a
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simple visual assessment or themeasurement of boneswas takenmanually. Typically,
the height and the diameter of the wrist were the main indicators considered for
judging the age. The parents are normally worried about the physical growth of their
kids [2], so they invent emotion and energies in finding the ways to predict or check
the maturity of their wards. Today, bone age assessment has many other dimensions
and a fully [3] automated bone age system is a need of the hour.

Not so recently, in the year 2006, India hosted AFCU-20 championship and in
one of the games, the national team coach Bob Houghton expressed his astonishment
at the number of senior Indian squad leading the U-20 front line in the football
team. The age of many players was the issue of controversy and most of the sports
fraternity feels appalling at such age controversies. The menace of age fraud has
come into sharper focus once again following recent media allegations surrounding
India’s 21-member squad for next month’s FIFA U-17 World Cup. The All India
Football Federation (AIFF) has denied such allegations but Indian football history is
unfortunately decorated with such incidents. The Mohun Bagan Academy team was
banned from theU-18 I-League,whileGurgaon-basedConscient FCwas disqualified
from the Delhi zone of the U-16 I-League and Bengaluru-based Ozone FC from the
national league of the same tournament– all for having fielded overage players.
Ozone played the final—where they lost to Minerva Academy—following a stay
order from the Karnataka High Court. Not just in football, in fact in many sports the
age assessment remains a burning issue.

Mass migration due to the spread of the Syrian crises triggered a renewed interest
of the radiologist and the stakeholders involved in providing the shelter, refuge,
and care to the migrants. The radiologists were engaged in doing the assessment of
the bone of the people directly receiving the benefits of the aid or in cases where
the child needs to be segregated from the adults. This gave birth to a new kind
of demand for medical gadgets that can perform the bone age assessment on the
borders sites, refugee camps, etc. This medical equipment should be connected to the
database servers online for further processing and storage of bio-physical records of
the migrants. The governments of Ireland, Britain, Greece, and many other countries
faced the same issues.

Bone age assessment can help not only finding the growth patterns of various
people but also help in identifying many primary and secondary diseases. Diseases
related to malfunctioning of bones, bone shape or formation, bone density and bone
tissue damage, etc. The dimensional and shape analysis of the bones is correlatedwith
other clinical studies and then the identificationof thebonediseases canbeperformed.
These developments are however dependent upon few classical methods such as
Greulich Pyle (GP) [3] and Tanner Whitehouse (TW) [4] of bone age assessment
but also on the capability of the person taking measurements of bones. Today, bone
age assessments are done with help of computer-aided solutions and applications.
The use of artificial intelligence, probability models, and machine learning methods
are already making waves in automating this problem. But, intermediate steps may
require additional improvements that can help to reduce the procedures for building
such systems. The statistical analysis can help in finding procedures that can work
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on differentiation or variation of the bone shapes of male or female for example,
especially those methods that use active contour [5–7].

2 Problem Statement

The convention methods of measuring the bone maturity using Atlas will require
the development of many atlases which would be based on different demographics
because it is not only age that affects the bone formation and its shape. The gender
and ethnicity of the personal also affects the size, dimensions, and shape of the
bones. This makes the age prediction process more cumbersome and prone to errors.
To overcome this issue the classification algorithms needs to be fed with respective
data for it to become accurate in classification. Hence, to get accurate data feed the
segmentation methods that rely on the shape analysis of the bone need to incorporate
methods that define the shape of the bone invariantly and a mean shape of the bone
is computable mathematically. Moreover, this bone shape representation as a matrix
must be qualified for shape classification. The scope of this work is to build bone
shape analysis algorithm that helps in predicting the age of a person so that even
issues relating to the fusion of bones is also addressed as an independent matrix and
an additional feature such as the degree of fusion would not be required.

3 Methodology

This section discusses the steps involved in constructing the bone shape classification
algorithm that can help in bone age assessments.

Step 1: The initial process is to build a dataset of all the landmarks that seem to
represent the shape of the object of interest. As shown in Fig. (1) themajor landmarks
of theDistal Phalanges andmetacarpals aremarked and the dataset of such landmarks
for each image is created. This dataset is processed further so that supervised shape
learning can be as per the age, gender and ethnicity of the subject. The following
description helps in understanding the procedure

(a) Let “lmp.n” a number of major landmark points “lmp” manually collected.
(b) Let (lmp.x, lmp.y) be the location of the landmark points collected.
(c) Let Imp.I be variable representing the Image of Bone Part.
(d) Remove repeating data points or duplicate points.
(e) Interpolate to get more pairs of points (lmp.x, lmp.y).
(f) Mark the Landmark points with 1, other points as zero.
(g) Interpolate new set of landmark points and evenly space them, so that we final

shape matrix.

Step 2: Supervised Classification: The shape matrix will have slight changes as
per the gender and other factors. The female gender shape matrix will have borders
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Fig. 1 Major landmarks of distal phalanges and meta carpals bones

data points that are closer to their centroidwhere else in case of amale of the same age
may have typical border data points which are far from their centroid as compared to
the female counterparts. Then if an input bone shape has close space mapping with
respect to the reference bone shape thenwecan safely infer that distancemeasurement
is helpful in identifying the similarity. For computing the similarity, we need to define
that landmarks point are invariant in nature even if these data points are transformed,
scaled and rotated. This would complete the definition of the landmarks as shapes.
Hence, the following three sub-steps are done.

(a) Translation: In this process, the image is translated so that the mean of the
objects points lies on the centroid of the object.
Landmarks_data_points � ({lmn.x1, lmny1}, {lmn.x2, lmny2}…),
The mean of these points is Xmean� (lmn.x1 + lmn.x2 + lmn.xi)/I, Ymean�
(lmn.y1 + lmn.y2 + lmn.yi)/i
Translate, such that the mean is translated into origin (lmn.x.lmn.y) -> (lmn.x1−
Xmean.x1, lmn.y1− Ymean.y1)

(b) Scaling: Likewise, the scale is removed by re-scaling the object so that root
mean square distance from the point to be translated to origin 1.
S�mean (lmn.x − Xmean.x1) / (lmn.y − Ymean.y1), this division will make
the scale 1 when the point coordinates are divided by the Bone part image object
scale.

(c) Rotation: Initially it involves computing the angle to the center of all points
and then subtracting the mean angle to build new data points that have same
rotation.

Step3:ANOVATest: In this step, try to find thewhether the variance of landmarks
“l” have similar variance.

(a) One-Way ANOVA:
(b) Two-Way ANOVA:
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Table 1 Runs conducted on the proposed algorithm

Test runs

Predicted by algorithm (a)
male distal bone

Predicted by algorithm (b)
male distal bone

Actual (a) 4 0

Actual (b) 1 3

Step 4: Conduct Procrustes Distance Analysis: After confirming that the vari-
ance between the classes (e.g., distal bone shape) of data points is similar, we conduct
the Procrustes distance analysis

Step 5: Bone Part Classifier:

Pseudo logic:

Step 1: Evaluate the mean bone shape for each class defined by age, gender, and
ethnicity.
Step 2: For new shapematrixes, Obtain amatrix, after satisfying the non-centralize
and centralized mean shape condition.
Step 3: The algorithm’s allocation rule is to assign any new object to the sup-
population in which its shape features (or landmarks) shows the smallest distance
“d”. If the distance of an object to class “g” is equal to its distance to class g (class
belonging to the reference image feature set).

4 Evaluation and Results

Amajor step in constructing a classification rule is to assess its accuracy. The reason
for that is that it is not always possible for a classifier to perfectly distinguish new
objects. In particular, in some cases, the features of whole classes are mathemati-
cally indistinguishable. In other words, high overlapping/repetition of the available
measurements between regions of a sub-population can result in poor prediction.
According to this, it is extremely convenient to measure the performance of a clas-
sification rule. To achieve this, the comparison between actual classes with corre-
sponding predicted classes is carried out in order to count misclassified objects. The
following are the performance outcomes.

Table 1 reflects the condition of 8 test runs were conducted on the proposed
algorithm. It is apparent from the above matrix that is having two conditions; one for
each condition (a) and (b) that failed and was predicted wrongly in case of condition
“a male distal bone”:

Accuracy � TP + TN

P + N
(1)
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i.e. Accuracy � (3 + 3)/8 ∗ 100 � 75%.

The accuracy in Eq. 1 shows that the proposed algorithms perform fairly enough
to distinguish between the classes based on the shapes of the bone parts, it assigned
each object to a particular class if its distance value to that class was smaller than the
values for the rest of classes.

5 Conclusion

It is apparent that an object in an image can be defined by its geometric shape obtained
from the landmarks. These landmarks form the basis of defining the various kinds
of shapes a bone may make take especially, in stages when one bone fuses into
the other distinct bone part. Mathematically, this shape must be maintained even
if its landmarks data point are put under rotation and is scaled to smaller or larger
shapes. For assessing the age of a person, the separation of bone shapes, bone shape
classification canhelp in building accurate systems.Thevalidity of themodel of shape
classification is a necessary step for the selection of the landmarks. In this paper, we
have followed a matching approach, with which distance between corresponding
landmarks was computed so that maximum possible agreement on the shape of
the bone could be achieved. In this process, we used invariance analysis such as
Euclidean distance based similarity computation (scaling, rotation, and translation)
and we found a better evaluation of the shapes by using Procrustes distance.

References

1. M.A. Breen, A. Tsai, A. Stamm, P.K. Kleinman, Bone age assessment practices in infants and
older children among society for pediatric radiologymembers. Pediatr. Radiol.1–6 (2016) (Bone
Age Assessment)

2. M.F. Darmawan, S.M. Yusuf,M.R. Abdul Kadir, H. Haron, Age estimation based on bone length
using 12 regression models of left-hand X-ray images for Asian children below 19 years old.
Leg. Med. 17(2), 71–78 (2015)

3. M. Haktan, Computer Assisted Bone Age Assessment: Biomedical Engineering-Bone Age Ass-
esment (2005)

4. M. Urschler et al., Applicability of Greulich-Pyle and tanner-Whitehouse grading methods to
MRI when assessing hand bone age in forensic age estimation: a pilot study. Forensic Sci. Int.
266, 281–288 (2016)

5. J. Zhang, F. Lin,X.Ding,Automatic determination of the greulich-pyle bone age as an alternative
approach for chinese children with discordant bone age, Horm. Res. Paediatr. 86(2), 83–89
(2016) (Neural Network, 1,2)

6. G. Gao, C. Wen, H. Wang, X. Lizhong, Fast multiregion image segmentation using statistical
active contours. IEEE Signal Process. Lett. 24(4), 417–421 (2017)

7. Y. Lu, T. Zhou, Lip segmentation using localized active contour model with automatic initial
contour. Neural Comput. Appl. 1–8 (2017)



Recent Advances and Challenges
in Automatic Hyperspectral Endmember
Extraction
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Rupali R. Surase, Dhananjay Nalawade and Karbhari V. Kale

Abstract The advancements in hyperspectral remote sensing are increasing con-
tinuously and recording a wealth of spatial as well as spectral information about an
object, but resulting high volume of data. Analysis and classification of this high
volume hyperspectral data needs a ground truth data or spectral library or image
based endmembers which assist to unmix the mixed pixels and map their spatial dis-
tribution. Till date, though several hyperspectral endmember extraction algorithms
have been proposed, every algorithm has its own limitations. The perfect endmem-
ber extraction algorithm would find unique spectra with no prior knowledge. This
paper discusses the recent improvements and challenges in hyperspectral endmem-
ber extraction. The algorithms evaluated includes PPI, NFINDR, FIPPI and ATGP.
The experiments are performed on the subset of Hyperion and AVIRIS_NG datasets.
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1 Introduction

The recent revolutions in hyperspectral imaging has enriched with both the spatial
and spectral information about a surface, but increases the challenges in analysis due
to large volume of the data. The supervised analysis of the hyperspectral data is com-
prehensively dependent on the reference information, it may be the spectral library,
ground truth information or image-derived endmembers [1]. It is very challenging to
collect ground truth information or get a reference spectra of every element within
the scene in spectral database, because of large spatial coverage of the data [2]. The
image derived endmembers solves these issues with its scene dependency only [3].

The endmembers in hyperspectral images are the spectral signatures correspond-
ing to the unique materials within the scene [4, 5]. Till date, various algorithms
have been developed to find the hyperspectral endmembers. Every algorithm is hav-
ing its own limitations either at the algorithms initialization phase or at algorithm
termination phase [6, 7]. This paper attempt to evaluate the performance of four
popular EndMember Extraction (EME) algorithms namely Pixel Purity Index (PPI),
NFINDR, Fast Iterative Pixel Purity Index (FIPPI) and Automatic Target Generation
Process (ATGP) on two different hyperspectral datasets. Every algorithm is tested
four times on a single dataset with varying its input parameters. The experimental
results explored the efficiency of the every algorithms with respect to the hypotheti-
cal range of input parameter values. Before proceeding to the experimental work, all
of the four algorithms are described below.

1.1 PPI

The PPI by Boardman et al. [8] finds a set of vertices of a convex hull of an image
and as an endmember. The MNF transform is used to decrease data dimensionality.
The PPI begins with large number of randomly generated N-dimensional vectors
also knows as skewers {Skeweri}. For every Skeweri, each and every pixel vectors is
projected on Skeweri to identify pixel vectors having extreme positions and produce
extrema set of this particular Skeweri, indicated by Sextrema (Skeweri). Every Skeweri
produces a diverse extrema sets, some of the pixel vectors may present in more than
one extrema sets. Indicator function for S is defines as,

IS(x) � f (x) �
{
1; if x ∈ S

2; if x /∈ S
and NPPI(x) �

∑
j

IS
extrema(Skeweri )

(x) (1)
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Here, NPPI is PPI count for pixel vector x. Find the PPI counts for every pixel
vectors given by Eq. (1). Define the threshold T , so that all pixel vectors with
NPPI >T can be considered as pure.

1.2 NFINDR

TheNFINDRbyWinter [9] is fully unsupervised approach. It takesMNF transformed
data as an input. It starts with random selection of user defined number of pixels and
consider those pixels as endmembers. Suppose, “M” is the matrix containing pure
pixels augmented by row of ones

M �
⎡
⎣ 1 1

→
m1

→
m2

· · · 1
· · · →

mi

⎤
⎦, (2)

where, mi is spectra for endmember i. Now the simplex volume (V ) made by the
endmembers is proportional to the det. of M.

V (M) � 1

(l − 1)
Abs(|M |) (3)

Here, l–1 indicated data dimensions. To upgrade the estimation of endmembers,
every pixel vector should be assessed with possibility of being pure or closely pure.
For this, a sample volume is assessed for each and every pixel in each pure pixel
location by substituting that pure pixel and recalculating the volume. If the replace-
ment gives rise in volume, the endmember gets replaced by pixel. This procedure is
continued till there are no further substitutions of the endmembers.

1.3 FIPPI

The FIPPI by Chang [10] uses VD to define the number of pure signatures (“p”)
required to extract. MNF transformation is applied to retain the first “p” components.

It generates “p” number of skewers
{
skewer(0)i

}p

i�1
formed by electing those pixel

vectors that are corresponding to target pixel vectors produced using ATGP. In case
of iterative rule k ≥0, for every skewer(k)i , every pixel vector is projected on this
individual skewer to identify extrema set by Eq. (1). Then it finds the pixel vectors

that gives largest NPPI
(
r (k)i

)
by Eq. (1) say

{
r (k)i

}
. The stopping rule forms the

union skewer(k+1)i �
{
r (k)i

}
NPPI

(
r (k)i

)
>0

{
skewer(k)i

}
. If skewer(k+1)i � skewer(k)i , then

new pixels are not added to the skewer set.
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FIPPI has enhanced the PPI in few aspects. It make use of VD to calculate the
count of endmembers supposed to be pulled out, which is one of the key problem in
the PPI.

1.4 ATGP

The ATGP by [11] developed to find possible target signatures with no prior knowl-
edge. It is an orthogonal subspace projection based mechanism to find pure spectral
signatures.

The remainder of this paper is structured as below. Section 2 describes the datasets
used for experiments. Section 3 gives methodology followed for the study. Section 4
presents the comparative experimental observations, performance criteria and test
sets on both the datasets. Section 5 summarizes the main concluding observations
derived from the experiments and results.

2 Datasets

Two real hyperspectral datasets (i.e., AVIRIS-NG and Hyperion) are used for exper-
imental analysis.

2.1 AVIRIS-NG

The AVIRIS-NG image is having 2680×719 spatial size with 425 spectral channels
with a spectral coverage from 380 to 2500 nm. The spatial and spectral resolutions
of the dataset are 5 m and 5 nm respectively [12]. The subset (300×300×320) of
it, shown in Fig. 1 is taken for EME. The scene contains the vegetation and urban
areas.

2.2 Hyperion

The Hyperion image is having 3471×1001 spatial size with 242 spectral channels
with 10 nm spectral bandwidth and covers 4.0–2.5 µm range of electromagnetic
spectrum. Its spatial resolution is 30 m [13]. The subset (300×250 × 155) of it,
shown in Fig. 2 is taken for EME. The scene contains vegetation, urban and water
bodies.
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Fig. 1 AVIRIS-NG FCC

Fig. 2 Hyperion FCC

Fig. 3 Methodology

3 Methodology

The experiments are performed in Python 2.7.14 (64 bit) on Intel CORE i5 7th
Generation system with 16 GB RAM. Figure 3 shows the methodology followed for
experimental work.

3.1 Preprocessing of both the datasets involves atmospheric correction, bad-band
removal and subset the original imagedata. TheRTM-basedATREMandScene-
based QUAC correction mechanism are used for atmospheric corrections of
dataset 2.1 and dataset 2.2 respectively. In bad-band (i.e., bands containing
noise or no data) removal, 105 bad bands from dataset 2.1 and 87 bad bands
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from dataset 2.2 are removed. The final spatial and spectral subsets of dataset
2.1 (300×300×320) and dataset 2.2 (300×250×155) are taken for EME.

3.2 The EME algorithms discussed in Sect. 1 are implemented on dataset 2.1 and
dataset 2.2 in strategic way by uniformly varying their input parameters.

3.3 The experimental outcomes and comparative observations of all the four algo-
rithms are briefly discussed in Sect. 4.

4 Results and Discussion

This segment elaborates the successive experiments that use hyperspectral image
data to make the widespread evaluation of EME algorithms. Before detailed dis-
cussion and analysis of results, it is essential to highlight input parameters used for
EME. As per the requirements of discussed algorithms, the number of pure signa-
tures to be extracted is manually defined. In practice, it is very tough to extract the
accurate endmembers within a single run. To examine the association between input
parameters and their effects on final outcomes, every algorithm is evaluated four
times on both the datasets 2.1 and 2.2. Table 1. Gives the experimental outcomes
and comparative observations of all the four algorithms on dataset 2.1 (Test-A) and
dataset 2.2 (Test-B).

The PPI is application dependent and very sensitive to parameters “I” and “Th”
[14]. As the value of “I” goes beyond the thousands of iterations, it maximizes the
computational complexity of the system [15]. All the counts having pixel purity
greater than zero are considered to be pure [16]. The experimental results shows that
the random nature of initial skewer generation might produce slightly different set
of endmember during every run. The value of “Th” is strongly associated with the
value of “I”. The probability of getting more pure pixels increases with increase in
the threshold value. Figures 4a and 5a shows the endmembers extracted using PPI
from dataset 2.1 and dataset 2.2 respectively.

The major issue with NFINDR is to identify how many endmembers to be
extracted [17]. The iterations given for NFINDR are three times the number of
endmembers. The NFINDR can be developed both in parallel and sequential mode
of implementation. The parallel implementation outperforms the sequential imple-
mentation but raises the computational complexity [18, 19]. Figures 4b and 5b plots
the NFINDR outcomes on dataset 2.1 and dataset 2.2 respectively.

Table 1 reveals that, in case of FIPPI, the endmembers supposed to be extracted
(Ea) and the actually extracted endmembers (Er) are varies. FIPPI returns only most
possible endmembers, rather than satisfying the Ea. The FIPPI works significantly
faster than PPI and returns better results.
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(a) (b)

(c) (d)

Fig. 4 a PPI, b NFINDR, c FIPPI, d ATGP

(a) (b)

(c) (d)

Fig. 5 a PPI, b NFINDR, c FIPPI, d ATGP
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Fig. 6 AVIRIS-NG endmembers

Fig. 7 Hyperion endmembers

Table 1 tells that ATGP works with approximately equal speed as compared to
NFINDR and FIPPI. The only matter is to decide how many number of endmembers
to be identified [20].

Figures 6 and 7 scatters the comparative endmember coordinates extracted by all
the four algorithms using both the datasets 2.1 and 2.2 respectively.

As we can see in Figs. 6 and 7, most of the endmember extracted by PPI, FIPPI,
and ATGP overlaps. NFINDR gives varying results as compared to other three algo-
rithms. All of the four algorithms uses only spectral information for endmember
identification. The fusion of both spatial and spectral information improves the end-
member extraction as compared to using only spectral information [21].
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5 Conclusion

This paper compares the four popular endmember extraction algorithms on two dif-
ferent hyperspectral datasets. The experimental results reveals that NFINDR algo-
rithms give diverse results as compared to PPI, FIPPI, and ATGP. The PPI, FIPPI,
and ATGP algorithm produces approximately similar results. The PPI gives notice-
able results with higher threshold and higher iterations, but takes much more time
as compared to other three algorithms. The execution time of the NFINDR, FIPPI
and ATGP is much less as compared to PPI. The major issue in automatic extrac-
tion of the hyperspectral endmembers (i.e. how many number of endmembers are
supposed to be extracted) is still not appropriately addressed. The PPI and NFINDR
algorithms starts with random initial vector generation, which creates inconsistent
output in every run of algorithm on the same dataset with same input parameters. The
overall observations tell that the FIPPI algorithm works well for both the datasets.

Acknowledgements The Authors thankfully acknowledge to DST, GOI, for financial assistance
[MRP No. BDID/01/23/2014-HSRS/35 (ALG-V)] and giving AVIRIS-NG data. The authors also
extend sincere thanks to UGC SAP and DST-FIST for providing lab facilities to Department of
CSIT, Dr. B. A. M. University, Aurangabad-(MS), India. We also express our gratitude towards
USGS for providing EO-1 Hyperion data.

References

1. K.V. Kale et al., A research review on hyperspectral data processing and analysis algorithms.
Proc. Natl. Acad. Sci., India, Sect. A 87(4), 541–555 (2017)

2. A. Plaza, et. al., A quantitative and comparative analysis of endmember extraction algorithms
from hyperspectral data. IEEE Trans. Geosci. Remote Sens 42(3), 650–663 (2004)

3. C.I. Chang, Q. Du, Estimation of number of spectrally distinct signal sources in hyperspectral
imagery. IEEE Trans. Geosci. Remote Sens 42(3), 608–619 (2004)

4. A. Plaza, et. al., An experimental evaluation of endmember generation algorithms,
inProceedings of SPIE, vol. 5995 (2005), pp. 599501-1-9)

5. P.J. Martínez et al., Endmember extraction algorithms from hyperspectral images. Ann. Geo-
phys. 49(1), 93–101 (2006)

6. C.I. Chang et al., A new growing method for simplex-based endmember extraction algorithm.
IEEE Trans. Geosci. Remote Sens. 44(10), 2804–2819 (2006)

7. J. Plaza, E.M. Hendrix, I. García, G. Martín, A. Plaza, On endmember identification in hyper-
spectral images without pure pixels: a comparison of algorithms. J. Math. Imaging Vision
42(2), 163–175 (2012)

8. Boardman, et. al.,Mapping Target Signatures Via Partial Unmixing of AVIRIS Data (1995)
9. M.E. Williams, N-FINDR: an algorithm for fast autonomous spectral end-member determina-

tion in hyperspectral data, inSPIE Conference on Imaging Spectrometry (1999), pp. 266–275
10. C.I. Chang, A. Plaza, A fast iterative algorithm for implementation of pixel purity index. IEEE

Geosci. Remote Sens. Lett. 3(1), 63–67 (2006)
11. A. Plaza, C.I. Chang. Impact of initialization on design of endmember extraction algo-

rithms. IEEE Trans. Geosci. Remote Sens 44(11), 3397–3407
12. R.O. Green, et. al., Airborne Visible/Infrared Imaging Spectrometer Next Generation (AVIRIS-

NG) Data User’s Guide—India Campaign 2015 (2015). Available at: http://vedas.sac.gov.in:
8080/aviris/pdf/20150726_AVRISINGDataGuide_v4.pdf, pp. 1–13

http://vedas.sac.gov.in:8080/aviris/pdf/20150726_AVRISINGDataGuide_v4.pdf


Recent Advances and Challenges … 455

13. J. Pearlman, et. al, Overview of the hyperion imaging spectrometer for the NASA EO-1 mis-
sion. in IEEE 2001 International Geoscience and Remote Sensing Symposium, vol. 7 (2001),
pp. 3036–3038

14. A. Plaza, C.I. Chang, Fast implementation of pixel purity index algorithm. in Proceedings of
the SPIE Conference on Algorithms and Technologies for Multispectral, Hyperspectral, and
Ultra spectral Imagery XI , vol. 5806 (Mar 2005), pp. 307–317)

15. Wu et al., Real-time implementation of the pixel purity index algorithm for endmember iden-
tification on GPUs. IEEE Geosci RS Lett 11(5), 955–959 (2014)

16. Y. Li, C. Gao, S.Y. Chen, C.I. Chang, Endmember variability resolved by pixel purity index
in hyperspectral imagery. in Satellite Data Compression, Communications, and Processing X ,
vol. 9124 (May 2014), p. 91240I (International Society for Optics and Photonics)

17. A. Plaza, C.I. Chang, An improved N-FINDR algorithm in implementation, in Proceedings of
SPIE, vol. 5806 (July 2005), pp. 298–304

18. Q.Du,N.Raksuntorn,N.H.Younan,R.L.King,Variants ofN-FINDRalgorithm for endmember
extraction. in Proceedings of SPIE, vol. 7109 (Oct 2008), pp. 71090G1-8

19. L. Ji et al., Modified N-FINDR endmember extraction algorithm for remote-sensing imagery.
Int. J. Remote Sens. 36(8), 2148–2162 (2015)

20. C.I. Chang et al., Comparative study and analysis among ATGP, VCA, and SGA for finding
endmembers in hyperspectral imagery. IEEE J. Sel. Top. Appl. Earth Observations Remote
Sens. 9(9), 4280–4306 (2016)

21. D.M. Rogge et al., Integration of spatial–spectral information for the improved extraction of
endmembers. Remote Sens. Environ. 110(3), 287–303 (2007)



Correction of Segmented Lung Boundary
for Inclusion of Injured Diffused Regions
from Chest HRCT Images

Rashmi Vishraj, Savita Gupta and Sukhwinder Singh

Abstract Lung field extraction has received considerable attention during the last
four decades. Because, this is one of the important step in radiologic pulmonary
image analysis. Various methods have been developed for accurate lung extraction.
However, those methods work well for homogenous regions but often get failed to
detect diffused regions. Here, the proposed algorithm is evaluated on Lung Tissue
Research Consortium (LTRC) to include homogenous and injured diffused regions.
Automatedmethods for segmenting several anatomical structures in chest CT images
are also proposed: namely thorax extraction, large airway elimination, lung identifi-
cation and boundary correction. Proposed approach is compared and validated with
the existing Region-based Level Set Method (RbLSM).

Keywords Lung tissue research consortium (LTRC) · Lung field extraction
Diffused parenchymal lung diseases

1 Introduction

Lung is an important organ in human body. It performs exchange of oxygen and car-
bon dioxide. However, prolonged habit of smoking, increase of tobacco use, expo-
sure to pollution and other carcinogenic chemicals effect the normal functionality of
lungs which leads to lung cancer and other lung diseases commonly called Diffused
Parenchymal Lung Diseases (DPLDs) [1]. Such diseases are one of the primary rea-
son of deaths universally. Accounting the latest statistics of WHO report, the deaths
owing to lung diseases in India were increasing accounting to 11% of the total deaths.
A lot of around 142.09 in every one lakh, expire due to some type of lung disease
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or the other giving India the unconvinced ranking first in lung disease deaths in the
world [2]. The American Lung Association approximated more than 400,000 deaths
in every year in theUnited States linked only to lung diseases [3]. The number of lung
disease patients is rapidly increasing despite the advancement in diagnosis and treat-
ment. Some revolutionary efforts need to be made to decrease the rate of morbidity
and premature deaths associated to such diseases.

Earlier, biopsies were done to inspect the inside part of the human body. But,
with the advancement in digital imaging technology, images of the pathology bear-
ing region inside the human body are taken by clinicians to visualize the disease
and provide safer diagnosis. To inspect lung related diseases, X-ray scans are done
followed by Computed Tomography (CT) scans [4]. Therefore, CT imaging is used
to detect lung diseases. According to the report of the Early Lung Cancer Action
Project (ELCAP) a low dose of a Thoracic Computed Tomography (CT) images
contain more information about tissue of body part than X-ray images [5]. This
helps in detection of a wide range of health problems which include cysts, infec-
tions, appendicitis and cancer. As, Computed Tomography (CT) is highly preferred
because it is non-invasive diagnosis of lung diseases. However, some limitations are
also associated with the use of CT images. A single CT scan examination generates
large number of slice images. Thus, radiologists and surgeons have to outlook series
of CT slices on a screen or films, which is actually a tedious job, consumes a lot
of time and often lead to subjectivity issues. To overcome these issues, extensive
research is going on for the development of Computer Aided Diagnosis (CAD) sys-
tem for analyzing bio-medical imaging. As, CAD systems provide the radiologists
with numerical evaluation in order to assist in the diagnosis of various diseases on
medical images [6].

A lot of research has been detailed in the literature for lung segmentation. In
which, the lung region is extracted from the CT scan image so called the prepro-
cessing step [7]. Various state-of-the-art methods of lung segmentation confide on a
large gray value disparity among parenchyma region and neighboring tissues. But,
these methods usually fail on scans with lungs that contain dense pathologies, and
such scans occur frequently in clinical practice [8, 9]. Existing fully automated lung
segmentation methods often do not succeed because of their lack of ability to profi-
ciently include human input to deal misclassifications errors. This paper presents a
lung extraction method for CT images that is highly proficient and robust [10]. The
identification of DPLDs from CT is not an easy assignment for radiologists as the
complication and discrepancy between the visual patterns in the diseased images.

Moreover, the presence of disease in the lungs hampers the performance of the
software attempting to locate lung margins. As, consolidation pattern along the pleu-
ral margin of the lungs lead an inaccurate boundary delineation in which the con-
solidation is treated as outside the lung boundary. In the literature, almost all image
segmentation techniques for lung extraction function well only with absent or mini-
mal lung pathologic conditions [11].
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2 Related Work

Human lung has complex anatomy, not any particular algorithm is proficient enough
to segment out the pulmonary regions. Such methods are region growing, thresh-
olding, morphology and clustering methods. Such methods are generally combined
to make more efficient and robust methods. These are usually classified into two
groups, i.e., 2D methods and 3D methods.

In 2Dmethods, lung region is segmented slice by slice. Antonelli fused traditional
methods such as thresholding and morphological operations to extract lung region
from CT images [12]. Shojaii et al. [13] used 2D marker based watershed transform
to detect the lung borders [13]. Li et al. [14, 15] discussed optimal thresholding
and mathematical morphology operations for lung extraction [14, 15]. Their method
removed Partial Volume Effect (PVE) and also separates left and right lung. Chama
et al. [16] used mean shift segmentation followed by geometrical properties for
lung field extraction on LIDC dataset [16]. Wu et al. [17] used a graph cut based
method for lung extraction in endoscopic videos [17]. Vishraj et al. [18] developed an
Intuitionistic Fuzzy domain Region-based Level Set Method (IFRbLSM) to detect
pleura attached lung nodules in HRCT images. As, automated delineation of exact
boundaries of lung region in Thoracic Computed Tomography (CT) images is one of
the difficult tasks owing to the weak edges. Because the presence of disease at pleura
regionmerges the boundary of lung tissuewith the chestwall. They used Intuitionistic
fuzzy sets exploiting the inherent capability to handle fuzzy boundaries [18].

Some of the 3D segmentation methods are discussed in this section. De et al.
[19] developed a framework by combining 3D binary morphological operations and
3D region growing to extract lung region from the CT images [19]. Wei et al. [20]
presented a fully automatic method for extraction of lung field region. In this, several
methods were combined i.e. optimal iterative thresholding, 3D connectivity labeling
and 3D region growing method for the extraction of lung parenchyma [20]. Choi
et al. [21] developed a method for extraction of lung boundary by including the
juxta-pleural nodules. In this, thresholding and 3D connected component analysis
methods were used to extract lung tissue [21].

3 Proposal Overview

In this research work, an easy and accurate lung field segmentation technique is
proposed and detailed in the following subsection. Proposed strategy consists of
four phases, i.e., thorax extraction, large airway elimination, lung identification, and
lung boundary correction.
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3.1 Thorax Extraction and Large Airway Elimination

In this module, Level Set Method followed by thresholding is used for rough extrac-
tion of thorax. The objective of thorax extraction is to remove the regions other than
the human body. Expecting accurate thorax extraction by using only thresholding
technique is not a right approach because to the subsequent reasons. First, Hounsfield
unit (HU) of the human fat and the patient bed are very close to each other. Second,
even in HRCT images PVE is seen because of limited resolution which makes seg-
mentationmore difficult. So to keep it simple, we have cropped the image by covering
the thorax region within a window. This window is computed by taking±150 along
y axis around centroid of the image. It has been observed that window size works
well for all the images.

In Large airway elimination module, trachea is removed using connected com-
ponent analysis, where disconnected components are identified and given different
labels. The following constraints are then applied on connected components to iden-
tify the trachea and non-trachea regions, i.e., area and circularity [22].

• Area: Is computed of an individual connected component by analyzing region
properties.

• Circularity: It is assumed that trachea is similar to circular shape. So any compo-
nent having circularity less than 0.8 and minimum and maximum radius between
5 and 22mm is identified as trachea. For computing circularity (i.e., cmax) we com-
pute the estimated radius from the area parameter of the connected components
by using Eq. 1, where rest is the estimated radius of the trachea computed using
Eq. 2

cmax � 1 −
(
rmax
rest

)
(1)

rest �
√
Area

2π
(2)

For trachea detection among connected components we check condition men-
tioned in Eq. 3. Here, rmin and rmax are assumed as theminimum radius andmaximum
radius of the trachea.

rmin > 5 & rmax < 22 & (abs(cmax) < 0.8) (3)

3.2 Lung Identification and Boundary Correction

Lung field region is extracted from real time CT images to speed up the computation
process. This work is an extension to our previous work where Region-based Level
SetMethod (RbLSM) is used for the extraction of the lungfield region from theHRCT
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images. The technique [18] used worked efficiently on LIDC dataset but would not
work so well on LTRC dataset. Because, it ignores various small and diffused lung
regions which leads to wrong results. So, RbLSM is fused with concavity patching
method which is earlier used to fill the concavities due to juxta-pleural nodules
[23]. In this work, morphological closing is used to correct the lung contour. In
morphological closing, dilation operation is performed followed by erosion having
same structuring element for both i.e. disk having radii 10 which was empirically
found suitable for proposed method. In this way, new boundary is constructed, which
detects the concavities and segregated and diffused lung regions.

4 Results and Discussion

The proposed methods are executed and tested on Lung Tissue Research Consor-
tium (LTRC) [24]. Repository contains 128 patients affected with 13 ILDs having
108 image series with 411 annotated lung tissue patterns. The researchwork is imple-
mented on MatLab 2016b platform and run on PC, having an Intel core i5-5200U
processor at 2.20 GHz with 8 GB RAM.

As described in previous section it is a difficult task to include pleura injured
diffused lung regions. So, to include those regions concavity patching method is
fused with the RbLSM and their results are presented in Figs. 1, 2, 3 and 4. In all
figures (a) represents original image, (b) represents the extracted lung boundary,
using RbLSM (c) shows the corrected lung boundary using the proposed approach
(d) represents the lung field region obtained using RbLSM, where (e) shows the
corrected lung field region using the proposed method. From Fig. 1b, we can easily
visualize the concavity regions and the diffused lung regions. By using proposed
method lung contour is corrected (c) and an accurate lung field region is extracted
and represented in Fig. 1e.

Here in results we have shown the results on four image slices where Fig. 1a
represents the Original image of Patient 1231 Series 2 slice 150, in Fig. 2a Original
image of Patient 8843 Series 4 slice 99, in Fig. 3a Original image of Patient 9395
Series 2 slice 350 and in Fig. 4a Original image of Patient 14902 Series 2 slice 100
is represented.

5 Conclusion

In this research paper, a method is proposed for correct lung boundary extraction
to include diffused lung regions. Here, we have used morphological and Level Set
Methods on individual slices to extract the lung field region. Later, stack of slices
is formed to visualize the whole lung organ. From the literature, we have deduced
that Level Set methods perform better than traditional methods. So, in this work,
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Fig. 1 Result of patient 1231 series 2 slice 150
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Fig. 2 Result of patient 8843 series 4 slice 99
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Fig. 3 Result of patient 9395 series 2 slice 350
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(a)

(b) (c)

(d) (e)

Fig. 4 Result of Patient 14902 Series 2 slice 100
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proposed technique is compared with RbLSM. By analyzing results we can conclude
that proposed technique extracts the accurate lung contour than the RbLSM.

In the future, we plan to incorporate the 3D segmentation methods for volumetric
extraction of lung filed region. The proposed method will also be tested on other
databases of parenchymal diseases.
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A Review of Passive Image Cloning
Detection Approaches

Amit Doegar, Maitreyee Dutta and Gaurav Kumar

Abstract Image Cloning is also known as copy-paste/copy-move image forgery
where a fragment of the image or object is copy and paste into some other area
of the same image. It is a type of image tampering with a motive either to hide
the object or to falsify the information of the image. Thus it makes difficulty in
the trustworthiness of the images in various real-time applications. With the easy
accessibility of imagemanipulation software, the number of cases of image tampering
is increasing. Hence there is a growing need for robust, accurate and efficient digital
image forgery detection approaches. This review presented a brief discussion of
various approaches for image cloning detection and will be useful for the researchers
as a future direction in the area of image forensics and image forgery detection
approaches implementation.

Keywords Image forgery · Image cloning detection · Image forensics

1 Introduction

Images become a significant resource of information in the digital world as they
are the fastest means of information and medium of communication. Images are
being used in various spheres of real-time applications like science, law, education,
politics, media, military, medical imaging and diagnosis, art piece, digital forensics,
intelligence, sports, scientific publications, journalism, photography, social media
and business. In recent years, forged images have affected the above-mentioned
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Fig. 1 Example of image cloning that appeared in press in July 2008 [7, 8]

application areas [1, 2]. Digital image acts a significant part of different technologies
and fields. The use of digital cameras, personal computers, and sophisticated image
processing software are available for modification and for manipulation of images.
These tools are scalable and provide user interface features. Manipulating and tam-
pering the images today can be effectively accomplished not only by specialists but
also by novice users [3]. These tampered images are not recognizable and so real in
perception in a way that authenticity is lost [4]. Therefore, integrity and authenticity
verification of images has gained researchers attention in image processing field.

The basic aim of tampering or image cloning is the modification or falsification
of images to distort some data in the image [5, 6]. The cloned image as shown in
Fig. 1 shows the four missiles but only three of them are actual: two other sections
(encircled) imitated other image sections by exploiting the image cloning.

In Sect. 2, various types of image forgery have been described. The approaches
to detect any type of forgery are classified into two categories namely, active and
passive approaches.

In active approaches images needs to protect through a digital signature or through
watermarking techniques whereas passive approaches do not require any kind of
pre-embed operation of digital signature or watermark. The drawback of active
approaches is that it needs to pre-embed either with a digital signature or with water-
marking, whereas a large number of images present today on web, social media and
other applications are not active in nature. Thus we have focused on the review of
various passive techniques for image cloning detection which are reviewed in Sect. 3.

2 Types of Image Tampering

The tampering or simple manipulation of the digital images is having a specific
taxonomy with the following categories:

A. Image Cloning or Copy-Move Tampering: In this method, cloning represents the
false or tampered region which is not present in the source image. This type of
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image comes from copy-move image forgery in which few or various portions
of images can be moved or replaced within the same image and a cloned image
is produced [7].

B. Image Splicing: In this method, a distinct fake image is produced by combining
two or more images. This type of tampering is also known as photo-montage
which uses image splicing so that two images can be sticked together using
various image editing tools [9].

C. Image Retouching: In this method, the image is less modified or slight changes
are made or some features of the image are enhanced [5].

D. Image Resampling (Mirroring, Stretching, Rotation and Resize): For making
a composite of two objects it is achievable that one object might be resized,
rotated, stretched, or mirrored to match the relative dimensions or height of
another object. This scheme introduces non-negligible changes which can be
utilized to identify image tampering created by resampling [4].

3 Related Work

In this section, the literature is reviewed to identify the various approaches for image
cloning detection:

Costanzo et al. [10] reviewed the attacks which are capable to remove shift key-
points to compromise the SIFT-based detection of copy-move forgery and proposed
three approaches to identify the images whose SIFT key-points were globally or
locally removed. Ye et al. [11] proposed the natural authentication code for “blocking
artifact caused by JPEG image compression”. Authors also described a technique
based on an estimated quantized table using the DCT coefficient histogram. Amerini
[7] proposed a SIFT-based approach to deal with multiple cloning in the tampered
image. Gomase and Wankhade [12] introduced that detecting forged images is one
of the challenging tasks and proposed a method which combines operations of both
copy-move and fast copy-move techniques to detect the forgery. Huang et al. [13]
introduced a technique which makes use of quantization matrix to recognize double
JPEG compression in Image Tampering. Bianchi and Piva [14] suggested a strategy
to detect the non-aligned double JPEG compression in the light of perception using
SVM classifier for the dataset of 100 uncompressed TIFF images. Hsu et al. [15]
proposed a histogram of orientated Gabor magnitude (HOGM) based scheme for the
detection of copy-move forgery on CoMoFoD database and applied Gabor filter and
sorted feature vector with lexicographical sorting to obtain the similar features from
different blocks. Ardizzone et al. [16] implemented a hybrid approach that compares
triangles instead of single points or blocks. Triangles are matched based on the
shapes and color information. Ansari et al. [17] mentioned the overview of various
techniques for image forgery detection, that are format based, physical environment
based, geometry-based, camera-based and reviewed the approaches for pixel-based
image forgery detection. Ardizzone et al. [18] presented an approach based on SIFT
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that detect the alterations in the image and compared the proposed method, with
respect to keypoint clustering, texture analysis, and cluster matching method.

Ryu et al. [19] explored the method based on “features based on Zernike moments
of circular blocks” to detect the copy-move forged regions. Bayram et al. [20] pre-
sented Fourier-Mellin Transform (FMT) and counting bloom filter based approach
for image forgery detection. Li et al. [21] proposed DiscreteWavelet Transformation
(DWT) based approach for image tampering detection. Ghorbani and Faraahi [22]
presented the improved algorithm based on DWT and DCTQuantization Coefficient
Decomposition to detect the image cloning tampering. Sadeghi et al. [23] divided
image into blocks and applied Fourier Transform and calculated each block’s statisti-
cal characteristics and find similar blocks to detect the duplicated areas. Muhammad
et al. [24] proposed two methods namely Local Binary Pattern (LBP) and steerable
pyramid transform (SPT) to extract features and applied Support Vector Machine
to detect the passive image forgery. Jaberi et al. [25] proposed a Mirror Reflection
Invariant Feature Transform (MIFT) based approach. Authors used dense features
rather than pixel correlation and concluded thatMIFT gives higher accuracy for short
duplicate region. Kang andWei [26] proposed a robust and efficient method based on
SVD for dimension reduction and image feature vector extraction. In the proposed
approach authors applied lexicographical sorting on rows and column vectors to
detect the tampered image. Chihaoui et al. [27] proposed an automatic hybridmethod
using the SIFT and SVD for detecting the similar regions which are duplicated. Fea-
tures are extracted using SIFT descriptors and use similarity matrix calculation and
proximity matrix calculation for feature matching. Cao et al. [8] divide the image
into fixed-size blocks and implemented DCT based approach to detect the dupli-
cated area. Fridrich et al. [28] developed two algorithms for detection for copy-move
forgery, one is on the basis of exact match and other on the basis of the approxi-
mate match for DCT coefficients. Liu et al. [29] developed an integrated approach
based on local features and SIFT. This approach is robust to complex geometrical
transform rotation, scaling, and illumination changes. Huan et al. [30] proposed the
DCT based approach to obtain the features and applied the package clustering algo-
rithm to improve the detection precision. Zhang et al. [31] focused on post-processed
forgery operations, mainly geometric distortions. Authors introduced Analytic FMT
(AFMT) and focused on its discretization. AFMT is described in polar coordinates,
authors converted the coordinate system from polar to cartesian coordinates. Huang
et al. [32] proposed approaches based on FFT, SVD, and PCA for copy-move tam-
pering detection and for feature matching. Gan [33] proposed an approach which is
robust against scaling and rotation based on AFMT. Correlated features were sorted
using the lexicographicmethod and to identify similar continuous regions correlation
coefficient was applied. Yuan et al. [34] proposed a Log-Polar domain using band
limitation based approach for duplication detection. Bo et al. [35] proposed a SURF
(Speed up Robust Features) based approach to detect copy- move image forgery,
which is invariant to scaling and rotation.
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Fig. 2 Approaches for passive image cloning detection

4 Approaches for Passive Image Cloning Detection

The various approaches as mentioned in Fig. 2 for Image cloning detection are
summarized in this section.

DCT is a transformation that does not actually perform compression. It is a prepa-
ration stage for coefficient quantization stage. This approach exploits DCT coeffi-
cients as features. DWT decomposes the signal into an orthogonal set of wavelets
[36]. One of the considerable characteristics of Fourier transform is that irrespective
of the type of signal, it is possible to describe the signal as a collection of sine and/or
cosine waves multiplied by the weighting functions. Log-Polar resamples an image
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from a conventional grid to log-polar grid, and back [36]. Fourier-Mellin Transform
(FMT) performs radial projection on the log-polar coordinate and are invariant to
rotation, scale and translation [36]. Zernike Moments are characterized over the unit
circle and are known for its computational speed. This technique is invariant to rota-
tion up to 15 degrees. PCA aims to minimize the dimensionality of data into reduced
dimensional feature space that describes the image data effectively and economi-
cally. Singular value decomposition (SVD) is another popular image transform that
re-factors the image into three matrices. SIFT extracts stable points from images and
attaches to them robust features [37]. SURF is a local feature detection algorithm
that is based on the use of Hessian Matrix. SURF performs well as compared to
the other algorithms because of the use of the integral image. The advantages and
disadvantages of all the approaches are summarized in Table 1.

Table 1 Description of various Passive Image Cloning Approaches

Image cloning
approaches

Authors Advantages Disadvantages

DCT Fridrich et al. [28],
Cao et al. [8], Zhao
et al. [38], Wang et al.
[30]

Robust against blur
and noisy images

Fails in case of
rotation and scaling,
high computational
complexity

DWT Khan et al. [39], Li
et al. [21]

Invariant to JPEG
compression and
additive noise. Reduce
time complexity and
robust to JPEG
compression

Fails in case of
rotation and scaling

Fourier transform Sadeghi et al. [23], Ye
et al. [11]

Robust to
compression, scaling,
blurring, and noise

Limited to rotation
invariant up to 10° and
scaling up to 10%

Log-polar transform Bravo-Soloria and
Nandi [40], Yuan et al.
[34], Myna et al. [41]

Invariant to reflection
and rotation

Performance of the
approach degrades
when tampering
consists of blur and
scaling

FMT Bayram et al. [20],
Guo et al. [42]

Capable to identify
the tampered images
which are
post-processed with
geometric distortions
like translation,
rotation and gaussian
noise

FMT features are
insensitive to scaling
up to 10%

Zernike moments Ryu et al. [19], Liao
et al. [43]

Robust against noise,
JPEG compression,
blurring and rotation

Cannot handle
tampering against
scaling or affine
transformation

(continued)
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Table 1 (continued)

Image cloning
approaches

Authors Advantages Disadvantages

PCA Popescu and Farid
[44]

Efficient method, low
false positives rate
computational time

Sensitive to noise or
lossy compression,
high computational
complexity

SVD Zhao et al. [38],
Chihaoui et al. [27]

Robust to JPEG
compression up to QF
70, less time
complexity

Not invariant to
rotation and scaling

SIFT Saleem et al. [45],
Amerini et al. [7],
Huang et al. [46],
Chihaoui et al. [27]

Robust against noise
attack, JPEG
compression, rotation
and scaling.

Partially invariant to
illumination changes

SURF Bo et al. [35] Robust against
geometric
transformations like
scaling and rotation

Generally doesn’t
work well with
lighting changes and
blur

Most of these approaches have been implemented uses the benchmark datasets as
shown in Table 2. The image resolution in these datasets varies from 128×128 to
3888×2592 pixels.

Table 2 Existing datasets for Image forgery detection [7, 15, 34, 47–49]

Name Total images Image size

Columbia university 1845 128×128

Image forensics 10 200×200

CASIA v1.0 1725 374×256

CASIA v2.0 12614 240×160 to 900×600

Image manipulation 48 420×300 to 3888×2592

MICC-F220 220 722×480 to 800×600

MICC-F600 600 800×533 to 3888×259

MICC-F2000 2000 2048×1536

CoMoFoD 260 512×512 to 3000×200

CMFD_db 160 768×1024
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5 Conclusion and Future Scope

The image cloning is applied to hide or falsify the important information. There are
various approaches associated with the detection of forgery or cloning of images
and failure rate is one of them that has an impact on the detection of image forgery.
Some proposed algorithms are not able to detect actual cloned region, some have
high time complexity and some are failed to detect cloned areas because of various
postprocessing operations.

Thus a singular approach to detect image cloning is not sufficient to detect or deal
with multiple types of postprocessing operations such as scaling, rotation, bright-
ness adjustment, contrast enhancement or degradation, sharpening, blurring, additive
noise, histogram equalization, cropping, recompression and geometric operations
and it is a challenging task. Thus there is a need to develop a feature fusion based
approach and machine learning based approach to deal with all such kind of post-
processing operations in image cloning or tampering detection.
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Pixel Level Image Fusion Using Different
Wavelet Transforms on Multisensor &
Multifocus Images

Harpreet Kaur, Kamaljeet Kaur and Neeti Taneja

Abstract Image fusion is performed after a supreme step of image registration and
it is a consolidative display method of two or more images which can improve the
quality of an image. This paper presents the implementation and comparison among
the image fusion discrete wavelet transform techniques that are SWT, DDB2WT,
SIDWT, and DT-CWT. The performance comparison of these techniques are eval-
uated with the help of PSNR, RMSE, PFE, CF, RF, and SF metrics and concluded
that DT-CWT gives better results among them.

Keywords Image fusion · SWT · SIDHWT · DDB2WT · DT-CWT
Quality metrics

1 Introduction

An Image Fusion is a process of obtaining a single fused informative resultant
image by combining a set of that is more inclusive rather than any of the input
images [1]. It provides the reliability and high accuracy by eliminating the duplicate
data. Its extensive benefit in the field of medical, scrutiny, military applications, etc.
[2, 3].“Wavelet Transform is a mathematical tool for seismic wave analysis” [4, 5].
The detail decomposition of an input image with wavelet transform is shown below
in Fig. 1.

The Comparison of various techniques likes SWT (Stationary wavelet transform)
[6, 7], DDB2WT (Discrete Daubechies (2,2) wavelet transform) [8, 9], Shift invari-

H. Kaur (B) · K. Kaur · N. Taneja
CSE, Chandigarh University, Mohali, Punjab, India
e-mail: harpreet8307@gmail.com

K. Kaur
e-mail: kamaljeet.samra9@gmail.com

N. Taneja
e-mail: neeti.taneja30@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
C. R. Krishna et al. (eds.), Proceedings of 2nd International Conference
on Communication, Computing and Networking, Lecture Notes in Networks
and Systems 46, https://doi.org/10.1007/978-981-13-1217-5_47

479

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1217-5_47&domain=pdf


480 H. Kaur et al.

Fig. 1 General block diagram of an image fusion base on WT

ant Discrete Haar Wavelet Transform [10], DTCWT (‘Dual tree complex wavelet
transform’) [11–14] of wavelet transform are implemented in this paper.

Pre requesting step for implementing the fusion techniques is to adequately align
and register the source input images that are attained by a camera at disparate view-
points focus levels, angles view and by different sensors using image registration
technique [15–17]. In this paper, it is supposed that the source input images are
already registered. Second to obtain the maximum information and better contrast
Image fusion techniques are applied on the registered input images.

2 Quality Metrics for Result Assessment

2.1 RMSE (Root Mean Square Error)

This metric evaluate the difference of pixels between the fused and reference image
[18]. Its value increases when images are different types. RMSE smaller value means
better the fusion algorithm.

RMSE �
√
√
√
√

1

MN

N−1
∑

y�0

M−1
∑

x�0

[I (x, y) − F(x, y)]2 (1)

Here M, N � size’s of images,
(x, y)� image co-ordinate, I � input image, F �Output image
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2.2 PFE (Percentage Fit Error)

Minimum the value of the PFE, better the performance of the fusion algorithm is
counted.

PFE � 100 ∗ Norm
(

(I (:) − F(:))
/

Norm(I (:))
)

(2)

Here Norm�Norm operator, I � input image, F �Output image

2.3 PSNR (Peak Signal-to-Noise Ratio)

Greater value of PSNR is considered better. For fused image PSNR is defined below:-

PSNR �
(

10log10

(
L2

RMSE

))

(3)

Here L �Gray level in the image [19, 20].

2.4 SF (Spatial Frequency)

Spatial frequency is evaluated using horizontal frequency (RF) and vertical spatial
frequency (CF) [21]. Its higher value preferred.

3 Experiment and Results

This section presents the implementation and the relative performance of different
discrete wavelet transforms based on fusion methods. The performance of SWT,
DDB2WT, SIDHWT, DT-CWT fusion techniques are evaluated based on PSNR,
RMSE, PFE, CF, RF and SF metrics on different eight pairs of input images in
which three pair sets are of Multisensor images like CT (computed tomography) as
shown in Figs. 2, 3 and 4 and five pair sets are of Multifocus images as shown in
Figs. 5, 6, 7, 8 and 9.

Wavelets based image fusion methods are implemented in MATLAB2010. The
final results of quality metrics are obtained on an output images (that obtained after
applying different fusion methods) is shown in Fig. 10.

On the bases of visual perception all the four methods gives good result. But
visual perception is not an accurate way to judge any of the fusion methods so we
use quality metrics to obtain correct and accurate results.
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Fig. 2 a Input image1 (ct.png) b Input image2 (mri.png) c SWT d DDB2WT e SIDHWT f DT-
CWT

Fig. 3 a Input image1 (sensor1.png) b Input image (sensor2.png) c SWT d DDB2WT e SIDHWT
f DT-CWT
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Fig. 4 a Input image1 (sensor1.png) b Input image2 (sensor2.png) c SWT dDDB2WT e SIDHWT
f DT-CWT

DDB2WT method have no shift variant property and not detect the information
from diagonal sides. Shift invariant Discrete Haar Wavelet Transform method is a
modified Haar wavelet transform method which have a shift invariant property but
does not have a directionality property. It gives a better result when information is
distributed mostly in horizontal and vertical directions but not diagonally, SF metric
gives good result.

At higher decomposition levels above level 4, DT-CWTprovides better result than
SWT but at level 2 it provides almost same results. SWT provides better result on
those images in which more information is concentrated at horizontal and vertical
directions than diagonal directions. In case, when information is concentrated at
diagonal directions than DT-CWT based fusion method provides better results.

Result of RMSE and PFE metrics are shown in combined Fig. 10 which indicated
that DT-CWT gives lowest value of RMSE and PFE for every fused image and
DDB2WTgives highest values which indicates that DT-CWT provides better results.
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Fig. 5 a Input image1 (focus1.png) b Input image2 (focus2.png) c SWT d DDB2WT e SIDHWT
f DT-CWT

4 Conclusion and Future Scope

In this paper, the comparative study has been done among the different discrete
wavelet transform based fusion methods named SWT, DDB2WT, SIDHWT, DT-
CWT. From the results, it is clear that fusion based on the DT-CWT method gives
the better result not only on the base of visual perception but also on the quality
performance metrics that are PSNR, RMSE, PFE, RF, CF, SF. And also SWT has a
shift invariant and directionality propertieswhich provide its results better as compare
toDDB2WT that have no shift invariant property andSIDHWT.But all thesemethods
preserve only the image information and loss the edge information so in future to
preserve the edge information combineDT-CWTwith some segmentation technique.
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Fig. 6 a Input image1 (focus1.png) b Input image2 (focus2.png) c SWT d DDB2WT e SIDHWT
f DT-CWT

Fig. 7 a Input image1 (focus1.png) b Input image2 (focus2.png) c SWT d DDB2WT e SIDHWT
f DT-CWT
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Fig. 8 a Input image1 (focus1.png) b Input image2 (focus2.png) c SWT d DDB2WT e SIDHWT
f DT-CWT

Fig. 9 a Input image1 (focus1.png) b Input image2 (focus2.png) c SWT d DDB2WT e SIDHWT
f DT-CWT
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Fig. 10 Various metrics result
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Differentiation of Seizure
and Non-seizure EEG Signals Using
Analytical Approach

Nazia Parveen and S. H. Saeed

Abstract One of themost preferred approaches to analyze seizures and non-seizures
is wavelet analysis of electroencephalogram (EEG) spectrum. In this study, recording
of EEG data (using internationally recognized “10–20” system of electrode place-
ment) has been used to study features of normal subjects and seizures. The data
obtained has been analyzed using wavelet transform tool. The analysis involves
three steps: preprocessing, feature extraction, and classification. The preprocess-
ing involves noise removal and decomposition of EEG signal into different bands.
The feature extraction includes computation of energy, mean, variance, etc. using
wavelet transform. Other parameters such as interquartile range (IQR) and mean
absolute deviation are also computed. A normal EEG can be identified on the basis
of normal rhythmic pattern in different bands. The deviations from the normal pattern
have been identified by time–frequency analysis of the pattern.

Keywords Wavelet · Seizures · Spectral analysis

1 Introduction

65 million people have been suffering from epilepsy worldwide. 35 million could
be cured by seizure control by giving medication and surgery. 15 million are still
incurable [1]. Seizures are “hyper synchronous” activity of the neuron’s cell which
results in sudden disorder in the brain [2]. These seizures directly effect on the
consciousness of the person. The correct prediction of this epilepsy will enable
doctors to take prior action so as to avoid the injury caused by sudden seizures.
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The electroencephalogram is one of the indispensable tools for diagnosing such
type of neural disorders [3, 4]. It could record spikes [5], sudden occurrences, com-
plexities of waves, sharp wave, etc. With the use of EEG recording epilepsy can be
identified even in short period of EEG recording but to get unclear nature of seizure
long-term video monitoring is necessary. It is a time-consuming and costly endeav-
our. Neurophysiologist can identify the seizure while monitoring but it was not found
to be very efficient. So, there is a need of an automatic seizure detection scheme to
facilitate the prediction of seizures [6]. A number of methods have been adopted for
the analysis of these disorders primarily based [7] on time domain, frequency domain,
and time–frequency domain analysis of EEG spectrum [4]. On decomposition, EEG
consists of five sub-bands [8]: delta (0–4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta
(13–30 Hz), and gamma (30–60 Hz). To study the brain dynamics, entire sub-band
gives more accurate information than individual bands. By amplifying sub-band of
interest or each sub-band, neuronal activities could be identified. This is a basis of
this paper.

Earlier approaches which are based on Fourier transform are the witness of the
fact that the epileptic seizure makes the changes in frequency bands. So this is not
appropriate to study the nonstationary nature of EEG by frequency decomposition
only. Time–frequency analysis could give better picture and outperforms the con-
ventional methods. Wavelet is a standout among the latest and mainstream strategies
which provide a unified framework [9] for a number of techniques developed for
various signal-processing applications [10]. Particularly, it is of immeasurable inter-
est for the analysis of nonstationary signals like EEG [11], because it is an alternate
technique to the classical short-time Fourier transform (STFT) or Gabor transform.

Unlike STFT, which uses a single analysis window, the wavelet transform (WT)
uses shortwindows at high frequencies and longwindows at lower frequencies. There
is another approach based on fast wavelet decompositionmethod known as harmonic
wavelet packets transform (HWPT) [12]. This approach can be used for detection
seizures for long as well as short EEG signals. This method can achieve higher
frequency resolutions without recursive calculation making the computation faster.
One more method suggested [13] that automated diagnosis of epilepsy framework
involves a combination of feature extraction in multi-domain and nonlinear analysis
of EEG signals. Chen et al. [14] developed a framework for optimal DWT settings
which helps in improving accuracy and reducing computational cost incurred in the
detection of seizures.

In this paper, a seizure detection scheme is discussed where EEG data is used to
detect generalized seizure. The wavelet transform [15] is used for decomposition of
signals which provides both time and frequency information. Feature extraction takes
place using different parameters like energy, mean variance, interquartile range [16],
and absolute deviation. On the basis of above parameters, seizures and non-seizures
would be distinguished.
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2 Methodology

The EEG data of normal subjects and humans suffering from generalized epilepsy
has been taken CHB-MIT database. For recording of EEG data, “10–20” system [7,
17, 18] of electrode placement is being used with 23 channels, 256 Hz sampling fre-
quency, and 19 electrodes and a ground electrode attached to the surface of scalp [19].
This study involves analysis of data using wavelet transform [20] tool. Using wavelet
transform, the signal components in time–frequency space can be better localized
[21]. Some wavelet-based features [1, 22] (such as energy, mean, variance, etc.)
and some features without wavelet decomposition (such as interquartile range, mean
absolute deviation, etc.) have been computed. The value of the parameters obtained
for seizures and non-seizures are quite different which helps in distinguishing healthy
subjects from seizure patients. The study involves detection of generalized seizures.

Out of 100 datasets, preprocessing and feature extraction for seizures and non-
seizures is done for 10 datasets.

2.1 Preprocessing

The preprocessing refers to any transformations or reorganizations that occur
between collecting the data and analyzing the data [9]. The preprocessing may be
done to merely organize the data to facilitate analysis or to remove the artifacts due to
eyeball movements, eyes blinks, improper placement of electrodes, etc. The artifacts
are potential fluctuations of nonneural origin [6].

The analysis done on raw data suffers from problems such as poor resolution, low
SNR, and artifacts results [23]. The preprocessing involves noise removal from the
EEG signal. In this method, moving average filter of order 3 and 5 is used to remove
the noise. The higher order filter may also be used but they resulted in distortion of
the signal (Fig. 1).

During preprocessing, the decomposition ofEEG [11, 24, 25] dataset into different
bands (delta, theta, alpha, beta, and gamma) has been done both for seizures and non-
seizures (Figs. 2 and 3).

In Tables 1 and 2, power [26] corresponding to different bands of frequencies is
computed for seizures and non-seizures.

2.2 Feature Extraction

In this stage, parameters computed include energy, mean, variance, standard devia-
tion [27], interquartile range, mean absolute deviation, etc. The plots for histogram,
Fourier transform, power spectral density, scalogram, spectrogram, etc. have been
obtained using wavelet.
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Fig. 1 Moving average filter applied to EEG signal

Fig. 2 Frequency bands in seizure data set
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Fig. 3 Frequency bands in non-seizure data set

The next step in feature extraction is decomposition [28] of seizure and non-
seizure data using wavelet transform to obtain detail and approximate coefficients
[29] (Table 3). The energy of detail and approximate coefficients [30, 31] is then
computed using db4 (level 8). The statistical features computed include mean, vari-
ance, standard deviation, interquartile range, and mean absolute deviation (Table 4).
These features are computed for seizures in addition to non-seizures and assist in
discriminating seizures and non-seizures.

The energy at each decomposition level [32] has been calculated using

EDi �
N∑

j�1

∣∣Di j

∣∣2, i � 1, 2, 3 . . . l (1)

EAi �
N∑

j�1

∣∣Ai j

∣∣2, i � 1, 2, 3 . . . l (2)

where i �1, 2, 3…l and N is the number of coefficients of detail or approximation
at each decomposition level.

In Tables 5 and 6, features without wavelet decomposition such as MAD, IQR,
mean, variance, etc. have been computed for seizures and non-seizures datasets.

The Fourier transform breaks up any time-varying signal into its frequency com-
ponents of varying magnitude [33] and is defined as

F(k) �
∞∫

−∞
f (t)e−2π ikxdx (3)
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Fig. 4 Fourier transform of seizure
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Fig. 5 Fourier transform of non-seizure

The Fourier transform is represented with the power spectrum. The frequency
components present in the EEG signal can be identified for seizures and non-seizures.
The Fourier transform obtained for seizure dataset is shown in Fig. 4 and that of non-
seizure is represented in Fig. 5.

One of the most widely used techniques for detecting an epileptic seizure is power
spectral analysis [33, 34]. It involves partitioning the EEG signal into its periodic
components to identify the most prominent frequencies (in amplitude) using power
spectral density of seizure and non-seizure dataset.
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3 Results

On comparison of Figs. 2 and 3, it can be observed that there are several peaks which
have abnormal amplitudes in the± andμ frequency bands in Fig. 3. These peaksmay
be due to the abnormalities in brain such as epilepsy, tumors, and traumas. Moreover,
different frequency components present in the signal can be identified using Fourier
transform. In Figs. 6, 7, 8, and 9, wavelet transform (db7) has been applied to seizure
data to obtain approximate and detail coefficients and the histograms. The scalogram
in Figs. 12 and 13 has been shown for dataset of seizures and non-seizures, where
x-axis represents time [23, 27], y-axis is the scale factor (reciprocal of frequency),
and magnitude of the correlation is represented by pixel intensity. The continuous
variation in the intensity of color can be observed in scalogram of seizure and non-
seizures. Scalogram plots are exclusive, and the abrupt changes in the epileptic EEG
signal can be observed through changes in the color. There is continuous variation
in the color in the plot depicting the randomness as well chaotic nature of the EEG
signal. On decomposing seizure and non-seizure data, the spectrogram for wavelet
coefficients [35] has been plotted in Figs. 14 and 15. The variation in intensity of
different colors can be easily visualized in seizure spectrogram with respect to non-
seizure spectrogram.

Fig. 6 Application of db7 wavelet transform to seizure dataset
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Fig. 7 Histogram of db7 wavelet transform for seizure dataset

4 Discussion and Conclusion

Epileptic seizure detection using an EEG signal is a rich area for signal analysis.
Seizure detection and prediction refer to features that are capable of distinguishing
seizure and non-seizure states. A number of approaches have been adopted for this
purpose. Each of the procedures has its own strengths and limitations, attributable to
the complexities of seizure waveforms, trade-offs between sensitivity and specificity,
trade-offs among accuracy, latency time, and platform constraints.

In this work, a very accurate and widely accepted technique has been used for
statistical computation of seizures and non-seizures data. EEG signals for seizure
sufferers and non-seizures have been decomposed into special bands, and the energy
of each band has been computed . It has been found that power in distinctive bands
of seizure is higher than non-seizures (Tables 3 and 4). Similarly, exclusive parame-
ters were computed, namely, mean, standard deviation, interquartile range (Tables 5
and 6), and so on, which indicates an exceptional deviation in seizure values in
comparison to non-seizures.

Additionally, it has been found from results that within the case of seizures there
was a transfer of energy from lower coefficients to higher coefficients. The energy
spectral density of seizure shows off negative peak at 250 Hz while that of non-
seizure exhibits positive peak at the same frequency (Figs. 10 and 11). Further, the
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Fig. 8 Application of db7 for non-seizure dataset

Fig. 9 Histogram of db7 for non-seizure dataset
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Fig. 10 PSD of seizure

Fig. 11 PSD of non-seizure

Fourier spectra of EEG signals show higher peaks and more rhythms in the seizure
as compared to non-seizure. The scalogram of seizures (Fig. 12) showcase repeating
and chaotic pattern even as that of non-seizures (Fig. 13) seems as random. The
aftereffect of this examination facilitates to analyze seizures. The spectrogram plots
for seizures showmore variation within the intensity of color. Those outcomes can be
utilized by the neurosurgeon for the treatment of ceaseless infirmities of mind.While
evaluating the values of energy and power in bands (delta, theta, alpha, and beta),
it could be inferred that energy and power act as a good indicator to differentiate
mind states of seizures subjects and non-seizure subjects. A decrease in the value
of power in the EEG signals of non-seizure subjects indicates more rhythmic and
ordered behavior.
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Fig. 12 Scalogram of seizure
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Fig. 13 Scalogram of non-seizure
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Fig. 14 Spectrogram of D1-D4 for seizure
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Fig. 15 Spectrogram of D1-D4 for non-seizure
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Detecting Aggressive Driving Behavior
using Mobile Smartphone

Rishu Chhabra, Seema Verma and C. Rama Krishna

Abstract In the course of most recent couple of years, there has been an increasing
interest to monitor driver’s behavior, road and traffic conditions in order to prevent
accidents and save lives of the commuter. Different methods are available in the
literature like specialmounted vehicle cameras, sensors, AdvancedDriverAssistance
Systems (ADAS) etc. to monitor road, traffic conditions, and driver’s behavior. The
use of mobile smartphone inbuilt sensors to monitor driving behavior has been one of
themost cost-effectivemethods in developing countries like India. Earlierwork in this
paradigmmainly focuses on the use of mobile smartphone’s inbuilt accelerometer as
a monitoring device for various driving maneuvers like sudden acceleration, sudden
braking, and sharp turns. In this paper, we design and implement a system which
uses an inbuilt accelerometer to detect sudden changes in acceleration; however, the
system detects unsafe/sharp turns using inbuilt gyroscope in an efficient manner. The
system further categorizes the driver as an aggressive or nonaggressive driver based
on the observed driving pattern.

1 Introduction

Intelligent Transportation Systems (ITS) focuses on adding intelligence to the trans-
portation system with the aim of making the commute safe and easy. Monitor-
ing driver’s behavior is considered as a complex paradigm and various methods
like surveillance videos, simulators, specialized sensors, vehicle mounted cameras,
ADAS and inbuilt mobile smartphone sensors have been specified in the literature

R. Chhabra (B) · S. Verma
Banasthali Vidyapith, Vanasthali, Rajasthan, India
e-mail: rishuchh@gmail.com

S. Verma
e-mail: seemaverma3@yahoo.com

C. Rama Krishna
NITTTR, Chandigarh, India
e-mail: rkc_97@yahoo.com

© Springer Nature Singapore Pte Ltd. 2019
C. R. Krishna et al. (eds.), Proceedings of 2nd International Conference
on Communication, Computing and Networking, Lecture Notes in Networks
and Systems 46, https://doi.org/10.1007/978-981-13-1217-5_49

513

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1217-5_49&domain=pdf


514 R. Chhabra et al.

to generate an alert in case of improper driving. It has been concluded that mobile
smartphones are an efficient and cost-effective technique that is owned by the major-
ity of people worldwide and in India [29]. In this paper, we use an inbuilt mobile
smartphone accelerometer to detect sudden acceleration and sudden braking. Con-
trary to the previous work, the proposed system uses an inbuilt gyroscope to detect
sharp turns. The proposed system does not make use of magnetometer; instead it
uses accelerometer and gyroscope to detect driving behavior. The fused sensor data
obtained from an inbuilt magnetometer, accelerometer, and gyroscope have been
used in [30] to detect various driving maneuvers. However, most of the low budget
mobile smartphones do not include a magnetometer sensor and moreover; gyroscope
is efficient than magnetometer to detect device motion [1].

The paper is organized as follows: Sect. 2 briefly discusses the related research,
Sect. 3 gives the proposed system design and implementation, Sect. 4 discusses dif-
ferent patterns analyzed using the accelerometer and gyroscope and Sect. 5 presents
the conclusion and future directions.

2 Related Work

Monitoring driver behavior has become one of the key research areas under the
umbrella of ITS. The researchers have employed various techniques like specialized
simulators [5, 9, 11, 25, 31], specialized vehicle mounted sensors and devices [14,
21, 23, 24, 26, 27], ADAS [3] and inbuilt mobile phone sensors [10, 13, 15, 17,
28] to accomplish this task. A comparative analysis of different techniques to detect
driver’s behavior has been given in [8]. In [18], different methods for detecting driver
behavior like specialized sensors in a vehicle, roadside sensors, and inbuilt sensors
have been discussed. A system Nericell has been designed and implemented for
observing road and traffic conditions by means of smartphones in [22]. In [13], road
conditions and driver behavior has been detected using an inbuilt accelerometer.
Thresholds has been set for various driving maneuvers like safe acceleration, safe
deceleration, lane changing, etc. and high pass filter has been used to filter the values.
In [17], a system MIROAD has been proposed to detect various driving maneuvers
using fused sensor data and Dynamic Time Warping (DTW) algorithm for end point
detection. In [10], drunk driver behavior has been detected using an accelerometer
and orientation sensor. [15] proposed a system that uses inbuilt sensors of a mobile
smartphone and focuses on erratic driving behavior caused while overtaking. In
[4], along with fuzzy inference system, inbuilt mobile phone sensors have been
used to detect driver’s behavior using dynamic thresholds obtained by statistical
analysis. Inbuilt smartphone sensors have been used in [2], for accident detection
and reporting. In [7], a system has been proposed to detect abnormal driver behavior
like fast turns, weaving, etc. using accelerometer and orientation sensor. Support
Vector Machine (SVM) has been trained and then used to classify driver behavior. In
[19], the researchers have used the inbuilt accelerometer readings to detect sudden
acceleration changes, sharp turns, roadbumps, potholes, etc. In [12], fused sensor data
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from mobile smartphone accelerometer, gyroscope, and magnetometer have been
obtained. DTW algorithm and Baye’s classification have been applied to classify
the driver’s behavior as unsafe or safe. In [30], an android application has been
developed to recognize driver behavior. The algorithm guides the user to choose
between pure accelerometer readings or fused sensor data. However, the proposed
algorithm cannot use fused sensor data and data from the accelerometer at the same
time. In [6], a systemV-Sense has been developed. The system detects, differentiates,
and alerts the driver about various steering maneuvers like driving on curvy roads,
lane changes and turns using the inbuilt accelerometer, magnetometer, gyroscope,
and GPS. In [32], the system uses inbuilt accelerometer and gyroscope to obtain the
centripetal acceleration and angular speed to detect driver phone usage. The system
uses a gyroscope to detect the turn directions and the angular speed of the vehicle
while turning. In [20], a system SenSafe has been proposed that senses the behavior
of surrounding vehicles using smartphone inbuilt sensors; and alerts the driver and
pedestrians. Another systemSenSpeed, to sense the speed of the vehicle without GPS
has been developed in [16]. It uses an accelerometer to detect vehicle acceleration and
gyroscope to detect the angular velocity. The proposed work uses inbuilt smartphone
sensors to detect the driver behavior. It is distinct in the way it detects turns using a
gyroscope by establishing thresholds, and not using an accelerometer or fused sensor
data for the detection of turns.

3 System Design and Implementation

The device used is an Android smartphone Xiaomi Redmi Prime 2 with API level 19.
Thedevice has an inbuilt accelerometer,GPS, gyroscope, andmagnetometer. Figure1
describes the proposed approach. For changes in longitudinal acceleration, the
Y-axis readings of the accelerometer have been observed and for changes in angular
velocity, the Z-axis readings of gyroscope have been observed. The gyroscope Z-axis
values decrease when the vehicle turns right and increase on turning left [20]. The
readings from the accelerometer are filtered using a high pass filter in order to remove
high frequency noise and then the low pass filter is used as a smoothing filter. For
smoothening of accelerometer and gyroscope values, exponential moving average
has been used as a low pass filter [33] and the algorithm for the same has been written
in JAVA.

3.1 Data Collection and Data Processing

Data is collected using an Android App which registers the accelerometer sensor
and the gyroscope sensor in the beginning and the delay is set to 200 ms. The phone
is fixed at the vehicle’s dashboard in portrait mode. Figure2 shows the interface of
the Android App “Driver Behavior Detection .apk”. The app starts recording and
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Fig. 1 Proposed methodology

Fig. 2 Android application
interface to detect aggressive
and non-aggressive driver
behavior

displaying the data when we tap the START button. On tapping the STOP button,
the data recorded for the accelerometer is stored in sensorData.csv file and data
from the gyroscope is stored in gyrosensorData.csv file. These .csv data files can
be deleted from the app by tapping the DELETE FILE button; otherwise, whenever
we run the app next time, the files get overwritten. On tapping the STOP button,
the overall driving status is displayed as aggressive or non-aggressive on the basis
of how the driver drove the car for a particular time duration under consideration
(between start and stop). If the count of safe events encountered (safe acceleration,
safe deceleration, safe left turn, and safe right turn) is more than the unsafe events
(sudden acceleration, sudden deceleration, sharp left turn, and sharp right turn) then
the overall status displayed is “NON-AGGRESSIVEDRIVER”, otherwise, the status
is “AGGRESSIVE DRIVER”.

Table 1 shows data from .csv file for filtered accelerometer readings using high
pass and low pass filter and filtered gyroscope readings using a low pass filter. The
data still contain certain false positives and false negatives. Algorithm 1 presents the
procedure to compute the overall driving status when the STOP button is tapped.
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Algorithm 1 Algorithm to display the overall driving status
1: Begin
2: Initialize sa f e = 0, unsa f e = 0
3: if Driving Event is safe acceleration or safe deceleartion or safe turn then
4: sa f e ++
5: else
6: unsa f e ++
7: end if
8: if sa f e >= unsa f e then
9: Output: NON-AGGRESSIVE DRIVER
10: else
11: Output: AGGRESSIVE DRIVER
12: end if
13: End

Table 1 Filtered accelerometer and gyroscope data respectively for driver X

Accelerometer readings

X Y Z

0.812113 5.064216 5.19446

0.806699 5.030454 5.15983

0.756859 4.981942 5.101583

0.711573 4.90937 5.020355

0.688572 4.794312 4.917678

0.664758 4.668505 4.800908

Gyroscope readings

X Y Z

0.174464 0.108677 −0.16182

0.279257 0.212499 −0.05011

0.185826 −0.34917 −0.34816

−0.03561 −0.22494 −0.41088

0.21537 0.080754 −0.33758

−0.03779 −0.33747 −0.32694

4 Patterns Analyzed

A number of test drives have been conducted to obtain the patterns for different
driving events. After analyzing the processed data, thresholds determined are given
in Table 2. Accelerometer threshold values have been verified by the results obtained
in [19, 30]. To obtain the threshold values for the gyroscope readings, the real-time
dataset has been collected by driving a car with the smartphone mounted in the front
of vehicle; and recording the data for safe and unsafe/sharp (left and right) turns.
It has been analyzed that the values recorded for the turns are synchronous with
the results and data obtained by [20].The following patterns have been observed for
different driving events:
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Table 2 Threshold and data used for driving events

Event Sensor used for
detection

Axis used for detection Threshold values

Safe acceleration Accelerometer Y-axis 1–3 (m/s2)

Hard acceleration Accelerometer Y-axis >3(m/s2)

Safe deceleration Accelerometer Y-axis −1 to −3 (m/s2)

Hard deceleration Accelerometer Y-axis <−3(m/s2)

Safe left turn Gyroscope Z-axis 0.4 to 1.2(rad/s)

Sharp left turn Gyroscope Z-axis >1.2(rad/s)

Safe right turn Gyroscope Z-axis −0.4 to −1.2 (rad/s)

Sharp right turn Gyroscope Z-axis <−1.2(rad/s)

Fig. 3 Safe acceleration and
deceleration driving pattern
for Driver X and Driver Y

Fig. 4 Hard deceleration
and hard acceleration driving
pattern for Driver X

4.1 Safe and Unsafe/Hard Acceleration, Deceleration

Figure3 shows the driving pattern involving safe acceleration and safe deceleration.
When the value of the Y-axis of the accelerometer is lying between 1 and 3(m/s2) or
between−1 and−3(m/s2), it is considered as safe acceleration and safe deceleration
respectively. Figure4 shows the driving pattern for hard acceleration and sudden
braking i.e. hard deceleration. This is implied by a sudden increase or decrease in the
value of accelerometer Y-axis data. When the value of Y-axis is >3 or < −3(m/s2),
it is considered as hard acceleration and deceleration respectively.
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Fig. 5 Safe left turn and
Safe right turn driving
pattern for Driver X

Fig. 6 Sharp left turn and
Sharp right turn driving
pattern for Driver X

4.2 Safe and Unsafe/Sharp Turns

Figure5 depicts the driving pattern for the safe left turn and safe right turn. When the
value of Z-axis of the gyroscope is lying between 0.4 and 1.2 (rad/s), it is considered
as safe left turn and when it is between −0.4 and −1.2 (rad/s), it is considered as
a safe right turn. Figure6 represents an unsafe/sharp left turn when the value of the
Z-axis of the gyroscope exceeds 1.2(rad/s) and an unsafe/sharp right turn is detected
by the application when the value of Z-axis of gyroscope is less than −1.2(rad/s).

5 Conclusion and Future Directions

This work shows that the driver’s behavior can be detected on the basis of the data
obtained from the smartphone’s accelerometer and a gyroscope sensor. The Android
application developed uses the data from the accelerometer to detect acceleration
changes and data from the gyroscope to detect turns. On the basis of analysis of
driving data, a driver has been categorized as an aggressive or non-aggressive driver.
The future plan is to extend this work to detect road conditions and considering
various other factors that contribute to the driving style of a driver. We also plan
to make the application independent of orientation and movement of the mobile
smartphone.
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SRPF Interest Measure Based
Classification to Extract Important
Patterns

Ochin Sharma, Suresh Kumar and Nisheeth Joshi

Abstract Associative classification is a field of data mining that deals with the
mining of the associations amongdifferent data variables and further classifying these
variables. There are various techniques, explored by different researchers to classify
association rules. Most of these classification techniques use confidence interest
measure in scrutiny and ranking the rules. But confidence measure itself produces
many times inaccurate results as investigated in various literature. So, in this paper,
classifier based on a recent interest measure named Significant Rule Power Factor
(SRPF) has been explored. The experiments are conducted through implementation
in Weka tool. Results show that SRPF-based classifier is a new-generation classifier
with light in weight and better results in accuracy.

Keywords Association rule mining · RPF · SRPF · Classifier · Data mining
Data analysis · Statistical measure · Machine learning

1 Introduction

Data mining is a field that focuses on how to extract valuable hidden and significant
patterns from various data repositories. Associative classification is a branch of data
mining that is used to classify the various related items and to find the valuable
patterns or relationship among them. Some essential definitions related to associative
classification are as follows:

Definition 1 Association rule mining is a technique for extracting relationship
among variables. A rule is defined as T->U, where T is called antecedent part of
a rule and U is consequent part of the rule.
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Definition 2 An itemset represented by attribute–value pairs as {(ai, bi), vi} and
{(cj, dj), vj) where ai, bi, cj, dj are related attributes and v is the value of item set.

Definition 3 Associative classification: In associative classification, rule’s
antecedent part represents an itemset and consequent represents a class label.
Classifier is built from a set of association rules. It is in the form of {(ai, bi…) ->ci},
where (ai, bi…) represents an itemset and ci represents a class label such that ci ∈ C.

Definition 4 Interest measure: It is a statistical constraint while knowledge extrac-
tion. It is useful in rule pruning, important rule extraction, and also helpful in rule
ranking. Depending upon requirements, different interest measures can be used [1].
A few of well-known interest measures are support, confidence [2], conviction [3],
leverage [4], and RPF [5].

Class-based association rules (CARs) were first introduced by Ma and Liu in [6].
Different methods have been used to mine CARs, for example, CBA (2) [7], MMAC
[8], CPAR [9], and CMAR [10]. CAR-based classifiers could show more accurate
results as compared to other classifiers.

Nguyen et al. said in the future scope of [11] that interest measure can help in
building an accurate classifier and also helpful in rule ranking. Mostly, classifiers
such as CBA [6], CBA (2) [7], MMAC [8], and CMAR [10] used “Confidence”
measure to classify the important rules and building the classifier afterward.Butmany
researchers, Brin et al. [3], Piatetsky [4], Ochin et al. [5, 12], and Neda et al. [13],
have discussed “Confidence” interest measure and its various associated drawbacks.
Hence, the accuracy of confidence-based classifiers is a subject of investigation.

Neda in her thesis [13] said that it would be important to classify rules based
on the lift interest measure to improve associative classification as lift is a better
interest measure than confidence but it has never done. However, in the proposed
work, classification of the rules is based on SRPF interest measure that is better than
the lift measure. Significant rule power factor interest measure [12] has been used to
build a classifier by using various concepts of existing classifiers and also discussing
the experimental outcome of this.

2 Why SRPF Classifier

SRPF-based classifiers have used some important essentials from associative classi-
fication theory, including association rule mining, rule pruning, and rule ranking. It
classifies the important rules to keep the classifier light and accurate. For this, SRPF
classifier has also used features of existing classifiers such as CBA (2), C4.5 [14],
CMAR [10], and MCAR [15]. The framework and essential features of SRPF-based
classifier contain the following:
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Table 1 Important rule identification based on confidence, lift, and SRPF
Scenario P (T) P (U) P (TU) Confidence Lift SRPF

I 0.2 0.5 0.15 0.15/0.2�0.75�
75%

0.15/(0.2*0.5)�
0.15/0.10�1.15

0.02/0.1�0.22

II 0.3 0.5 0.2 0.2/0.3�0.66�
66%

0.2/(0.3*0.6)�
0.2/0.18�1.11

0.04/0.1�0.40

• Categorization of attribute-wise classes to narrow the search space.
• Class-based association rule generation [6].
• It provides provision for associated class-wise rule generation. This means two or
more classes can be combined to generate rules.

• A newly developed interest measure (SRPF) is being used instead of confidence
measure.

• Post-rule pruning and ranking.
• Categorizing rules as high priority, medium priority, and low priority, on the basis
of SRPF values of rules [10].

• Tobuild a classifier, only high ranked rules are to be considered to keep the classifier
light and more accurate [15].

The detailed framework is explained here:

2.1 SRPF Interest Measure

SRPF-based classifier generates association rules same as CBA-2 [6]. CBA uses
“Confidence” measure to identify valuable rules. But many researchers have criti-
cized that “Confidence” measure has flaw full results [3–5, 12, 13]. On the other
hand, a recent interest measure named SRPF is based on Shapiro’s principle [3] and
proven to be an effective interest measure theoretically.

SRPF is being calculated as SRPF (TU)� (P (TU)/P (T) P (U)) * P (TU), where
T and U are the correlated items. P (T) is the chances of occurrence of item T and P
(U) is the chances of occurrence of item B. P (TU) is the chances of occurrence of
both T and U items together. Classifier like CBA has a constraint of a single support
to generate the rules, whereas SRPF classifier facilitates multiple support systems
like in [7, 8]. So, this classifier is also perfect to handle rare item problem [16].
Further, SRPF classifier provides a recent provision to generate rules by combining
few classes, if required. For example, diary class items (milk…) and confectionary
class items (bread…)might be dependent on each other. Then, rules can be generated
by combining both of these classes.

In Table 1, scenario 2 contains greater occurrences of antecedent part P (T) items
and also greater occurrences of rule association P (TU). Only SRPF is able to predict
that rule associated with the second scenario is more important.
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Table 2 SRPF obeying Shapiro and Tan’s principles

Interest
measure

P1 P2 P3 O1 O2 O3 O4 O5

SRPF Y Y Y Y N N N Y

Shapiro [4] and Tan [17] have given some desired principles that an interest
measure should follow. Table 2 shows the rules followed by SRPF measure. SRPF
follows all the three principles of Shapiro and two principles of Tan.

2.2 SRPF Based Classification

Brute force rule generation method produces a huge number of rules as compared
to class-based association rules. For example, in a transactional database, if a num-
ber of items are 30. Number of association rules by brute force�3d − 2d+1 +1�
205888984611000 rules. But by categorizing attribute-wise classes to narrow the
search [18], rules generated are

∑TC
i�1 2

Ci where TC�Total number of Classes, Ci

� items for ith class, where i �1 to total number of classes. With a class-based
approach, if there are eight classes and different items associated with respective
classes are 2, 6, 4, 3, 3, 4, 3, and 5, then total numbers of generating rules are 3d −
2d+1 +1�>2+602+50+12 +12+50+12+180�920 rules. Here is the algorithm to
generate class-based association rules [6] and prune the rules on the basis of support
and SRPF interest measures.

SRPF_Classifier (Frequent itemsets, Total_class, Classwise_attributes)
Description: This module will generate class-wise association rules and discard

those rules that have less than the class-wise support threshold and SRPFmin thresh-
old:

1. L1 �{frequent itemsets}, I�1, p�1.
2. For (class� I; class<=Total_class; i++)//For each class generate rules
3. Begin
4. For (k�2; k<=Items_class [p]; k++)//Candidates need to be generated up to

the items for a class
5. Ck �Candidate_generation (Lk−1);//Generate candidates by self-JOIN (Lk−1)
6. Prune Ck based on pessimistic error rate and as described in Sect. 2.3.
7. For all transactions t∈D do begin
8. Ct �Subset (Ck, t)//Candidates present in transaction
9. For all transactions c∈Ct do begin
10. c.count ++
11. End of For loop step 8
12. Lk �{c ∈ Ck & c.count>�minSupport (class[p])}
13. If (Lk .SRPF>�minSRPF)
14. End of For loop of step 6
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Fig. 1 Successful compilation after re-coding and recompiling weka jar files

15. return Uk Lk;
16. End of For loop of step 4
17. CARI �Lk//CARI store class-wise generated rule
18. p++;//Repeat rule generation for next class
19. End of For loop of step 2
20. End of algorithm

The total classes are predefined. As algorithm receives the frequent itemsets,
class-wise items generate the class-wise association rules (steps 2–5). After rules
generation, the system verifies rules against the minimum support and also checks
rules with minimum SRPF threshold (steps 11, 12). Those rules having less than the
support and SRPF threshold will be pruned.

2.3 Rule Pruning and Ranking

Rule pruning is an essential step in building a classifier. It is done through the database
coverage [7] and pessimistic error technique used in C4.5 [14]. It prunes a rule “R”
as follows: If pessimistic error rate of rule RA is higher than the pessimistic error rate
of rule RB, then rule RA will be pruned. On the other side, if pessimistic error rate is
same for both the RA and RB rules. RA is said to have higher precedence if

1. SRPF value of RA is greater than RB, but if both rules have same values of SRPF
then

2. Check whose support is higher, if both are having same support value then
3. Check which rule has more itemset, if both rules having same number of items

in the rule
4. Check timestamp, which rule is generated first.

3 Experiments and Discussion

Weka tool [19] is an open source and coded in Java. JEdit tool [20] has been used to
edit Weka files. ANT tool [21] has been used to recompile the Weka .jar files (Refer
Fig. 1).
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Table 3 Generation of CAR rules based on SRPF values

Data Set No. of
instances

No. of
attributes

Support SRPF Without
class
association
rules

Class-based
association
rules
(CAR)

Weather 14 5 0.1 0.1 1410 41

Train 10 4 0.1 0.1 320 42

Breast
cancer

286 10 0.01 0.1 34452 6402

Fig. 2 Experimental values of SRPF for CAR

Three different datasets are used from UCI repository [22] and experiments are
conducted; refer Table 1 and Fig. 3. As found, datasets produced less numbers of
rules in class-wise rule generation as compared to without class-based rules. Table 3
is showing the detailed summary of datasets used, support, and SRPF minimum
thresholds while rule generation (Fig. 2).

Refer to Table 4, in which comparison of the accuracy of different classifiers
has been shown, such as trees (J48, Random Forest), Bayes classifier, rule-based
classifiers (OneR, JRIP), and associative classifiers (CBA, MMAC). Results show
that SRPFclassifier ismore accurate over existing classifiers. ForWeather, tic-tac-toe,
andbreast cancer datasets, the accuracies reported are 87.3, 99, and79%, respectively.
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Table 4 Accuracy comparison of SRPF classifier

Classifier Weather Tic-tac-toe Breast cancer

ZeroR 64.2 65.34 70.2

J48 50 84.55 75.5

Random forest 71.4 96.34 69.5

Naïve Bayes 57.14 70.04 71.6

MMAC 71.66 99.29 72.1

CBA 85 100 69.66

OneR 42.85 69.93 65.73

JRIP 64.2 97.8 70.9

SRPF classifier 87.3 100 79

67 70
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81 84

60

78
88

0 
10
20
30
40
50
60
70
80
90
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Average

Fig. 3 Average accuracy comparison of various classifiers

Refer Fig. 3, the average accuracy of SRPF classifier is reported as 88%, greater
than many existed classifiers.

4 Conclusion

Associative classification has proven itsworthwith greater accuracy.Mostly, associa-
tive classifiers are based on the confidence interest measure. This work has examined
classification based on a recent interest measure. Experiments conducted on Weka
showed that by using SRPF interest measure, we can achieve more accurate results
with no overhead.
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Two-Stage Text Feature Selection
Method for Human Emotion Recognition

Lovejit Singh, Sarbjeet Singh and Naveen Aggarwal

Abstract In this paper, two-stage text feature selection method is proposed to
identify significant features to effectively recognize the human emotions from the
unstructured text documents. The proposed method employs two-stage feature fil-
tering mechanism, namely, semantic, and statistical stage. The first stage consists of
semantic-based method which extracts the meaningful words from the unstructured
text data using parts of the speech (PoS) tagger. It identifies the noun, verb, adverb,
and adjective as prospective words for detecting text-based human emotions. The
second stage employs chi-square (χ2) method to remove the weak semantic fea-
tures with lower statistical score. The effectiveness of the two-stage feature selec-
tion method is evaluated and compared with existing methods with support vector
machine (SVM) classifier on the publically available and widely accepted ISEAR
dataset. The results obtained from the analysis indicate that the SVM classifier with
two-stage method has achieved 10.6, 15.46, and 34.45% improvement in emotion
recognition rate as compared with the single-stage methods such as PoS method, χ2

method, and baseline.

1 Introduction

The social media started gaining attention two decades ago by permitting the humans
to share their expressions in the form of ideas, information, interest related to career,
incident, or the other ways such as virtual communities and networks [5]. The most
popular social media platforms are Twitter, Facebook, LinkedIn, Whatsapp, Google
Plus, and YouTube. These social platforms commonly allow people to express their
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feelings in the form of unstructured words. There is a need of text emotion recogni-
tion system to extract the essential information from the user unstructured text data
[4]. The statistical methods have been developed to improve the performance text
emotion classification models [6, 9, 12]. The statistical methods did not consider the
semantic meaning of the word while constructing text feature subset. In this paper,
the two-stage text feature selection method is proposed to select the words with their
semantics and statistics significance. The proposed method employs parts of the
speech tagger to extract the emotion potential words, namely, nouns, verbs, adverbs,
and adjectives. It filters out the other insignificant words such as pronouns, prepo-
sitions, conjunctions, determinants, articles, and numbers. The chi-square method
is applied to compute the significance score of each semantic word and filter out
those words with lower χ2 score than desired threshold. The main contributions
of this paper are as follows: First, the proposed two-stage feature selection method
selects thewordswhich are semantically reliable, and statistically significant to effec-
tively recognize the human emotions from unstructured text. The two-stage method
is robust to represent the text documents. It has achieved 99.5% feature subset hit
rate and only 0.5% feature subset miss rate in representing the ISEAR dataset [8]
unstructured text instances. Second, the experimental results indicate that the fea-
ture subset selected with two-stage method has improved 10.6, 15.46, and 34.45%
emotion recognition accuracies of SVM classifier as compared with the model using
PoS method, χ2 method, and baseline features, respectively. The other sections of
the paper are presented as follows: prior work is briefly discussed in Sect. 2. The
proposed method is presented in Sect. 3. The results and discussion about the effec-
tiveness and comparison of proposed method with existing approaches are presented
in Sect. 4. Last, the proposed work is concluded in Sect. 5.

2 Prior Work

In the prior work, the statistical text feature selection methods are employed to
improve the effectiveness of text classification models. In [12], a comparative analy-
sis of term strength (TS), chi-square (χ2), information gain (IG), document frequency
(DF), and mutual information (MI)-based statistical feature selection approaches
have been presented for the text categorization on the Reuters corpus. In [9], an
empirical study of χ2, MI, IG, and DF feature selection approaches have been pre-
sented to analyze the human sentiments on Chinese documents. In [6], enhanced IG
feature selection technique has been proposed for sentiment analysis using movie
review corpus. In [11], a comparative analysis of DF,χ2,MI, and IG feature selection
methods have been carried out for Chinese hotel online review sentiment analysis. At
present, majority of the existing work is performed using statistical feature selection
methods to enhance the recognition rate of the human sentiment classification model
[6, 9, 11, 12]. At present, there is no existing study performed with the statistical
methods for text human emotion recognition. The main problem of statistical meth-
ods is that they are not considering the semantics of the words while constructing text
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feature subset [6, 9, 12]. To overcome this limitation, two-stage text feature selec-
tion method is proposed to consider semantics and statistics of the words during the
selection of significant features to construct feature subset.

3 Proposed Method

This section provides the illustration of the two-stagemethodwith parts of the speech
tagger (POST) at first stage to semantically select the text features, and χ2 method
at the second stage to statistically reduce the semantic feature subset, and the perfor-
mance of proposed method is assessed with support vector machine (SVM)-based
classificationmodel. The block diagramof the proposedmethod is presented in Fig. 1.

3.1 First-Stage Text Feature Selection

The unstructured text data is a collection of words, numbers, and special symbols.
The parts of the speech tagger (POST) tokenized the unstructured text into the slices
known as tokens w1, w2, . . . , wn . The POST predicts the part of the speech tags

Fig. 1 Proposed method for human emotion recognition
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t1, t2, . . . , tn for every token extracted from unstructured text data. Thewordswi , i =
1, 2, . . . , n are tagged with ti , i = 1, 2, . . . , n from a set of tags T which includes
noun (NN, NNS, NNP, NNPS), pronoun (PRP, PRP$, TO, WP, WP$), verb PRP,
PRP$, TO, WP, WP$), adverb (RB, RBR, RBS), adjective (JJ, JJR, JJS), preposition
(IN), conjunction (CC), interjection (UH), and symbol (SYM). The Stanford POST
[10] log-linear bidirectional dependency network based maximum entropy model is
employed to tag the current token wi with parts of the speech tag ti . The two other
online parts of the speech taggers are applied to achieve maximum accuracy in the
predictions of parts of the speech tags for each token. The online learning algorithm
based on sparse network of linear separator (SNOW) architecture has been employed
in the identification of parts of the speech tags for tokens [6]. Further, the probability
based online parts of the speech tagger has been also applied to utilize the Bayes’
theorem, a Markov assumption, and the Viterbi algorithm for tagging the tokens in
the unstructured text data [1]. The majority-based voting scheme is performed to
identify the parts of the speech tags for every tokens and to generate the semantic-
based feature subset which consists of nouns, verbs, adverbs, and adjectives.

3.2 Second-Stage Text Feature Selection

The chi-square statisticalmethod is applied at second stage to remove the insignificant
words in the semantic feature subset. The chi-square method [12] determines the
independence relationship between feature fi and the class e j (joy, anger, disgust,
fear, sadness, guilt, and shame, j = 7), and the χ2 score of the feature is compared to
the χ2 distribution with six degrees of freedom at 10% level of significance which
means feature fi and class e j are independent with 90% of confidence when score is
less than chi-square distribution threshold T. The higherχ2 score thanT indicates that
the hypothesis of independence is incorrect and there is a dependency relationship
between a feature fi and emotion class e j . The χ2 score is computed with the help
of two-way contingency of feature fi with emotion class e j using Eq.1:

χ2( fi , e j ) =
N × (O( fi , e j ) × O(¬ fi ,¬e j )

− O( fi ,¬e j ) × O(¬ fi , e j ))2

(O( fi , e j ) + O(¬ fi , e j ))
×(O( fi , e j ) + O( fi ,¬e j ))

×(O( fi ,¬e j ) + O(¬ fi ,¬e j ))
× (O(¬ fi , e j ) + O(¬ fi ,¬e j ))

(1)

In Eq.1, O( fi , e j ) describes the frequency of feature fi occurred in the emotion
class e j , O( fi ,¬e j ) describes the frequency of feature fi occurred without emotion
class e j , O(¬ fi , e j ) describes the frequency of feature, fi is not occurred in the class
e j , O(¬ fi ,¬e j ) describes the frequency at which neither fi occurred and nor e j
occurred. The value of N is computed as O( fi , e j ) + O(¬ fi ,¬e j ) + O( fi ,¬e j ) +
O(¬ fi , e j ). The χ2 value in Eq.1 is calculated for a feature over a single class.
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However, the final chi-square score is assigned to particular feature through finding
the maximum χ2 value over all the classes using Eq.2:

χ2( fi ) = m
max
j=1

[χ2( fi , e j )] (2)

3.3 SVM Classification Model

The supervised support vector machine classification model is deployed to recognize
human emotion with proposed feature subset f si j . The f si j space matrix is labeled
with class ck for training the SVM classifier model. The formal definition for the
input training data in set theory is presented as follows.

f s = {( f si , ci )| f si ∈ �p, ci ∈ { joy, anger, disgust,
f ear, sadness, guilt, shame}} (3)

The one-against-all support vector machine architecture is adopted to deploy the
multi-classification model [2]. The SVM with radial basis function (RBF) kernel is
adopted to build the classification model for text emotion recognition. The aim of
support vector machine is to locate the best hyperplane with maximum separating
margin among the emotion classes in the training space f si j . The kernel function
maps the feature subset space into the dot product space using Eq.4.

( f s, f s
′
) �→ k(fs, fs

′
) (4)

where k is the kernel function in dot product feature space and the rbf kernel in vector
space is defined as

krb f (fs, fs
′
) = exp[−γ ‖ fs − fs

′ ‖2], γ > 0 (5)

where ‖ fs − fs
′ ‖2 is squared euclidean distance among the feature vectors fs and

fs
′
. The γ parameter sets the width of the bell-shaped curve function. It is defined as

γ = 1
2σ 2 , where σ 2 is the tunning parameter. The bell-shaped curve become wider

with largeσ 2 value and it narrowswith smallσ 2 value. The training error isminimized
with selecting optimal constant parameter cost c, which force the support vector
machine to reduce the misclassification data points as much as possible with cost
parameter c = 50. The performance of the SVM classifier is measured with standard
metrics such as accuracy and f-measure.

4 Results and Discussion

The effectiveness of the proposed method is assessed on the ISEAR dataset [8]. The
International Survey on Emotion Antecedents and Reactions (ISEAR) contains more
than 7000 emotional instances in the form of text which were collected from various
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Table 1 Emotion detection accuracies of the SVM classifier with proposed two-stage method in
comparison with POS method, statistical method, and baseline features on ISEAR dataset

Method Acc (%) FSMR (%)

Baseline 37.98 0

χ2 method 56.97 2.60

POS method 61.83 0.1

Two-stage method 72.43 0.5

Acc: Accuracy, FSMR: Feature subset miss rate

regional people with different cultural backgrounds. The acquired instances were
annotated by 1096 annotators with diversified cultural backgrounds. The ISEAR
dataset was annotated with seven discrete emotion labels, namely, joy, anger, dis-
gust, fear, sadness, guilt, and shame. There are 9200 total number of baseline features
in the ISEAR dataset. The two-stage feature selection method has extracted 3000
(excluding plural and proper noun) noun, 2487 verb, 501 adverb, and 1340 adjec-
tive features with parts of the speech tagger using ISEAR dataset. The first stage
consists of 7328 (noun ∪ verb ∪ adverb ∪ adjective) number of features in the
semantic feature subset. The second stage employed the χ2 method which computed
the statistical significance score for each word in the semantic feature subset. The
fi , i = 1, 2, . . . , n, where n is number of features in the semantic feature subset are
selected with χ2score > T , where T (threshold) value which is decided with χ2 dis-
tribution using six degrees of freedom at 10% level of significance. The χ2 method
has selected top 900 features from the semantic feature subset for text human emotion
recognition. The performance of the SVM classifier with proposed two-stage feature
selection method is evaluated and compared with the model using statistical method
(χ2), parts of the speech method (POS), and the baseline on the ISEAR dataset
with 10-fold cross-validation approach. The performance is shown in Table1, which
indicates that the two-stage text feature selection method has improved 10.6, 15.46,
and 34.45% emotion recognition accuracies of SVM classifier as compared with the
model using POS method, χ2 method, and baseline, respectively. The two-stage fea-
ture subset has 0.5% feature subset miss rate which means 99.5% of documents in
the ISEAR datasets are represented by proposed feature subset. It is acceptable and
improved over the χ2 feature selection method. The confusion matrices for the detail
results with proposed method are presented in Table2. The f-measure of the SVM
classifier for detail comparison with two-stage method, POS method, χ2 method,
and baseline is presented in Fig. 2.

The two-stagemethod has improved 15.26, 19.85, and 31.83% f-measure of SVM
classifier in recognizing the anger emotion over the POS method, χ2 method, and
baseline, respectively. Similarly, the two-stage method indicates ≈19.74 ± 9.55%,
≈16.89 ± 9.59%, ≈24.84 ± 13.94%, ≈13.65 ± 12.48%, ≈16.42 ± 6.97%, and
≈26.15 ± 11.13% improvement in f-measure of the SVM classifier in predicting the
disgust, fear, guilt, joy, sad, and shame emotions, respectively, over the POSmethod,
χ2 method, and baseline.
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Table 2 Confusionmatrix of recognizing seven emotionswith proposed two-stage feature selection
method on ISEAR datset

(%) Anger Disgust Fear Guilt Joy Sad Shame

Anger 71.43 5.95 1.79 10.71 4.76 2.38 2.98

Disgust 7.50 74.38 6.25 2.50 1.88 3.13 4.38

Fear 6.67 5.45 78.79 1.21 0.61 1.21 6.06

Guilt 13.82 4.61 2.63 68.42 4.61 3.29 2.63

Joy 7.01 1.91 3.18 4.46 71.97 5.73 5.73

Sad 15.85 4.68 4.68 7.02 6.43 69.01 2.34

Shame 6.92 5.03 5.66 3.14 1.89 4.40 72.96

Fig. 2 F-measure of text emotion recognition model using proposed two-stage feature selection
method in comparison with POS method, χ2 method, and baseline features

5 Conclusion

In the prior work, the statistical methods have been developed to identify the optimal
text feature subset without considering the semantics of the words while constructing
text features [6, 9, 12]. In this paper, the proposed method considers the seman-
tics and statistical significance of words during the selection of text features. The
proposed method employs parts of the speech tagger to extract the emotion poten-
tial words, namely, nouns, verbs, adverbs, and adjectives. It employs χ2 method to
select most significant semantic features to construct optimal text feature subset. The
effectiveness of the two-stage approach is assessed and compared with the existing
approaches using SVM on ISEAR dataset. The results obtained through the anal-
ysis clearly shows that the proposed method significantly improved the classifier’s
emotion recognition rate, and f-measure with acceptable feature subset miss rate as
compared with only parts of the speech method, statistical method, and baseline. In
the future work, efforts will be made to construct a knowledge base on the basis of
relationship among the features in two-stage feature subset.
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Authorship Analysis of Online Social
Media Content

Ravneet Kaur, Sarbjeet Singh and Harish Kumar

Abstract Authorship analysis is used to analyze different excerpts of text by
unknown authors. Commencing from literary works in the early eighteenth cen-
tury, authorship analysis is a most sought out option for forensic investigations till
date. Throughout the literature, authorship analysis tasks have been performed on
lengthy literary documents to small social network messages. With a steep drift of
communication preferences fromoffline to onlinemedia, authorshipworks dedicated
toward online media need a thorough investigation. In this paper, we have provided
generalized methodologies adopted for different authorship analysis tasks followed
by the review of prominent articles in each domain. Works applicable to online con-
tent have been reviewed considering the features used, approaches deployed, and
statistics related to taken data samples. A tabular comparison concerning different
data details has been given for better understanding and in-depth analysis.

Keywords Authorship analysis · Attribution · Verification · Profiling

1 Introduction

Social media has overpowered the clout of traditional communication measures such
as letter writing, telegrams, or other offline practices. Internet being an essential part
of the human life hasmadepeople relymore ononline communication sources such as
instant messaging, blog writing, social networking websites, etc. for communicating
and information spreading. With the huge amount of data present online nowadays,
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there has been a sudden inclination in the misuse of the present information such as
to spread spam, abusive content, and threatening. Hence, it has become essential to
know the authenticity of themessagepostedondiverse online platforms such as blogs,
social media sites, news forums, or other such platforms. Anonymous spread of some
sensitive perilous activities such as trolling, sarcastic comments, rumors, dispersion
of negative information, threatening, rebuking, and obscene postings usually involves
criminal investigationswherein it becomes highly relevant to know the original author
of the post.

The term coined as authorship analysis involves the investigation of various tracts
of text to determine its authorship. Though authorship analysis has a broad appli-
cation base such as in literary works, de-anonymization tasks, source code author
identification, andmuchmore, recently, it has got wide attention in social media anal-
ysis where the primary challenge is working with short texts. Also, short messages
are commonly deployed in criminal activities and hence application of authorship
analysis in crime investigations seems to be prolific. This may include detection of
hackers and hacked profiles, phishing posts, illegal activities, etc.

2 Authorship Analysis

According toKoppel et al. [11], authorship analysis falls into three categories, specif-
ically, authorship attribution (identification), authorship verification, and authorship
characterization (profiling) (Fig. 1).

2.1 Authorship Attribution

Authorship attribution, often studied as authorship identification, is a many-to-one
classification problem where among a given set of users and an unknown user, the

Authorship Attribution
• Authorship Identification 
• Classification
• Choosing one author out of 

many

Authorship Verification
• Similarity Detection
• Pattern Matching
• Verifying the authenticity 

of the claimed user

Authorship Characterization
• Authorship Profiling
• Classification/Clustering
• Classifying users as per 

predefined attributes such as 
age, gender etc.

AUTHORSHIP ANALYSIS 

Fig. 1 Categories of authorship analysis
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Validated 
Model/ 
Profile

A1 A2 A3 … An

Real time 
deployment

Incoming anonymous message

Relevant author found

InputComparison function 
of a ML classifier

Fig. 2 A simplified authorship attribution framework

task is to determine a correct user for the given record. With “n” users in place, the
closest counterpart is yielded as the label of the unknown sample. Unlike the previous
tradition of studying the problem in a closed fashion where even in the worst scenario
assuredly a class is returned as a label, recent works have studied the problem as an
open-set problem where the unlabeled text may not necessarily be the one by the
given users. In short, the former scenario assumes the author to be present in the
training set and hence calls for the decisive match, whereas in the latter case if no
close match is found, a rejection policy is followed stating the author to be someone
outside the given set. Researchers have used varying excerpts of text ranging from
long documents in literary works to the tweets limited to just 140 characters for the
task of authorship identification. A general methodology adopted for the authorship
attribution is shown in Fig. 2.

Figure 2 reflects generalized steps followed for the task of authorship identifi-
cation. For an unknown sample, the job is to determine who among a given set of
users (A1, A2, …, An) is the actual author of the anonymous text. The task is accom-
plished by independently modeling the profiles of referenced users and comparing
the unknown data against each profile to determine the probable author. The problem
if studied as a closed set does return the most probable match. But for the open-set
scenario, if no probable match is found beyond a threshold, an author outside the
given set is alarmed.

2.2 Authorship Verification

Authorship verification, also studied as similarity detection, is the one-to-one binary
classification task and could be considered as a subset of the open-set authorship
identification problem where for a given anonymous message one has to determine
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Is user?
Yes

No

Infused negative data samples 
to handle class imbalancing

Fig. 3 A generalized authorship verification process

whether it is written by the suspected user or not. The basic methodology followed
for the authorship verification task is shown in Fig. 3.

A behavioral profile is built by selecting and extracting the relevant features from
a user’s data samples. The same sets of features obtained from the unknown sample
are compared against the learned patterns. After comparing with the already learned
patterns of both positive and negative classes, a class with which the feature values
of the unknown sample match the most is predicted as the label.

2.3 Authorship Characterization

Authorship profiling/characterization focuses on determining the characteristics such
as age, gender, linguistic information, etc. of the authors of the written text. Given
an anonymous text and a set of predefined categorizations, the task is to determine
the required demographic characteristics of a user.

As with other authorship analysis tasks, features extracted from the labeled data
samples for each demographic characteristic are independently analyzed and pro-
filed. Machine or other self-learning techniques are used to analyze the efficiency
of different classifiers or cluster models. Accuracy estimates of different classifiers
reflect the efficiency of each method. Likewise, weighing the features as per their
importance gives an estimate of the significance of each feature to distinguish dif-
ferent authors (Fig. 4).
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3 Review of Relevant Literature

This section covers some of the prominent works in each of the authorship analysis
domains to give some deep insights. A detailed description of works is followed by
a tabular comparison to distinguish works on the basis of some useful parameters.

3.1 Authorship Attribution

Though work on authorship attribution dates back to eighteenth century with a prime
focus on literary works, more recently it has raised the attention of researchers for
short online content. Zheng et al. [23] proposed a framework for the identification of
authors of online messages by working on lexical, syntactic, structural, and content-
specific features. It was experimentally evaluated that lexical and syntactic features
were highly beneficial for longermessages but failed to act as good discriminators for
shorter online messages. Also, use of structure-based and content-specific features
helped to accurately classify and discriminate different authors by attaining an accu-
racy of 97.69 and 88.33% on English and Chinese datasets, respectively. Among the
different classifiers, the best performance was achieved by SVM followed by neural
networks and decision trees (C4.5).

Abbasi and Chen [1] developed a K-L transform-based stylometric technique
calledWriteprints for authorship identification and similarity detection of both asyn-
chronous and synchronous onlinemessages. Their work extended the existing feature
set by incorporating Idiosyncratic (i.e., misspelled words) features which proved to
be highly beneficial. Both static (content-free) and dynamic (content-dependent)
features were used with information gain as a feature selection measure. Authorship
identification was studied as a classification problem and in addition to Writeprints,
classifiers such as SVM and ensemble SVM were also used.
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Layton et al. [12] checked the efficiency of a popular authorship attribution tech-
nique, SCAP on short messages and inferred that it was able to achieve a maximum
accuracy of 72.9% on tweets. Character-based n-grams were used to build behav-
ioral writing profiles of users, and top L words for each user were matched against
the test cases. Simplified Profile Intersection(SPI) was used as a distance metric
to evaluate the authorship analysis technique, SCAP. Furthermore, an unsupervised
learning measure called Silhouette Coefficient (SC) was used along with the creation
of sub-profiles using k-means++ clustering algorithm.

Unlike existing approaches restricted to a limited set of users (usually up to 300
authors), Narayanan et al. [16] used stylometric techniques for authorship identifi-
cation on a larger dataset. Some distinctions in the use of feature set include deploy-
ment of linguistic instead of context-specific features, avoidance of “bag-of-words”
model, use of only a limited set of words in case of word-based features, use of
only single-character function frequencies instead of bigrams and trigrams, and the
introduction of syntactic features. Among 1188 features analyzed, the ones showing
good performance include the length of posts (both in terms of number of words
and characters), frequency of punctuation marks, patterns of upper and lower case
letters, and syntactic features. Among different classifiers, performances of RLSC
and nearest neighbor were found to be better.

Johansson et al. [9] focused on author identification and alias matching using
timeprint features such as month, hour, period, and type of the day. Experimental
results revealed that such features were able to predict and identify the users better
than stylometric features as temporal characteristics reflect the chronotype behavior
of individuals which help to analyze the characteristic behavior of an individual.
A supervised approach was used for author identification, while an unsupervised
method was employed for alias matching.

Peng et al. [19] studied text analysis as (i) n-grams analysis, which used simple text
features such as lexical and syntactic features and (ii) forensic linguistics with com-
plex features such as syntactic, structural, and content based. Researchers proposed
a multi-bit n-gram method where with each step only a single bit was moved. As a
classification problem, Euclidean distance was used as a distance measure for kNN
classifier and Interquartile Range (IQR) for outlier detection attaining an average
accuracy rate of 90 and 85.7%, respectively.

Rocha et al. [22] performed forensic authorship attribution by utilizing the bag-
of-words stylometric features, such as char n-grams, word n-grams, POS n-grams,
and other lexical and syntactic features. Additionally, researchers also presented a
comprehensive review of the existing authorship attribution techniques. A number of
generalized stylometric features and classifiers along with the ones specific to social
network scenario and small-scale data were enlightened. Both closed and open-set
recognitions were performed.
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3.2 Authorship Verification

Brocardo et al. [5] applied the supervisedmachine learning technique on short e-mail
messages for authorship verification. Instead of analyzing the frequency distribution
of n-grams in a text, a binary classification approach was used. Extending the work
further, a hybrid approach was followed in Brocardo et al. [6] to combine the out-
puts of SVM and logistic regression classifiers with mutual information as a feature
selection method.

PAN datasets,1 also explored in Potha and Stamatatos [21], were probed for the
authorship verification task by Mayor et al. [14] using techniques such as n-gram
basedNaïve Bayes, imposter, and sparse representations. Use of bag-of-wordsmodel
was supplemented by other characteristics such as punctuations, prefixes, suffix, stop
words, etc. It was found that sparse representation method performed exceptionally
well in comparison to n-grams and imposter methods.

Barbon et al. [4] implemented an n-gram based authorship verification approach
setting its suitability for the detection of compromised accounts. A three-step
approach was followed, beginning from the creation of baseline profiles to matching
and updating with Simplified Profile Intersection (SPI) as a similarity measure. Use
of kNN as a classifier helped to attain an accuracy of 93%.

Li et al. [13] examined the competence of stylometric features on short social
network messages for authorship verification highlighting its importance for the
detection of compromised accounts. Investigating and profiling the writing patterns
of normal and fraudulent users helped to supplement the existing login time authen-
tication schemes. Around 233 stylometric and social network-based features were
examined achieving an overall accuracy of 79.6%.

Similarly, stylometric features were also examined by Iqbal et al. [8] in differ-
ent classification (AdaBoost, Naive Bayes, and DMNB) and regression techniques
(linear regression, SVM with RBF, and SMO). To analyze both false positives and
negatives, DET curve was used and regression analysis gave comparatively better
performance than classification.

Kocher and Savoy [10] implemented an unsupervised authorship verification tech-
nique using a distance measure called SPATIUM-L1 in k-most frequent words selec-
tion. Instead of machine learning classification, statistical analysis was performed
and performance comparable to that of a meta-classifier was achieved.

Brocardo et al. [7] analyzed the hitch of machine learning architectures for the
task of authorship verification and examined how deep belief networks helped to
attain more promising results (error rate of 5–12%). Gaussian–Bernoulli deep belief
network (GB-DBN) with a layered framework of Restricted Boltzmann Machines
(RBMs) succeeded by a machine learning classifier were used for classification. In
addition to lexical, syntactic, and application-specific features, different combina-
tions of n-gram features were analyzed. Information Gain (IG) andMutual Inclusion
(MI) were used to select relevant features for each respective user.

1http://pan.webis.de/.

http://pan.webis.de/
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3.3 Authorship Characterization

Argamon et al. [2] profiled the documents by gender, age, language, and personality
using Bayesian Multinomial Regression (BMR). BMR being impervious to overfit-
ting is a multivariate logistic regression model, and hence was hypothesized to give
effective performance. Experiments were performed using frequency of occurrence
of a feature value normalized over the total count of words. Accuracy values of 76.1,
77.7, 82.3, and 65.7%were achieved for gender, age, language, and personality using
combination of content- and style-based features.

Similarly, Pennacchiotti and Popescu [20] performed the authorship profiling of
Twitter users by their profile information, tweeting behavior, linguistic, and social
networking characteristics. Use of such features helped to achieve F-score values
of 88.9, 76.1, and 65.5, respectively, for the classification of political affiliation
(democrats/republic), ethnicity (African-Americans or not), and Starbucks fans or
not. Gradient Boosted Decision Trees (GBDT) was used as a classification algorithm
as it had a faster decoding rate in contrast to its competitors.

To identify age and gender from the given excerpts of chat conversations, Meina
et al. [15] profiled different style, structure, and semantic patterns of users. Ensemble-
based classificationwas usedwith randomforest giving60%accuracy for both gender
and age which was higher than that achieved with individual classifiers, viz., Naïve
Bayes, SVM, and classifier committees.

Patra et al. [18] used the classification approach using stylometric features (lexical,
syntactic, and structural) for profiling authors by gender and age group. Apart from
the n-gram feature analysis which failed to give good performance, different word
class frequency lists, positive and negative word class lists, list of stop words, smiley
words, foreignwords, pronouns, andpunctuationswere also analyzed.Usingdecision
trees as a classification algorithm, accuracies of 56.83 and 28.95% were achieved
for the classification of gender and age, respectively.

Palomino-Garibay et al. [17] applied both regression and classification tasks using
random forest algorithm for the detection of age and gender of tweet authors using
lexical, statistical, and word-specific features. Averaging process was used to draw
conclusions from independent classifiers for better outcomes with reduced variance,
otherwise expected through imbalanced selection of features. Overall, 70 and 61%
accuracies were achieved for gender and age, respectively.

Table 1 summarizes the experimental details of the textual data and features used
for different authorship analysis tasks.

4 Conclusion

Increase in the use of social media platforms for both authentic and spurious pur-
poses has augmented the choice of authorship analysis task for forensic investiga-
tions. Considering the topic to be subtle but important, this paper highlighted the
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Table 1 Statistics related to data and features used in different authorship analysis tasks
Refs. Category Number of

users
Number of docu-
ments/articles/post

Size of 1 docu-
ment/article/post

Features
used

Classifier Performance
accuracy

Zheng et al.
[23]

Attribution 20
English/20
Chinese

48 English/37
Chinese

169 words
English/807
words

Lexical,
syntactic,
structural,
content
based

SVM, NN,
C4.5

97.6%
(English)
88.33%
(Chinese)

Abbasi and
Chen [1]

Attribution 400 (100
for each
dataset)

NA 27,774; 23,423;
43,562; 1422
words/author
resp. for each
data

Lexical,
syntactic,
structural,
content-
specific and
idiosyn-
cratic

Writeprint,
Ensemble
SVM

92, 96,
88.8, 50.4%

Layton
et al. [12]

Attribution 50 120 tweets Maximum 140
char

n-grams SCAP
method

70% (max.
72.9%)

Narayanan
et al. [16]

Attribution 3628 1,00,000 blog posts 305 words per
post

Linguistic
stylometric
features

SVM, NN,
NB, RLSC

Varying
precision
(max 80%)

Johansson
et al. [9]

Attribution 1000 NA Each with at
least 200 posts

Timeprints
(day,
month,
hour,
period, and
type of the
day)

SVM, NB 99%
accuracy
(100 users)
and 75%
(1000
users)

Peng et al.
[19]

Attribution 40 Total 94,274
comments

Variable length
(Concatenated
text)

n-grams kNN,
outlier
classifier

90% (kNN)
85.7%
(Outlier)

Rocha et al.
[22]

Attribution 10,000
(Testing: 50
users)

10 M tweets
(Testing: 500
tweets/user)

Maximum 140
characters

Bag-of-
words
(n-grams)

RF,
PMSVM,
PPM-5,
SCAP

70%
accuracy
for 50
authors

Azarbonyad
et al. [3]

Attribution 133 Twitter
users

Per person Avg:
Tweets: 1820
E-mail: 3200

Average char per:
Tweet: 101
E-mail: 648

Unigrams
made of
4-gram
characters

SCAP Tweets:
80%
E-mail:
94%

Iqbal et al.
[8]

Verification 158 Each user with 200
e-mails

200 e-mails Lexical,
syntactic,
structural,
and topic
specific

AdaBoost,
NB DMNB

82.9%

Brocardo
et al. [5]

Verification 87 Enron e-mails (50
blocks per author)

500 characters
per block

Stylometry,
mainly
focused on
n-grams

Threshold
setting

EER-
14.35%

Li et al.
[13]

Verification 30 9259 posts Average 20.6
words

Lexical,
syntactic,
structural,
and social
network
specific

kNN,
SVM, NB,
Dec. Trees,
NN

79.6%

Barbon
et al. [4]

Verification 1000
Twitter
users

Max 500
tweets/user

Maximum 140
characters

n-grams (n
�6)

kNN Accuracy:
93%
Precision:
99%

(continued)
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Table 1 (continued)
Refs. Category Number of

users
Number of docu-
ments/articles/post

Size of 1 docu-
ment/article/post

Features
used

Classifier Performance
accuracy

Argamon
et al. [2]

Profiling Gender/Age:
19,320
Language:
258

NA Gender/Age:
7250
Language:
580–845
Personality:
250–1950

Content
based and
style based

BMR 76.1, 77.7,
82.3 and
65.7% for
gender, age,
language,
personality

Pennacchiotti
and
Popescu
[20]

Profiling 6000 5000 positive/5000
negative

Maximum 140
characters

Profile,
tweeting
behavior,
linguistic,
and social
networking

Threshold
setting

88.9, 76.1
and 65.5%
(categori-
cally)

Meina et al.
[15]

Profiling 0.5 M
English and
0.12 M
Spanish
conversa-
tions

0.23 M English and
76 K Spanish files

Total 180 M
English and
21 M Spanish
words

Structural,
style, and
semantic
features

kNN, NB,
SVM

Gender:
63.2%,
Age:
61.1%,
Gender+
Age: 65.3%

generalized methodologies adopted for different authorship analysis tasks (attribu-
tion, verification, and characterization) followed by some prominent works done by
various researchers in each domain. Though each analysis domain has its own appli-
cation base, authorship verification appears to be the most sensitive and crucial topic
related to problems such as breaching, obfuscation, account compromisation, anony-
mous rebuking, and forgery. Second, it was analyzed that most of the studies relied
on machine learning classification techniques (few recent works also utilized deep
learning concepts) laying focus on various content-specific and content-independent
features. In the near future, with the size of online communications getting reduced
day by day, there is a need to examine the effectiveness of existing approaches for
reduced size messages. Moreover, forthcoming techniques need to implement some
incremental learning methods to incorporate the dynamism and enormous volume
of data getting generated.
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Utility of OLAP and Digital ATLAS
to Enhance Cross-Border Connectivity
among Punjabi Sikh NRIs

Harkiran Kaur, Kawaljeet Singh and Tejinder Kaur

Abstract Data analytics is one of the prominent research areas and finds its applica-
tion in various domains. By expending this concept, this paper presents a case study
of Punjabi Sikh NRIs that are one of the largest Diasporas in the world today. Dias-
pora has acted as a great reservoir for financial, political, and moral support for their
homelands. Therefore, Diaspora has become a prominent part of human enquiry and
research. However, with the invention and proliferation of Information and Com-
munication Technologies (ICT), Diaspora people/communities connect effectively
with the people of their community living in different countries. The proposed paper
discusses the two main techniques, e.g., Online Analytical Processing (OLAP) and
digital ATLAS, which can be used for the purpose of enhancing cross-border con-
nectivity among Diasporas. These techniques provide a two-segment support. The
first segment (OLAP) assists the development of a framework of database of profiles
of the Diasporas of a particular community. These profiles include the prominent
figures working in the mainstream political associations, in the fields of education,
defense, entertainment, technology and economics, and various organizations of a
few countries such as UK, Malaysia, USA, Canada, and Australia. The second seg-
ment (Digital ATLAS) facilitates the development of a digital ATLAS composed of
detailed statistical profiles of the Diaspora community. This digital ATLAS draws
upon the available official data in various locations of the countries, using visual-
izations and dashboards. The implementation details of five phases considered for
these techniques have been elaborated in this paper.
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1 Introduction

Diaspora (a Greek word meaning “dispersion”) denotes the movement or migration
of a group of people, sharing a national/ethnic identity, away from an established
or ancestral homeland [1]. As per this definition, since the Diasporas of particular
communities have dispersed in various countries crossing the national and territorial
borders, in the matters of culture, language, religion, custom, folklore, emotion, and
loyalty, they feel connected with their original homelands and they believe that their
homelands too have claim on them [2].

Since very limited opportunities are available to Diaspora scattered around the
world to explore and experience their history and culture, hence, it is very important
to devise a way for them to build a sense of collective identity and community
consciousness, in order to live peacefully inside their adopted host lands, with a
difference.

Presently, Diaspora communities remain connected with each other via traditional
directories, Internet forums, and social networking sites using Internet and other
technological gadgets as an extension to it. The traditional NRI directories, used by
the Diaspora for connectivity, exhibit some flaws including the following:

i. Records of NRI profiles are static and non-scalable in nature.
ii. Difficult search utilities provided by these traditional directories.
iii. Maximum information provided by these directories is the contact information

of the NRI profiles and no analytical results are generated for the same.

For this purpose, cultural computing comes to the rescue of Diaspora, which helps
them to experience the connectivity with the peers of their homeland in closer terms.
The umbrella approach cultural computing is composed of intelligent databases as its
subset. The proposed techniques OLAP and digital ATLAS (an Intelligent Database
approach) in this paper create a virtual homeland for the Diaspora on cyberspace,
which furnishes a sense of connectivity with their respective homelands.

1.1 Cultural Computing

Culture computing (Culture and Computing) is an emerging research area of
Human–Computer Interaction (HCI), which aims to overcome different cultural bar-
riers and create cultural bonding and awareness in international communities using
Information and Communication Technologies (ICT) [3]. Cultural computing helps
to learn and experience the culture of homeland in an interactive way by using the
following mechanism:
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a. Expounding the use of Internet and other technological gadgets as an extension
to the social activities with an aim to gain a proper understanding of the history
and personal identities [4];

b. Digitization and preservation of digital cultural objects and their dissemination
through Internet forums and social network sites;

c. Providing intelligent access to cultural information;
d. Development of efficient tools to facilitate understanding of even non-tech savvy

people, for their respective cultures and to connect with their respective cultural
communities with improved efficiency [3].

This paper aims to enlighten one of the contemporary areas of cultural comput-
ing: “augmenting cross-border connectivity among cultural communities” (here Sikh
Diaspora communities). In the present scenario, cube technology or OLAP is uti-
lized for Big Data applications such as Facebook data analysis, cricket matches data
analysis, weather data predictions, etc. This paper presents the application of intelli-
gent database approach (the subset of cultural computing), that is, Online Analytical
Processing (OLAP) on the traditional NRIs directory. This directory also records
and analyses employment record of Diasporas in their respective domains, various
events conducted by Sikh organizations located in foreign countries, problems faced
by Diaspora, gadgets used by Diasporas belonging to different age groups, and pro-
viding knowledge related to women’s rights, to Diaspora.

Corresponding to the results retrieved, it plots the visualizations including digital
ATLAS on the dashboards for the said purpose. OLAP is a business intelligence
tool that inculcates data detection, in addition to performing complex analytical
calculations, report viewing, and predicting “what if” scenarios. OLAP differs from
traditional databases, and as in OLAP, data is accumulated and analyzed. These
systems provide speedy results for queries that summate large volumes of detailed
data. This step further explores significant trends in data warehouses or data marts.

2 Literature Survey

Literature survey carried out confirmed the following facts about the Punjabi Sikh
Diaspora, whichmade the authors to conceptualize that Digital Diaspora could prove
to be a great reservoir for moral and cultural support to the Sikh Diaspora from their
homeland.

Fact #1: The Indian Diaspora has tremendously migrated to different countries in
the world [5].
Fact #2: Naturalized citizenship: Majority of Punjabi Sikh Diaspora are living as
naturalized citizens in their host countries, which means, these people need not
surrender their cultural symbols along with their ethnic identities [6].
Fact #3: It has been observed that technology can be used for gaining a proper
understanding of their histories and personal identities by Diaspora since most of
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them use Internet and other technological gadgets as an extension and not as a
replacement of their social activities.
Fact #4: Like other diasporic groups, Indian/Punjabi migrants intensively invest in
remittances to the home space for altruism, development, self-interest, family links,
and social purposes. This benefits both the place where they currently exist as well
as propel the economic growth and other forms of advancements back home. By this
way, the Diasporic communities bring many changes in their countries of origin for
modernization and better quality of life [7].

Thus, it can be said that Punjabi Sikh Diaspora has proved to be a significant
source of support for the financial, political, and moral purposes for their homeland.

There is Diaspora directory already available, namely, International NRIs Direc-
tory—Indians Abroad and Punjabi Impact (used for communication), which was
compiled and published by Nirpal Singh Shergill in 2014. This directory contains
the profiles of prominent Indian Diaspora residing overseas, their contact details,
Indian/Punjabi newspapers, Sikh Organizations, and many other details pertaining
to their work areas in different countries [8].

Omar Boutkhoum et al. in 2013 anticipated a multidimensional model, to assimi-
late multi-criteria analysis in OLAP systems [9]. Since OLAP by then was used only
for archiving, organizing, analysis, and multidimensional modeling, it was limited
in consideration of multi-criteria and quality aspect of decision system.

In 2014, the e-Diasporas ATLAS was developed which is the reinstitution of
scientific findings and presentation of Diasporas. It assembled the archive of 8000
migrant websites and produced a vast and moving e-corpus [10].

3 Proposed Case Study of Punjabi Sikh Diaspora Using
OLAP and Digital ATLAS

The proposed study explains and implements the significant gears of Cultural Com-
puting—OLAP and digital ATLAS.

a. As the first step, a multidimensional (OLAP) directory database frame-
work/structure of prominent Diaspora profiles is created. This OLAP framework
is efficient enough to answer multidimensional analytical (MDA) queries. At
the same time, this technique is certainly effective to process user requests and
respond immediately usingOnlineTransactionProcessing (OLTP). The proposed
directory will overcome the drawbacks of the NRI Directory that is available in
the form of hard copy text file that was published in 2014. The key feature of
OLAP technique is that the proposed multidimensional NRIs directory in this
paper is ever expanding and supports continuous evolution.

b. In the second step, a digital ATLAS containing statistical data profiles of the
Diaspora is developed for various countries using visualizations and dashboards.
This serves as an improved version of existing e-Diaspora ATLAS available for
the same purpose.



Utility of OLAP and Digital ATLAS to Enhance Cross … 555

Fig. 1 Online analytical processing for Sikh NRIs directory data warehouse (DW). Source own
research

This technique enables the Diasporas to connect with other people of their com-
munities that reside in the same or different host countries, belong to the same domain
or area of interest, such as education, defense, entertainment, technology and eco-
nomics, various organizations, and so on. Figure 1 describes the steps for online
analytical processing of Sikh NRIs directory.

The task for online analytical processing has been accomplished in five phases:

Phase 1: Diaspora data sources are available in numerous forms including SQL
database, EXCEL sheets, ORACLE database, and text files. These heterogeneous
data sources are provided as input to the Extract–Transform–Load (ETL) process.
Phase 2: The phase 2 is theETLProcess. It extracts the heterogeneous data fromSQL,
ORACLE, and EXCEL database and transforms it into a single (homogeneous) form
of database (here ORACLE database) and loads it into the Data Warehouse (DW).
Phase 3: In this phase, the DW is divided into n number of manageable data marts
(subsets of Data Warehouse).
Phase 4:OLAPCube is created in this phase,which providesmultidimensional views
to the different NRI users. Multiple factors are associated with the Diaspora studies.
The present study focusses upon the subset of these factors, which are mentioned as
Key Performance Indicators (KPIs).
Phase 5: Multidimensional reports are generated that incorporate the operations
including slicing, dicing, roll-up, roll-down, and pivoting. Further, a digital ATLAS
is being formed using these views.

This prototype addresses the following Key Performance Indicators (KPIs) across
the aforementioned five countries:

a. Employment in accordance with their domain (Leading KPI).
b. Number of events (Quantitative KPI) and type of events (Qualitative KPI) con-

ducted by Sikh institutions.
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c. Diaspora satisfaction in line with the opportunities offered by these countries
(Leading KPI).

d. Problem types (LaggingKPI) and count reported byDiaspora (QuantitativeKPI).
e. Types of gadgets compliant with age groups of Diaspora (Qualitative KPI).
f. Knowledge to women about various categories of rights (Directional and Action-

able KPI).

4 Implementation of Proposed Case Study

To apply this case study, the authors have utilized the software, NET framework as
a front end, and ORACLE AWM (Analytical Workspace Manager) as a back end.
Power BI desktop software has been used for developing the visualizations and dash-
boards. Figure 2 presents the star schema implemented using the said approach. Star
schema is the data warehousing schema that comprises huge central virtual table
(fact table) with no redundancies. All the dimension tables refer fact table. Further-
more, star schema is very efficient in managing ad hoc queries [11]. Here, “Profiles”,
“Sikh_Organizations”, “Events”, and “Activities” are the dimensions connected to
fact table, that is, cube designed for the said purpose.

This cube will compute the measures that are selected as KPIs. The cube in this
diagram is the fact table that includes all the measures (or KPIs) addressed in Sect. 3
of this paper.

Figure 3 elaborates the visualizations, depicting the KPIs enlisted above, in the
form of a Dashboard. The first user control is the slicer. From the slicer, the user can
select the domain of the Diaspora. The map in this dashboard describes the digital
ATLAS. It highlights the geographical area in the map in which Diaspora related
to the selected domain is working. This map also shows the count of Diaspora in
a particular domain, on mouse hover event. The third visualization is the count of

Fig. 2 Star schema in AWM for Sikh NRIs directory. Source own research
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Fig. 3 Visualizations in dashboard for Sikh NRIs ATLAS. Source own research

Sikh Organizations in different countries, state-wise. This dashboard also presents
the record of the data through which these results are obtained. The last visualization
in this dashboard describes the gender-wise count of problems and types of problems
faced by Diaspora.

These dashboards act as the virtual world to the Diasporas, as they can visualize
the possible connections to which they can connect and escalate their circle and
hence enhance their connectivity. These connections are generated based on common
homelands, host countries, work domain, and so on.

5 Conclusion

The study proposed and described in this paper analyzes and visualizes Punjabi Sikh
profiles of Diaspora. This technique provides an interface to the Diaspora communi-
ties. OLAP technology in the current era is utilized for big data analysis applications.
However, as concluded from the literature studied, OLAP has never been utilized for
the analysis of Diaspora data. The OLAP element of the proposed study computes
the user’s area of interest (or working or domain) or problems and establishes the
connectivity among the Diaspora that shares common area of working or facing com-
mon set of problems in the foreign countries. Further, a digital ATLAS is provided
that is composed of detailed statistical profiles of the Punjabi Sikh community draw-
ing upon official data in various locations of the countries using visualizations and
dashboards. To realize these objectives, set of Key Performance Indicators (KPIs)
have been identified. In this paper, a prototype implementation of these techniques
has been showcased. This prototype is implemented in five phases. In Phase 1, vari-
ous types of data sources such as Excel sheets, SQL, and Oracle database have also
been considered. In Phase 2, the ETL process has been implemented. Phase 3 marks
the creation of Data Warehouse of NRIs directory. Phase 4 converts the DW into a
multidimensional cube to provide n number of views to n types of different users.
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Phase 5 is the final stage that supplies the user with sliced, diced, and pivot reports.
In future, Diasporas, other than Punjabi Sikh Diaspora, can be considered for the
implementation of these techniques. Further, this study can be enriched by covering
more host countries to which Diaspora has migrated.
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Implementing Multidimensional
Analytics in NRIs Directory Databases

Harkiran Kaur, Kawaljeet Singh and Tejinder Kaur

Abstract NRIs Directory/Database is the best available opportunity in today’s
world, to locate the NRIs on globe. This directory can be utilized by several orga-
nizations to expand their businesses overseas. It can also be used by NRIs to locate
persons common to their homeland or persons having same work area, situated at
various geographical locations. Having these directories leads the users to crack
right business deals, direct and speedy communications with potential businesses,
individuals related to common domains or common homelands. Presently, several
NRI directories are available both online and offline directories, e.g., International
NRIs Directory—Indians Abroad and Punjabi Impact, NIIR Project Consultancy
Services, E-mail Database Store that offers NRI E-mail Database Pack, and many
others. In general, these directories contain the profiles of prominent Indian Dias-
pora residing overseas, their personal contact details, Indian/Punjabi newspapers,
Sikh organizations, business contact numbers, business e-mail ids, and many other
details pertaining to their work areas in different countries. However, there are sev-
eral problems associated with these traditional directories. This paper addresses the
problems of handling large amounts of data stored in traditional NRIs directories
and further proposes the cube technique to overcome these problems and enhance
the utilities of these directories.
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1 Introduction

Presently, Diaspora data is recorded in the form of NRIs directory, as a hard copy,
where data is neither safe nor used for enhancing connectivity among Punjabi Sikh
Diaspora. The proposed work is projected to enhance the utilities of traditional NRIs
directory by:

a. Locating a Diaspora in a foreign country, or more specifically in a foreign state,
that too by searching his profile domain-wise, homeland-wise, gender-wise, and
so on.

b. Generating reports of Diaspora’s progression at each level such as country level,
domain level, and gender level.

c. Exploring the events organized by Sikh organizations at year-wise level.

The objective of this research study is to provide Diasporic information accessible
means for answering ad hoc queries. These include broad categories of Diasporic
progression such as Diasporic information, their current work areas, their qualifi-
cation, information about their roots in India, and their work experience history in
their respective fields (based on the key descriptors) and build connections among
Punjabi Sikh Diaspora scattered in the five countries UK, Malaysia, USA, Canada,
and Australia.

In addition to this, the following Key Performance Indicators (KPIs)/Key descrip-
tors augment the efficacy of the traditional NRIs directory databases:

i. Host country-wise count of Diaspora migrations since year 2000 {Leading
KPI}.

ii. Qualification-wise count of Diaspora migrations in host countries since year
2000 {Quantitative KPI}.

iii. Occupation of Diaspora as per their qualification {Leading KPI}.
iv. Host country-wise count of Sikh organizations established overseas {Leading

KPI}.
v. Number of events {Quantitative KPI} and type of events {Qualitative KPI}

conducted by Sikh organizations overseas.
vi. Number of events participated in by Diaspora host country-wise {Directional

and Actionable KPI}.
vii. Yearly participation count of Diaspora in events across the host countries

{Actionable KPI}.
viii. Diaspora satisfaction in accordance with the opportunities offered by these

countries {Leading KPI}.
ix. Problem types {Lagging KPI} and count reported by Diaspora {Quantitative

KPI}.
x. Types of gadgets compliant with and used by various age groups (e.g., youth,

adult, teens, middle age, and senior citizens) of Diaspora {Qualitative KPI}.
xi. Knowledge to women about various categories of rights {Directional and

Actionable KPI}.
xii. Employment of Diaspora across different countries overseas {Leading KPI}.
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xiii. Count of occupations obtained by Diaspora according to their work areas or
domains {Leading KPI}.

xiv. Count of opportunities {Quantitative KPI} and type of opportunities {Quali-
tative KPI} presented to Diaspora, host countries’ wise.

xv. Types of gadgets used by Diaspora host country-wise {Qualitative KPI}.
xvi. Number of demographic distribution (Youth, adult, middle age, senior citizens,

men, and women) across different domains in the host countries {Directional
KPI}.

The proposed study concentrates upon the development of framework of multidi-
mensional directory database of Punjabi Sikh Diaspora profiles of significant figures.
In order to answer Multidimensional Analytical (MDA) queries, Online Analytical
Processing (OLAP) approach has been utilized. Therefore, the proposed technique
follows Kimball’s approach to multidimensional modeling including the following
steps [1]:

i. Select the business process: For the proposed application, the business process is
selected by

a. Developing framework of database of Sikhs/Punjabi profiles specifically of
emerging community leaderswhohavebecome significant figures in themain-
stream political associations/education/technology/economic/organizations
of UK, Malaysia, USA, Canada, and Australia.

b. Developing an ATLAS composed of detailed statistical profiles of the Punjabi
Sikh community drawing upon official data in various locations of the country
using visualizations and dashboards.

ii. Declare the grain: This step includes the following:

a. Integrating data from different types of sources: NRIs data sources are
available in several forms, e.g., SQL database, EXCEL database, ORACLE
database, text files, and many more. The historical data is merged with cur-
rent data: These heterogeneous datasets are converted into homogeneous form
(ORACLE database in the proposed work).

b. To improve quality of data: The data now obtained is cleansed to be loaded
into the database.

iii. Identify the dimensions: In the proposed techniques, dimensions across which
multidimensional views are generated includingDiaspora profiles, activities, Sikh
organizations, and events.

iv. Identify the facts

a. To generate the dashboard for the evaluation of the results of data aggregation
regardingDiaspora and provide summarized reports based upon selectedKPIs
or measures.

Dimensional models emphasize upon measurements by partitioning data into the
context of measures or Key Performance Indicators (KPIs). These models are initial-
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ized in relational databases, namely, multidimensional databases (STAR schemas).
STAR schemas comprise fact table(s) connected to related dimension tables through
primary keys/foreign key relationships.

2 Literature Survey

Literature survey elaborates various research papers and articles on cube technol-
ogy, online analytical processing, multidimensional modeling, mapping of relational
databases to multidimensional cubes, and several comparative readings and pioneer-
ing ideas for creating hypercube and querying this cube of NRIs directory databases.

According to Cabibbo and Torlone [2], multidimensional design approach pro-
duces a logical schema from “Entity-Relationship (ER) diagram” and it may further
generate multidimensional schemas in terms of relational databases.

Boehnlein and Ulbrich-vom Ende [3] introduced a hybrid approach for deriving
logical schemas from Structured Entity Relationship (SER) diagrams. SER is an
extension of ER diagram that envisages the presence of dependencies among the
classes/objects. This is why SER is reportedly considered as an improved substitute
to categorize multidimensional database objects.

The authors At-taibe and El Mohajir [4] applied a technique to convert OLTP
mechanism for Decision Support Systems (DSS) to OLAP method using Moody
and Kortink technique. This DSS was supposed to plan educational capacity of a
University.

Chandwani and Breja [5] implemented an approach to convert an XML schema
into STAR schema. Using this technique, the data could be retrieved from the XML
schema, and further it can be converted to a homogeneous form, which makes it
compatible for loading into the centralized data warehouse.

OLAP provides different views to different users. For the top officials (Over-
seas Ministries), summary information can be made accessible to them, by applying
OLAP operations such as drill up is applied to the Diaspora directories. Whereas for
enhancing the connectivity among the Diaspora, Diaspora residing at different geo-
graphic locations can view the information about other Diaspora within their coun-
tries/domains/cultures/religions, by applying OLAP operations such as drill down to
the Diaspora directories [6].

In data warehouse, the data is set up in hierarchical model. As the first step, data is
put into tables, which are also known as dimensions, then into facts and further into
aggregate facts. The simplest form of the combination of fact table and dimension
tables is called STAR schema. The access layer helps the user to retrieve the data
[7].

A Diaspora directory is already available, namely, International NRIs Directo-
ry—Indians Abroad and Punjabi Impact (in hard copy), which has been compiled
and published by Nirpal Singh Shergill in 2014. It supplies information (including
names, addresses, contact numbers, or e-mail ids) about religious and cultural insti-
tutions, Sikh Gurudwaras, radios, TV channels, and Punjabi Newspapers established
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by NRIs overseas in more than 40 countries [8]. Another NRI directories published
include one under NIIR Project Consultancy Services, and other is e-mail database
store that offers NRI e-mail database pack. This database incorporates the NRI mail-
ing list and contacts. Hence, such sources that provide Diaspora information either
are paid and charge high costs, or are in the form of hard copies, and hence does not
facilitate simple searching or search using filters or data analysis.

Many research studies undertaken till date are based on multidimensional model-
ing to augment basic acquaintance in the area of multidimensional modeling. These
have been described briefly in above section. This analysis enabled the authors to dis-
cover the “multidimensional integrity constraints” alongwithmaintenance of correct
data transformations.

3 Proposed Methodology and Research Outcomes Using
Multidimensional Analytics on NRIs Directory Databases

i. Design and develop data mart that helps to perform thorough data analysis of
Diaspora information, for augmenting cross-border connectivity.

ii. The proposed framework comprises an integrated platform for complete data
analysis, which determines Diaspora’s progression over the years (since they
have migrated to host countries), as per different KPIs/Key descriptors.

This research work proposes statistical analysis with a number of techniques that
are suitable for the examined tasks such as each yearly progression report of Diaspora
in foreign countries. The proposed work utilizes ETL (Extraction� Cleansing�
Transformation�Loading) process. Data from same or different types of resources
will be extracted and integrated into data warehouse periodically. The main focus of
this research is dimension modeling as shown in Fig. 1. OLTP is an entity model,
which is meant for the up-to-date schemas that characterize only the minor online
transactions. Directory databases store historical data, which is least supported by
OLTP. So, in order to solve these problems, OLAP is being widely used for handling
data warehouses such as directories. OLAP includes the aggregated, historical data,
and stored in multidimensional schemas [9]. The traditional ETL (Extract–Trans-
form–Load) DW multidimensional approach to business intelligence is one of the
most effective approaches for dealing with big data applications such as directory
databases.

3.1 Implementation Steps

The development environment for the proposed research utilized the following
tools that support the building and querying hypercube of NRIs directory database:
Java Development Kit 1.8.0_20, Oracle Database 10g Enterprise Edition Release2,
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Fig. 1 Dimensional modeling process

Analytic Workspace Manager (AWM) Version 11.2.0.4.0B, and Oracle SQL devel-
oper Version 4.0.3.16 Build MAIN-16.84.

Past data is unstructured, and there is no proper mechanism to retrieve or search
the desired information based on the user query. The proposed framework/system
encompasses an integrated platform for detailed analysis of Diaspora’s past data.
On applying the OLAP operations, data analysis of Diaspora information can be
achieved. The entities in the proposed work include Diaspora profiles, activities,
events, and Sikh organizations. Entities utilized in ER diagram have been entirely
mapped with the dimensions of proposed STAR schema.

In the proposed study, AWM tool has been utilized for creating, developing,
and managing multidimensional data in an Oracle data warehouse. The container
of OLAP information, that is, an analytic workspace (AW) is formed, then OLAP
dimensions, levels of dimensions, hierarchies of levels, and cubes are created. The
detailed set of steps for the said purpose includes the following [1]:

i. Create analytic workspace: Analytical workspace contains dimensions, levels,
hierarchies, mappings, the cube, and cube mappings.

ii. Create dimensions: Dimensions—ACTIVITIES, EVENTS, PROFILES, and
SIKH_ORGANIZATIONS.

iii. Create levels and hierarchies of dimensions. Example: ACTIVITY_ID and
DIASPORA_IDSare the levels, andH_ACTIVITIES is the hierarchyofACTIV-
ITY dimension.

iv. STAR schema design based on cube’s structure based on the requirements.
Figure 2 presents the mapping of dimensions with the imported relational
sources.

v. Defining cube and measures: In this process, cube “CUBE_DIASPORA” is
created as the fact table and DIASPORA_PROFILES, DIASPORA_EVENTS,
DIASPORA_SIKH_ORGANIZATIONS, and DIASPORA_ACTIVITIES as
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Fig. 2 Mapping of hypercube dimensions with the imported relational source

the dimension tables. Measures include the calculations/operations mentioned
as KPIs.

vi. Relevant dimensions are assigned to the cube. The hypercube is loaded with
records present in relational source by using “Maintain Cube” function inAWM.
Now, the cube is available for query by using Oracle SQL developer and user-
defined slices, dices, and pivots. A multidimensional database offers the analyst
to perform following queries on the cube:

a. Slicing: When a single value in any dimension is selected, this leads to
reduction in dimensionality of the cube.

b. Dicing: The dice operation presents a subcube by selecting two or more
dimensions.

c. Roll-up/Roll-down: This function enables the analyst to perform (move up)
aggregations on a data cube hierarchy for a dimension or by moving down
in a dimension level’s hierarchy.

d. Pivoting or rotation: It enables variations in the dimensional placement of
the cube, that is, rotates the axis of data to observe the data from user-defined
viewpoints [10].

With these operations, multidimensional views of the NRIs directory database are
generated,which is presentlymissing in the traditional directories. This also enhances
the utility as well as the performance of the NRIs directory databases, as instead of
joins, the fact table (using aggregations in cube) performs the said task. In addition
to this, the aforesaid traditional directory is static in nature, whereas the proposed
technique will augment this NRIs directory to be scalable and modifiable. Using
the proposed technique, modifiability and scalability are improved as the database
entries of NRIs profiles can be updated via SQL developer and these changes are
reflected in the cube by “Maintain Cube” procedure of AWM.
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4 Conclusion

The traditional NRI directory offers single end user 2-D (2-Dimensional) view of the
data in the tabular form. This had led to a number of drawbacks in terms of usage of
these directories. In this research, authors have developedmultidimensional structure
of NRIs directory database that is well suited for dimensioning of summarized data.
This multidimensional structure is implemented using cube technology, which offers
3-D view/n-D view of NRIs directory to the end user, based on user’s requirement.
For the said purpose, the aggregations are created from the fact table (cube), using the
measures (or KPIs) identified as discussed in aforementioned sections of the paper.
OLAP cube acts as the base for descriptive analytical processing, thus providing end
user’s selection-based information access. Furthermore, the multidimensional struc-
ture proposed in this paper supports continuous evolution and addresses scalability
issue of the directory database.
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Performance Evaluation of Cooperative
Spectrum Sensing Over Fading Channels
Based on Neural Network Learning
Approach

Rashid Mustafa, Reena Rathee Jaglan and Sunil Agrawal

Abstract Cognitive Radio (CR) is a promising technique for effective utilization of
the radio spectrum. Detection accuracy is compromised when a network user expe-
riences fading and shadowing effects. To solve this problem cooperative spectrum
sensing (CSS) scheme is used. Energy detection (ED) technique is used by each
Secondary Users (SUs) to make a correct decision about primary user’s (PU) pres-
ence or absence. Finally, all SUs communicate the PU information to fusion center
(FC) using Phase Shift Keying (PSK) Modulation scheme. Hard fusion rules such as
AND, OR, andMajority are used at the FC for determining the global decision about
PU presence or absence. To meet a balance between performance and complexity, an
artificial neural network (ANN) based CSS with reliable FC decision is discussed in
the present study. It is observed that detection accuracy of the proposed ANN model
is much better as compared to conventional hard fusion rules in fading environments.

Keywords Artificial neural network · Cooperative spectrum sensing
Probability of missed detection · Probability of false alarm

1 Introduction

Recently cognitive radio (CR) is proposed as an efficient technique for improving
the spectrum scarcity problem by permitting secondary user (SU) access the
license band opportunistically for a significant portion of time without causing
any interference to primary user (PU). In cognitive radio technology, spectrum
sensing (SS) plays a key role. Among SS techniques such as Match Filter Detection,
Cyclostationary Feature Detection, Energy Detection (ED) is the mostly used
technique in the literature [1], due to its simplicity and efficiency. In fading and
shadowing environment, SS performance is degraded. So sensing from single user
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cannot be reliable hence multiple user scenario or cooperative spectrum sensing
(CSS) is proposed to overcome this problem [2, 3].

In CSS methods multiple SUs share incorporate information to the common base
station or fusion center (FC) through control channels for PU status detection [4].
CSS can be employed either in a centralized way or in a distributed fashion. In
the first scheme, the CR common base station collects all detecting results from
the cognitive radio users (CRs) and detects the vacant band [5]. The distributed
scheme requires exchange of observations between CRs. A key portion of a CSS
model design is the data fusion. There are two main ways of combining the sensing
results: hard combining and soft combining. In soft combining the CRs send the
entire local sensing observation to the FC. Then shared data is combined using
diversity techniques classified as maximum ratio combining (MRC) or equal gain
combining (EGC). Soft combining scheme brings the best sensing performances and
accuracy since there is multi bit information to process by the FC, however, it also
suffers in reporting time and overhead to the control channel in terms of bandwidth
requirement. The hard combining rule is the method that incurs less overhead to the
system because of one bit information. Each CR makes a local individual decision
and sends it as one bit information to the FC or other CRs. The FC, then, combines the
shared information using linear fusion rules (OR, AND, and Majority). In the AND
rule, the spectrum is considered occupied if all CRs have considered it occupied. In
the OR rule, the spectrum is considered occupied if at least one CR have decided so.
The l out of K is a middle term of the last two.

There are many researchers who investigated the performance of CSS in cognitive
radio network (CRN) over different configurations [6–8]. The performance of CSS
in different fading channel has been studied [9–12].

All the schemes which applied at FC for decision-making provide possible meth-
ods to implement CSS. However these schemes increase complexity of CRs and
degrade the performance of CRN. In literature Artificial neural network (ANN) is
found to be performing well in cases of pattern recognition and classification etc.

In CRN, ANN is considered as an efficient tool for providing learning ability as
it can be applied for predicting the future outputs in reference to given inputs. ANN
in CRN is employed in different scenarios such as spectrum sensing [13], channel
state selection [14] and learning [15–18].

In [19] a new fusion rule based on Back Propagation (BP) in neural network
depending on reliability is studied. Present paper deals with an ANN based CSS
with reliable FC decision to meet a balance between performance and complexity.

Remaining paper is sectioned as follows: System model along with notations is
discussed in Sect. 2. Simulation model algorithm is explained in Sect. 3. In Sect. 4
simulation results are discussed. Conclusion is drawn in Sect. 5.
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2 System Model

We considered a CSS scenario of ‘K’ SUs, one PU and one FC in the proposed
system. Each SU performs energy detection for making their own local decision
about availability of PU. These individuals’ local decisions are transmitted to FC
by each SU through Additive White Gaussian Noise (AWGN) and Rayleigh fading
channel in order to conclude a global decision.

2.1 Energy Detection Model

PU sends signal through digital modulation technique and it is transmitted through
fading and noise environment. The energy detection (ED) block diagram is repre-
sented in Fig. 1. In which received signal has been processed via band pass filter
with bandwidthW . Then output is squared through nonlinear device and the integral
is obtained over the given interval. Finally, the received energy in terms of statically
data (test statistics) is compared to the threshold value (λ) to mark a final decision
on primary user absence or presence.

The PU detection using ED follows a binary hypothesis test, represented as

y(n) �
{

w(n), H0

hx(n) + w(n), H1
, (1)

where H0 indicates absence of the PU signal and H1 indicates present of the PU
signal, y(n) is the sample signal obtained by SU and x(n) is transmitted PU signal,
w(n) is AWGN (with respect to zero-mean and signal variance) and h represents the
gain in the channel bandwidth between both the channels. Energy of the signal in
terms of test statistics can be given as

E � 1

N

N∑
n�1

[y(n)]2, (2)

where N is the sample size. The test statistics is compared with predefined threshold
then we are applying some decision rules which decide the correct status of PU
signal. Energy detection process done with all SU and determine the final status of
PU present or absent. Then all SU send the final data to FC. In FC different fusion

Fig. 1 Energy detection diagram
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techniques are applied such as OR, AND, Majority and NN in order to conclude a
global decision.

2.2 Cooperative Spectrum Sensing

Let l samples of the received signal is collected byK , SU in CSS scenario and sensed
information sent to the base station or FC in the form of one bit binary information.
Then FC makes a final decision in accordance to the following rule:

T �
K∑
i�1

Yi

{
< l H0

≥ l H1
, (3)

where T is decision statistics and Yi is the local decision statistics of ith SU.
The FC receives the information from K users decides H1 when at least l out of

K , SU sense results inferring H1. Otherwise, the FC decides H0. Different rules are
summarized below:

OR decision rule can be evaluated by l � 1 in the above equation. In the OR rule,
the spectrum is considered occupied if at least one CR has decided so.

AND rule can be evaluated by l�K in the above equation. In the AND rule, the
spectrum is considered occupied if all CRs have considered it occupied.

The Majority rule is a middle term of the last two. It can be evaluated by taking
l � K

2 in the above equation.

2.3 Artificial Neural Network Based Cooperative Spectrum
Sensing

Learning is a necessary characteristic of CR technique. With learning capability, CR
technology can make a knowledge base and apply its behavior and actions according
to the ambient radio environment. In ANN systems, a set of input-output data of
the real process is resolved through measurement. Later, these arrays are used as an
example to draw a conclusion for future situation.

The main attraction of using ANN-based CSS is that a cognitive radio system can
learn and train itself from past data of previous scenario and ultimately make global
decision without the need of current scenario.

In this paper ANN approach is implemented through training and testing, where
all SUs data were used as NN input and PU actual status was taken as NN target.
After neural network training the performance ismeasured through confusionmatrix.
ANN model is created and employed in our proposed scheme as a fusion tool.
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3 Simulation Model

Proposed model is developed using Simulink in MATLAB version R2015a and the
steps are as follows:

(a) Generate primary user signal with N samples using random integer generator
and Bernoulli generator.

(b) The modulation scheme taken PSK.
(c) Generate AWGN channel with zero-mean and variance.
(d) Then received signal is conducting energy detection process.
(e) Then energy of each SU compares with predefined threshold (λ) to makes a

binary decision (1 or 0) about PU activity. Then one bit decision sends to FC.
(f) The FC makes a global decision, i.e., H1 or H0 by using different hard fusion

rules.
(g) Steps 1–6 are repeatedN times to consistently estimate the detection probability

(Pd) false alarm probability (Pfa) and missed detection probability (Pmd).
(h) Next add Rayleigh faded channel after step 3.
(i) Steps 4–7 are repeated N times to consistently estimate the (Pd), (Pfa) and

(Pmd).
(j) The simulation data are saved in workspace for further investigations.
(k) For Proposed NN fusion steps carried out after step 10.
(l) Take all SUs data as a NN input.
(m) Take PU actual status as NN target.
(n) Train the network using NN pattern recognition tool box.
(o) Also creating trained ANN model which is used in our proposed scheme as a

fusion tool.
(p) Then proposed ANN model performance is evaluated.

4 Results and Discussion

We considered a CRN, with one PU, one FC and number of SUs�14 situated at
different distance from the base station. The ED takes 1000 samples of PU signal
and false alarm probability is set to Pfa � 0.01.

All simulation was carried out on MATLAB version R2015a over an AWGN and
Rayleigh fading channel. We described the CSS performance in various scenarios
through complementary receiver operative characteristic (CROC) curves.

CROC curves of the 14 SUs spectrum sensing in AWGN and Rayleigh channel
following different hard fusion rules are represented in Figs. 2 and 3. Average SNR
(γ ) is taken as 10 dB.

From Figs. 2 and 3 it has been observed that SS is harder in the presence of fading
and the ED performance degrades more in Rayleigh channel than in the AWGN
channel and OR fusion rule has better performance than other fusion rules such as
AND rule and MAJORITY fusion rules, because OR decision fusion rule includes
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Fig. 2 CROC curves of hard fusion rule in AWGN channel
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Fig. 3 CROC curves of hard fusion rule in Rayleigh channel
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Fig. 4 Detection accuracy curves for different fusion rules for different SNR values

result of a single secondary user to decide the PU status. The results suggest that
detection accuracy is high in non-fadingAWGNchannel when compared to Rayleigh
fading channel.

Figure 4 shows the detection probability (Pd) at different SNR values ranging
from −20 to 10 dB and fixed probability of false alarm Pfa � 0.01 in CSS. This
figure compares detection accuracy curves of proposed neural network fusion scheme
with conventional hard fusion rule. It has been noted that detection accuracy of the
proposed NN fusion scheme is much better as compared to conventional hard fusion
rules.

Figure 5 represents the comparative performance of the proposed neural network
fusion scheme with related kind of work in the literature. From this figure it has been
observed that ROC of the proposed neural network scheme is much better than BP
neural network scheme in [19].

5 Conclusion

In the present paper performance ofCSS scheme inCRN is investigated.Weproposed
a novel ANN based fusionmodel for detection of PU status in two different channels.
AWGN and Rayleigh channel were considered and CSS performance was compared
under different fusion rules and proposed ANN fusion rule. Proposed ANN fusion
rule was found to be much better in detection accuracy as compared to conventional
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Fig. 5 Comparative performance

hard fusion rules. This study proves that ANN has great potential in recognition
of physical channel attributes. Furthermore ANN increases the effectiveness and
accuracy of CRN. In future work we will simulate other digital modulation schemes
in order to widen the scope of application, also other fading channel like nakagami,
rician channel also be used for further investigation.
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Study of NoSQL Databases for Storing
and Analyzing Traffic Data

Mankirat Kaur, Sarbjeet Singh and Naveen Aggarwal

Abstract Traffic congestion is an omnipresent problem which is faced by every big
citywhere irregular traffic incidences increase themisery of road users in a dispropor-
tionately large manner. Traffic congestions can be regulated through simulating and
enhancing traffic control with improved traffic management which is also known
as traffic monitoring. Traffic-related Big Data gathered from sensors reflect some
new characteristics such as multisource, high volume, heterogeneity, high velocity,
continuity and spatio-temporal. Such type of datasets generated in real time need
to be stored in databases in a scalable manner in order to provide congestion status
of traffic to commuters timely. In this paper, NoSQL databases are highlighted as a
successor to the traditional databases followed by enlisting their features and types.
A tabular comparison concerning different data stores in terms of their features is
given for better understanding and in-depth analysis of each type for their possible
application in concerned research area.

Keywords NoSQL database · Relational database · Traffic congestion
Big data · ITS

1 Introduction

Urban population is increasing at a staggering rate and it directly leads to the rapid
growth of a number of private vehicles in metropolitan cities, resulting in travel time
delays, time loss, long tailbacks, user stress, fuel consumption, and pollution. Traffic
congestion has drained money of largest economies very progressively [1, 2]. As two
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billion vehicles are circulating on road, there is an urgent need to identify congested
areas in cities and re-route vehicles in case of sporadic traffic incidences. Traffic
congestions can be regulated through simulating and enhancing traffic control with
improved traffic management, which is also known as traffic monitoring. With the
advancement of traffic monitoring system, a term ITS was coined, which means
Intelligent Transportation Systems. ITS is a broader term encompassing sensors,
communication technologies, and advanced applications which help in managing
existing infrastructure and provide innovative services to transport systems leading
to the reduction in traffic congestions.

The major challenge in the field of ITS is the overwhelming growth in size, vari-
ety, and velocity of traffic data collected from a large number of installed sensors [3].
Due to the widespread increase in the accessibility of the internet andmobile applica-
tions, the traffic state can be regulated by spreading messages on traffic-related apps
and thus major logjams can be avoided. But these activities have greatly aroused a
need to efficiently store and process a large amount of structured, semi-structured,
and unstructured real time as well as historic data generated from numerous sensor
devices. The traditional data models such as hierarchical, network and relational
focuses on storing only structured data in form of trees, graphs and tables, respec-
tively. However, NoSQL databases handle unstructured data by partitioning and
replicating data over multiple clusters. This paper focuses on comparing the NoSQL
and relational databases followed by discussion of various features and types.

2 Data Models for Storing Traffic Data

The traditional datamodels comprised of Hierarchical, Network andRelational mod-
els. Hierarchical model cannot handle sophisticated relationships, whereas Network
model maintains all records using pointers. These models are efficient for linear
storage mediums such as tapes but insertion, deletion and update operations are dif-
ficult to process queries in these models as they require a large number of pointer
adjustments. The shortcomings of these models are addressed by Relational model.
It stores data in form of tables which are linked with each other using key fields.
Relational databases show compliance with ACID properties and are suitable for all
types of applications. The traffic data collected from the web andmobile applications
have following characteristics:

1. High volume: data about traffic conditions captured through sensor devices is far
beyond the limits of megabytes or gigabytes and reaches terabytes.

2. High Velocity: the frequency of data generation is increasing day by day.
3. High Variety: the traffic data is usually multimodal in nature which includes

images, audio, video, text files etc.
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The above characteristics satisfy all the three paradigms of Big Data [4]. In order
to store such a large amount of unstructured data, it poses a question whether rela-
tional databases can cope up with the changing storage requirements of advanced
applications. In next section, the inability of relational databases to store Big Data is
described, followed by the emergence of NoSQL database and its various types.

3 Storing Big Data in Relational Databases

Today’s web applications are very agile and consist of different types of attributes
such as text, image, video, and audio. Storing data of every such application in
relational databases, even if their data model does not match, leads to increased
complexity through expensive mapping into multiple tables and use of complex
algorithms. Although, the data model matches with the relational store, the huge
feature set that may not be required by application further incurs additional overhead
with increased cost and complexity. On the similar note, inserting and removing
features in web application supported by SQL database cannot be possible without
making system unavailable for a small period of time. The famous web apps such as
Facebook,Amazon need to handle preponderance of read andwrite requests on a very
large scale along with managing the increasing amount of data. Dealing with such
agile requirements and data without any evident delay requires a flexible schema,
speed and distributed databases [5].

According to CAP theorem, any shared system can satisfy at most two proper-
ties at a time from the three, viz. Consistency (C), Availability (A) and Partition
Tolerance (P). Due to the normalized data model and compliance with ACID prop-
erties, the relational databases are built to support consistency and availability. To
accomplish this, they have to relinquish partition tolerance which makes relational
databases difficult to scale horizontally [6, 7]. SQL databases have a predefined lay-
out of tables and to query these tables structured query language is used. Using join
operation multiple tables can be queried. Typically, the SQL databases scale well
in a vertical manner, i.e., by running it on a more powerful computer by upgrading
its processing power and memory. Vertical scaling cannot be done beyond a certain
point and after that, the data need to be distributed across clusters. In a distributed
environment, relational stores cannot work, as joining and lock operations across
multiple computers become very expensive. The high performance and availability
is the prime requirement of many web companies, therefore, the database should be
integrated with high replication ability, data partitioning, and failover mechanisms.
Since relational databases are not suitable to handle these functionalities, hence
NoSQL databases have emerged to cater the changing requirements of advanced
applications [6].
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4 Storing Traffic Data in NoSQL Databases

The emergence of growing unstructured data and infrastructure needs from organi-
zations, e-Commerce, location-based and social media applications has led to the
development of non-relational or NoSQL databases. The applications which require
anomaly detection, compromised account detection and predicting trends in shop-
ping by customers need a large amount of data to be fused from multiple sources in
real time [7]. To cater these requirements, NoSQL (means Not Only SQL) has been
developed that do not have properties of traditional SQL stores and has replication
and partitioning as their inbuilt features. Usually, the relational stores are developed
by first deciding the conceptual and logical models then the physical model is pre-
pared where the type of queries addressed by the model is decided. But in case
of NoSQL databases, the queries that application will be addressing is decided first,
then the data model is constructed to support listed queries. These databases promote
the horizontal scaling of data by constructing clusters where data is partitioned and
replicated over multiple systems. The key features of these databases are as follows
[8]:

1. Big data Features: It satisfies the three V’s of Big Data by enabling the capturing,
storing, processing and analyzing the large volumes of data, heterogeneous in
nature (i.e., acquired from different sources) arriving at very high frequency.

2. Flexible Schemas: In RDMS databases, changing schema undergoes rigorous
testing framework and schema rarely evolves over time. But inNoSQLdatabases,
the schema is changing throughout the life of application to cater the changing
requirements with time. There is no restriction of putting data in fixed table
columns and unique data per row id, therefore, the data model is designed to
satisfy the need of the individual application.

3. Eventual Consistency: The CRUD (i.e., creates, read, update, and delete) oper-
ations are expected from every database to execute efficiently. In course of pro-
viding fast and concurrent insert and read operations in NoSQL database, the
updates are guaranteed to be propagated to all partitions eventually. This means
that data fetched from the database at any point of time are not guaranteed to be
up-to-date. This is known as Eventually Consistency. This is provided to ensure
high availability and partitioning of data by relaxing consistency.

4. Horizontal Scaling: In order to provide the faster insertions and reads from the
database without any processing delay, the data need to be accessed quickly
from the database. In RDMS, this is facilitated through vertical scaling without
partitioning and distributing data over multiple nodes as it increases the overhead
of searching table in each partition. But in NoSQL there is no such constraint of
complying ACID, scalability is provided through adding new complete systems
with their own processors and disks.

5. Shared Nothing Architecture: According to this architecture, each node is self-
sufficient having its own memory and storage and scalability is provided through
linearly adding a new node using inexpensive commodity hardware. It criticizes
the concept of centralized storage of data on a single machine. Data is partitioned
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into smaller subsets and distributed over multiple nodes; this process is known
as Sharding. NoSQL databases are built on this architecture and sharding is used
for partitioning of data.

6. Compliance with BASE properties: NoSQL databases do not comply with ACID
properties of relational data stores and provide a better performance through par-
titioning data. It satisfies another set of properties known as BASE properties
which are Basic Availability, Soft State and Eventually Consistent. Basic avail-
ability means that the system is always available to the client but with delayed
synchronization and it may also undergo temporary inconsistency. Soft State
means that the state of the database changes without any input or updates. Even-
tual consistency means that if no updates are made in the database for a long
span of time then all clients will see same value of database items.

7. CAP Theorem: This theorem says that any database system satisfies at most any
twoproperties at a time fromConsistency,Availability andPartition tolerance.All
NoSQL systems comply partition tolerance but from consistency and availability,
one is chosen according to the requirements of the application. Some databases
choose consistency while other NoSQL databases prefer availability at the cost
of compromising the other one.

Various studies have shown that NoSQL databases perform better than relational
data stores by comparing them on the basis of read and write operations.

Van der Veen et al. [6] compared PostgreSQL, a variant of SQL database and
two NoSQL databases viz. MongoDB and Cassandra on the physical server and
on a virtual machine to assess the impact of virtualization on the performance of
databases. They concluded that SQL database performs best when multiple clients
issue single read requests and when single client issue multiread requests to the
database. NoSQL databases perform best in all other situations of single andmultiple
clients issuing multi- read-and-write requests to the database. They inferred that
NoSQL databases are the best choice for small or large critical sensor applications
when write performance is important, whereas SQL databases are the best choice
when flexible query capabilities are needed.

Li and Manoharan [8] evaluated the performance of SQL database, SQL Express
and five NoSQL databases on simple CRUD operations on key-value pairs. They
concluded that except Couchbase and MongoDB (NoSQL databases) which per-
formed best in all operations, not all NoSQL databases perform better than SQL
databases. They carried out experiments on a single client and multiple operations
but still, NoSQL databases outperformed the SQL one.

Boicea et al. [9] compared NoSQL database against SQL database. They used
Oracle DBMS as the implementation of SQL database and MongoDB as the imple-
mentation of NoSQL. They reported that for 100,000 records, the insertion time in
Oracle is higher as compared to MongoDB and in case of deletion and update oper-
ations, MongoDB performed much better than Oracle. There is a huge gap in time
taken by both databases in performing delete and update operations.

Working on a similar note, Indrawan-Santiago [10] differentiated ten NoSQL
databases with SQL databases on the basis of the data model, indexing, sharding,
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transaction model and support for ad hoc queries. She compared quantitatively SQL
with NoSQL and reported that NoSQL outperforms the SQL databases and is likely
to enhance the database management capability of enterprises.

5 Comparison of Types of NoSQL Databases

NoSQL databases are broadly categorized into four types, namely, Key-Value Stores,
Extensible Record or Column data store, Document data store and Graph databases.
These are briefly described as follows:

Key-Value Store: This is the simplest database which is very similar to maps and
dictionaries with a single index of key values over whole data. These data stores are
schema-free and the only way to provide some structure to data is by assembling
matchingkey-value pairs into collections. They are suitable for basic queryoperations
which are based on the primary key attribute and its query speed is higher than SQL
databases [11]. They holdmost of its data inmemory and thus can be used for caching
intensive relational queries. Since the values are in form of bytes which are difficult to
understand, key indices are used for retrieving data items from the database.As values
are independent and unlinked, the relationships need to be modeled at application
logic [5]. The examples of key-value stores are Project Voldemort, Redis, Riak.

Document Store: In these databases, data is stored in form of document and col-
lections. A document consists of key-value pairs and keys have to be unique in each
document, like JSON document. Each document has special unique key-ID within
a collection of documents. As it is stored in interpretable JSON type format, com-
plex data structures can be handled very conveniently [5]. These data stores are also
schema-free and adding new documents in the collection or in another documentwith
a different type of attributes can be done very easily, similar to inserting new attributes
to documents. They allow developers to create secondary indexes on documents [12].
These stores have the ability to store objects in a serialized format (XML, JSON,
BSON). Values are transparent to a system and thus the relationship between docu-
ments can bemodeled easily through embedding or referencing styles. Complex data
structures can be handledmore conveniently, like nested-objects. Therefore, they can
model relationships between different values and thus, can address complex queries
very easily without incurring any overhead of querying at application logic. These
data stores are suitable for applications that require aggregations across collections,
data integration, and schemamigration tasks. The application areas include real-time
analytics such as games, small blog websites, etc. [13–15]. Examples are CouchDB,
SimpleDB, MongoDB, Couchbase.

Column Family Stores: These stores are motivated by Google Bigtable. It is con-
ceptually similar to RDBMS, where data model consists of rows and columns. Scal-
ability is assured through splitting rows and columns over multiple nodes. Rows are
split through sharding on the primary key [12] and columns of a table are distributed
over multiple nodes by using column-groups (column family). A column family is
set of related columns which are physically stored together. In order to achieve per-
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formance gain, similar access columns are grouped in a single column family. Set
of column families are further grouped into super columns [15]. In these databases,
column families must be predefined which leads to less flexibility of schema design.
Column family stores are very efficient in domains where a huge amount of data
need to be stored having a varying number of attributes. Both horizontal and ver-
tical partitioning can be used simultaneously on the same table. A random number
of key-value pairs can be stored in the rows. The values in key-value pairs are not
interpreted by the system, therefore, relationships are handled at application logic.
Multi-version concurrency control is used for maintaining concurrency. The data
model is sparse in terms of handling null values as it stores only the key-value pairs
that are required by the system in a row. These databases are suitable for storing a
large amount of data with a varying number of attributes, as the data model can be
partitioned efficiently [5]. The examples are Cassandra, HBase.

Graph Databases: It is used for efficient management of data when the applica-
tions contain heavily linked data and the database needs cost-intensive operations like
recursive joins to query them. In this database, the objects with embedded key-value
pairs are modeled in form of nodes and edges. Partitioning graph databases is very
tedious work which requires domain-specific knowledge and complex algorithms.
Information is not gained by simple key lookups but by analyzing relationships
between entities. There is often a trade-off between distributing nodes on multiple
servers or placing heavily linked nodes at a closer distance in order to avoid large
traversal leading to huge performance penalty [5, 15]. Examples are Neo4j, Sesame,
GraphDB.

The above four categories of NoSQL databases differ in the approach followed
by them along with the principal set of features such as partitioning, replication,
concurrency model and so on. It is very difficult to compare all the four types of data
stores on the basis of these features. Therefore, the popular variants of column and
document stores chosen for comparison purpose are

• Column or Extensible record databases (Cassandra, HBase)
• Document databases (MongoDB, CouchDB)

From the evaluation of four databases in Table 1 namely, Cassandra, HBase,
CouchDB and MongoDB it can be observed that though three of them can store
large amount of data by providing same features and equivalent performance in
different applications but MongoDB is preferable for storing and analyzing traffic
data due to the following reasons:

• It has special support for geospatial processing.
• It stores received data in JSON format which is compatible with many program-
ming language constructs. This helps in easy import/export over multiple plat-
forms.

• The data stored in JSON format is easily visualized in form of trajectories on any
Maps API.
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Table 1 Comparison of NoSQL databases

Features NoSQL

HBase Cassandra CouchDB MongoDB

Concurrency
control

Optimistic
concurrency
control through
locking
mechanisms

Weak
concurrency
through
multi-version
concurrency
control

Multi-version
concurrency
control

Locks are
provided for
atomic level
operations

Consistency Strong
consistency
through locks
and logging

Provides eventual
consistency

Provides eventual
consistency

Provides atomic
consistency

Partitioning Range-based
partitioning

Consistent
hashing
partitioning

Consistent
hashing
partitioning

Range-based
partitioning

Replication Asynchronous
replication

Optimistic
replication

Asynchronous
replication

Optimistic
replication

Secondary index
support

Built-in support
for secondary
indexes not
available

Secondary
indexes not
built-in

Secondary
indexes available

Secondary
indexes available

Data structure
used for building
indexes

B-tree indexes
supported

Ordered-hash
indexes

B-tree indexes
supported

B-tree indexes
supported

CAP theorem It qualifies
consistency and
partition
tolerance

It qualifies
availability and
partition
tolerance

It qualifies
availability and
partition
tolerance

It qualifies
consistency and
partition
tolerance

Automatic failure
detection support

Automatic failure
detection

Fully automatic
failure detection

Failure detection
not automatic

Fully automatic
failure detection

Automatic
recovery support

Recovery process
is done by
administrator

Fully automatic
recovery process

Recovery process
is automatic

Recovery is
automatic

Map-reduce
support

Supported Supported Supported Supported

Data storage Data is stored in
HDFS

Data is stored on
disk

Data is stored on
disk

Data is stored on
disk

Storage format HDFS SSTable storage
format

Data is stored in
serialized form,
JSON

Data is stored in
binary serialized
form, BSON

(continued)
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Table 1 (continued)

Features NoSQL

HBase Cassandra CouchDB MongoDB

Transaction
support

Local
transactions
possible only in
single shard

Local
transactions
possible only in
single shard

Transactions are
not supported

Transactions are
not supported

Automatic
sharding

Automatic
sharding possible

Automatic
sharding possible

Automatic
sharding not
available

Automatic
sharding possible

Type of
applications
supported

Suitable for
applications
dealing with huge
amounts of data

It is popularly
used in
developing
financial service
applications

Real-time
analytics,
logging, small
and flexible
websites like
blogs

Department of
motor vehicle
application with
vehicles and
drivers

Architectures
used

Master-slave
architecture used

Ring-architecture
used here

It uses
multi-master
architecture

Master-slave
architecture used
here

Remarks It provides
excellent
consistency in
column databases
through locks
and logging.
Therefore, it is
being used as an
efficient data
storage method
for home energy
management
(HEM) mobile
applications
where
consistency is
vital that is it
should always
return the latest
written value

Best choice for
large critical
applications as it
was built to scale
horizontally
EPC(electronic
product code)
information
services have
used it for
storage as they
require write
operations more
frequently than
read and support
flexible schema
with extension
fields that can
vary according to
contents of user

Provide ACID
semantics at the
document-level
Applications
which need to
respond too many
parallel read and
write requests
and which only
have to provide a
certain level of
consistency
It does not
provide
declarative query
language and
puts burden on
programmer for
distributing
map-reduce tasks

Best choice for a
small or
medium-sized
non-critical
sensor
application when
write
performance is
important
It also allows
easy scaling of
databases for
large number of
sensors. It is used
by Aydin et al.
[16] for high
performance
write support for
QuickServer and
by Boulmakoul
et al. [17] for
visualizing
trajectories on a
map using JSON
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• It offers a number of indexes and query mechanisms to handle geospatial infor-
mation.

• Most of the sensor-based applications have used MongoDB for storing data in
conjunction with Hadoop clusters to facilitate fast analysis and processing.

6 Conclusion

As the traffic in cities and towns is increasing at unprecedented rates, it has highly
increased the misery of commuters. The only way to get rid of mile long tailbacks
is the prior delivery of information related to current traffic state through mobile
or web applications. Therefore, real-time streaming as well as historical traffic data
storage and processing is required to satisfy the demands of ITS applications for
providing real-time traffic monitoring and management. The traditional databases,
such as Hierarchical, Network and Relational have become incapable in handling the
changing storage requirements and complex queries of advanced applications. This
lead to the evolution of databases, known as NoSQL, which have replication and
partitioning data as their inbuilt features. These databases support flexible schema
and datamodel is designed according to the user queries addressed by the application.
In this paper, the features and types of NoSQL databases have been discussed and
the comparison between prominent databases has been carried out on the basis of
sixteen different features. It has been observed that MongoDB is most preferable for
handling and storing the subtle characteristics of traffic data.
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Applying Machine Learning Algorithms
for Early Diagnosis and Prediction
of Breast Cancer Risk

Tawseef Ayoub Shaikh and Rashid Ali

Abstract With the advancement in the technological age, the deadly diseases threat-
ening human survival also increase at the same pace. Breast cancer being at number
two in causing the deaths among women is equally among the most curable type of
cancer if diagnosed prior to time. There is an utmost thirst for diagnosis of breast
cancer through an automation system in everyday health applications. This paper
uses dimensionality reduction technique offered by Weka tool called WrapperSub-
setEval on two benchmark cancer datasets of Wisconsin and Portuguese “Breast
Cancer Digital Repository” (BCDR), on top four data mining algorithms available
in literature. The final experiments carried in MATLAB andWeka demonstrated that
Naive Bayes, J48, k-NN and SVM got an improvement in accuracy from 92.6186,
92.9701, 96.1336, 97.891 to 97.0123, 96.8366, 97.3638, 97.9123% in case of Wis-
consin dataset and an improvement from 87.4126, 80.4196, 93.7063, 91.6084 to
89.5105, 90.9091, 97.9021, 95.1049% in case of BCDR-D01_Dataset.

Keywords Machine learning algorithms · Breast cancer · Naïve Bayes · SVM
MATLAB · Weka

1 Introduction

Breast cancer is rising at an alarming rate by being the number two among the fatal
diseases in the world in women with over 1.5 million foreseen cases spotted in 2010
and triggering a threat to human survival in causing demises to half amillion per year,
according to a report of World Health Organization [1]. Its effects are dangerously
increasing where it is responsible for one in every six deaths among women in the

T. A. Shaikh (B) · R. Ali
Department of Computer Engineering,
Aligarh Muslim University, Aligarh, Uttar Pradesh, India
e-mail: tawseef37@gmail.com

R. Ali
e-mail: rashidaliamu@rediffmail.com

© Springer Nature Singapore Pte Ltd. 2019
C. R. Krishna et al. (eds.), Proceedings of 2nd International Conference
on Communication, Computing and Networking, Lecture Notes in Networks
and Systems 46, https://doi.org/10.1007/978-981-13-1217-5_57

589

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1217-5_57&domain=pdf


590 T. A. Shaikh and R. Ali

European Union [2]. A hot research oriented topic in the modern times, breast cancer
continuously makes its victims at an alarming rate where in 2012, likely 1.67 million
fresh cancer cases were spotted. India is also not opaque from its deadly shadow.
With a frequency of almost 1,44,000 fresh cases of breast cancers per annum, it is
emerging as number one female cancer in metropolitan India. A likely probability
of 100,000 new breast cancer patients is spotted in India per annum [3]. From 5
per 100,000 female population per year in rural areas, its range enlarges to 30 per
100,000 female population per year in urban areas in India [4]. With a trivial share
of the world population in developed countries, still it accounts for 50% of breast
cancers identified worldwide [5]. This whole scenario compels to come up with new
techniques andmethods in order to fight against this threatening disease, thusmaking
entry of Information and Communication Technologies (ICT) an ideal choice for the
same. Twenty-first century witnessed rapid growth of ICT age and there is hardly any
sphere of human life where it has not laid its foot prints. Since the modern healthcare
is getting shifted from cure based to care based evidence medicine. The priority is
given to early diagnosis and detection of the diseases when they are in initial phase
of their development. The latest next generation human genome sequencing is such
an example where at early advanced stage could it be possible to see which base pair
in the DNA has mutated and can lead to cancer on later stages. The same mutation
could be reversed at the initial stage, thus nipping the roots in the bud.

So a woman can get a better chance of complete regaining from the cancer if
diagnosed at prior stage, thus firing the need of development of efficient diagno-
sis techniques. A decrease will occur in the connected disease and mortality rates
if timely revealing of breast cancer can become a possibility. Radiologists use the
technique of screening mammography as the chief imaging modality for prior breast
cancer detection because it has got the credit of being the onlymethod of breast imag-
ing in shrinking mortality rates related to breast cancer [6]. Normally in traditional
cases, double-reading (same mammograms are read by two radiologists individu-
ally) has been encouraged in decreasing the percentage of overlooked cancers and it
is at present the supreme technique incorporated in most of the screening programs
instead of the fact that it earns in surplus workload and costs [7]. So a platform
for the computer-aided detection/diagnosis (CADe/CADx) systems is established
for backing up a single radiologist reading mammograms providing sustenance to
her/his decisions [8]. ICT can show impending roles in combating this anti life threat.
In fact, big data discussion has made its entry into city’s talk nowadays in being a
promising dimension that is expected to leave its hall mark on all major fields. Its
spectrum in healthcare domain are expanding rapidly because of its increased per-
formance in saving costs, predicting aftermaths, optimal cure within budgets and
nurturing quality of health care to protect people’s survival.

The suspicious lesions identified by the radiologist are sorted out by the CADx
systems and lesions detection is focused by CADe systems [9]. The presented work
concentrates on CADx systems. Since CADx systems archetypally has their base on
machine learning classifiers (MLC) for affording diagnosis well advanced in time. A
combination of forecasters is prerequisite for pronouncing the observation in order
to train an MLC for breast cancer diagnosis. In order to make the inference whether
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a certain surveillance is from a cancerous finding or not, a high discriminant power
should be possessed by the classifier [10]. This not only being an opportunistic
but also a challenging theme that has congregated the concentration of research of
quite a lot of sciences, from computer vision, artificial intelligence, mathematics
and statistics to medicine. Thus, an assembly of related predictors may be used for
diagnosis inferring [11].

Remaining paper is fashioned as. Section 2 concentrates on the description of
the datasets used in this study. It also throws a brief light on the methodology of
extracting the productive feature vector from large high dimensional feature space.
The brief information about the mining algorithms which serviced the present work
are discussed in Sect. 3. It also brings about the classification parameters used in
the evaluation of the classification accuracy of the selected classifiers. Experimental
results are drawn both in tabular and graphical form and explored in Sect. 4. The
results are discussed in Sect. 5 in discussion part and finally the paper is concluded
with Conclusion as Sect. 6.

2 Materials and Methods

This slice designates the assessment procedure of image descriptors for breast cancer
verdict. It enlightens about the extraction of the feature vector from the imagemamma
graphs for trainingmachine learning classifiers to envisage the pinpointing of a lesion
(Fig. 1). This section unfolds the data sets upon which the experiments were carried
on, shadowed by an ephemeral enlightenment of the image descriptors that were
evaluated.

2.1 Data Sets

In this study, two breast cancer datasets are castoff in order to pinpoint the general
best method and classifier.

Wisconsin breast cancer diagnosis (WBCD): It is developed by the University
of Wisconsin Hospital grounded exclusively on an FNA (Fine Needle Aspiration)
test for breast masses finding [12]. A total of 699 clinical instances is present in this
dataset, possessing 458 (65.52%) benign and 241 (34.48%)malignant. Every clinical
instance is described by a set of 9 attributes having assigned integer values whose
range lies from 1 to 10 and one class has a binary value of either 2 or 4 as output as
a convenience for representing benign and malignant cases respectively. From this
dataset 16 missing occurrences are detached in order to gain high accuracy framing
out the final dataset possessing 683 clinical occurrences, with 444 (65.01%) benign
and 239 (34.99%). malignant cases.

Breast Cancer Digital Repository (BCDR): It is collected form Portuguese
female patients using an average age of 54.4 years old, fluctuating in the range from
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Fig. 1 Extracting image features from the image mammography lesions and training a classifier
based upon same features

28 to 82 [13]. BCDR-F01 is the head data set free for public. From 362 segmentation,
187 (51.66%) share is employed by benign findings and the residual 175 (48.35%)
go to malignant findings.

3 Evaluation

This chapter deals with the brief defining and working of selected data mining algo-
rithms fruitful for our work in this paper. It also engulfs the metrics which are used
as a measuring parameter for calculating the classification accuracy of the selected
data mining algorithms on both the datasets. It also adds some more classification
measuring parameters even if they were not directly showed in this work.

3.1 Algorithms Used

Four famous and most common used data mining algorithms in studies are used in
this paper.

Naive Bayes: It is a special algorithm whose background lies in the famous foun-
dation laid down byBayes theorem and belongs to probabilisticmethod of classifiers.
Bayes Classifier also known as generative model has its secret in computing class
conditional probability in terms of posterior and prior probabilities. Considering a
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testing instance possessing ‘d’ different features and having values X = <x1, x2, …,
xd >respectively. For determining posterior probability P(Y (T ) = i|x1, x2, …, xd) that
the class Y (T ) of test instance T is I , the Bayes rule results in:

P(Y (T ) � i |x1, x2, . . . , xd ) � i).
P(x1, x2, . . . , xd |Y (T ) � i

P(x1, x2, . . . , xd )
(1)

k-NN: K nearest neighbor is an instance base learning (IBK) which is a type of
lazy learning. In it the stage of training model building is often dispensed and test
instance has a direct linkage with the training instances for producing a classification
model. This approach crafts locally optimized model precise to the test instance.

J48: It is Decision Tree algorithm that uses a split criteria for splitting the data into
the corresponding labels. The splitting condition can be single attribute known as
Univariate or multiple featured known asMultivariate. The goal here is to recursively
make splitting of training data for maximizing the discrimination of different classes
over different nodes. Gini-index and Entropy are used to quantify the same. If p1,
…, pk is the portion of the records fitting to k different classes in a node N , then
Gini-index G(N) of a node N is

G(N ) � 1 −
k∑

i�1

p2i (2)

Corresponding Entropy E(N) is:

E(N ) � −
k∑

i�1

pi · log(pi ) (3)

The objective is to always minimalize the weighted sum of Gini-index or entropy
for splitting while developing the training model.

SVM: Support Vector Machine use linear conditions to make the classification.
An SVM classifier is equivalent to a single level decision tree with a very sensibly
preferred multivariate split condition. Weka uses a specific efficient optimization
algorithm inside Sequential Minimal Optimization (SMO) for SVM. The goal is to
increase the margin of the separating hyper plane:

Objective function � ||W ||2
2

+ C ·
n∑

i�1

ξi (4)

ξi is a Slack parameter whose purpose is to incorporate soft margins andC adjusts
the importance of margin and slack necessities. Nonlinear SVM are focus of the
present era of research which are learned using kernel methods. Here the pair wise
dot product between different training instances and between different test instances
are used as similarity values, which in turn open the gates for transformations of data
into multidimensional space. Kernel function (dot product) is:

K (X ,Y ) � φ(X ) · φ(Y ) (5)
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Performance evaluation of classifiers are evaluated from two different perspec-
tives, i.e., Visualization Techniques (ROC analysis and Reject Curves) and Statis-
tical techniques (Confusion Matrix, Precision, Recall, Sensitivity, specificity and
F-Measure).

3.2 Classification Metrics

Consists a list of parameter normally used for finding out the classification accuracy
of the classifier.

Sensitivity (also called Recall sensitivity, recall, hit rate or true positive rate
(TPR)]: Sensitivity is the share of genuine positives that are properly acknowledged
as positives by the classifier.

Sensitivity � TPR � TP/(TP + FN) (6)

Specificity (also called True Negative Rate): Specificity is capability of classifier
to isolate negative results.

Specificity � TNR � TN/(TN + FP) (7)

Precision [positive predictive value (PPV)]: Measure of relevant retrieved
instances.

Precision � PPV � TP/(TP + FP) (8)

Accuracy: Gives the share of correctly classified instances.

Accuracy � (TP + TN)/(TP + TN + FP + FN) (9)

F1 score (also F-score or F-measure or balanced F-score): It is the harmonic
mean of recall and precision:

F1 � 2 ∗ 1
1

recall +
1

precision

� 2 ∗ precision ∗ recall

precision + recall
(10)

3.3 Regression Metrics

Consists of statistical parameters like MAE, MSE and RMSE, etc.
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4 Results and Discussion

In this section the outputs from experiments are calculated in the mathematical terms
and the same are plotted in both tabular and graphical form.

In this paper, four most widely used data mining algorithms available from the
literature are applied on the two benchmark cancer datasets using all time WEKA
toolkit [14]. The algorithms used are Naive Bayes, J48, k-NN, and SVM inWeka tool
and corresponding classification parameters are noted down. Weka offers a special
type of Wrapper feature selection facility known as WrapperSubsetEval [15] which
outputs the optimal feature subset from feature space. Two types of feature selection
are widely used in the literature [16–18]:

Filter Models: Independent of the specific algorithm being used, a hard principle
on a feature or set of features is the trademark of this model that has the usability in
evaluating the suitability of classification [19–21].

Wrapper Models: Here algorithm and feature selection process is packed
together which makes the feature selection process algorithmic specific. This tech-
nique believes on the fact that different algorithms may exertion better with different
feature vectors [22–24].

The same four algorithms are applied on the modified datasets of the original
datasets and corresponding classification parameters are noted down again. The
results when compared showed an increase in the classification accuracy of all four
algorithms. An increase from 92.6186 to 97.0123 on Wisconsin dataset and from
87.4126 to 89.5105 on BCDR-D01 dataset in case of Naive Bayes occurred. In the
same way an increase from 92.9701 to 96.8366 in case of Wisconsin dataset and
from 80.4196 to 90.9091 on BCDR-D01 dataset in case of J48 occurred. Similarly
an increase from 96.1336 to 97.3638 on Wisconsin dataset and from 93.7063 to
97.9021 on BCDR-D01 dataset in case of k-NN occurred. Finally an increase from
97.891 to 97.9123 onWisconsin dataset and from 91.6084 to 95.1049 on BCDR-D01
dataset in case of SVM occurred as visible from the above Table 1 and Fig. 2. The
correspondingmisclassification of all the four algorithms also decreased accordingly.

Table 1 Accuracy improvement on Wisconsin and BCDR-D01 datasets on four algorithms

Accuracy

Initial Wisconsin
dataset (%)

Modified
Wisconsin
dataset (%)

Initial BCDR-
D01_Dataset
(%)

Modified BCDR-
D01_Dataset
(%)

Naive Bayes 92.6186 97.0123 87.4126 89.5105

J48 92.9701 96.8366 80.4196 90.9091

k-NN 96.1336 97.3638 93.7063 97.9021

SVM 97.891 97.9123 91.6084 95.1049



596 T. A. Shaikh and R. Ali

Fig. 2 Graphical representation of accuracy improvement on the modified datasets

5 Discussion

Mining of Data and Big data are the hot research topics of the last few decades
and Machine Learning is the backbone for framing up a practical shape to all the
concepts related to these. After the industrial revolution was witnessed by human
history where the muscular energy of living beings was transformed into the moving
engines, these mechanical systems now do the tons of amount of work in a very
short amount of time, for which manually it was taking both a lot of effort and time.
Carrying on these foundations, human brain was always in search of bringing about
a new revolution where they were thirsty not only to produce motion in machines but
also impart themwith a sense to make judgment, take reasonable decisions and solve
complex computational problems by using the prior experiences. This all gave birth
to Artificial Intelligence where data is the biggest asset and to mine it for drawing
conclusive results is done by different Classifiers.

In this work, we used the fourmost used datamining classifiers on the twomedical
science cancer datasets and corresponding results are noted down. The experiments
are carried out in famous Weka tool. AWrapper kind of dimensional reduction tech-
nique of WrapperSubsetEval is applied on both the datasets and again the same
parameters are noted down. Initially Naive Bayes got a classification accuracy of
92.6186%, which after dimensional reduction reached up to 97.01235 on Wisconsin
dataset. Same way Naive Bayes got classification accuracy of 87.4126%, which after
dimensional reduction reached up to 89.5105%, on BCDR-D01_ Dataset. Carrying
the same calculation on same datasets using J48, the results showed an increase
from 92.9701 to 96.8366% in case of Wisconsin dataset and increase from 80.4196



Applying Machine Learning Algorithms for Early Diagnosis … 597

to 90.9091% in case of BCDR-D01_ Dataset. Same way k-NN got 96.1336% as
initial classification accuracy which got improved to 96.8366% in case of Wiscon-
sin dataset and same way got initial accuracy of 93.7063% which upon modifying
dataset reached up to 97.9021%, % in case of BCDR-D01_Dataset. Finally the SVM
got 97.891% as initial classification accuracy which got improved to 97.9123% on
Wisconsin dataset. Lastly, the SVM got 91.6084% as initial classification accuracy
which got improved to 95.1049% on BCDR-D01_ Dataset.

6 Conclusions

The techniques of dimensional reduction has beenofwidely use in the literature. It has
been proving as the promising result oriented treasure making the field of Machine
Learning more mature. Lot of techniques of reducing the number of dimensions does
exist and each one is showing good results on different type of Classifiers. Ranging
from Linear Discriminant Analysis (LDA), Idempotent Component Analysis (ICA),
Principal Component analysis (PCA), Generalized discriminant analysis (GDA),
Backward Feature Elimination (BFE), Forward Feature Construction (FFC), etc. it
has got a wide range in the ITworld nowadays. In future, more dimensional reduction
techniques using soft computing concepts are coming as these are the bridges for
making the mining of data smooth.
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Approximation of Heaviest k-Subgraph
Problem by Size Reduction of Input
Graph

Harkirat Singh, Mukesh Kumar and Preeti Aggarwal

Abstract Heaviest k-Subgraph problem is to detect a subgraph of k vertices from
a given undirected weighted graph G such that the sum of the weights of the edges
of k vertices is maximum. Finding heaviest k-subgraph is a NP-hard problem in the
literature. We have proposed an approach for approximating the solution of heaviest
k-subgraph in which greedy approach is used to reduce the size of a graph which
is used as input for branch and bound implementation of the heaviest k-subgraph
problem.

Keywords Heaviest k-subgraph · Approximation algorithm · Branch and bound
algorithm

1 Introduction

The density of a subgraph on vertex set S in a given undirected graph G � (V , E) is
defined as d(S) � |E(S)|

|S| , where E(S) is the set of edges in the subgraph induced by
S.

The problem of finding the densest subgraph of a given graph G can be solved
optimally in polynomial time [1]. When we require the subgraph to have a specified
size, the problem of finding a maximum density subgraph becomes NP-hard.

Massive graphs constructed with data retrieved from the web and various social
networks have received remarkable interest in analyzing sub structureswith the use of
densest subgraph problems. Algorithms for finding dense subgraphs have been used

H. Singh (B) · M. Kumar · P. Aggarwal
Department of Computer Science and Engineering, University Institute
of Engineering and Technology, Panjab University, Chandigarh 160014, India
e-mail: harkiratsingh.tu@gmail.com

M. Kumar
e-mail: mukesh_rai9@yahoo.ac.in

P. Aggarwal
e-mail: pree_agg@pu.ac.in

© Springer Nature Singapore Pte Ltd. 2019
C. R. Krishna et al. (eds.), Proceedings of 2nd International Conference
on Communication, Computing and Networking, Lecture Notes in Networks
and Systems 46, https://doi.org/10.1007/978-981-13-1217-5_58

599

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1217-5_58&domain=pdf


600 H. Singh et al.

in various application related to community detection, detection of events in social
media data, pattern analyses in graphs, spam detection, etc. In above applications,
the graph constructed from data becomemassive and due to this, for extracting dense
subgraphs, fast algorithms are required.

In this paper, we used the greedy technique to approximate the solution of heaviest
k-subgraph. The main intuition of greedy method is to always select a choice that
looks best among the available options at that moment. This heuristic might not
always give an optimal solution, but can be helpful in giving a near-optimal solution.
In this paper greedy approach is used while constructing the graph from twitter
data. We reduce the size of the graph which acts as input to branch and bound
implementation [2] of heaviest k-subgraph.

2 Related Work

Heaviest k-subgraph problem is a NP-hard and there does not exist polynomial time
algorithm to find an exact solution. Still there exists some of the researches on
approximating heaviest k-subgraph problem. Asahiro et al. [3] describe a greedy
algorithm for the heaviest k-subgraph problem. They assign weight to each of the
vertices. This is equal to the total sum of the weight of the edges connecting to
that vertex known as a weighed degree. They again and again remove a minimum
weighted degree vertex in the currently remaining graph, until exactly k vertices are
left.

Feige et al. [4] present an approximation algorithm for the heaviest k-subgraph
problem using semi-definite programming. Papailiopoulos et al. [5] present an algo-
rithm that combines spectral and combinatorial techniques. This algorithm uses vec-
tors lying in a low-dimensional subspace of the adjacency matrix of the graph to
obtain candidate subgraphs. Depend upon the spectrum of graph this algorithm
comes with novel performance. Khuller et al. [6] give a 1/2-approximation algo-
rithm for (DalkS) and show that DamkS is as hard as DkS within a constant factor.
Charikar [7] describes a simple heuristic that has a 2-approximation guarantee. Nico-
las et al. [8] present approximation algorithms with having time complexity moder-
ately exponential or parameterized which relate trade-offs between approximability
and complexity.

3 Proposed Technique

In this section, we presented a proposed technique for approximating the solution of
heaviest k-subgraph. Flow diagram of various steps is shown in Fig. 1.



Approximation of Heaviest k-Subgraph Problem … 601

Undirected 
weighted graph of 

key words

For each node 
calculate sum of  

its adjacent edges.

Sort vertices in 
descending order 

of sum

take k/2 top 
vertices in set H 

Sort the remaining 
vertices by sum of 
the weights of the 
edges connecting 

to H

Again take  k/2 
vertices in set G

Return set H 
union G to give 

k vertices

Extract graph induced 
by these  k vertices and 
vertices connecting to 

these k vertices.

Apply branch and 
bound algorithm 

to this graph  

Fig. 1 Flow diagram of proposed technique

3.1 Preprocessing of Data

In this step, preprocessing of Twitter data is done. Each tweet is first tokenized and
then Stanford POS Tagger is used to remove the stop words. Remaining words in the
particular tweet are stored in the same sequence as in the original tweet.

Let each tweet be represented by Ti � {st1, x1, st2, x2, x3, st3 . . . . . . stn, xm}
which contains stop words stn and other words xn . After preprocessing stopwords
are removed and tweet is represented by Ti � {x1, x2, x3, . . . , xm}.

3.2 Graph Formation

Let T � {T1, T2, T3, . . . , Tn} be the set of tweets and Ti � {x1, x2, x3, . . . , xm} be
one of the tweets where set of xm is the sequence of words in tweet Ti .

A graph G � (V, E) be the structure specifying relationships between the words
of a collection, where V corresponds to the set of words, called vertices or nodes and
E is the set of relations among words. Each word x in Ti represents a node in G and
an edge between any two nodes corresponds to the simultaneous occurrence of the
two words in a tweet. The weight denotes the number of such instances.

Let Edge(x, y) be the boolean function which tells whether their exists edge
between node x and y.

Edge(x, y) �
{
true, x and y co-occur in atleast one tweet

false, otherwise
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For undirected graph, let it be G, (x, y) is an unordered pair and edge between x
and y is bidirectional, thus Weight(x, y) is same as Weight(y, x)

Weight(x, y) � {w,wherew is the number of co-occurences of x and y}

.

3.3 Heaviest k-Subgraph

Problem definition: Heaviest k-Subgraph problem is to detect a subgraph of k ver-
tices from a given undirected weighted graph G such that the sum of the weights of
the edges of k vertices is maximum.

3.4 Approximation of Heaviest k-Subgraph

The main idea of this method is to reduce the size of the graph which acts as input
to branch and bound method. We used a greedy approach to select vertices of the
graph. We did not pick directly top k weighted degree vertices rather we used some
technique to reduce the size of the graph. We first calculate the weighted degree of
each of the vertices. Then we take top k/2 weighted degree vertices in set H and sort
the remaining vertices by the sum of the weights of the edges connecting to set H.
From that sorted vertices, again we take top k/2 vertices in set G. In next step, we
extract graph induced by these k vertices of setH andG and vertices connecting these
k vertices. According to our approach large graph is reduced to a small size on which
branch and bound implementation of heaviest k-subgraph can give an approximate
solution. In next section, we have presented pseudocode of the above approach.

3.5 Proposed Algorithm

1. Input: A graph G(V , E) and integer k
2. Output: Approximate heaviest k-subgraph of G(V , E)
3. Let S is an array that contains sum of the weights of the edges connecting each

node
4. for each node u in V do
5. S[u] � sumOfAdjacentEdges(u);
6. S � sortDescendingOrderByWeight(S);
7. Set H;
8. //remove top k/2 from S and put in set H
9. for i � 1 to k/2
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10. H[i] � removeTop(S);
11. //Put remaining element from in Set R
12. R � V − H;
13. //for each node in R calculate sum of weight of edges connecting to set H
14. For each node u in R
15. SumR[u] � calculateSumOfNeighbourInH(u);
16. SumR � sortDescendingOrderBySum(SumR);
17. /remove top k/2 from SumR and put in set G
18. for i � 1 to k/2
19. G[i] � removeTop(SumR);
20. Set K � H ∪ G;
21. //Extract graph induced by vertices of set k and vertices connecting to these k

vertices.
22. Graph G′ � inducedGraph(G, K);
23. //apply branch and bound on graph G′
24. k_subGraph � branchAndBound(G′, k);
25. Return k_subGraph;

4 Experiments and Results

We have used Twitter Streaming API and Twitter4J (an unofficial Java library for
Twitter API) to collect a set of tweets. We use these samples for our proposed algo-
rithm for approximating heaviest k-subgraph problem. The algorithms were imple-
mented in Java and were run on a machine with 2.53 GHz clock.

4.1 Results

In this section, we compare the result of approximation algorithm of a heaviest k-
subgraph problem with exact branch and bound algorithm of heaviest k-subgraph
problem. We compare running time and solution of the algorithm, i.e., weight of
heaviest k-subgraph.

Figure 2 shows the running the time of approximate algorithm with exact branch
and bound. It shows that exact branch and bound runs faster when the value of k is
smaller, i.e., up to 15. When the value of k get increase more than a certain value
(here more than 15), the approximate algorithm runs faster. Running time of exact
branch and bound algorithm increase exponentially after a certain value of k. After
the value of k �20, the time of exact branch and bound explode. But on the other
hand approximate algorithm Twitter able to solve the problem of large k without
exploding.

In Fig. 3we compared solution of the heaviest k-subgraph problem, i.e., theweight
of k-subgraph returned by both of the algorithms. Branch and bound algorithm [1]
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gives the exact solution of the heaviest k-subgraph problem whereas approximate
algorithm approximates this value. According to results if we compare the ratio of
the approximate solution with the exact solution, it shows that most of the time, the
ratio is above 0.9.

After analyzing results of Figs. 2 and 3, we can say that approximate algorithm
can run efficiently for a large value of k while maintaining the ratio of approximate
solution to exact solution more than 0.9 most of the times. After analyzing results
of Figs. 2 and 3, we can say that approximate algorithm can run efficiently for large
value of k while maintaining the ratio of approximate solution to exact solution more
than 0.9 most of the times.
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5 Conclusion

We have proposed an approximating algorithm for a heaviest k-subgraph problem
where the main idea is to reduce the size of the graph which acts as input for branch
and bound algorithm. Results show that as the value of k is increased approximate
algorithm runs faster with a ratio of approximate solution to exact solution above 0.9
most of the times. Futurework includes improvement of this ratio so that approximate
algorithm give the more accurate result.
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Approximate Computing for Machine
Learning

Vinay Kumar and Ravi Kant

Abstract Inexact computing is an attractive paradigm when it comes to trading off
computation quality with effort expended. Many applications are error-tolerant and
can produce results with a slight shift in accuracy and a large reduction in computa-
tions. In this article, we present the techniques for Approximate Computing. Also,
strategies have been discussed to find approximation amenable code and maintain
the tolerance level of a machine learning algorithm. This article immediately aims
to provide insights to research scientists about Approximate Computing techniques
and motivate more works in this area in near future. Approximate computing is all
about adapting to application accuracy needs and providing savings over power and
energy.

Keywords Inexact computing · Approximation ·Machine learning
Data mining · Error-tolerant · Accuracy

1 Introduction

There is an enormous amount of data to be processed. On the contrary, we have
limited resources to make the same possible. Inexact computing is one mechanism
that can be used to sacrifice minimal accuracy and gain tremendous energy savings.
Having an answer with a precision of eight to nine decimal places is not always
profitable. It is equivalent to a solution correct to three or four decimal places. It is
very crucial to realize the fact that there are costs, in terms of expended energy to
come at the more accurate answer. At the same time, special care should be taken
for the tolerance level of the application. In previous researches, it is shown how
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Isaac Newton’s numerical methods could help us achieve the same. Using Newton’s
calculations, one can save energy by calculating the necessary precision instead of
the ultimate precision. There are many machine learning algorithms, which can be
applied using inexact computing approach. This can reduce enormous amount of
power usage by sacrificing a slight accuracy. This paper is inspired from the idea that
the learning model’s intrinsic robustness to noise may be leveraged to relax certain
constraints on the underlying hardware.

1.1 Overview of Approximate Computing

The idea of approximate computing is simple: deliberately reduce accuracy to save
energy, memory, and/or time. It is paradigm to take reducing accuracy as an oppor-
tunity not a loss. Different techniques of implying approximate computing have
emerged over the past few years, exploring the space of possibilities: numerical
approximations, neural network accelerators, unreliable hardware, etc. The biggest
challenge is to bring this concept down to every down programmers in a principled
way while ensuring a certain level of required correctness.

Approximate computing is different from conceptually related paradigms like
probabilistic computing or stochastic computing. Approximate computing does not
involve assumptions on the stochastic nature of any process implementing the system.
However, it uses the statistical nature of data and algorithms to trade quality for power
savings. Probabilistic computing is briefly explained in [1].

1.2 Areas of Implementation

Approximate computing is highly used in neural network accelerators. Neural net-
work is generally used in error-tolerant applications. There are some researches that
propose a number of techniques to approximate them. Neural network shows par-
allelism and can be accelerated using dedicated hardware. There are many quality
metrics like pixel difference in images, classification and clustering of data, rank-
ing accuracy, etc. which can be a subject to inexact computing. Universal image
quality index and satisfiability check are among other quality metrics. For several
applications, there are multiple performance metrics that can be used for calculating
quality loss, for example, both accuracy of clustering and mean centroid distance
can be used as a performance metrics for k-means clustering. Other areas of imple-
mentation include image processing and MapReduce. Approximate computing also
contributes in the field of various devices and components like simulators, analyti-
cal models, CPUs, and GPUs. Shoushtari et al. [2] presented an inexact computing
technique for cache memory, ultimately SRAM cells.
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2 Insights of Approximate Computing in Machine
Learning

There are many implications of inexact computing in the huge domain of machine
learningwhere one can trade off a slight accuracy to huge energy savings. The concept
of machine learning in itself is a probabilistic model which leads to approximate
results. Trading accuracy in here is havoc but when it comes to processing of huge
amount of data, such measures save a lot of energy at the cost of sacrificing slight
accuracy.

Several algorithms in machine learning work on the principle of approximation
and fetch efficient results over any dataset.

2.1 Algorithms and Usage

There are many applications like data compression, data mining, pattern classifica-
tion, or pattern recognitionwhich involves clustering. There aremanyproposedmeth-
ods for the same including one on isodata [3, 4], and some randomized approaches
like in Clara [5], Clarans [6], and modules based on neural nets [7].

K-means Clustering: It is one of the most famous clustering algorithms in use
and its most famous heuristic is called Lloyd’s algorithm [8–10]. In a loop, it com-
putes the neighborhood of a center point and then migrates to the centroid of its
neighborhood, until some given convergence criterion is satisfied. Ultimately, it con-
verges to local optimum [11]. The computation of neighbors in Lloyd’s algorithm is
the most expensive step but a lot of implementation for the same have been found
lately [12–16] (Fig. 1).

Fig. 1 K-means clustering
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There has always been a classic tradeoff between approximation and execution
time. There exist many clustering algorithms that are able to produce outputs nearer
to optimal solution. Arora et al. and Kolliopoulos in their paper mentioned about (1+
ε) approximation algorithm for the Euclidean space problem [17, 18]. The running
time of the approximation algorithm in the second paper was found to be O (21/εd

n log n log k) with a fixed dimension d. Agarwal and Procopiuc gave another (1+
ε)-approximation algorithm which runs with a complexity of

O(n log k) + (k/ε)O(kl−1/d ).

An important breakthrough was achieved byMatousek [19] when he proposed an
asymptotically efficient approximation algorithm which runs with a complexity of

O(n(log n)kε−2k2d ) time for fixed k and d.

Other approaches are out therewhich involve approximation algorithms to develop
more practical and efficient algorithms having weaker, but still constant factor of
approximation. Thorup worked on solving location problems in sparse graphs using
similar metrics. Therefore, the analysis is different and it relies on geometric prop-
erties very particular to k-means problem. With an accuracy loss of 5%, nearly 550
times energy savings could be achieved [20]. A k-means clustering algorithm, up to
50× energy saving, can be achieved by allowing a classification accuracy loss of 5%
[20]. Similarly, incurring an error up to 5%, using neural approximation technique,
an inverse kinematic application could accelerate up to 26 times compared to GPU
execution [21].

Neural Networks: It is a common observation that neural networks are used in
error-tolerant applications, and there are some research papers that propose tech-
niques to approximate them. Using backpropagation as a technique, Venkataranami
et al. tried to approximate neural network which is used for training neural networks
and quantifying the impact of approximation over any neuron. The neurons having
the least impact were further replaced by their approximate versions to create the
approximate model of the neural network.

Zhang et al. also gave a technique for approximating the neural networks. They
defined the neurons as resilient and a small deviation from its original computation
would lead to a drastic change in the output quality. A theoretical approach was
presented to find the resilience factor in each hidden or output layer. The neurons
with the least resilience are subject to approximation.

Du et al. proposed a hardware neural network accelerator which was based on the
fact that neural networks allow iterative training which further allows suppressing
the impact of the all the neurons producing large error. Their inexact neural network
accelerators provided significant savings in energy, delay, and area.
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3 Strategies of Approximate Computing

A number of strategies exist in order to approximate any model which majorly
includes precision scaling, loop perforation, load value approximation, voltage scal-
ing, memory access skipping, lossy compression, using memorization, use of neural
networks, data sampling, etc. [22]. Some of these strategies are explained in brief.

Precision Scaling: There are several approximate computing techniques that
change the precision width of input data to reduce storage as a requirement.

Loop Perforation: There are techniques that use loop perforation as an approach,
which is basically skipping some looping steps to reduce computational overheads.

Load Value Approximation: A load miss in the cache leads to the data being
fetched from the main memory or the next level cache which incurs high latency.
Load value approximation leverages the approximable nature of the applications to
approximate load values, thus hiding the cache miss latency.

Using Memoization: The process of storing the results of functions for later use
and reuse with same input is termed as memoization.

There could be several strategies to execute inexact computing and use approxi-
mation in hardware design and software modules. Several researches are being done
to bring about the change in computation using the principle of approximation.

4 What Else to Approximate?

There are ways to find approximable code segments or critical sections, i.e., control
flow in a program in order to make the approximate model. Identification of approx-
imation amenable code is important and tolerance level of the application should be
analyzed before implying inexact computing. Approximation of one code segment
always affects the other. Overall benefits of approximation are as follows:

• Have high performance/energy savings.
• Be flexible to adapt to application accuracy needs.
• Have minimal hardware overhead.

Approximate computing is further implemented in the following areas:

1. Image processing and multimedia,
2. Signal processing,
3. Machine learning,
4. Scientific computing,
5. Database search, and
6. MapReduce.

This can further be extended to many other streams with extensive research and
experimental efforts.
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5 Conclusion

The opportunities and obstacles in the field of approximate computing have been
highlighted in the article. Thus, this article can be concluded with a brief presen-
tation of the challenges underlying in this field. The existing approximate com-
puting techniques have focused on multimedia genre or iterative algorithms. These
error-resilient loads comprise only a part of the computational workloads. When
these “low-hanging fruits” gradually vanish, researchers must turn their attention to
general-purpose problems and optimal solutions, thus extending the scope of approx-
imate computing to the complete spectrum of computing theory and applications.
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Experimental Evaluation
of Nature-Inspired Algorithms on High
Dimensions

Manisha Singla and K. K. Shukla

Abstract This paper concentrates on four very similar metaheuristic optimization
algorithms: Differential Evolution (DE), Genetic Algorithm (GA), Particle Swarm
Optimization (PSO), and Cuckoo Search (CS) algorithm. These optimization algo-
rithms are used to solve optimization problemswith real parameters having real para-
metric functions. This paper gives a brief discussion of these algorithms followed by
the experiment over various benchmark functions. Many researchers have attempted
to compare these algorithms on various benchmark functions. This work compares
these algorithms on high dimensions over benchmark functions like Ackley’s func-
tion, Alpine function, Brown function, Deb function, and Powell sum function. These
above algorithms are compared on the basis of time required to converge on various
benchmark functions. Our experiments indicate that the CS algorithm outperforms
others when the dimensions are high, whereas in some cases, it is comparable to DE.

Keywords Metaheuristic optimization · Benchmark functions · Genetic
algorithm · Differential evolution · Particle swarm optimization and cuckoo search

1 Introduction

Optimization problem deals with optimization algorithms by minimizing or maxi-
mizing the objective function in the given problem. Population-based metaheuristics
methods and the numericalmethods are the two categories of optimization algorithms
where numerical-based optimization algorithms solve the problems having smaller
search space and also in a finite amount of time [1]. This limitation of numerical-
based optimization is solved by population-based optimization algorithms. These
algorithms can also deal with the problems having complex and comparatively larger
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search space. These are having high potential to solve harder and complex real-world
problems. It is also demonstrated earlier that population-based algorithms provide
much better and accurate results than numerical methods.

Earlier researchers have compared some of the algorithms on the basis of their
accuracy and time taken by the algorithm.Bymodifying someof the parameters in the
algorithm, thiswork produces a comparison among the abovementioned optimization
algorithms on the basis of the time taken by the algorithms over various benchmark
functions when the solution space is high dimensional.

2 Description of Optimization Algorithms

Various population-based optimization algorithms are discussed here which mini-
mize or maximize the objective function by applying various functional constraints.
Introduction to these algorithms is as shown below:

2.1 Genetic Algorithm (GA)

Genetics and biology are the reasons for the development of genetic algorithms
(GA). The element xk , k � 1, . . . , D, is considered as a gene with a candidate
solution x j , j � 1, . . . , N and the set of candidate solution is considered as the
population in the language of GA algorithm. This algorithm works in such a way
that the candidates are randomly chosen at the beginning of the algorithm and the
new candidate solutions or the child are generated by modifying the parent. The
basic steps followed for implementing genetic algorithm are described in Algorithm
1. GA is the evolutionary algorithm which is invented by John Holland in 1975 [2].
The original GA comprises three genetic operators, i.e., selection, crossover, and
mutation. First, parents are selected in the selection stage. The selection operator
randomly selects the individuals and then compares these individuals on the basis of
their fitness values. From these selected individuals, new individuals or chromosomes
are generated with the help of crossover and mutation operations.

Algorithm 1
1. Randomly select individuals of a population.
2. Evaluate fitness value of the population.
3. while(!termination condition) do
4. Select the individuals with best fitness value.
5. Perform crossover and mutation to generate new individuals.
6. Evaluate fitness values of new individuals.
7. Least-fit individuals are replaced by new individuals.
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2.2 Differential Evolution (DE)

DE is a considered as another important and powerful real-parameter based opti-
mization algorithm which is first introduced by price and Storn and described in [3].
Algorithm of DE is as shown below in Algorithm 2 [4].

Algorithm 2
1. Randomly select individuals (chromosomes) of the population.
2. Evaluate fitness value of the population.
3. while(!termination condition) Do
4. for (P[i]∈ Population)
5. A[i]=New(P[i], Population, popSize, weight, CR)
6. if (fitness(A[i]<fitness(P[i])
7. NewPopulation=A[i]
8. else
9. NewPopulation=P[i]
10. endif
11. end
12. Population=NewPopulation
13. fitness(Population)
14. end

2.3 Particle Swarm Optimization (PSO)

PSO is the algorithm which is first proposed by Eberhart and Kennedy in 1995 [5].
PSO algorithm consists of the set of particles and these particles move around their
search space on the basis of their past (best) location [6]. The algorithm of the PSO
algorithm is as shown in Algorithm 3 [7].

2.4 Cuckoo Search (CS)

Cuckoo search algorithm gets its inspiration from the activities of the cuckoo bird [8].
This algorithm uses the following representations: Each egg of a nest is a solution,
and a cuckoo egg is considered as a new solution. The main aim of this algorithm is
to make use of the better solutions (cuckoos) so as to replace other solutions in the
nests. This algorithm is based on the below-described rule:
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1. At a time only one egg is laid by Cuckoo bird and dumped in a randomly chosen
nest.

2. The nest which is having best quality eggs is taken to the next generation.
3. Host nests are fixed in number and if the host bird finds the egg of cuckoo bird,

then that egg is not considered in further calculations.

Algorithm 3
1. Randomly select individuals (chromosomes) of the population.
2. Initialize P_gbest=0
3. for(i=1 to popSize)
4. Assign p_velocity to each chromosome randomly.
5. P_position=Random(popSize)
6. P_lbest=P_position
7. if(fitness(P_lbest)<fitness(P_gbest))
8. P_gbest=P_lbest
9. endif
10. end
11. while(!terminationCondition) do
12. for(chromosome ∈ Population)
13. P_velocity=update_velocity (p_velocity, P_gbest, P_lbest)
14. P_position=update_position (P_position, P_velocity)
15. if (fitness(p_position)<fitness(P_lbest))
16. P_lbest=p_position
17. if(fitness(P_lbest)<fitness(P_gbest))
18. P_gbest=P_lbest
19. endif
20. endif
21. end
22. end
23. return(p_gbest)

Deb and Yang also discovered that rather than random walk, search style by levy
flights is much better [8]. The complete pseudocode of CS algorithm is described
below [9].

Algorithm 4
1. begin
2. Choose an objective function f(x)
3. Randomly generate initial population of n hosts nest.
4. Evaluate fitness value and rank them.
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5. while(k>MaxGen) or Stop criterion
66. k=k+1
7. Obtain a cuckoo randomly or generate new solution by Levy flights.
8. Evaluate fitness_val (i).
9. Choose a random nest j
10. if(fitness_val(i)>fitness_val(j))
11. Replace j by new solution.
12. end if
13. Evaluate fitness value, rank the eggs and find the current best solution.
14. end while
15. end

3 Experiments

Experiments are performed on various dimensions over abovementioned functions.
These are performed in Anaconda using Python language over system with 4 GB
RAM. Here, these algorithms are compared for dimensions like D �5, 20, 50, and
100. These benchmark functions are defined below with their results over above-
mentioned metaheuristic algorithms. In the below-described experiments, tuning
parameters considered in case of GA are crossover rate (CR) and mutation rate (MR)
equals 0.5 and 0.5, respectively. In case of DE, CR considered is 0.9 and value of
inertia is 0.5. In case of PSO, acceleration constants carry a value of 1.5, inertia
weight taken is 0.8, velocity lower bound is −1, and velocity upper bound is +1. In
case of CS, discovery rate considered during experiments is 0.25.

Ackley function

This function is generally used to solve evolutionary algorithms, and this n-
dimensional function is having more than one local minima and only one global
minima at x �0 and having value�0. The Ackley’s function is shown by Eq. 1 [10]:

f (x) � 20 ∗ e
−0.02

√
1
D

D∑
i�1

x2i − e
1
D

D∑
i�1

cos(2πxi )
+ 20 + e (1)

The two-dimensional (for two variables) representation of the Ackley function is
as shown in Fig. 1 [11]. This benchmark function is implemented by abovementioned
metaheuristic algorithms over various dimensions (D �5, 20, 20, and 100). Table 1
shows the evaluation time taken by these algorithms, and Fig. 2 represents the graphi-
cal comparison of these algorithms on different dimensions (with x-axis representing
various dimensions D �5, 20, 50, and 100). It is observed that with the abovemen-
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Fig. 1 Ackley function for two variables

Table 1 Evaluation time (in sec) needed over Ackley function for various dimensions

Algorithm Dim�5 Dim�20 Dim�50 Dim�100

GA 6.31 6.16 12.08 21.25

DE 1.55 6.37 6.73 12.85

PSO 1.83 6.2 12.04 20.03

CS 2.078 3.375 7.094 11.964
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Fig. 2 Comparison of various algorithms over Ackley function

tioned parameters of these algorithms, cuckoo search algorithm outperforms other
algorithms except DE at some points.

Alpine function

Alpine is a differentiable function and is defined over n-dimensional space. Also,
this function is not convex. Pictorial representation of Alpine function is shown in
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Fig. 3 Alpine function for two variables

Table 2 Evaluation time (in sec) needed over Alpine function for various dimensions

Algorithm Dim�5 Dim�20 Dim�50 Dim�100

GA 6.4 6.33 12.4 19.36

DE 1.5 6.39 6.77 12.07

PSO 1.67 6.31 11.73 17.87

CS 1.703 3.157 6.172 11.261
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Fig. 4 Comparison of various algorithms over Alpine function

Fig. 3 [12]. Alpine function is defined in Eq. 2 [12], and its results with different
dimensions corresponding to various metaheuristic algorithms are shown in Table 2.

The corresponding graphical comparison of these algorithms over alpine function
is shown in Fig. 4 (with x-axis representing various dimensions D �5, 20, 50, and
100). Alpine function has its global minimum at (0, 0) having its global minimum
value 0.

The equation for the alpine function is as shown below:

f (x) �
D∑
i�1

|xi sin(xi ) + 0.1xi | (2)

It can be observed that here also cuckoo search algorithm outperforms other
algorithms.

Brown function
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Fig. 5 Brown function for two variables

Table 3 Evaluation time (in sec) needed over Brown function for various dimensions

Algorithm Dim�5 Dim�20 Dim�50 Dim�100

GA 6.28 7.02 13.72 14.1

DE 1.81 6.32 10.31 10.79

PSO 1.86 6.17 11.6 12.09

CS 2.641 6.844 15.251 25.808

The equation for brown function is as shown below and pictorial representation of
Brown function is shown in Fig. 5 [13]:

f (x) �
D−1∑
i�1

(
x2i

)(x2i+1+1) + (x2i+1)
(x2i +1) (3)

Table 3 shows the evaluation time needed by various algorithms over Brown
function for various dimensions. Cuckoo search works better for certain dimensions
but not for all the dimensions here. Its graphical comparison is shown in Fig. 6 (with
x-axis representing various dimensions D �5, 20, 50, and 100).

Deb function

The equation for the Deb function is as shown below [14]:

f (x) � −1

D

D∑
i�1

sin6(5πxi ) (4)

Table 4 represents the evaluation time needed by various algorithms over Deb
function, and Fig. 7 shows the comparison of various algorithms over Deb function
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Fig. 6 Comparison of various algorithms over Brown function

Table 4 Evaluation time (in sec) needed over Deb function for various dimensions

Algorithm Dim�5 Dim�20 Dim�50 Dim�100

GA 6.374 6.21 12.05 19.62

DE 1.54 6.38 10.59 6.69

PSO 1.56 6.25 12.21 17.89

CS 1.713 2.635 4.563 7.856
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Fig. 7 Comparison of various algorithms over Deb function

graphically (with x-axis representing various dimensions D �5, 20, 50 and 100).
Here, also CS outperforms other algorithms.

Powell sum function

The equation for the Powell sum function is as shown below [14]:

f (x) �
D∑
i�1

|xi |i+1 (5)

Figure 8 shows the graphical representation of the comparison of various algo-
rithms over Powell sum function (with x-axis representing various dimensions D �
5, 20, 50, and 100) shown in Table 5.
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Fig. 8 Comparison of various algorithms over Powell sum function

Table 5 Evaluation time (in sec) needed over Powell sum function for various dimensions

Algorithm Dim�5 Dim�20 Dim�50 Dim�100

GA 6.34 6.2 12.03 18.16

DE 1.59 6.42 6.35 11.92

PSO 1.9 6.31 11.36 17.73

CS 1.703 2.578 4.328 6.262

4 Conclusions and Future Scope

From the above experiments, it is observed that CS algorithmworks better than other
algorithms for higher dimensions (in some cases it is comparable to DE) except
when it is implemented for Brown function. Here, these comparisons are made on
certain parameters of these algorithms. These comparisons are made on the standard
metaheuristic algorithmsbut theirmodifiedversions can alsobe comparedor standard
algorithms with some modifications in parameters can also be compared.
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Entropy Component Correlation
Analysis for Cross Pose Face Recognition

Kumud Arora and Poonam Garg

Abstract This paper aims to shelve into correlation of entropy components from
cross poses of the face. The quadratic entropy components in correspondencewith the
high frequencies are extracted. In this paper, we formulate CCA in semi supervised
manner for finding correlations between quadratic entropy features. Correlation of
components via canonical correlation analysis helps in setting up better correspon-
dence between a discrete set of non-frontal pose and the frontal pose of same subject.
Both linear and nonlinear version ofCCA is explored to find correlations among cross
pose features. Due to correlation finding, we can consider joint feature combinations
and evaluations rather than considering each of the images individually. Experimen-
tal findings demonstrate the canonical correlation of unsupervised spectral feature
selection based on information theoretic concepts performs better than correlation of
Eigen faces. Also nonlinear version of canonical correlation finds correlation better.
This paper majorly confines to 2D cross face recognition.

Keywords Renyi entropy · CCA (Canonical correlation Analysis) · KCCA
(Kernel canonical correlation Analysis) · KECA (Kernel entropy component
Analysis)

1 Introduction

Face recognition of a person across the pose different from the enrolled one still poses
bottleneck for accurate recognition. A nonlinear transformation of the 2D face image
happens when the face pose changes. Change in the viewpoints lead to self-occlusion
of distinguishing face features. Recognition accuracy falls steeply when the probe
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Fig. 1 Pixel distribution estimates under two face poses

face pose is different from the one that is enrolled in the database. Modeling of the
relations between view subspaces of an individual from different viewpoints can be
done by learning mappings from one pose to another. View subspaces from different
viewpoints of the same individual are basically correlated. Figure 1 shows that the
slight change in the pose causes change in the distribution estimate of the intensity
values and pixel correlation reduces to 49%.

The problem of recognizing cross pose faces can be formulated as minimizing the
dissimilarity measure between two vectors from different subspaces. Hoetlling [1]
proposed theoretically, by using CCA method, correlations between two different
sets of variables can be maximized. Thus, performing CCA on the identity coupled
face poses; the latent correlation over two poses can bemaximized. But due to the fact
that cross pose face coupling has nonlinear relationship, the effectiveness of relation
analysis using raw pixel intensities with CCA remains a bit limited. Entropy, as per
information theory [2], is a nonlinear function used to measure the uncertainty or
randomness of data flow. It can be used to capture the latent information hidden in the
data even when the data distribution source is not completely known. In information
theory, Shannon entropy is the most famous measure of randomness out of many
kind of entropies proposed [3]. Apart from Shannon entropy other key entropy is
Rényi entropy [4]. Renyi’s quadratic entropy is appealing because it can be used as a
measure of entanglement and can be estimated directly from input data set. Jenssen
[5] proposed Kernel Entropy Component Analysis (KECA), an approach that uses
kernel based estimator in the input space for Renyi’s entropy estimation and optimum
entropy projections.
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In case of face, the entropy of high-frequency component describes its detail
structure. Thus the problem of finding relationship between the images of two cross
pose variations reduces to finding high-frequency overlap. A least square formula-
tion of CCA [6] is used for finding inter-view supervised correlations. In our work
we explore to find out inter-view semi-supervised correlations from the training
samples via Renyi’s entropy estimate. Section 2 gives a brief review of cross pose
face recognition and Kernel Entropy Component Analysis. Section 3 describes the
semi-supervised formulation of CCA to extract entropy components as features from
identity coupled frontal and pose dataset. Subsequently in Sect. 4 experimental results
are presented and lastly conclusions and direction for future works are presented in
Sect. 5.

2 Background and Related Work

In this section, we give a brief overview of least square formulation of CCA and
Kernel Entropy and Component Analysis.

2.1 Least Square Formulation of CCA

The Canonical Correlation—a multivariate analysis of correlation [1] is one of the
extensively used methods for two view subspace learning. CCA is desirable in ana-
lyzing the strength of association between two constructs. The CCA provides useful
information about the linear correlation between two interrelated constructs, while
PCA fails to expose this information [7]. A special property of canonical correlations
is that they do not change when subjected to affine transformations of the variables,
i.e., they remain invariant to affine transformations. For two views of the same sub-
ject, X ∈ RdXn and Y ∈ RkXn , CCA calculates the projection of each representation
Wx ∈ Rd and Wy ∈ Rd in such a way that they remain maximally correlated even
in the reduced subspace with correlation coefficient

ρ � wT
x XY

Twy√(
wT

x X XY Twx

)(
wT

y X XY Twy

) (1)

Su et al. [6] reported Least Square formulation of CCA in multi-class label clas-
sification. Their work utilized four matrices

CXX � XXT ∈ Rd×d (2)

H � Y T
(
YY T

)−1/2 ∈ Rn×k (3)

CHH � XHHT XT ∈ Rd×d (4)
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CDD � CXX − CHH ∈ Rd×d (5)

The solution to CCA is expressed as Eigen vectors corresponding to top Eigen
values of (CXX†CHH ) subject to the condition that original data points are made
linearly independent before centering, i.e., rank (X) � n − 1 and rank (Y ) � k.
Intuitively, for a given input of high-frequency patch, there will be high correlation
with similar corresponding cross pose patch. Li et al. [8] in their work measured
the similarities of the local patches by correlations in a subspace constructed by
Canonical Correlation Analysis. Cross pose recognition was performed by directly
summing up the similarity of all patch pairs. Recently Li et al. [9] used both holistic
and local face features for maximizing the intra-subject across-pose correlations
via CCA. Nadile et al. [10] used KCCA for learning 2D correspondence mapping
between front face and profile one.

2.2 Feature Extraction and Dimensionality Reduction

Principal component analysis (PCA)—one of the classical methods for dimension-
ality reduction has been widely used for face recognition [11]. It can extract repre-
sentative features from high dimensionality, noisy and linear correlated data. It can
ensure that the extraction of linear features while it may not be able to extract useful
nonlinear features in case of nonlinear data. Nonlinear methods are required to han-
dle the nonlinear data, among which kernel principal component analysis (KPCA)
[12] is the most prominent one. KPCA is an extension of traditional linear PCA and
by using kernel trick it implicitly maps the original features into a high-dimensional
feature space. Mapping to high-dimensional feature space makes the feature space
linearly separable and then the linear PCA is conducted. Principal components anal-
ysis (PCA), kernel PCA (KPCA) based feature extraction methods gauge the sig-
nificance of components according to their covariance contribution. They do not
consider the entropy contribution, which vestiges important supplementary informa-
tion for the covariance. Both PCA and KPCA are typical spectral dimensionality
reduction methods which mine features by selecting the top eigenvalues and then
selecting their corresponding eigenvectors [9]. Kernel entropy component analysis
(KECA) is an information theory-based dimensionality reduction method, first pro-
posed and employed in pattern recognition by Jenssen [5]. This method attempts
to extract Renyi quadratic entropy of the input data set by means of a kernel-based
estimation.

In KECA foundation is laid on information theoretic learning based on the
quadratic information measures, combined with Parzen windowing followed by
Eigen decomposition of un-centered kernel matrix and sorting of Eigen vectors
according to information of projections. It is fundamentally different from other
methods in two ways: on the one hand, the selection of top eigenvalues and corre-
sponding eigenvectors is not necessary; on the other hand, the dimension reduction
reveals the intrinsic structure related to the Renyi entropy of the input data [13].
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KECA has been applied in face recognition to feature extraction and pattern recog-
nition successfully, showing superior performance over PCA and KPCA [14, 15].
Recently Ruan and Wang [16] utilises kernel entropy component analysis (KECA)
with weighted multiresolution face features to improve face recognition accuracy.
Verdiguier et al. [17] proposed an extension of the KECAmethod, named Optimized
KECA (OKECA), that directly extracts the optimal features retaining most of the
data entropy by using Independent Component Analysis (ICA) framework.

3 Proposed Approach

In this paper semi-supervised CCA is performed on identity coupled frontal and pose
dataset. CCA uses entropy components as features with a goal to get the maximum
information out of the two feature extractors. Kernel entropy component analysis
can be considered as an alternative to Kernel PCA for face representation where the
projections are characterized from information theoretic perspective. Following are
the steps of the approach used:

1. Input frontal database and identity coupled pose dataset.
2. Perform Canonical Correlation Analysis with least square formulation [6] to find

the correlation between frontal and pose features in latent space.
3. Instead of choosing top Eigen vectors corresponding to top Eigen values KECA

is applied, which reveals the structure related to Renyi entropy. Renyi entropy
given by

Z � −
∫

log p(x)2dx (6)

4. Renyi entropy is estimated fromgiven dataset as−log(V ) throughKernelDensity
Estimation [5], where V is the information potential associated with number of
retained components.

5. By using kernel decomposition V is given by

∑Nc

i�1

(
λ

1
2
j 1

T
N e j

)2
, (7)

where e j are the eigenvectors in columns, E � [e1; e2; : : : ; en], and D is a
diagonal matrix containing the eigenvalues [λ1, λ2, λ3, λ4 . . . , λn] of K , and Nc ≤n,

the number of retained components. The term
(
λ

1
2
j 1

T
N e j

)2
denotes quadratic entropy

values. Nc, number of retained components is determined by retaining only those
KECA Eigen vectors that have non zero sum of their corresponding components and
positive Eigen value.

6. L − 1 norm is applied to select the well-aligned features.
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7. To discriminate all correlated pairs, correlation value is taken factor as similarity
measure.

4 Experimental Results

For experimental evaluations, 2D images fromFERETDatabase [18] is used. Identity
coupled images of the database are divided into two groups front and pose set. Only
positive Yaw angles are taken for experiments. Each image of the database is cropped
to 80×80 sizes. We present the Canonical correlation performance of the KECA
(quadratic entropy features) feature descriptor which also acts as dimensionality
reduction approach.

As seen from the sample figure higher frequency blocks corresponds to higher
entropy and its found to be maximum for the combined blocks showing left eye, right
eye and nose tip (Fig. 2). In spite of easy computation, Shannon Entropy measures
cannot be used as reliable feature due to their high sensitivity for noise perturbations.
Also due to low correlation factor (0.5992) between front database and pose database,
the error with PCA reach 40% and with KPCA it reaches to 42.4% (Fig. 3).

Analyzing canonical correlation on the training dataset (Front & Pose Dataset)
with inbuilt matlab command “canoncorr” results in warning “Matrix is close to
singular or badly scaled. Results may be inaccurate”. Two factors accounting for
this: Small sample size problem arising out of high dimensionality of face data as
compared to number of training samples (200 images of 80×80 dimension) and the
failure of CCA to extract linear relation from face database which has inherent non-
linear nature. Figure 4 shows the canonical correlation plot of entropy feature values.

5.3514 5.5389 5.457 4.6156 5.4334 5.7188 5.1777

4.2779 4.9487 4.6344 4.4635 5.1285 4.8492 5.0348
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Fig. 2 Shannon entropy features from 8×8 blocks of front and posed image
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Fig. 3 Correlation plot between identity coupled samples

Correlation coefficient increases among the identity related samples as the canonical
dimension increases. Figure 5 shows the canonical correlation plot calculated by
using kernels on raw pixel values. In spite of increase in computational complexity,
performance of quadratic features is better than intensity features. In context of the
retained information potential, quadratic entropy features fared better even when the
kernel form of CCA is used on the raw intensity values.

5 Conclusions and Future Scope

In this paper we evaluate the proposed formulation of CCA in semi supervised
manner for finding correlations between entropic kernel components in the latent
space. While KECA sort the kernel eigenvectors by entropy, proposed formulation
of CCA explicitly searches for the maximization of the correlated features in order to
retain most informative content. Correlation of components via canonical correlation
analysis helps in setting up better correspondence between a discrete set of non-
frontal pose and the frontal pose of same subject. For the future works we will
explore partial least squares method for correlating front and posed dataset. Also we
will explore the effectiveness of using weights for multi-resolution components of
kernel entropy in order to maximize the correlations in latent space.
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Fig. 4 CCA plot of correlations between quadratic entropy features
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Fig. 5 KCCA plot of raw intensity features
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Diagnosis of Malignant Pleural
Mesothelioma Using KNN

Manpreet Kaur and Birmohan Singh

Abstract Malignant pleural mesothelioma is a major health issue and is a cause
of the concern as the number of cases are increasing constantly. The early diagno-
sis is necessary for the survival of the affected. An approach for the diagnosis of
Mesothelioma has been proposed in this paper, which distinguishes normal person
and the patient. The proposed approach uses a Differential Evolution Based Feature
Selection Method, the input to which is a combination of the results from Mutual
InformationMaximization and Sequential Backward Selection. For classification K-
Nearest Neighbor has been used and the average classification accuracy achieved is
99.07%.

Keywords Mesothelioma · Sequential backward selection and mutual
information maximization · K-nearest neighbor

1 Introduction

Malignant pleural mesothelioma is a cancer that affects the people in the industrial-
ized countries. The persons who are exposed to a high level of asbestos are having
more chances of getting affected by this either by inhaling or by ingesting it. Asbestos
exposure attributes to 86–95% contribution in the development of this disease [4].

Peritoneal mesothelioma starts showing its effect in the abdomen with abdominal
pain, then results in weight loss, nausea, and vomiting. The other symptoms include
anemia, chest pain, and hemoptysis (https://blogs.biomedcentral.com/on-health/201
7/03/21/latest-mesothelioma-life-expectancy-stats-and-survival-rates/). This cancer

M. Kaur
Department of Electrical and Instrumentation Engineering, Sant Longowal Institute of
Engineering and Technology, Longowal 148106, Punjab, India

B. Singh (B)
Department of Computer Science and Engineering, Sant Longowal Institute of Engineering and
Technology, Longowal 148106, Punjab, India
e-mail: birmohans@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
C. R. Krishna et al. (eds.), Proceedings of 2nd International Conference
on Communication, Computing and Networking, Lecture Notes in Networks
and Systems 46, https://doi.org/10.1007/978-981-13-1217-5_62

637

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1217-5_62&domain=pdf
https://blogs.biomedcentral.com/on-health/2017/03/21/latest-mesothelioma-life-expectancy-stats-and-survival-rates/


638 M. Kaur and B. Singh

propagates in the thin tissue membrane of lubricating cells, which wall around to
protect the heart, lungs, and abdominal. Tiny fibers of asbestos enter the body through
tracheal or esophageal pathways (http://markets.businessinsider.com/news/stocks/M
alignant-Mesothelioma-Pipeline-Review-H2-2017-1002380105).

Malignant pleural mesothelioma is not a common disease the incidents of which
are in 1–2 per million/year, however, in the developed countries, these are 10–30 per
million/year for men and 1–5 per million/year for women [6]. In Italy, there were 3.6
cases in men and 1.3 cases in women per lac persons per year, for the year 2008 [10].
The number of cases in the last years has globally increased slightly. The lag time
of 30–50 years after exposure to asbestos is the reason [1]. It is predicted that the
expected number of cases will be at an estimated peak in 2020. It will be a significant
health issue even after the estimated peak in some of the countries, and India is one
of these [2].

In Australia, there were 575 deaths, out of which 465 males and 110 females,
in the year 2013. In Great Britin, 2515 people lost their lives due to this
disease, out of which there were 2101 males and 414 females in the year
2014 (https://blogs.biomedcentral.com/on-health/2017/03/21/latest-mesothelioma-l
ife-expectancy-stats-and-survival-rates/).

The survival period depends upon the stage of diagnosis. This is mostly diagnosed
in the third stage of cancer and the survival period is up to one year. Since it provides
a less survival time after prognosis, diagnosis at the early stage is a major concern
[13].

Between in 1990–2001, in Italy, 9.8 months was survival period, once it is diag-
nosed, and after 3 years, less than 10% could survive. The numbers of cases with
this disease are increasing and there is a fear of about 800 deaths in 2012–2025 per
year in males [10].

A significant overlap between malignant and benign mesothelial cells as well as
betweenmalignant mesothelioma and adenocarcinoma cells, make the diagnosis dif-
ficult [3]. Different researchers have proposed diagnosis systems for classification of
Mesothelioma disease. Er et al. [6] proposed a probabilistic neural network based sys-
tem for diagnosis of normal and patient instances in Mesothelioma disease dataset.
Er et al. [5] used Artificial Immune Systems (AIS) for malignant Mesothelioma
disease diagnosis. Nilashi et al. [9] used EM, PCA, Classification and Regression
Trees (CART) and Fuzzy rule based technique for classification of the disease. Usha-
sukhanya and Sridhar [13] proposed a technique for analysis of malignant Mesothe-
lioma using artificial intelligence. The best results were achieved by probabilistic
neural network and Random Search method. Tutuncu and Cataltas [12] proposed a
method for diagnosis of Mesothelioma using different classifiers; J48, Bayes Net,
Sequential Minimal Optimization (SMO), Logistics Model Tree (LMT), Logistic
regression, Multi class classifier, Random Committee PART and Artificial Neural
Networks. The best results were achieved with artificial neural networks.

In this work, a methodology has been proposed for the diagnosis of pleural malig-
nant mesothelioma that uses Differential Evolution Based Feature SelectionMethod,
in combination with Sequential Backward Selection and Mutual Information Maxi-

http://markets.businessinsider.com/news/stocks/Malignant-Mesothelioma-Pipeline-Review-H2-2017-1002380105
https://blogs.biomedcentral.com/on-health/2017/03/21/latest-mesothelioma-life-expectancy-stats-and-survival-rates/
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mization. The reduced set of feature is used for classification with K-Nearest Neigh-
bor to distinguish between normal data and malignant mesothelioma.

2 Database

The database considered in this work is “Mesothelioma disease dataset” which was
prepared at Dicle University Faculty of Medicine. This is a dataset publicly avail-
able at UCI (University of California, Irvine) Machine Learning Repository. In this
dataset, there are 324 instances indicating different patient records. Each instance
contains 34 features; Age, gender, city, asbestos exposure, malignant mesothe-
lioma type of Malignant Mesothelioma, duration of asbestos exposure, diagnosis
method, side the duration of symptoms, respiratory distress (dyspnea), ache on chest,
weakness, habit of cigarette, performance status (WBC count), hemoglobin (HGB),
platelet count PLT, sedimentation, blood lactic dehydrogenase LDH, alkaline phos-
phatase ALP, (Total protein), albumin (albumin), glucose, pleural lactic dehydro-
genase, pleural protein, pleural albumin, pleural glucose, Pleural effusion, pleural
thickness on tomography, pleural level of acidity pH and C-reactive protein (CRP).
This is followed by the class of the instances; which belongs to either healthy patient
records (228 records) or cancer patient records (96 patients) [6].

3 Feature Selection

In medical classification applications, the numbers of features are very large, which
may include irrelevant and redundant features. The presence of irrelevant and/or
redundant features may result in over-fitting as well as increases the processing time.
The feature selection procedure is a process of selecting an optimal set of features
in order to improve the classification accuracy [11].

There are three classes of feature selection techniques. Wrapper methods, make
use of some classifiers to score a given subset of features; filter methods, which study
inherent properties of the data; and hybrid methods, which combine the properties
of these two methods [12].

In this paper, a procedure proposed by Tiwari et al. [12] has been used for selec-
tion of non-redundant and relevant set of features. They proposed a methodology
in which they used a combination of Mutual Information Maximization algorithm
and Sequential Backward Selection to generate a set of features which is input to
Differential Evolution based Feature Selection [8] technique. The final set achieved
consists of 10 features. The computation time and the consistency of the results has
been improved.
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4 Results and Discussion

Themethodology proposed for analysis of malignantMesothelioma disease has been
evaluated on Mesothelioma disease dataset available publicly. K-Nearest Neighbor,
Support Vector Machine and Artificial Neural Networks have been used for classifi-
cation. The best accuracy has been achieved by K-Nearest Neighbor (KNN), with 10
numbers of nearest neighbors, and with Euclidian Distance, where all the features
are given equal weights.

KNN is a non parametric algorithm which has been used since 1970 in many
applications of pattern recognition, classifications, etc., classifies the cases on the
basis of similarity measures. It is mainly used when all the attributes are continuous
[7].

The performance of the system has beenmeasuredwith sensitivity, specificity, and
accuracy. In the proposed system, False Positive (FP) is a negative label to a positive
point, False Negative (FN) is a positive label to a negative point, True Positive (TP)
and True Negative (TN) are the correct classification of the labels. In this proposed
system, TP is taken as number of correctly classified patient cases, TN value is
number of normal cases duly recognized, FP is quantity of normal cases recognized
as patient cases and FN is a quantity of patient cases identified as normal cases. The
results achieved from this work, show a sensitivity of 98.96%, specificity of 99.12%
and average accuracy of 99.07% with 10 fold cross validation procedure.

A comparison of the results achieved has been made with the work of the other
researchers as shown in the Table 1. In the year 2012 Er et al. [6] achieved an average
accuracy of 96.30% with the probabilistic neural network. In the year 2015 Er et al.
[5] used Artificial Immune Systems and reported an accuracy of 97.74%. In the year
2017 Nilashi et al. [9] reported the prediction accuracy of 93.07% by EM, PCA,
CART and Fuzzy rule based technique. In the year 2017 Ushasukhanya and Sridhar
[13] reported an accuracy of 96.3% with probabilistic neural network and Random
Search method. In the same year, Tutuncu, and Cataltas, achieved the best results
with ANN claiming an accuracy of 99.07%. The average accuracy achieved by the
proposed system is also 99.07%.

Table 1 A comparison of the results with the other research works

Paper and author Year Accuracy

Er et al. 2012 96.30

Er et al. 2015 97.74

Nilashi et al. 2017 93.60

Ushasukhanya and Sridhar 2017 96.30

Tutuncu and Cataltas 2017 99.07

Proposed methodology 2018 99.07
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5 Conclusions

In this paper, amethodology for analysis ofmalignant pleural mesothelioma has been
proposed. An optimal set of features has been selected by eliminating redundant and
non-relevant features in the feature set. K-Nearest Neighbor with the 10 numbers of
nearest neighbors, andwith EuclidianDistance, where all the features are given equal
weights, has been used for classification. The average accuracy achieved is 99.07%
with 98.96% sensitivity. The results are quite comparable with the other approaches
available in the literature. The proposed approach may be significant in the detection
of disease at the early stage, and reduce the death rates.
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ECG Arrhythmia Classification Using
Artificial Neural Networks

Saroj Kumar Pandey and Rekh Ram Janghel

Abstract Electrocardiogram (ECG) arrhythmia is referred to as a change in human
heart rhythm, and it becomes either too slow or very large compared to normal heart
rhythms. This may cause disease affecting cardiac. Early correct identification of
arrhythmia is important in the detection of cardiac disease and getting the better
treatment of a patient. Numerous classifiers are present for ECG diagnosis. Artificial
neural network (ANN) is one of the more popular and very widely utilized models
for ECG diagnosis. In this paper, we introduced three different ANN models, which
are classified as healthy and arrhythmia classes and using UCI repository ECG 12
lead signal feature extracted data. This particularly uses ANNmodels that are trained
as well as tested on back-propagation feedforward neural network, recurrent neural
network (RNN), and radial basis function (RBF) networks. We evaluated the diag-
nosis testing result in the form of classification accuracy, sensitivity, and specificity.
Among these three contrast ANNmodels, RNNmodels have shown better diagnosis
result up to obtained 83.1% testing classification accuracy with selected attributes.

Keywords Arrhythmia · Electrocardiogram · Recurrent neural network · Radial
basis function · Diagnosis · Back-propagation algorithm

1 Introduction

Diseases affecting cardiac have become usual in day by day. Diseases affecting
cardiac is growing because of unhealthy living style increase these days and in med-
ical conditions like diabetes, hypertension, and tobacco smoking. The heart can be
affected due to multiple conditions. Among different sickness individual has experi-
enced, heart infections are as yet one of the vital issues in the world. Early discovery
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Fig. 1 Normal heart pulse

and legitimate medicinal treatment of maladies relating to the cardiac can spare
existences of the unhealthy person in instances of unexpected death [1]. One of the
critical classification devices of heart working is ECG or EKG (Electrocardiogram)
which makes a realistic record of the heart’s electrical impulses. Figure1 appears the
ECG examples of normal heart pulse and abnormal heart pulse. An arrhythmia is an
abnormal heart pulse. There are two fundamental sorts of arrhythmias. Bradycardia is
the time when the heart rate is too low under 60 beats for consistently. Tachycardia is
the point at which the heart rate is too quick more than 100 pulse rates every minute.
Whenever arrhythmias are extreme, the cardiac capacity to pump blood might be
lessened causing shortness of breath, chest torment, experiencing tired, and loss of
consciousness. On the off chance is that more serious, it can cause heart assault or
death [2]. In this way, to maintain a strategic distance from any awful happenings,
we are to recognize and classify the heart arrhythmia. Methodologies have as of
now been created for diagnosing cardiovascular arrhythmias in view of ECG signal
information, yet at the same time indicate poor execution. Different machine learn-
ing and data mining techniques are being conveyed to enhance the recognition of
ECG arrhythmia. Yet, in any case, there are contrasts between the cardiologs and the
program diagnosis. Taking the cardiologist’s as best quality level, we are to limit the
distinction by methods for machine learning apparatuses [3].

In this paper, we used six different models of artificial neural networks (ANN) and
focused on the best simulation results to differentiate between normal and abnormal
cardiac activities. In the following section, this paper is grouped as follows. Section2
reports the associated works of various classification techniques. Section3 describes
themethodology description, and Sect. 4 explains the simulation results. Conclusions
and further work are presented in Sect. 5.

2 Survey of Related Works

Distinctivemethods have been available to develop robotized recognition and finding
of ECG. Self-organizing maps (SOM), support vector machines (SVM), multilayer
perceptron (MLP), Markovmodels, and fuzzy or neuro-fuzzy systems and of various
procedures have been recommended to enhance execution [4–6]. The examination of
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ECG is primarily identifying its example and diagnosing arrhythmia persistently. To
date, a few analysts have made undertakings to apply SVM and distinctive another
classifier to diagnosis cardiac beats. Various strategies have been introduced over
before years for working up the motorized structures to absolutely order the ECG
information. These include wavelet transform [7, 8], direct vector quantization [9],
probabilistic neural network [10], and fuzzy crossover neural system algorithms [11].
Silipo et al. [12] proposed a differentiation task for characterization of ECG applying
two arrangement strategies: one with administered learning strategy and other learn-
ing with unlabeled information. Sugiura et al. [13] built up a fuzzy rationale-based
methodology for recognizing ECG arrhythmias and segregating ventricular arrhyth-
mias. Acharya et al. [4] utilized cardiac rate changeability (HRV) as the base flag and
executed ANN and fuzzy proportionality connection for the grouping of four ECG
arrhythmias. Kohli et al. [14] suggest SVM-based arrhythmia arrangement associ-
ated with three strategies: one against one, one against all, and fuzzy choice capacity.
In this paper, one against all strategy gives the better exactness contrast with differ-
ent techniques. Jadhav et al. [15] developed three diverse models of ANN for the
determination of heart arrhythmia. In this paper, ANNmodels are prepared to utilize
static back-engendering with force figuring out how to grouping of arrhythmia.

3 Methodology

In this task,ANNmodels have been used for the diagnosis of ECGarrhythmia dataset.
The training takes place through the repetitive process until of weight adjustments
used to its beginning weight after epoch iteration of the training process. Figure 2
presents the overall used methodology. As found in the tests results in our ANN
models, classify ECG signal as either normal or arrhythmic. In this article, we used

Fig. 2 Abnormal heart pulse
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Fig. 3 Block diagram of
entire methodology

three ANN models, namely, back-propagation network (BPA), radial basis function
(RBF) network, and recurrent neural network (RNN). The dataset contains several
missing attribute values which are deleted the entire subjects. Various methods of
neural networks are taken as input data values in the normalized form; hence, obtain
the normalized data value first, select the highest value from the given attributes, and
then divide all the data values of given attribute by this highest value. Thus, we get
all values of an attribute in interval zero and one. The BPA is applied to the gradient
descent to calculate the new weights and biased values. For better performance, BPA
is able to adjust the network weight quickly. The graph representing the error is
known as error space of the model for each association of weight and biases. The
main objective of anyone training model is to obtain the global optima in given
search space. Multiple times BPA may obtain confined to local minima because of
the unavailability of somewhat global leading procedure or the attempt to investigate
the whole error margin which is of large dimensionality and very complex. The ANN
model applied in this investigation existed in the input layer, one hidden layer, and
output layers. The sigmoid and purelin transfer function is used in both hidden and
output layers of neurons, respectively. The performance measure used was mean
sum-squared error (MSE) and confusion matrix [16] (Fig. 3).

4 Simulation Results

4.1 Database Used

This dataset was donated by Dr. H. Altay Guvenir in 1998. This database includes
the total number of subjects as 452. The number of features is 279 in which 206
features are linear valued and the remaining are nominal. There are 32 subjects with
missing information so we discard these instances and use only 392 instances. We
also deleted columnswith all 0s and also deleted columns ofwhichmost of the entries



ECG Arrhythmia Classification Using Artificial Neural Networks 649

are 0s. We obtained 182 columns of which 173 are numerical and 9 are categorical
attributes [17]. We used only 161 attributes for training and testing of ANN models.
The objective is to differentiate between the healthy and unhealthy of cardiac and to
classify it in one of the two groups. Class 1 mentions the normal ECG data and class
0 mentions the arrhythmia.

4.2 Performance Evaluation

We have examined the three main measurement performances on various machine
learning classification algorithms that are sensitivity, specificity, and classification
accuracy. These measurements are described by using confusion matrix as true posi-
tive (TP), true negative (TN), false positive (FP), and false negative (FN). TP observa-
tion happens when the observation of arrhythmia occurs by the classifier andmatches
with the physician’s observation, and TN observation happens when classifier and
physician both detect the not present of arrhythmia. FP occurs when the classifier
observed an arrhythmia but physician observed not an arrhythmia case, and FN
occurs when classifier does not observe an arrhythmia case but physician observed
arrhythmia. Classification accuracy refers to the total number of correctly classified
instances that is the addition of true positive and true negative divided by the total
number of instances (TP, TN, FP, and FN). For binary classification,

Accuracy = TP + TN

Totalnumberof instances
(1)

Sensitivity refers to the ratio of correctly classified true positive (TP) divided by the
sumof true positive (TP) and false negative (FN). It is also called the true positive rate.

Sensi tivi t y = TP

TP + FN
(2)

Classification specificity is the rate of correctly classifying the negatives referred to
as specificity. It is equal to the ratio of TN to the sum of FP and TN.

Speci f ici t y = TN

FP + TN
(3)

In this work, first we have used 100% dataset for training purpose and then different
datasets for testing of model for obtaining trained accuracy. For finding the testing
accuracy, we have used five different datasets for trained model used for obtaining
better tested accuracy. We have used fivefold cross-validation of testing results to
obtain better accuracy.
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4.3 Experiment Results

Tables1, 2, 3, 4, 5, and 6.

5 Conclusions and Further Work

This task introduced a powerful artificial intelligence-based diagnosismodel for ECG
arrhythmia diagnosis using 12 leadUCI ECG signal databases.We have applied three
well-known ANNmodels to the contrast between the present normal signal data and
arrhythmic signal data. Based on the contrast analysis of the obtained results, RNN
is the strongest ANN model for the specified ECG arrhythmia diagnosis work. It
is shown that the testing accuracy of RNN method is better from other two ANN
methods. In RNN method, we obtained classification testing accuracy 83.1% and
sensitivity 86.67% and specificity 66.67%, respectively. This work gives the better
result in terms of accuracy and compared to the results of some recent task using the
same database. Our further work of research will introduce some more hidden layers
(deep learning) for ECGarrhythmia classification and try to improve the performance
of diagnosis results. We will also be using multiclass classification techniques to
classify the different types of arrhythmias.

Table 1 Classification result of ANN models for using 50–50 training and testing dataset

ANN Model Sensitivity % Specificity % Accuracy %

RNN 72.15 68.42 70.91

RBF 70.03 58.10 65.13

BPA 68.35 60.71 64.28

Table 2 Classification result of ANN models for using 60–40 training and testing dataset

ANN Model Sensitivity % Specificity % Accuracy %

RNN 75.96 73.58 75.15

RBF 69.83 57.20 63.33

BPA 69.16 59.23 64.68

Table 3 Classification result of ANN models for using 70–30 training and testing dataset

ANN Model Sensitivity % Specificity % Accuracy %

RNN 73.68 64.29 70.33

RBF 74.10 57.15 68.50

BPA 63.50 50.40 60.16
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Table 4 Classification result of ANN models for using 80–20 training and testing dataset

ANN Model Sensitivity % Specificity % Accuracy %

RNN 74.07 58.33 71.23

RBF 77.28 63.49 70.40

BPA 68.12 62.22 64.10

Table 5 Classification result of ANN models for using 90–10 training and testing dataset

ANN Model Sensitivity % Specificity % Accuracy %

RNN 86.67 66.67 83.05

RBF 83.28 63.66 75.25

BPA 77.10 61.18 74.35

Table 6 Comparison of this work with other existing works

Literatures Models Classes Accuracy %

Polat et. al [19] Fuzzy weighted AIRS 2 76.2

Uyar et.al [20] SVM and LR 2 74.9

Elasyad [21] LVQ 2.1 2 74.12

Zuo et. al [22] KDF-WKNN 2 70.66

This work RNN 2 83.1
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An Improved Automated Question
Answering System from Lecture Videos

Divya Mamgai, Sonali Brodiya, Rohit Yadav and Mohit Dua

Abstract Learning is important for students for individual aswell as nation develop-
ment. However, due to the ever increasing student base and lack of sufficient number
of mentors all over the world, one-to-one student-teacher interaction in real life has
become a tough task. Question Answering (QA) systems reduce the requirement for
physical interaction between students and teachers. QA systems allow students to
post their queries and get answers for the same. The paper discusses implementation
of an automated QA system that uses a knowledge base constructed from the video
lectures recorded in the classrooms as well as the ones that are available online. Two
approaches to generate the transcript from the video lectures have been implemented:
(1) with use of Online Speech Recognition APIs (Application Programming Inter-
faces) and (2)with use of offlinemethod. CMUsphinx has been automatically trained
using predefined dataset in offline method. Transcripts from both approaches, i.e.,
online and offline are then compared on the basis on semantic similarity and results
are presented.

Keywords Question answering system · NLP · Transcript · Language model

1 Introduction

Learning is an important part of every student’s life. Not only a student gets knowl-
edge about a subjectmatter but also acquires skills to use them.Therefore, an effective
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learning becomes crucial in the knowledge-driven world today. The process of edu-
cation was limited to a classroom with a teacher leading the process until beginning
of twenty first century. The concept of online learning was questionable. However,
with the advent of Internet, e-learning came into picture and a number of affordable
solutions were available with plethora of e-learning systems such as online courses
and video lectures [1]. Recently, a number of QA systems have been proposed where
users enter the query in their native language and the systemgives the closelymatched
output [2, 3].

A QA system enables the student to engage in the learning process anytime and
anywhere, at his or her own pace and leisure. This kind of online learning has been
found effective. During the academic year 2002–2003, independent researchers at
Eduventures found that 30,000 American high school students took classes online
[4]. Through vivid resources, a student can get hands-on in any area of interest. The
online learning world is not only limited to students but also helps the adults as well.

According to [5], the following improvements have been noticed by the top com-
panies in the learning field

• Reduction in terms of time competence
• Increment in productivity through learning interventions
• Improvement in staff satisfaction/engagement
• Decrement in delivery time
• Improved ability to change products or procedures.

Online learning is not only diverse but it is also beneficial for the environment.
Britain’s Open University’s study found that producing and providing e-Learning
courses consumes an average of 90% less energy and produces 85% fewer CO2

emissions per student than conventional face to face [6].
However, this medium of instruction fails when it comes to interaction. Online

lectures and courses are one-way sources of information and fail to address the
provision to answer the doubts and queries by the students. For example, a student
can only watch the lecture but not ask questions that may arise. These learning
interactions are missing, and hence the efficacy of online video lectures becomes
questionable [7]. The research work in [7, 8] intends to eliminate this limitation by
using these video lectures to produce a knowledge base that will serve as a source to
answer the queries of the students. Various parameters such as use of presentations
and error correction have been considered to generate accurate transcripts. The results
obtained with and without including these parameters have been compared with
human generated transcripts to see which option gives more accurate answers. This
is done considering two approaches: (1) Natural Language Processing [9] and (2)
Pattern Matching, to fulfill this intent.

Although transcript generation has been discussed in the previous literature, the
transcripts are still not accurate and can be improved. Accuracy of transcript is
a major factor because it forms the basis of further query extraction and answer
fetching as well. If the transcript generated is itself not accurate, it will certainly
lead to incorrect and irrelevant results. In the meanwhile, offline speech to text [10]
options have been developed where they may be trained for personal uses. One such
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Fig. 1 The overall flow of the system

option is CMU Sphinx [11, 12], an open source for speech to text which needs to be
trained first. However, manual training may consume many hours and also requires
lot of efforts and is also prone to errors. Further, it is equally important that transcript
is grammatically correct because grammar gives sense and meaning to a sentence.
Wrong grammar may change the meaning of the sentence.

This paper works on improving the accuracy of the transcripts generated from
the video lectures. Plethora of speech to text APIs are available, which convert
speech input into text output [8]. Using these APIs to generate transcripts would
indubitably providemuch better results. In this paper, three suchAPIs are considered:
(1) Google Cloud Speech Recognition [13], (2) Wit.ai [14] and (3) Microsoft Bing
[15]. Second, a method to automate the training of Sphinx has been proposed to
reduce the overhead involved in manual training [11]. This trained source is then
used to generate transcripts which are further improved by including grammar check
and grammar correction [16].

2 System Overview

In this section, the overall system design is discussed in detail. The flow of the
system is shown in Fig. 1. The application takes video lectures as input and feeds
them into knowledge base after converting these videos to transcripts. The system
developed takes a video lecture as an input to generate a transcript which is fed into
the knowledge base. Secondly, relevant answers are fetched from the knowledge base
in case a query is made.

2.1 Technologies Used

2.1.1 Ffmpeg 2.8.4 -Python Package Index

Ffmpeg [17] is a software package that contains libraries and utilities to encode,
decode and convert videos and audios of almost any format at a very fast rate. It
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reads from an arbitrary number of input files such as regular files, network streams,
grabbing devices, etc. and writes to an arbitrary number of output files.

2.1.2 Speech to Text APIs

API stands for Application Program Interface. APIs are basically tools for building
software applications. An API acts like a software intermediary that allows two
applications to talk to each other. The APIs utilised in converting audios to text are
called Speech toTextAPIs.VariousAPIs such asGoogle SpeechRecognition,Wit.ai,
Microsoft Bing and CMU Sphinx are integrated with the application to compare
results.

2.1.3 Neo4j

It is a Graph Database Management System. It has been used to create knowledge
base which is in the form of graph. All the transcribed data goes into this knowledge
base and it also acts as a source for answers for the queries [18].

The application requires that video lectures be saved locally on the system. The
path to the video file is first required by ffmpeg to convert it into audio. This audio
is taken through two routes. One route uses online APIs to generate notes from the
audio whereas the other passes the audio through an offline source and puts grammar
check and grammar correction afterwards to generate notes. The accurate notes out
of the two are further added into the knowledge base using neo4j [18].

2.2 Architecture

The applicationmainly focuses on onemodule of the system described in the existing
paper, which is the generation of the transcript. The working of transcription module
is shown in Fig. 2. The intent to improve accuracy of transcripts is done taking
two approaches and results from both of these approaches are compared. The two
approaches discussed will be: (1) Transcription using online APIs and (2) through
CMU Sphinx.

2.2.1 Transcription Using Online APIs

Online APIs such as Google Speech Recognition, Wit.ai, and Microsoft Bing have
already been developed and can be accessed using authentication keys. Such APIs
take audio file as input; audio being in particular formats, and converts it into tran-
scripts, specifically lecture notes here. These notes are locally savedby the application
and also fed into knowledge base and are accessible for evaluation.
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Fig. 2 Transcription module

2.2.2 Transcription Using CMU Sphinx

The sphinx was trained on a set of videos so as to include the domain specific terms
into the dictionary. The videos used for training the sphinx were taken from Youtube
along with their closed captions (CC), if possible. The audio part of the videos was
downloaded using the youtube-dl along with the closed caption as only the audio is
relevant for training. The downloaded audio files were converted into a wav file of
16,000Hz sample rate,mono channel andnormalized audio so as to enhance the audio
for better clarity. The converted audio files and downloaded subtitle files or closed
captions were then further processed to generate the .fileids and .transcription file.
The wav files were then converted to the corresponding mfc files. The timestampwas
removed from the closed captions file and the entire text was converted to lowercase
after removing the punctuations. The .fileids file contains the list of all the audio
files, without the extensions, that will be used for training in a line by line where
each line contains name of a single audio acoustic file (.mfc file). The .transcription
file contains the corresponding transcription, generated from closed captions. These
files are then used to include the words or terms that were originally not present in
the dictionary, basically the technical or domain specific terms.

The output generated through the APIs is further processed through grammar
check and correct to detect grammatical flaws that may have occurred during tran-
scription process and correct them accordingly. This is achieved using Language
check module in python.

3 Evaluation Experiment and Results

Evaluation of transcripts generated from two sources is carried out and both the
results are compared for accuracy. Online APIs have been built on the top of machine
learning algorithms but unlike them, Sphinx is explicitly trained and it has been found
that transcripts generated from Sphinx followed by processing from grammar check
and correction give the best results. The results obtained by performing semantic
analysis between actual and generated transcripts is shown in Table 1.
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Table 1 Results from both approaches

API Accuracy (%)

Google cloud speech recognition 85.47

Wit.ai 80.23

Microsoft bing 51.57

CMU sphinx (trained) 92.36

4 Conclusions and Future Research

The discussed work uses automatically trained CMU Sphinx for generating video
transcripts, followed by grammar check and correction. The results showmore accu-
racy than other standard proposed APIs. This paper considers the possibilities of
training the CMU Sphinx on videos that are in English language. The work can
further be extended by training CMU Sphinx for other languages and multilingual
videos. Processing of videos in terms of filtering noise or improving the sound qual-
ity can be done before transcription process and it can also be automated to reduce
human effort and improving video quality.
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A Novel Approach to Feature Hierarchy
in Aspect Based Sentiment Analysis
Using OWA Operator

Charu Gupta, Amita Jain and Nisheeth Joshi

Abstract In today’s digital age opinions enable effective decision-making ability of
both the customer and manufacturer. These opinions can be analysed using aspect-
based sentiment analysis. The analysis uses the features of the product for deter-
mining the final polarity score. Researchers have focussed on extracting the features
and giving them optimum weights (selected top k features) for final classification.
Amajor drawback with these approaches is that they follow a uniformweight assign-
ment scheme for all the features. It is observed that in any domain there can be a
‘three-class-bifurcation’ (either implicit or explicit)—low level, medium level, high
level of features. In real-life the features belonging to high level are sometimes
adapted at either low or medium level. This can be termed as overlapping of fea-
tures. This encourages us to design a new feature hierarchy for effective weight
distribution of overlapped features. The proposed methodology comprises of two
steps: lookup and update. The resultant updated weights of the features can then be
used for further processing through classification in aspect-based sentiment analysis.

Keywords Aspect-based sentiment analysis · Feature selection · Feature
hierarchy · OWA operator · Web mining

1 Introduction

Sentiment Analysis [1] is a popular research topic in today’s age. Today opinions and
sharing of user’s experience have become very popular. Sentiment analysis (docu-
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ment, sentence or aspect level) aims at extracting useful information at both micro
and macro level [2, 3]. Aspect-based sentiment analysis (ABSA) [4, 5] has now
being seen as having a high potential in determining the effective polarity [6]. This
carefully extracted information (in terms of features) in the data is an asset to the
decision makers.

With the growing market of electronic commerce the purchasing patterns have
drastically changed. The ease to decide (by looking at online reviews) what to buy
while sitting in one’s living room is a depiction of the strength of technology we have
today. Not only for individuals but for companies working in electronic commerce
domain (B2C), it is essential to find out the performance of their product in online
market. The internet is flooded with reviews, opinions, about different products or
services offered by various companies. Looking at this scenario we can understand
the need of analysis at two ends—customer and the company/manufacturer. First, at
the customer end the need is to finely analysewhat is being said over the internet about
the products and services they plan to buy. Second on the company/manufacturer end
where they analyse what is actually being said about their products.

It is observed that the features of the products define their characteristics. A careful
analysis of the features reveal themost appropriate importance of the feature. Feature
selection is an exhaustive and highly explored research area [7]. Features decide the
decision maker’s opinion. But a major drawback of existing approaches is that they
do not consider the overlapping of features in two different segments (An exemplified
illustration is given in the next section of problem statement). With the present work,
this limitation of other existing approaches is overcome by using a feature hierarchy
for the domain.

The rest of this paper is organized as follows: Section 2 discusses the problem
statement with an illustrative example. Section 3 is devoted to preliminaries which
have been used in developing the proposed methodology. Sections 4 and 5 give an
insight to the proposed method and conclusion respectively.

2 Problem Statement

Sentiment analysis works on different levels of details (granularity). Aspect-based
analysis focuses on extracting and classifying aspects (features) for effective deter-
mination of sentiment polarity.

Nowadays users write different types of reviews. One of the review by a user from
“carwale.com” [8] on Renault Kwid1 automobiles presented in Fig. 1. The review
shows a clear fetching of feature payload from a higher segment car (Kwid compared

1Renault Kwid: The Renault Kwid is an entry-level crossover produced by the French car manu-
facturer Renault, intended for the Indian market.
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Fig. 1 Renault Kwid
(Review by Sandeep Nangia,
11 months ago on
“carwale.com”)

With these exteriors Mini Duster has born.
Engine performance is good not excellent if
you compare with AltoK10 or WagonR
Renault Engines are much superior in this
segment.

in looks with Mini Duster2). This feature overlapping is essential to consider and
this is the idea on which the proposed feature hierarchy is built.

3 Materials and Methods

In this section we define the concepts of major components which are used in devel-
oping the proposed methodology.

3.1 Sentiment Analysis

Web mining refers to the techniques used to scrape the internet to uncover key data
points that can be analysed to provide intelligence relevant to the task at hand [9].

Web Mining trends include Social Network Mining, Sentiment Analysis, Web
Semantics (refer Fig. 2). Sentiment analysis is a field of study that analyses people’s
opinion, sentiments, organizations, individuals, appraisals, issues, events, topics and
their attributes [10]. Finding Sentiment can be formally defined as finding the quadru-
ple (s, g, h, t) where, ‘s’ represents the sentiment, ‘g’ represents the target object,
‘h’ represents the holder and ‘t’ represents the time at which the sentiment was
expressed.

Fig. 2 Web mining
classification Web Mining

Web Structure
Mining

Web Content
Mining

Web Usage
Mining

2Duster: The Dacia Duster is a compact sport utility vehicle (SUV) by the French manufacturer
Renault since 2010.
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As in sentiment analysis we are modelling human emotions that are too large,
sentiment polarity is used. Polarity describes the direction of the sentiment. It can
be positive, negative or neutral [11]. Sentiments in rich corpora can be analysed at
different levels. These different levels of Analysis are

Document level: To classify whether an opinion document expresses a positive
or negative sentiment polarity.

Sentence Level: To determine whether each sentence expressed a positive, neg-
ative or neutral (subjective classification) opinion.

Entity and Aspect Level: It is a fine-grained analysis called feature level or
feature based opinion mining. This level computes the sentiment by looking at the
opinion directly. An opinion consists of a pair of Sentiment and a Target.

At both the Document Level and Sentence Level, the values of the sentiment
which are computed are not associated with the topics directly [12]. In contrast,
aspect level analysis finds sentiment-target pairs in a given text. This encourages a
more specific analysis at aspect level.

3.2 OWA Operator

Ordered Weighted Average operator, considers decision-making under ignorance
as opposed to belief structures [13]. It is a weighted average of ordered values of a
variable. Given a set of valuesC1,C2,…,Cn; OWAconsists of choosing a normalized
set of weighting factor W � [W1, W2, …,Wn] where,

W(i) ∈ [0, 1] and
∑

i

W(i) � 1 (1)

Also Compute OWA (C1, C2, …, Cn) as follows:

OWA(C1,C2, . . . ,Cn) �
∑

i

W(i) · B(i), (2)

where, B(i) is the ith largest element in (C1, C2, …, Cn). A detailed description of
the proposed methodology is given in Sect. 4.

4 Proposed Methodology

Features are the primary characteristic which defines the productivity of a product.
The proposed methodology makes the following assumptions:

1. From the feature list of the domain, one of the feature is considered for defining
the level boundaries. The domain under consideration has three levels—low,
medium and high for optimum classification of other features.
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Table 1 Construction of
feature hierarchy

Level boundaries Features Weights

High level f 1 a

f 2 b

f 3 c

f 4 ..

Medium level f 5 ..

f 6 ..

f 7 ..

f 8 ..

Low level f 9 ..

f 10 ..

2. For a particular level, the features are arranged in an increasing weight order.
Approaches like information gain cab be used asweighting criteria of the features.

After considering these assumptions, the proposed system constructs a feature
hierarchy. The structure of this hierarchy is given in Table 1. It consists of a feature
set (f 1, …, f n) for each of the level boundaries- High, Medium and Low. Weights
are given to the features using information gain [14].

The significance of the proposed feature hierarchy is that the features are arranged
in decreasing order of the class (level) quality and not based on decreasing/increasing
feature weight.

Automotive domain is selected for the proposed architecture. It is observed that
the parameters can be easily understood in this domain. Automobiles have various
features like, mileage, turning radius, boot space, infotainment, pop-up tweeters,
champagne flutes and so on. The level can be decided on the basis of the feature
price. Through careful analysis, it is observed that some features which belong to
the High-Range automobiles are adapted in newmodels of Medium-Range- or Low-
Range automobiles.

In this case, the feature weight for that particular Level becomes more. For this,
the proposed methodology employs two steps.

4.1 Lookup

Let us consider a feature f z, mostly found in High-Range automobiles. But a user
(who reviewed a medium-range automobileMx, where ‘x’ refers to the segment) has
given a positive adaptation of feature f z in Mx.

Now the weight of overlapped f z (Wfz) should be added and updated for medium-
range automobiles.
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4.2 Update

The update action triggers updating the weight of f z (Wfz) for Mx and thus Wfz is
updated using OWA operator in the following Eq. 3:

New W fz (Mx ) � OWA
(
w f1 , w f2 , . . . , w fn

)
(3)

The OWA operator enhances the process of updating the feature weight which
helps in effective weight evaluation of the aspects in aspect based sentiment analysis.

5 Conclusion

In this paper, a model of feature hierarchy is built for aspect based sentiment analysis.
This feature hierarchy will enable effective approximation of sentiment polarity,
determination of implicit aspects and can be applied on any domain of interest.
Aspect extraction is not considered here. The proposed method uses lookup and
update method to evaluate the final weight of the overlapping feature. Lookup saves
the time of searching for feature weight because the feature hierarchy is segmented
fromhigh level to low level. In continuation to the proposedmethod, the classification
of aspects can be effectively enhanced.
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Analyzing Behavior of ISIS and
Al-Qaeda using Association Rule Mining

Tamanna Goyal, Jaspal Kaur Saini and Divya Bansal

Abstract Social media have been exploited by terrorist groups to share their mas-
sacres plans, recruitment, buying weapons, or propagating their violent plans. Ter-
rorist groups named ISIS and Al-Qaeda are the most active and well known for
using social media to propagate their violent intents over online discussion forums.
It becomes necessary to study the behavior of these terrorist groups over online
social media. In this paper, we present association rule mining based approach to
extract a feature set for terroristic groups named ISIS and Al-Qaeda. We used the
Global Terrorism Dataset which contains systematic information on terrorist attacks
worldwide since 1970. Entropy-based feature extraction technique is used to extract
top features which are then further used to find association rules. Eclat (Equivalence
Class Transformation) and Apriori algorithms are used to mine association rules
from prepared data. Rules for ISIS and Al-Qaeda are computed separately, and are
then further classified usingmachine learning classification algorithms. Our research
contributes to the smart and novel application of data mining algorithms and com-
putational intelligence to study the behavior of the most popular and active terrorist
groups over social media.

1 Introduction

Recent years have witnessed exploitation of online social media by terrorist groups
in many ways. Networking, sharing information, planning, recruitment, and mobi-
lization are set of terroristic activities which have done over online social media. The
Irish Republican Army, Naxalites, Boko Haram, Hezbollah, ISIS (Islamic States of
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Iraq and Syria), Tehrik-i-Taliban Pakistan, Lashkar-e-Taeba, Taliban, and Al-Qaeda
are terrorist groups which are getting active over online social networks such as Twit-
ter or dedicated dark web forums [1, 2]. ISIS and Al-Qaeda are two most popularly
known terrorist groups which are well known for using social media to propagate
their agenda and violent activities. It becomes a challenging task for security agen-
cies to explore and mine the behavioral features of these terrorist groups. Several
research organizations have taken charge to examine trends and patterns of terrorists
to study behavioral models of terrorists.

Figure 1a shows the word cloud of top 50 terrorist groups as reported by Global
Terrorism Dataset (GTD). GTD is open source dataset which contains information
about various terroristic incidents in a form of 134 attributes [3]. The font size of each
terrorist group name is proportional to number of attacks done by terrorist group as
reported by GTD. It is evident from the figure that Boko Haram, Al-Qaeda, ISIS,
and Al-Shabaab are the most active terrorist group since 1970, which in terms is an
open research challenge to researchers in the field to study their behavior and attack
patterns. Figure 1b depicts the number of attacks done by ISIS and Al-Qaeda as per
reported by GTD. It is seen that a number of attacks are increasing exponentially
over years which opens an era for researchers to study the behavior and analyze the
patterns of attacks by ISIS and Al-Qaeda in order to counter terrorism.

In this paper, we analyzed the behavior of two terrorist groups, i.e., ISIS and Al-
Qaeda, by understanding the patterns of attacks done by both the groups in different
countries. The data of these groups is compiled and preprocessed from GTD and
analyzed further. We applied Apriori and Eclat algorithms to mine the association
rules and classified these rules using naive Bayes, SVM, and decision tree algorithms
to make predictions for the future. This paper is further organized as follows: Sect. 2
elaborates literature survey in the same domain. Section3 explains the detailed pro-
posedmethodology. Experimental results are illustrated in Sect. 4, and finally, Sect. 5
concludes the paper and lists the future scope of the work done.

Fig. 1 a Top 50 Terrorist Groups Worldwide as reported by GTD b No. of Attacks since 1990 by
ISIS and Al-Qaeda as reported by GTD
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2 Related Work

Computational techniques from machine learning, data mining, and social network
analysis are studied in literature to highlightwhich techniques are used by researchers
to study behavior of terrorist groups [4–11]. Literature survey is divided into two
parts. First, we studied what are techniques used in all research evidences as listed
in Table 1. Second, we looked at which terroristic organizations have been targeted
by research agencies. Table 2 describes work done on various terrorist groups.

Table 1 Different techniques used for the study of different terrorist groups

Technique used Citation

Data preprocessing techniques, data mining, and classifiers [12]

COSM (Crime ontology similarity measure) [13, 14]

Natural Language Processing (NLP), event clustering, event trending,
and narrative generation

[15]

Stochastic Opponent Modeling Agents (SOMA) [16, 17]

Naive Bayes and Apriori algorithm [18]

Class Association Rule mining (CPAR and CMAR) [19]

Classification techniques (Naive Bayes, SVM, decision tree, and
multilayer perceptron)

[20]

Data mining techniques, Classifiers—Naive Bayes, SVM, and AdaBoost [21]

Clustering techniques [22]

Logistic regression, Support Vector Machines (SVM), boosting, naive
Bayes models, and classification trees

[23]

STONE [24]

Rule mining techniques [25]

Table 2 Research work done on different terrorist groups

Terrorist group Work Done Citation

Lashkar-e-Taiba (LeT) LeTs activities, behavior, and environment are
studied in Pakistan and J&K using SOMA

[4, 16, 17]

ISIS Analyzed and classified the tweets of ISIS using
machine learning

[5, 10, 21]

Al-Qaeda The magazines produced by Al-Qaeda are examined
to estimate the similarity and difference among ISIS,
Al-Qaeda, and Taliban

[5]

Terrorist groups of Istanbul On the basis of criminology perspective, COSM
(ontology-based similarity measure) is used to
classify them into three groups: extreme left,
separatism, and extreme right groups

[13]

Terrorist groups of Turkey COSM is used to classify the terrorist network on
the basis of their similarity

[14]

Hezbollah SOMA is used to predict the behavioral model of
this terrorist behavior

[17]
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Related work done in the field illustrates that there is no prior work done to extract
features from GTD about popular terrorist groups ISIS and Al-Qaeda, and hence,
demands to extract a feature set of these violent extremist groups which can assist
any security agency worldwide to perform behavioral rule-based predictions about
future attacks.

3 Proposed Methodology

For a given item set, association rule mining algorithms can be utilized to discover
frequent patterns and draw inferences based on the discovered patterns. We used
Eclat and Apriori algorithms which are described further. Eclat (Equivalence Class
Transformation) works on the basis of a depth-first search, whereas Apriori works
on the basis of a breadth-first search. Eclat uses simple intersection operations for
equivalence class clustering along with bottom-up lattice traversal to mine frequent
itemsets and works well for smaller datasets. Apriori counts the support of itemsets
and uses a candidate generation function which exploits the downward closure prop-
erty of support andworks well for large datasets. Our proposed behavioral rule-based
prediction algorithm can be described step by step:

1. Extract and prepare data about ISIS andAl-Qaeda fromGlobal TerrorismDataset.
2. Extract useful features from this data using entropy and information gain as

mentioned below:

Entropy(set) =
k∑

i=1

−P(valuei )log2P(valuei ) (1)

where P(value)i is the probability of getting the ith valuewhen randomly selecting
one from the set.

3. Association rules are calculated with extracted features using Apriori and Eclat
algorithms by setting different support and confidence levels.

4. Classify the rules using different classification algorithms.
5. Compute different performance metrics accuracy, sensitivity, specificity, etc.
6. Verify and validate the results.

4 Experimental Results

By using information gain and entropy, 37 attributes are selected out of 134 attributes
from Global Terrorism Dataset. The top seven out of 37 variables that contributed
the most are as follows:



Analyzing Behavior of ISIS and Al-Qaeda using Association Rule Mining 673

Table 3 Sample extracted
rules using Apriori algorithm

Rule No Rule (lhs=> rhs)

1 attacktype1_txt=Bombing/Explosion=>
country_txt=Iraq

2 weaptype1_txt=Explosives/Bombs/Dynamite,
weapsubtype1_txt=Vehicle=>attacktype1_txt=
Bombing/Explosion

3 attacktype1_txt=Bombing/Explosion=>
weaptype1_txt=Explosives/Bombs /Dynamite

4 targtype1_txt=Military,natlty1_txt=Yemen
=>country_txt=Yemen

5 attacktype1_txt=Bombing/Explosion,
natlty1_txt=Iraq=>weaptype1_txt =Explosives
/Bombs/Dynamite

1. Target1: Target of incident like military, public place, government, transportation,
etc.

2. City: It defines name of the city, village, or town in which the incident occurred.
3. Location: Information about location of incident.
4. Weapsubtype1_txt: Type of weapon used for the attack like bomb, firearms, bio-

logical, etc.
5. Nalty1_txt: Nationality of target of attack.
6. Country_txt: Name of country attacked.
7. Attacktype1_txt: Type of attack like assassination, hijacking, kidnapping, bomb-

ing/ explosion, etc.

Feature names used above are same as used in Global Terrorism Dataset Codebook
[3]. The rules are extracted by Apriori algorithm by considering different supports
and confidences. Sample extracted rules are shown in Table 3.

Rule (1): When the type of attack is bombing or explosion, then the country is
Iraq.

Rule (2): When the main weapons used are explosives, bombs, or dynamite and
a vehicle is used as another weapon, then attack tends to be bombing or explosion.

Rule (3): When a bombing or explosion is used for attack, then the main weapon
used for attack would be explosives, bombs, or dynamite.

Rule (4): When the target is military and nationality of attack is Yemen, then
country would be Yemen.

Rule (5):When the type of attack is bombing or explosion and nationality of attack
is Iraq, then weapon used for the attack would be explosion, bombs, or dynamite.

After associative rule mining, these rules are classified using different classifiers
including Naive Bayes, SVM, and decision tree. In the classification method, to
construct a model, a training set is required which comprises a set of attributes with
one attribute being the attribute of the class. Thus, a random sample of one-third
of the dataset of rules is considered for training and the trained model is used for
classification on the basis of the terrorist group name and by using this trained model
the instance is classified. The remainder of the dataset is used for testing the model.
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Table 4 Performance measures

S. No. Performance measure Naive Bayes Decision tree SVM

1 Specificity 0.98 0.95 0.99

2 Sensitivity 0.96 0.80 0.99

3 Positive predictive value 0.95 0.63 0.99

4 Negative predictive value 0.99 0.98 0.99

5 Kappa measure 0.91 0.69 0.98

6 Accuracy 0.98 0.93 0.99

We used R programming to perform all experiment. The output of these classifiers
is compared on the basis of different parameters, as shown in Table 4.

It can be inferred from Table 4 that SVM emerged as the best classifier for the
classification of our association rules of ISIS and Al-Qaeda.

5 Conclusion

Social media emerges to give all of us a platform to share and discuss any information
or opinions. But violent extremists have exploited these online social networks for
their malicious intent. We proposed a novel approach to find associations among
two popularly known terrorist groups: ISIS and Al-Qaeda. We further automated the
process to identify whether attacks were done by ISIS or Al-Qaeda using machine
learning classification algorithms. SVM is the best classifier for our case as compared
to naive Bayes and decision tree. We discovered seven critical feature sets named as
target, city, location, weapon type, nationality, country, and attack type description,
to find association rules. It is seen that when type of attack is bombing or explosion
and nationality of attack is Iraq, then the attacking group is ISIS, and when the main
weapons used are explosives, bombs, or dynamite and vehicle are used as another
weapon, then the attacking group is Al-Qaeda.

In future, this work can be extended to study more terrorist groups. Different
features can be accommodated from social media also to study behavior of terrorist
groups.
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A Hybrid Classification Method Based
on Machine Learning Classifiers
to Predict Performance in Educational
Data Mining

Keshav Singh Rawat and I. V. Malhan

Abstract Machine learning algorithm can be applied in education data mining
(EDM) to extract knowledge. Educational data mining is an important practice of
automatic extraction and segmentation of useful information from the education data
sources. This paper is focused on comparison and study of hybrid model of classifi-
cation and machine learning algorithms based on decision tree, clustering, artificial
neural network, Naïve Bayes, etc. This paper introduces concepts of popular algo-
rithm for new researchers of this area. The paper discusses hybrid classification
model using machine learning algorithms using voting that can be used to analyze
the performance of students. We have used open source data mining tool Weka for
a practical experiment on data set of students that serve the purpose of prediction,
classification, visualization, etc. The findings of this paper reveal that hybrid method
of classification are more efficient for prediction of student-related data.

Keywords Machine learning · Educational data mining · Decision tree · Hybrid
classification · NB · ANN

1 Introduction

Data mining is a process of automatics extraction of useful information from the
large data sets repositories, etc. Data mining helps to find relationships and discover
patterns by using machine learning algorithm, statistics, and visualization. Data min-
ing application in the field of education facilitates better discovery of the learning
resources, and improves efficiency of learning process. The main objective of educa-
tional data mining is to improve the learning quality and understanding that helps us
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Fig. 1 Process of educational data mining (EDM)

Fig. 2 Process of educational data mining (EDM)

to improve learning as well as strategies designing for administrative planning [1].
In this paper, we discuss machine learning algorithms applied on the student data set.
These machine learning algorithms are capable to extract useful information from
education-related data sets.

The process of educational data mining (EDM) is described in Fig. 1 [2, 3]. EDM
contains mainly four stages. In the first phase, we discussed relationship between
data, the second phase contains validation process, the third phase predicts result and
the final phase is used for decision-making process. Based on the output of the third
phase, the EDM is applied in some areas [4] described in Fig. 2.

The organization structure of the paper is as follows. Section 2 contains some of
the interrelatedwork in the literature review. Section 3 discusses themachine learning
algorithm used in this study. Section 4 describes the proposed work. Section 5 shows
experiment and results of this paper. Section 6 concludes the work and final section
contain references.
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2 Literature Review

Many papers have been published in the area of educational datamining. Datamining
in education field is very useful to extract useful information of educational outcomes
that helps to administrators to make policies regarding learning and performance of
students. The author of paper [5] discussed and reviewed various applications, tools,
and concepts of EDM. The applications and tasks of educational data mining are
discussed in detail in [6] and reviewed educational data mining tasks and decision
support system to improve the performance of student. The research in the field
of educational data mining (EDM) and educational learning analysis improved the
overall education system and decision support system [7]. The hybrid classification
approach [8]was describedmethod of ensemble variousmachine learning algorithms
to achieve better performance in term of precision, recall, and F measure on various
data sets.

3 Machine Learning Algorithms

Machine learning is a method of producing algorithm to predict useful information
from source data set. Machine learning algorithms can be applied in supervised or
unsupervised way. The process of machine learning contains three basic steps—Ini-
tialization, learning and testing that provide efficient and accurate output data. This
field can be applied on many application areas—face identification, weather predic-
tion, speech reorganization, classification, fraud detection, spam filtering, and so on.
In this paper, we discuss some important machine learning algorithms of data mining
and implementation of these algorithms to estimate the result of students. The four
machine learning technique—decision tree, Naïve Bayes, multilayer perception, and
K-nearest neighbor algorithms have been used on student data set in this paper.

3.1 Decision Tree (J48)

Quinlan [9] developed decision tree algorithms ID3 and C4.5. In Weka, C4.5 is
known as J48 algorithm. This tree method based on divide and conquer approach to
generate decision tree by recursive calls. C4.5 algorithm is an advanced algorithm
as compared with ID3 and overcomes all difficulties and limitations of ID3. This
algorithm is used gain ration as feature selection of an attribute to create decision
tree. The attribute with highest gain ratio holds the position of parent node and next
values hold the position of children and so on till the completion of decision tree.
There are two ways to create tree, pruned, or unpruned. The pruning method helps
to improve the efficiency of decision tree by removing unwanted branches. Figure 3
shows the decision tree on student data set using J48 algorithm in Weka.
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Fig. 3 Decision tree
structure

3.2 K-nearest Neighbor Algorithm (IBK)

The K-nearest neighbor algorithm for classification in Weka is known as IBK algo-
rithm comes under lazy learning algorithms. IBK algorithm uses Euclidean distance
to measure K-nearest neighbor for classification data set.

3.3 Naïve Bayes (NB)

It is the popular classification technique based on conditional probabilities and Bayes
theorem [10]. Naïve Bayes classification method is very useful for text classification.
It takes less training data for classification of data.

3.4 Multilayer Perception (ANN)

InWeka, artificial neural network concept is offered bymultilayer perception (MLP).
This method contains an input layer, an output layer, and some hidden layers and
used backpropagation approach for classification.

4 Proposed Method

The decision tree (J48), Naïve Bayes (NB), K-nearest neighbor (IBK) and multi-
perception (ANN) machine learning algorithms are used to develop hybrid classifi-
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cation model using voting method. The detailed description of method is reflected
in Algorithm 1. Here, all four algorithms mentioned above are grouped using voting
approach to get better efficiency of prediction. A 10-fold cross-validation is used to
predict the evaluation accuracy.

Algorithm1: Proposed work 
I/P: Student data set for classification 
O/P: Performance of classification in terms of accuracy. 
Steps: 

1. Input data set of students. 
2. Apply preprocessing to remove unwanted information and attributes have 

low information gain. 
3. Apply machine learning algorithms decision tree (J48), Naïve Bayes (NB), 

K- Nearest Neighbor (IBK), Multilayer perception (ANN) to student data set 
independently. 

4. Development of hybrid classification model- 
(i) Find classification hypothesis of J48, IBK, ANN and NB using 

ensemble. 
(ii) Perform voting process by combining classifiers using average 

posterior probabilities rule.  
5. Compare machine learning algorithm J48, NB, IBK and ANN with hybrid 

classification in terms of correctly classified instance, incorrectly classified 
instances and accuracy. 

6. End. 

5 Experiment and Result

This section contains implementation of machine learning algorithm on data set of
students to analyze results. We used open-source Weka tools for the experiment
purpose. Weka tool supports various data mining techniques and their algorithms to
classify given data set. We used student data set of Department of Computer Science
in csv format for classification and prediction. Data set can be easily transformed
in arff format by ARFF tool provided by Weka. The student data set contains both
academic and personal data. The attributes of data set are—Roll no, Address, Father’s
occupation, Mother’s occupation, Father’s Education, Gender, Caste, SSC Result,
Graduation Result, First Semester Result, and Second Semester Result. The student
data set contains around 27 instances and 11 attributes. The actual student data
was in a continuous form that was converted into nominal form for experiment
analysis. Accuracy rate is used to evaluate model of classification. The correct and
incorrect classified attributes are defined by confusion matrix. In Confusion matrix,
true positive and false positive rate are used to evaluate the classification model.
The general confusion matrix is shown in Fig. 4, where rows indicate actual class
and columns indicate prediction class. TP and TN represent the total number of true
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Fig. 4 Confusion matrix of binary class

positive correctly classified instance and the total number of true negative incorrectly
classified instance. Accuracy of classifier is defined as the total number of correctly
classified instances.

The overall performance [11] of classification can be measured by the following
parameters:

Accuracy of classification is defined as the total number of instances that are
correctly classified.

Accuracy � TP + TN

TP + TN + FP + FN
(1)

Table 1 show comparisons of classifiers efficiency in terms of correctly classified,
incorrectly classified between proposed hybrid model and individual classifiers, i.e.,
J48, NB, IBK, andANN. It is observed that the proposed hybridmethod of classifica-
tion achieved highest correctly classified instance over individual classifiers. Table 2
shows comparisons of accuracy or precision between proposed hybrid model and
individual classifiers, i.e., J48, NB, IBK, and ANN.

It is observed that the proposed hybrid method of classification as shown in Fig. 5
is more accurate than individual classifiers, i.e., J48, NB, IBK, andANN. This hybrid
method achieved the highest accuracy of 92.59% and individual classifiers, i.e., J48,
NB, IBK, ANN achieved an accuracy of 85.18, 81.48, 88.88, and 88.88% respec-
tively.
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Table 1 Comparisons of classifiers efficiency
Classifier Execution time (s) Efficiency (%) Correctly classified

instances
Incorrectly classified
instances

Decision tree (J48) 0.41 85.18 23 4

K-nearest neighbor
algorithm (IBK)

0 88.88 24 3

Naïve Bayes (NB) 0 81.48 22 5

Multilayer perception
(ANN)

0.13 88.88 24 3

Proposed hybrid
method

0.03 92.59 25 2

Table 2 Comparisons of classifiers accuracy
Classifier class Decision tree (J48) K-nearest

neighbor
algorithm (IBK)

Naïve Bayes (NB) Multilayer
perception (ANN)

Proposed hybrid
method

First 0.867 0.875 0.813 0.875 0.933

Second 0.667 0.667 0.5 0.667 0.667

ATKT 0.889 1 0.889 1 1

Weighted avg. 0.861 0.91 0.82 0.91 0.941

Fig. 5 Comparisons of classifiers accuracy

6 Conclusion

In this paper, the hybrid methodology of classification based on machine learning
classifiers to predict performance evaluation is proposed and discussed. The four
machine learning algorithms J48, NB, IBK, and ANN were used and ensembled
through voting. The result of this paper indicated that the hybrid method of classi-
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fication achieved better accuracy as compared to individual machine learning algo-
rithms J48, NB, IBK, and ANN. This hybrid method achieved highest accuracy of
92.59% and individual classifiers, i.e., J48, NB, IBK, and ANN achieved an accu-
racy of 85.18, 81.48, 88.88, and 88.88%, respectively. Hence, the proposed hybrid
method of classification is useful to predict the result of students and it can be used
to develop strategies in education to improve performance. The model can also be
applied in other domain of data mining and research can be further useful on other
ensemble methods for classification of data sets.
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A Novel Approach for the Classification
of Leukemia Using Artificial Bee Colony
Optimization Technique
and Back-Propagation Neural Networks

Rudrani Sharma and Rakesh Kumar

Abstract This paper proposes a novel system of Leukemia detection based on
Back-Propagation Neural Network (BPNN) classifier optimized by Principal Com-
ponent Analysis (PCA) and Artificial Bee Colony (ABC) algorithm. PCA algorithm
is used to extract the main characteristics of Leukemia data and to reduce the high-
dimensional data in order to simplify the structure of the network and increase the
training speed of BPNN. Then, ABC optimization algorithm is applied to select the
most relevant subset of features. In the next step, the optimal feature set is used
for training BPNN. The classification of Leukemia is finally implemented using
the BPNN. PCA combined with ABC-BPNN reduces the amount of computation,
increases the detection rate of the disease, and improves the accuracy of the sys-
tem. Simulation results show that the PCA based ABC-BPNN approach gives better
results than Genetic-based BPNN algorithm in terms of FAR, FRR, and accuracy.

Keywords Artificial Bee Colony · Artificial Neural Network · Back-Propagation
Neural Network · Leukemia · Neural Network · Principal Component Analysis

1 Introduction

Leukemia is a form of a cancer that begins in the blood cells of the bone marrow. The
blood cells that commonly contribute to Leukemia are white blood cells. Increased
numbers of white blood cells act abnormally in the body causing low count of red
blood cells and platelets that leads to the problems like anemia and blood clot-
ting. Leukemia is the imbalance of white blood cells in the body. This disease can
be treated if detected at an early stage. The motive of this paper is to develop an

R. Sharma (B) · R. Kumar
Department of Computer Science and Engineering, National Institute of Technical Teachers
Training and Research, Chandigarh, India
e-mail: Rudranisharma@gmail.com

R. Kumar
e-mail: Raakeshdhiman@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
C. R. Krishna et al. (eds.), Proceedings of 2nd International Conference
on Communication, Computing and Networking, Lecture Notes in Networks
and Systems 46, https://doi.org/10.1007/978-981-13-1217-5_68

685

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1217-5_68&domain=pdf


686 R. Sharma and R. Kumar

efficient method for the detection of Leukemia that can improve the detection rate
of the disease and give accurate results. This method is a combination of PCA, ABC
technique and BPNN. The two main problems associated with BPNN include easily
converging to local minima and slow convergence speed. In order to improve the per-
formance of BPNN, PCA is applied in the first step to reduce the high-dimensional
feature data. In the next step, ABC algorithm is applied on the data obtained from
the first step to find the best features that most contribute to Leukemia. ABC is a
global search technique that is used with BPNN to adjust weights of networks to
avoid fall into local minima. Also, ABC has the fast heuristic learning and global
convergence characteristics that when combined with excellent mapping capability
of BPNN solves the problem of local minima and slow convergence. Feihu et al. in
paper [1] presented a computer simulation of a system that is a combination of ABC
and BPNN. Through experiments, they show that not only the combined systems
solve the problem of slow convergence but also provide better mapping ability and
come with the improvement in computation. Di Pan et al. [2] proposed a technique
for classification using BPNN in combination with ABC optimization and found
it suitable for adjusting threshold and weight on network. Through simulation, the
authors show that the defined system overcomes the problem of low performance
and slow convergence. Beatriz et al. [3] described a method for classification of
DNA microarray using ABC and ANN where ANN is automatically designed by
DE (Differential Evolution) algorithm and results show that the defined system is
able to optimize transfer functions, the architecture and synapticweights. The defined
ABC algorithm for feature selection task involves binarization of each solution to
select the best genes. Lan et al. in paper [4] designed a PCA based PSO-BPNN
algorithm. The simulation results of the proposed method demonstrate that PCA
when used with PSO-BPNN algorithm improves the efficiency of NN by simplify-
ing the structure of NN and reducing the computation. Rama et al. [5] proposed a
hybrid approach for the classification of gene expression microarray. The authors
defined this hybrid approach as a combination of GA (Genetic algorithm), PCA and
PNN (Probabilistic Neural Network) where GA and PCA are used for extraction
of relevant features and PNN for classification. Experiments are performed using
different datasets including Colon cancer, Large B-Cell Lymphoma, and Leukemia
dataset. Numerical simulations show that PCA and GA, when combined together,
are capable to obtained optimal number of features and efficiently optimized the
structure of PNN. Roberto et al. [6] described a method that used ABC algorithm
to train Spiking neuron for solving the pattern recognition problems. Results show
that ABC, as a learning strategy, is useful in amending the synaptic weights of Spik-
ing neuron structure in pattern classification task. Through comparison the authors
of this paper show that ABC gives better results than DE and PSO algorithm on
cancer datasets. Mustafa et al. [7] proposed a fusion approach that used ABC as
feature selection algorithm and SVM as classifier. ABC optimization algorithm is
used to reduce redundant and low-distinctive features which in turn increased the
speed of the system. Classification accuracy of proposed system is calculated for dif-
ferent datasets and ten-fold cross-validation scheme is used to achieve a consistent
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performance of classifier. Experimental results show that the proposed system gives
impressively good performance as compared to other outcomes attained.

2 Dimensionality Reduction Using PCA

PCA is a dimensionality reduction technique that transforms a high-dimensional
dataset into a smaller dimensional subspace. This dimensionality reduction technique
is often helpful to use prior to applying any machine learning algorithms because
reducing the dimensionality of dataset increases the performance, running time of
the algorithms and also reduces the risk of overfitting by reducing the degree of
freedom of hypothesis. Apart from that dimensionality reduction, PCA can simplify
the dataset, facilitating description, visualization, and insight. Basically, PCA tries
to find the directions of most variation in the dataset.

2.1 PCA Technique

Suppose we have a data matrix X (n, m) with n samples and m features. In case of
large m (number of features), visualizing the data becomes extraordinary difficult
because it requires to do all kinds of convolution and lot of other steps to visualize
the data. PCA allows us to reduce the high-dimensional data into something that can
be explained in fewer dimensions so that we can better understand and visualize the
data. Data can have some kind of correlated patterns or structures which may not be
independent that we need to discover in order to apply PCA.

PCA is the eigendecomposition of covariance matrix (XT · X) which is a square
matrix of size m. Eigendecomposition of matrix X is a set of eigenvectorsW and set
of eigenvalues L. We can use W and L to describe our data as follows;

T � X · W (1)

where X is a data matrix of size n × m, W (also called “loadings”) is the eigenvector
of size m × m that is obtained by multiplying (XT · X), T is the resultant matrix
called “scores” of size n × m. Each column of W is called “Principal Component”.
The columns ofW are ordered by how large their corresponding eigenvalues are. So
the principal component with largest eigenvalue will always be the first column and
the principal component of next highest eigenvalue will be the second column and so
on. Scores matrix T has exactly the same size as original data matrix X because it is
just a transformed way of looking at the data matrix. In other terms, PCA just turns a
high-dimensional cloud of points and describe it in a different basis vector. The idea
is to change the projection of m features in W space. Since the columns of W are
ordered by the corresponding eigenvalues L, we can choose to take first r number
of components to best describe our data. This decomposition gives a very nice and
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principled way to pick r components. Suppose we pick first r principal components
ofW ,Wr will represent the matrix containing the first r columns ofW . Then scores
for first r components can be defined as

Tr � X · Wr (2)

where Wr is the matrix of size m × r and Tr is the score matrix of size n × r.
There is one more convenient and computationally efficient way to compute W

called Singular Value Decomposition (SVD). SVD is usually implemented in a dif-
ferent way but mathematical identical to PCA. Mandeep et al. [8] implemented PCA
with SVD technique for the extraction of features to efficiently determine the prin-
cipal emotions for facial expression recognition. This method is computationally
effective way of identifying features.

SVD can be implemented using original data matrix X of size m X n that can be
decomposed into product of three different matrices as follows:

X � U · Σ · V ∗ (3)

where U denotes left singular vectors, conjugate transpose V * denotes the right
singular vectors, and � contains singular values on its diagonal. The diagonal of �

matrix represents singular values while all the values other than diagonal are zero. If
we will compare V with the matrixW , both are identical. Also, the diagonal singular
values of � are proportional to eigenvalues of L. Other interesting properties can be
represented by;

V ∗ · V � 1 (4)

SinceW and V are identical, Scores T can also be represented in terms of U and
� as;

T � X · V ⇒ T � U · Σ · V ∗ · V ⇒ T � U · Σ

Also, if we take first r principal component, Tr can be defined as

Tr � Ur · Σr (5)

where Ur matrix contains first r components of matrix U and �r is a matrix of size
r × r containing first r block of �. Benefit of using SVD is that it is very fast and
efficient means of computing PCA specially when the dataset is large. It is better to
use SVD for computing PCA rather than calculating (XT ·X) with large number of
features.
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3 ABC Algorithm for Feature Selection

ABC algorithm is based on global optimization technique. In this research paper,
ABC algorithm is exercised for feature selection. The proposed framework uses
ABC algorithm to analyze the weights of BPNN. The ABC algorithm has significant
characteristics of constructive greedy heuristic convergence, positive feedback and
distributed computation [1].

3.1 ABC Concept

ABCmeta-heuristic algorithmwasfirst introducedbyKaraboga in 2005.This swarm-
based algorithm is a technique that is inspired by the sensible foraging behavior of
honey bees [9].

ABC algorithm is based on the concept of sharing information among bees that
helps in choosing feasible solutionwhich can satisfy required criteria. There are three
important components of bees for the selection of quality food. The first component
is food source whose value is dependent on its quality or we can say concentration of
its energy. The second component is employed bee. This type of bee is involved with
a particular food source. They store all the information about a particular source, its
direction, closeness fromhive and quality. Employed bee shares this informationwith
certain probability. The last component represents unemployed bees that are further
classified into two classes namely scout bees and onlooker bees. The scout bees are
always involved in process of exploration of new food source. The onlooker bees
make decisions on the basis of the information shared by the employed bees and then
accordingly choose the finest food source.Whenever the food source associated with
an employed bee get exhausted, the employed bee turn into a scout bee to search a
new food source again. Employed bees, through waggle dancing, share information
regarding the concentration of food source in the dancing area of the hive. There
is great probability of onlooker bees choosing the most profitable source as more
information is shared about more profitable sources.

3.2 ABC Algorithm

ABC algorithm is simple and easy to implement and has a unique solution modifi-
cation technique that results in quick convergence into optimal solution [10]. ABC
optimization technique, when used with a classifier, is used to optimize the process
of feature selection and yields the best optimal features to increases the accuracy of
the classifier. The steps followed in ABC algorithm are described below:

Step 1 Each employed bees is assigned a food source.
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Step 2 Employed bees move to the food sources, calculate the nectar amount of
their sources, and then share information through waggle dance.

Step 3 Onlooker bees pick food sources for themselves by observing the waggle
dance then evaluate the nectar amount of their selected food sources.

Step 4 Bees abandon food sources that are exhausted by them.
Step 5 Scout bees search for new food sources randomly and become employed

bees after finding a new food source.
Step 6 Save best food sources and repeat Steps 2–5 till termination condition not

met.

4 Back-Propagation Neural Networks for Classification

Back-propagation technique is one of the most accepted Neural Network algorithms.
Back-propagation is a common approach used for training a Neural Network.

BPNN consists of at least three layers of units: the first layer is the input layer, the
second layer consists of one or more hidden layers, and the last layer is the output
layer. Units in BPNN are connected in a similar way to feedforward. The basic idea
of back-propagation is to transfer errors from the units of output layer to the inputs of
hidden layer so the problem of adjustments of the weights from input units to hidden
units can be solved. The output of BPNN represents a classification decision. The
efficiency of implementation of BPNN algorithm depends on the amount of input
and output data given to the layers.

Back-propagation algorithm has the ability to learn by computing the errors
encountered in output layer and then finding the errors in hidden layers. This back-
propagating criterionworkswell on the issues where it is difficult to find any relation-
ship between the output and inputs [11]. BPNN has been successfully implemented
in various application areas due to its learning capabilities and flexibility.

5 Methodology

To validate the efficiency and accuracy of proposed Leukemia detection system using
BPNN classification algorithm based on PCA and ABC optimization algorithm, we
performed some experiments with the defined procedure on Leukemia data. The
performance of the defined system is evaluated using some metrics such as False
Rejection Rate, False Acceptance Rate, and Accuracy. The entire methodology of
proposed work is given below:

Step 1 Preprocessing of Data: First, apply the PCA on the original data features
for dimensionality reduction and store the extracted feature set. To optimize
the extracted feature set, we apply the novel ABC optimization algorithm
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with the appropriate fitness function in order to get optimal features that
mainly contribute to Leukemia.

Step 2 Classification: First, BPNN is used for the training of optimized dataset
and to create a trained structure for the classification. When training got
completed then moved towards classification process with trained Neural
Network structure. In the classification, upload a test data and simulate with
trained Neural Network structure to obtain classification results.

Step 3 Computation of Performance Parameters: FAR, FRR, and accuracy are
computed to measure the performance of the proposed system. Accuracy is
defined as the overall accurately classified features while FAR and FRR can
be defined as follows:
FAR: False Acceptance Rate is the ratio of number of falsely accepted fea-
tures to the total classified features.
FRR: False Rejection Rate is the ratio of number of falsely rejected features
to the total classified features.

The flowchart of the proposed methodology is shown in Fig. 1.

Yes

No

Feature Optimization using ABC

Start

Upload Leukemia Dataset

Feature Extraction using PCA

Training using
BPNN

Classification using 
BPNN

Save Trained 
Structure of BPNN

in Database

Is data 
recognized
(Leukemia)?

Result as Recognized

Stop

Result as not recognized

Calculate the performance parameters -
FAR, FRR and Accuracy

Fig. 1 Flowchart of the proposed methodology
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6 Experimental Results

To check the efficiency of the system, the proposed model is programmed in MAT-
LAB. This section of the paper describes the information regarding the dataset used,
performance parameters of the proposed methodology as well as comparison of
proposed work with another method.

6.1 Dataset

The proposed method has been evaluated through Leukemia dataset taken from
mldata repository. Table 1 presents a description of the data set used, total number
of samples, total number of features in the dataset and defined number of classes.

6.2 Performance Parameters of the Proposed Work

The performance of the definedmethod showed excellent results. Number of features
selected in the first phase of the proposed method to train the Neural Network are
21 that made computation faster. The accuracy of the proposed system is shown
in Table 2 along with FAR and FRR. It can be realized from the table that the
classification accuracy ismore than 97% in all trials of the experiments. The accuracy
even reached 99.97% in its best trial.

Table 1 Data set

Dataset Total samples Total features Number of classes

Leukemia 85 48 2

Table 2 Performance
parameters

Trial No. Accuracy (%) FAR FRR

1 98.48 0.563 0.404

2 98.97 0.583 0.377

3 98.57 0.479 0.521

4 97.97 0.35 0.475

5 99.02 0.542 0.431

6 98.47 0.457 0.416

7 99.45 0.485 0.454

8 99.97 0.634 0.578

9 98.67 0.547 0.278

10 97.58 0.478 0.398
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Table 3 Comparison
between ABC and GA

Iteration number Accuracy (%)

ABC GA

1 98.48 91.47

2 98.97 85.26

3 98.57 89.68

4 97.97 86.32

5 99.02 91.48

6 98.47 92.62

6.3 Comparison Against Other Method

In this section, the defined method is compared to a relevant swarm approach
called genetic algorithm (GA). A comparison with GA is performed using the same
Leukemia data after applying PCA. The comparison of the results on the basis of
accuracy is given in Table 3. It is clear from comparison that BPNN model with
proposed ABC based training is better than the BPNN with genetic based training.

7 Conclusion and Future Scope

This paper presented a technique of detecting Leukemia using ABC as a means to
train BPNN. From the experimental outcomes, it can be determined that the proposed
methodology of classifying Leukemia gave efficient results for the dataset used.
Firstly, PCA is applied on the original Leukemia dataset for dimensionality reduction.
ThenABC is used to successfully obtain the optimal feature set. Also,ABCalgorithm
workswell with BPNN asABC algorithm helps in global convergence. Classification
results showed that average accuracy attained is 98.72% by using the proposed ABC-
BPNN structure. The result showed that the performance of the PCA based ABC-
BPNN system is better than PCA based GA-BPNN. Also, the proposed method
reduces the amount of computation and improves the overall accuracy of the system.
Future work can take account of the implementation of the ABC-BPNN algorithm
with improved execution time and use different medical datasets.
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Improving KFCM-F Algorithm
Using Prototypes

K. Mrudula and E. Keshava Reddy

Abstract FCM algorithm is considered as the basis for all algorithms in fuzzy
clustering.Due to its limitations in clustering the linearly inseparable and overlapping
data, kernel-based fuzzy c-means was introduced. In literature, there are two kernel-
based fuzzy clustering approaches, viz., KFCM-F and KFCM-K. In both kernel-
based methods, the data items are implicitly mapped into a high-dimensional feature
space, where the linearly inseparable clusters get well separable. In KFCM-F, the
cluster centers are computed in the given input space, whereas inKFCM-K the cluster
centers are present in the feature space and inverse mapping is used to compute these
centers in the input space [3]. The time complexity of KFCM-F is O(N ), where N
is the size of the dataset. KFCM-F becomes infeasible to work for large values of
N . The objective of the present work is to reduce the time complexity of KFCM-F
by selecting few prototypes say, M from the given data, where M � N . The key
contribution of this work is that the memberships of a group of data items say S can
be easily approximated using a single membership computation. Hence, our method
requires only MC membership computations instead of NC , where C denotes the
number of clusters. Experimentally, we proved that our proposed improvement over
KFCM-F results in a great reduction in its running time.

Keywords Fuzzy clustering · Kernel FCM · KFCM-F · Prototypes
1 Introduction

Kernel-based clustering has been an important and interesting approach in fuzzy
clustering. If the data is highly complex, nonspherical, overlapping, and linearly
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inseparable, then kernel-based FCM techniques are of greater importance. The basic
idea of kernel-based clustering methods lies in applying a nonlinear transformation
arbitrarily, say φ, on the given data in the original input space into a high-dimensional
feature space or kernel space, and then apply the FCM algorithm in the kernel space.
It is proved that by applying suitable transformation, the data itemswhich are linearly
inseparable in the input space will become separated linearly in the kernel space [7].
The distance between two different data items, say φ(pi ) and φ(p j ) in the kernel
space, can be computed without knowing the explicit form of φ [2], using kernel
trick [8]. Kernel FCM and its variants have potential applications in biomedical
image analysis [4], remote sensing [11], document clustering [5], etc. [6].

There are two variants of kernel FCM algorithms presented byGraves et al. in [3],
called, “KFCM-F (Kernel-based FCMwith data items in Feature space andKFCM-K
(Kernel-based FCM with data items in kernel space”.

In KFCM-F, the data items are transformed into a high-dimensional kernel space
using the function φ, and the cluster centers say vi s are computed in the input space,
using the kernel trick. In KFCM-K, the cluster centers, say φ(vi )s, are initially
computed in the Kernel space and finally its pre-image is computed to find the cluster
center in the input space. The time complexities of KFCM-F andKFCM-K are O(N )

and O(N 2), respectively. The current work focuses on KFCM-F and proposes a new
approach to reduce the running time of KFCM-F to make it suitable to apply on large
datasets.

The proposed improvement over KFCM-F is outlined as follows. Initially, a set of
M prototypes are identified in the input space, such that each prototype represents a
set of data items (for instance, S). In each iteration of KFCM-F, instead of computing
the memberships of each one of the S data items, all their memberships are approx-
imated using a single membership computation, that is, with the membership of its
prototype. Hence, the proposed method computes only MC membership computa-
tions in each iteration, instead of NC computations, where C is number of clusters
and M � N . Experimentally, it is proved that the proposed method is suitable for
very large datasets.

The remaining paper is organized as follows. Section2 explains the related work
of the KFCM-F algorithm in detail. Section3 introduces the proposed prototype-
based KFCM-F algorithm. Empirical study is discussed in Sect. 4. Conclusions and
future scope are outlined in Sect. 5.

2 KFCM-F

This section gives a detailed explanation of KFCM-F algorithm. KFCM-F algorithm
is an extended version of kernel-based fuzzy c-means algorithm, produces better
results when compared to FCM in case of nonspherical or linearly inseparable or
overlapping clusters. For the sake of completeness of the paper, initially, we describe
the FCM algorithm, in brief.
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Let D = (x1, x2, . . . , xN ) be a dataset and C be the number of cluster centers.
The FCM clustering algorithm determines a fuzzy clustering of D by minimizing
the objective function given below.

J =
N∑

i=1

C∑

j=1

μm
i j ||xi − v j ||2, (1)

where m is the fuzziness index, m ∈ [1,∞] and μi j represents the membership of
i th data item in j th cluster.

After each iteration, the cluster centers are updated using the new membership
values, computed as follows:

μi j = 1
∑c

k=1

(
d(xi ,v j )

d(xi ,vk )

) 2
m−1

(2)

where 1 ≤ i ≤ N and 1 ≤ j ≤ C .

vi =
∑N

j=1 μm
i j x j

∑N
j=1 μm

i j

; 1 ≤ i ≤ C (3)

where m is the fuzziness index and μi j represents the membership of i th data item
in j th cluster.

The KFCM-F algorithm aims to cluster the data by performing a nonlinear map-
ping φ on each data item from the original input space into high-dimensional feature
space. It minimizes the following objective function subject to conditions as consid-
ered in FCM [3]:

J =
N∑

i=1

C∑

j=1

μm
i j ||φ(xi ) − φ(v j )||2 (4)

In kernel space, the distance between the data items φ(x) and φ(y) are calculated
using the kernel trick. Linear Kernel, polynomial kernel, and Gaussian kernel (RBF
kernel) are some of the popularly used kernel functions [8, 9].

In case of RBF Kernel, the distance between φ(xi ) and φ(v j ) can be calculated
as follows:

||φ(xi ) − φ(v j )||2 = 2(1 − K (xi , v j )) (5)

In the iterative process of KFCM-F, the memberships and the cluster centers are
updated as follows:

μi j = 1
∑C

k=1

(
1−K (xi ,v j )

1−K (xi ,vk )

) 1
(m−1)

(6)
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vi =
∑N

k=1 μm
ik K (xk, vi )xk∑N

k=1 μm
ik K (xk, vi )

(7)

In KFCM-F, the number of memberships to be computed in each iteration is
NC . The scope of the current work is to reduce the number of such membership
computations from NC to MC , where M is the number of prototypes and M � N .
The following section explains the proposed method, called PKFCM-F, in detail.

3 Proposed Prototype-Based KFCM-F Algorithm

The proposed prototype-based KFCM-F algorithm, called PKFCM-F, works in two
stages. In stage-1, few prototypes are identified in the dataset. Suppose that there are
M number of prototypes, say (p1, p2, . . . , pM). Each prototype p j represents a few
data items which lie within the distance ε. Each data itemmay belong to one or more
prototypes depending on the memberships of the data item to the prototype, that is,
a data item xi may belong to one or more prototypes, i.e., p j s. However, the sum of
memberships of a data item in all prototypes is equal to 1, i.e.,

∑M
j=1 μp j xi = 1.

The membership of the data item xi to the prototype p j is obtained by using the
formula

μp j xi = 1
∑M

k=1

(
1−K (xi ,p j )

1−K (xi ,pk )

) 1
(m−1)

(8)

where 1 ≤ i ≤ N and m is the fuzziness index.
Here, the number of prototypes M depends on ε. The greater the value of ε, the

less the number of prototypes will be there and the smaller the value of ε gives more
number of prototypes. After finding the prototypes, the memberships of the data
items in each one of the prototypes are calculated. Then, a membership matrix M1

of size N × M is obtained.

M1 =

⎡

⎢⎢⎢⎣

μp1x1 μp2x1 μp3x1 . . . μpM x1
μp1x2 μp2x2 μp3 p2 . . . μpM x2

...
...

...
. . .

...

μp1xN μp2xN μp3xN . . . μpM xN

⎤

⎥⎥⎥⎦

In this matrix, the sum of elements in each row is equal to 1.
In stage-2, we applyKFCM-F algorithm by selecting (randomly)C cluster centers

in the dataset D. Here, instead of taking entire N data items, consider only the above
M prototypes, (p1, p2, p3, . . . , pM). Then, we calculate the memberships of these
prototypes in each cluster. Here, each prototype may belong to one or more clusters.
The membership of a prototype p j in cluster ck is obtained by using the formula
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μck p j = 1
∑C

i=1

(
1−K (p j ,ck )
1−K (p j ,ci )

) 1
(m−1)

(9)

For each prototype p j , the sum of its memberships in all clusters is equal to 1,
i.e.,

∑C
k=1 μck p j = 1.

After finding the memberships of all the prototypes in each cluster, a membership
matrix M2 of size M × C is formed.

M2 =

⎡

⎢⎢⎢⎣

μc1 p1 μc2 p1 μc3 p1 . . . μcC p1
μc1 p2 μc2 p2 μc3 p2 . . . μcC p2

...
...

...
. . .

...

μc1 pM μc2 pM μc3 pM . . . μcC pM

⎤

⎥⎥⎥⎦

In each iteration of the proposed PKFCM-F, the membership of each data item xi
in the cluster ck can be calculated by using the formula

μ∗
Ck xi = μp j xi + μCk p j

2
(10)

where p j is the prototype, in which the data item xi has greater membership among
all prototypes.

It is easily seen that this membership μ∗
Ck xi

is very close to the actual membership
of the data item xi in the cluster ck which is given by the formula

μck xi = 1
∑C

j=1

(
1−K (xi ,ck )
1−K (xi ,c j )

) 1
(m−1)

(11)

Hence, our proposed PKFCM-F computed only MC membership computations
in each iteration, instead of NC computations, whereM � N . Therefore, PKFCM-F
takes lesser time compared to KFCM-F. However, the clustering quality may reduce.
But it is negligible for an appropriate value of ε.

4 Empirical Study

To study the performance of the proposed PKFCM-F algorithm, experiments are
conducted to compare the running times of KFCM-F and PKFCM-F on some bench-
mark datasets collected from [1]. The information about the datasets used in the
study is mentioned in Table1.

To compute the clustering quality (CQ), adjusted rand-index has been applied [10].
The clustering quality (CQ) and running time (RT) of KFCM-F and PKFCM-F are
computed. The percentage of reduction in CQ and the percentage of reduction in RT
are presented in Table2.
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Table 1 Datasets

Dataset # of data items (N ) # of clusters (C) # of dimensions (d)

OCR 10,003 10 192

Pendigits 10,992 10 16

LIR 20,000 26 16

Shuttle 58,000 7 9

Table 2 Reduction in CQ and RT values obtained using KFCM-F and PKFCM-F

Dataset Reduction in clustering quality
(%)

Reduction in running time (%)

OCR 0.53 81

Pendidits 0.21 62

LIR 0.45 79

Shuttle 0.82 84

5 Conclusions and Discussion

In this paper, we proposed a prototype-based KFCM-F algorithm, called PKFCM-F,
to speed up KFCM-F algorithm. PKFCM-F algorithm runs by identifying some pro-
totypes, where each prototype represents a small set of data items in the dataset. By
calculating the memberships of the data items in the prototypes and also the mem-
berships of these prototypes in each cluster, one can approximate the membership of
the data item in each cluster. It is experimentally verified that the time complexity
of our proposed PKFCM-F is reduced when compared with traditional KFCM-F,
particularly in case of large datasets. For different values of ε, different number of
prototypes can be obtained. The high clustering accuracy will be achieved by taking
more number of prototypes.
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A Time-Efficient Active Learning-Based
Instance Matching System for Data
Linking

Gulshakh Kaur, Shilpa Verma and Poonam Saini

Abstract Learning of link configuration can be classified into two subcategories,
namely, supervised and unsupervised. The supervised learning of link configura-
tion has an advantage over unsupervised learning in terms of high accuracy and low
complexity. However, a common shortfall of supervised systems is the availabil-
ity of training data. Here, Active Learning is a favorable semi-supervised learning
technique in which a learning algorithm will actively query the user to label the
most informative link candidate. This method is desirable in situation where data is
abundant and manual labeling of links is expensive. Moreover, while dealing with
large datasets, runtime efficiency of the instance matching system is also desirable.
The paper proposes an extended framework to our previous work on a supervised
learning-based instance matching system with runtime efficiency.

Keywords Linked data · Identity link · Instance matching · Link configuration
Supervised learning · Active learning

1 Introduction

As the web is growing exponentially in terms of information, end users expect an
intelligent query processing. The task is more challenging in the presence of unstruc-
tured data which makes it difficult to extract semantics from the web. In order to
improve a user’s experience, we need to publish structured information with inter-
linking to other data sources. Semantic web is an extension to current web of docu-
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ments into distributed web at the data level, i.e., web of data [1]. This contains open
and interlinked data that can be shared and reused. A powerful mean to transform
the web of documents into the web of interlinked data is Linked Data. Linked Data
is machine-readable data format that interconnects structured data sources through
the typed links, thereby creating global data space [2]. Linked Data is based on the
set of principles proposed by Berners-Lee [3]:

• Use of URI (Uniform Resource Identifier) to name things on the web.
• Use of HTTP (HyperText Transfer Protocol) URI to name things so that Internet
users can look up these names.

• HTTP URIs must return useful information when a user looks up these URIs.
• Include typed links to other URIs that specify the nature of connection.

1.1 Instance Matching

The essential component of Linked Data for linking related instances is instance
matching. In Linked Data scenario, instance matching detects co-referent instances
of data repositories for same object [4]. There are two basic techniques to perform the
instance matching of data repositories, namely, Configuration Learning and Binary
Classification. Instance matching step of the data linking workflow gives the collec-
tion of mappings between entities of two data sets. Instance matching is a technique
that compares two object descriptions on the basis of metrics specified in the link
configuration. Learning of link configuration can be classified into two categories,
namely, supervised and unsupervised learning. Supervised learning of link config-
uration has an advantage over unsupervised learning in terms of high accuracy and
low complexity. However, a common shortfall of supervised systems is the avail-
ability of training data. Active learning is a favorable strategy to reduce the human
annotation burden. Active learning is a semi-supervised learning technique in which
learning algorithm query the user in order to obtain the desired results. Learning
algorithm will actively query the user to label the most informative link candidate.
This method is desirable in situation where data is abundant and manual labeling of
links is expensive. Active learning is querying for certain types of instances depend-
ing on the data that is seen so far, i.e., depending on the past experience. Moreover,
while dealing with large datasets, runtime efficiency of the instance matching system
is also desirable. The focus ofmost of the comparative analysis is on the effectiveness
of the matching frameworks whereas runtime efficiency has not been considered.
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2 Related Work

In existing literature, different frameworks and techniques have been designed to
address the data linking problem for Linked Data on Semantic Web. A few tech-
niques focus on time efficiency along with link configuration while other involves
machine learning algorithms for classification. In 2009, SILK [5] was proposed that
applies Link Specification Language for data linking where a user specifies settings
for instance comparison. The framework has three components, namely, link dis-
covery, link evaluation and link maintenance. Thereafter, a time-efficient framework
was proposed in 2010 named as LIMES [6] to discover missing links between source
and target dataset. It makes use of mathematical concept of metric space to filter
out irrelevant pairs of instances that do not conform to the mapping. This, in turn,
reduced the total number of comparisons required to compare the datasets. The unsu-
pervised learning [7] technique provides fully automatic system used to learn link
configuration without the labeled training data. The method employs genetic algo-
rithm guided by the fitness criteria to evaluate the quality of decision rule and the
corresponding derived identity links. However, unsupervised learning is impracti-
cal due to its low accuracy. On the other hand, supervised learning needs labeled
data for training. Nevertheless, the scheme has high accuracy and low complexity.
Other time-efficient and active supervised learning algorithmswere proposed in 2012
called EAGLE [8] and ActiveGenLink [9] that combine genetic algorithm and active
learning to interactively generate linkage rules in order to produce identity links.
The algorithms take initial population as input and evolve it using genetic operators
mutation and reproduction, to obtain efficient solution.

cLink [10] and ScLink [4] are the supervised instancematching systems that create
optimalmatching configuration automatically based on the heuristic search approach.
cLink contains the supervised learning algorithm cLearn to learn link configuration.
cLearn algorithmuses heuristic search to return the optimal combination of similarity
function, similarity aggregator and the threshold parameter for the final filtering step.
ScLink is the extension of cLink as it contains two supervised learning algorithms
namely cLearn and minBlock. minBlock learning algorithm answers the scalability
issue of large LinkedData repositories as it reduces the number of candidates that will
be considered for the matching task. Besides link configuration methods, supervised
instance matching can also be considered as a binary classification problem [11].

3 Assumptions and Proposed Approach

Most of the assumptions of the system model for the design of time-efficient and
active learning-based instance matching are same as the previous proposed method
[12] with additional points as follows:

1. Set of diverse and frequent properties are selected from both source and target
repository.
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2. The subset of source and target repository is labeled using the active learning
technique-query by committee.

3. The heuristic search approach with active learning is used to learn the link con-
figuration.

4. The concept of multithreading is used to parallelize the steps of the instance
matching framework.

3.1 The Proposed System Model

Given two datasets Sc (source) and Tr (target), instance matching system determines
all the pairs of instances (s, t) ε Sc×Tr, related via identity relation R. The proposed
system employs the concept of active learning to get the desired link configuration
which in turn is used to match the data instances. The list of data structures and
functions used in the active learning-based link configuration algorithm is discussed
as follows:

Data Structures

The data structures used in the algorithm 2 in addition to algorithm 1 [12] are as
follows:

1. Population (P): P represents the list of possible link configurations. The list
evolves with the addition of new reference link until the termination condition is
reached. The output of the algorithm is the optimal link configuration selected
from P.

2. Training Percentage (T): T contains the percentage of source data that will be
used for training the learning algorithm.

3. Unlabeled Pool (U): U is the list that contains all the instances which need to be
labeled during the active learning in order to form the reference links.

4. Reference Links (R): The list R is initially empty and every new link labeled by
the user is added to R.

Functions

The list of functions used in the Algorithm 2 is as follows:

1. Query: The function includes the query strategy applied that will select the most
informative link to be labeled by the user.

2. Annotate: The link candidate selected by the Query function is labeled as true
or false using Annotate function.
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Fig. 1 General schema for active learning

Fig. 2 Instance matching framework

3.2 The Proposed Approach

Active learning learns the link configuration by asking the user to confirmor reject the
reference link candidates selected by the algorithm as shown in Fig. 1. This reduces
the number of link candidates which need to be labeled by the user for training the
learning algorithm. The main idea of adding the active learning is to generate the
training data that provides the maximum information gain.

Given source and target datasets, the detailed system workflow is shown in Fig. 2.
The workflow starts by selecting the list of diverse and frequent properties from
both source and target dataset. The next step is the alignment of selected source and
target properties depending on the similarity of the property values. The property
mappingswith the confidence or c score [12] in the threshold range 0.009 are selected.
Afterwards, property mappings are assigned similarity metric depending on the data
type of the property. Each metric computes the similarity score of two instances with
reference to one property in the range [0, 1].
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The property mappings along with the assigned similarity functions form the
initial configuration population. The unlabeled pool of instances and these initial set
of similarity functions act as input to the active learning algorithm. Moreover, in
order to achieve the time efficiency, the concept of multithreading is applied. This
involves parallel processing of all the steps using multithreading so as to enhance
the speed of the system.

3.3 Active Learning of Link Configuration

The main idea behind using active learning combined with greedy approach is to
evolve the population of link configuration while building the reference links. The
algorithm starts with random linkage rules and the empty pool of reference links.

Every new iteration of the algorithm selects a link candidate to be labeled by
the human annotator using the query-by-vote-entropy technique. In query-by-vote-
entropy, the link candidate is determined by the voting of themembers of the commit-
tee, i.e., the existing elements in the link configuration population. The link candidate
for which current population is uncertain is selected by the query strategy. Algorithm
2 provides the pseudo code for the active learning procedure.

Algorithm 2: Active Learning of Link Configuration
Input: Initial population P, Unlabeled pool of instances U, R empty reference links, property 
alignments, similarity metrics Msim, similarity aggregation functions Sagg, T percentage of 
training data.

1.  L is empty set of reference links
2. Lcounter Size(P)
3. while loop_count<=Lcounter && Precision<1 do
4.        u       Query strategy selects link candidate from U 
5. r Annotate u
6. R R ∪ r 
7.       P       Learn Link Configuration using Algorithm 1.
8. End
9. Return Optimal Link Configuration

At the start of the execution of the Algorithm 2, an initial population of
link configuration is generated which includes the individual property alignments
with the assigned similarity metrics. The population P is used to select the link can-
didates to be labeled using Annotate function. The labeled link candidates are passed
to Algorithm 1 [12] where individual functions, as well as their combinations, are
assigned the threshold value using these reference links. Only those combinations
which have precision value better than the functions combined are added to the popu-
lation P whereas rest is discarded. The evolved population is again used to select the
reference links. The process continues until the loop_counter reaches the termination
condition or the precision value for a particular element of P becomes 1. After the
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Table 1 F1 score with variation of training data

Percentage of
labeled data

F1 score F1 score F1 score F1 score F1 score

D1 D2 D3 D4 D5

2 0.98 0.8281 0.9474 0.4012 0.3742

4 0.988 0.9471 0.9667 0.4123 0.3805

6 0.9984 0.9457 0.9714 0.45 0.3721

8 0.9991 0.944 0.971 0.468 0.39314

10 0.9987 0.9553 0.9704 0.50155 0.396

12 0.9987 0.9549 0.9697 0.5 0.39174

14 0.9987 0.9554 0.9703 0.5058 0.3992

16 0.99867 0.9553 0.9698 0.50439 0.3944

18 0.99865 0.9558 0.9695 0.504 0.3921

20 0.999 0.9559 0.9686 0.5056 0.3966

Fig. 3 Performance of the system with variation of training data size

execution of the loop at line 3, the link configuration with maximum precision score
on the training data is returned as the output of the algorithm.

The trend of F1 score with variation in the size of training data has been analyzed.
A small amount of training data is given to the configuration learning algorithm of
the active learning-based instance matching system ranging from 2 to 20%. The F1
score after varying the training data is recorded in Table 1 and the corresponding
graph is shown in Fig. 3.
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4 Conclusion

Supervised learning of link configuration is more advantageous over unsupervised
learning in terms of high accuracy and low complexity. The instance matching con-
figuration is optimized by a learning algorithm that makes use of precision as a
performance parameter. The result shows significant improvement of F1 score in
comparison to other algorithms. In supervised learning approach, the major concern
is the availability of labeled training data. Here, a semi-supervised learning technique
calledActive Learning can be used where a learning algorithmwill actively query the
user to label most informative link candidate. The paper proposes an extended frame-
work to our previous work on supervised learning-based instance matching system
with runtime efficiency. The proposed approach reduces the amount of labeled data
required, by selecting the most informative candidates as the training data.
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Text Summarization Using WordNet
Graph Based Sentence Ranking

Amita Jain, Sonakshi Vij and Devendra K. Tayal

Abstract Text summarization refers to the task of generating a summary from a
given document that tries to replicate the most significant information of the original
document. A number of techniques are available in the literature regarding the same
and sentence ranking is one of them. This paper proposes a novel method for text
summarization using WordNet graph based sentence ranking. The proposed method
utilizes the degree, betweenness, and closeness centrality measures. This paper also
analyzes the current research work going on in text summarization and sentence
ranking. Web of Science (WoS) is used as the data source for the same. The co-
occurrence of all the keywords in the research papers pertaining to sentence ranking
is also visualized.

Keywords Sentence ranking · Text summarization ·WordNet

1 Introduction

Text summarization refers to the process of generating a summary for a given docu-
ment in such a way that most of the significant information of the original document
is retained and the meaning is preserved. It is a key research area in the field of
computational science and natural language processing. The trend of publication in
text summarization from the year 2000 to 2016 is observed after extracting publica-
tion count from Web of Science (WoS) database. This is shown as in Fig. 1. It can
be seen that 2016 accounts for the maximum record count in terms of number of
publications in this field. In the coming years, the publication in this area is expected
to grow further.
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Fig. 1 Year-wise publication count

Sentence ranking, on the other hand, assigns a way to rank the sentences in a text,
in order of the significance of information contained in them. Several methods exist
which deal with sentence ranking algorithms to perform text summarization [1–3].

In this paper, a novel algorithm has been proposed to perform text summarization
usingWordNet graphbased sentence scoring.Theproposedmethodutilizes centrality
measures degree, betweenness, and closeness. The rest of the paper is framed as
follows: Sect. 2 highlights the background study in this field. Section 3 presents the
proposed approach while Sect. 4 concludes the work.

2 Background Study

In order to get an in-depth insight of the research in sentence ranking,Web of Science
(WoS) is chosen as the data source. The research papers extracted from it show that
very little work has been done in this area [4–7]. These research papers are used to
analyze the co-occurrence of the keywords, as shown in Fig. 2. These networks are
visualized using VoSviewer.

Fig. 2 Co-occurrence of the keywords
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Table 1 Literature related to text summarization and sentence ranking

S.No. Research paper Concept Pros Cons

1 [1] • Uses supervised
learning for
extractive text
summarization

• An “averaged
perceptron”
method is utilized

Query sensitivity is
improved

Query expansion is
not taken into
consideration

2 [7] This method obtains
a set that consists of
the “topic-related
documents” in the
form of a “sentence
similarity network”

Node significance is
determined

Measures of graph
connectivity are not
analyzed well

3 [2] A semi-supervised
learning based
method is deployed
for creating the text
graph for
summarization

Demonstrates how to
generate a
hypergraph for
summarization

The amount of
information
contained in a graph
can be measured
using other graph
connectivity
measures

4 [4] • Matrix notation is
used for modeling
CoRank method

• Text redundancy is
completely
avoided, which
helps in bringing
better results

Better results than
state-of-the-art
methods

The method is not
applicable for
multi-document
summarization

5 [5] Takes into
consideration,
various factors for
scoring, i.e., multiple
decision criteria

Factors such as
sentence length,
sentence position etc.
is taken into
consideration

Results are not
provided, i.e., just a
proposal

The literature related to text summarization and sentence ranking is analyzed as in
Table 1. Themajor research gap identified is that the graph-based text summarization
approaches deployed till date; do not fully utilize the graph connectivity measures.
Centrality measures like degree, betweenness, and closeness can be utilized to per-
form sentence based text summarization in an efficient and more effective manner.
This paper tries to bridge this research gap.
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Table 2 Proposed algorithm

Nomenclature :

i. Text to be summarized: T 
ii. Total number of queries in T: N

iii. Degree Centrality Measure: DCM
iv. Closeness Centrality Measure: CCM
v. Betweenness Centrality Measure: BCM

vi. Sum total of DCM,  CCM and BCM : S
vii. Most Significant Sentence(s) : MSS

(a) Input T
(b) Divide each sentence in T into queries  
(c) For each query:

• Remove stop words & perform tokenization
• Generate WordNet graph (WG) using each text token
• Calculate DCM,  CCM and BCM
• Calculate S
• Top N/3 sentences with highest value of S: MSS

(d) Show MSS

Fig. 3 Process of proposed work

3 Proposed Approach

This section describes the proposed approach for performing text summarization
usingWordNet graph based approach. The algorithm for the same is given in Table 2
and the process is visualized as in Fig. 3.

4 Conclusions

This paper analyzes the current research work in the field of text summarization and
sentence ranking usingWeb of Science (WoS) as the data source. The co-occurrence
of all the keywords in the field of sentence ranking is visualized. This paper also
proposes a method for text summarization that uses WordNet graph based sentence
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ranking. The proposed method utilizes the degree, betweenness, and closeness cen-
trality measures so that the significance of information contained in the sentences is
well analyzed. In the future, this proposed model will be implemented and the results
will be compared to the state of the art.
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Abstract This paper outlines the intents to develop and assess remotely sensed spec-
tral responses of Vigna radiata cropwith an adaxial surface positioned at Aurangabad
region by Latitude 19.897827 and Longitude 75.308666. Current exploration will
be useful for crop surge monitoring centered on spectral features collected using
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ASD Field Spec 4 spectroradiometer intended for the estimation of photosynthetic
pigments. The proposed approach resides preprocessing techniques followed via
postprocessing methods instigated by python open source software. The prepro-
cessing was prepared using parabolic correction technique with (.asd) files format.
Spectral features were projected for detection of photosynthetic pigments using ten
categories of indices. Among the diverse phonological patterns of crop progression,
the respectable aggregate of a coefficient of correlations was found with fluctuating
growth parameters at jointing phase of Vigna radiata. The spectral vegetation indices
(SVI) desired for the investigation were composed at jointing and ripening crop
phases. SVI was given superior outcomes with R2 values speckled between 0.91 and
0.99, in addition, good amount of correlation was observed in between NDVI and
PSSR-a. TheNDVI indexwas found to be the appropriate parameter for healthy crops
and ARI2 was found appropriate for detection of disease crops. Multiple regression
equations were used by means of stepwise regression technique using open source
software.

Keywords Spectral signature · Vegetation indices · Biochemical parameters
Photosynthetic pigments · Crop analysis

1 Introduction

Reckoning of photosynthetic pigments from crops using non-imaging spectral sig-
nature is an emerging influential tool in remote sensing for crop surge monitoring era
containing factors such as chlorophyll content, water contents, anthocyanin, xantho-
phyll, and carotenoids. The objective of the current study is to recognize biochemical
parameters of Vigna radiata using several vegetation indices based on spectral fea-
tures. The spectral response signifies the correlation between electromagnetic radi-
ations (EMR) with the biological and chemical characteristics of objects, present on
earth surface. These are the elementary aspects of data representation and fusion in
the forms of passive remote sensing tool [1]. Latest sensing devices allow multiband
frequencies for generation of spectral signatures for crop discrimination using SVI
for the reckoning of photosynthetic pigments [2, 3]. The research study focuses on
pulse crop because of its tremendous source of nutritive proteins. Vigna radiata is
one of the needed pulses for sustaining proteins amongst populace in India. This
crop type is grown up around 3.50 ha in India typically Maharashtra, Bihar, etc. [4].
The literature reveals that nondestructive technique provides crop type discrimina-
tion using spectral data collected using spectroradiometer of crops soybean, canola,
wheat, and oat [5, 6]. The citrus plant types were identified using support vector
machines, logistic regression, and K-nearest neighbor method with 0.3% error rate
[7]. By considering the literature review, the research current study focuses towards
collecting spectral responses of pulse crop to monitor growth.

The paper rumors on an experimental method to acquire reflectance signature of
Vigna radiata and reckoning of their photosynthetic pigments for analysis of crop
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Fig. 1 Spectral responses of Vigna radiata crop surge phases

surge monitoring. This paper comprises four sections containing introduction with
background knowledge of crops and their significance. Section 2 contains specifics
about study sites, preprocessing techniques and algorithms selected for research.
All comparative discussion about outcomes with the analysis is in Sect. 3. At last,
conclusions are summarized followed by future scope.

2 Study Sites and Experimental Design

Vigna radiata is grown up on a black and red soil at Aurangabad region,Maharashtra,
India. Crop samples from diverse agriculture fields were composed in four diverse
stages of Tillering, Jointing, Maturity and dry growth phase. Shortly after anthesis,
Vigna radiata leaves as per growth stages from 10 field locations were collected and
transported in an airtight plastic bag for spectral measurement. Spectra response of
leaves was measured using an ASD Field Spec 4 Spectroradiometer with a wave-
length range of 350–2500 and 1.6 nm sampling recess with a resolution of 3.5 nm,
respectively. Adaxial surfaces of each leaf were measured with 8 degrees Field Of
View (FOV) in standard darkroom laboratory environment for pigment analysis along
weather conditions dated July 2015–October 2015 between 11:00 a.m. to 2:20 p.m.
as per the standard to maintain reflectance curve (Fig. 1).

A standard white reference panel was used to calibrate the gadget. Overall 10
shots of each sample were measured and total 70 spectral responses were transferred
for further processing. The validated spectral indices provide good amount of results
for crop growth monitoring.

2.1 Parabolic Correction

The spectral information of crops for the study is useful in the range of 350–2500 nm
[8]. The spectral shift variations were occurred at the VNIR and the SWIR1 detector
(1000 nm) and in between SWIR1 to SWIR2 (1800) spectral band. A parabolic
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correction was performed to remove stepped splice error towards .asd files format.
Further analysis was done after parabolic correction to increase the accuracy of crop
surge monitoring. The detector combinations were established in spectrum given [9]
as Eqs. (1) and (2).

VNIR : SWIR1 � (o(1001 − 1000))/(g(1001) − g(1000)) (1)

SWIR1 : SWIR2 � (o(1801) − o(1800))/(g(1801) − g(1800)) (2)

where g represents the gain of detector and o represents the offset of the detector.

2.2 Spectral Indices

Spectral Indices vary with their specific role for crop type identification using mul-
tispectral and hyperspectral imagery. Table 1 contains equations of all indices used
in our study along with their indicators and respective references. Ri indicates
reflectance at the ith wavelength.

The NDVI provides better prediction accuracy in photosynthetic activity because
of near-infrared (NIR) and red band. The NDVI spectral profile has been correlated
to many variables such as crop nutrient deficiency, crop health measurement, disease
estimation, and long-term water stress due to atmospheric changes [10]. PSSR-a,
PSSR-b, and PSSR-c indices provide spectral features for crop health assessment. A
CRI2 and ARI2 index gives spectral information of crop disease severity. The CAI,
NDLI, and X1 spectrum informs about crop capacity to make wood and for other
uses. WI provides availability of water contents with respective spectral features.

2.3 Accuracy Assessment Techniques

Overall outcomes of spectral features were measured by stepwise regression analysis
method. It is a form of investigating the relationship between dependent and indepen-
dent variable. In the current study, dependent variables are NDVI spectral features
correlated with other indices spectral features including PSSR-a, PSSR-b, PSSR-c,
ARI2, CRI2, and WI, respectively. This method is based on adding or removing the
iterations as per the data are given to the model [18] as given in Eq. (3),

Percent change � [
RMSEprevious − RMSEcurrent/RMSEcurrent

] ∗ 100 (3)

where RMSEprevious denotes the squared error of the previous model iterated spectral
features and RMSEcurrent describes the squared error of the current model execution
with spectral features.
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Table 1 List of vegetation indices studies

Vegetation indices Equations Indicator References

Normalized
difference
vegetation index

NDVI � R800−R670
R800+R670

Biomass, leaf area Rouse et al. [10]

Pigment specific
normalized
difference chl a

PSSR − b � R800/R670 Chlorophyll a Blackburn [11]

Pigment specific
normalized
difference chl b

PSSR − b � R800/R635 Chlorophyll b Blackburn [11]

Pigment specific
normalized
difference C

PSSR − c � R800/R470 Carotenoid Blackburn [11]

Cartenoid
reflectance index 2

CRI2 � 1/R510 − 1/R700 Cartenoid Gitelson et al. [12]

Anthocyanin
reflectance index 2

ARI2 � R800(1/R580 − 1/R700) Anthocyanin Gitelson et al. [13]

Cellulose
absorption index

CAI �
0.5(R2000 + R2200) − R2100

Cellulose Daughtry et al.
[14]

Normalized
difference lignin
index

NDLI � log(1/R1754)−log(1/R1680)
log(1/R1754)+log(1/R1680)

Lignin Serrano et al. [15]

Water index W I � R900
R970

Water content Penuelas et al. [16]

Xanthophyll index X1 � (R528−R567)
(R528+R567)

Xanthophyll Gamon and
Penuelas [17]

3 Results and Discussion

This section represents an analysis of result with assessment technique through spec-
tral indices.

3.1 Spectral Feature Reckoning

Figure 2 shows graphical representations of vegetation indices with growth param-
eters. The symbol Sn represents nth samples of crop growth. The X-axis represents
crop growth stages with reference to Fig. 1, and Y -axis represents observed spectral
features with specific range respective to indices.
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Fig. 2 Spectral feature
estimation using CRI2 index

NDVI index varies between the accuracy 0.3–0.7 spectral range standards +1
to −1 vegetation indicator. CRI2 varies with the spectral range of 0.1–0.5 as an
amount carotenoid pigments indicator which is graphically represented in Fig. 2.
ARI2 is modified index for anthocyanin pigments identification which varies in an
experiment from −0.50 to 1.50 which is also used to indicate the severity of disease
of leaves than healthy leaves. CAI index varies from −0.03 to 0.0 that represents the
amount cellulose contents present in leaf represented, NDLI represents the quantity
of lignin pigment, furthermore total water content available in leaf was obtained
using WI. There was significant difference measured in CRI2 at different levels for
Vigna radiate crop. PSRI and MSI as reflectance were decreased from tillering and
constant in between tillering to jointing stage due to the maintained level of nitrogen
and water of the crops.

3.2 Stepwise Regression Analysis

The indices derived from visible near-infrared (VNIR) region like NDVI increased in
the early vegetative periodwhich is tillering up to full vegetative phases. It reached the
peak around jointing stage then it moved towards maturity of a crop in all vegetative
criteria. Table 2 represents the correlation between NDVI with CRI2, ARI2, and CAI
spectral index. The stepwise regression between different growth parameters varies
with healthy, disease, and dry stages. NDVI correlated with CRI2 at Jointing stage
(HL) with highest accuracy 0.45, NDVI correlated with ARI2 at Tillering (DL) with
highest accuracy 0.68 and NDVI with CAI at Maturity (DL) with accuracy 0.13 as
per the given equation.

Table 3 represents the correlation between NDVI with pigment specific index
including PSSR a with accuracy 0.99 for Jointing (HL), PSSR b with accuracy 0.92
for dry leaf and 0.66 with tillering (HL).

Linear regression interpretation between different vegetation indices with varying
stages from healthy, diseased and dry samples with NDVI including same growth
stages. The coefficient of correlationwas successfully approvedwith SVI and respec-
tive crop health parameters collected at different growth stages.
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4 Conclusion and Future Work

The research study concluded that VNIR region of the spectral signature is valu-
able intended for evaluation spectral features regard to crop patterns analysis. The
respectable association was observed in jointing stage of crop based on SVI, viz.,
NDVI, PSSR-a, PSSR-b, PSSR-c, NDLI, WI, X1, CAI, ARI2, and CRI2. This SVI
was increasing differently as per crop criteria of leaves including healthy, diseased
and dry from Tillering to dry stages of leaves. The R2 varies within the range of
0.91–0.99, the given range describes the good accuracy of spectral features relation-
ship. Finally, current research invention contributes in identification of crop surge
monitoring system. Research concluded that NDVI with PSSRa index performs bet-
ter for determination of different growth parameters and ARI2 classifies the disease
severity details of leaves. This research will be used for yield forecasting and pre-
diction of growth stages using spectral responses of crops. The current study was
experimented by open source software (python-2.7.11). Future directions of current
research will be to compare and extend the research for various types of the growth
of the crops monitoring system.
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Comparative Analysis of Machine
Learning Algorithms for Breast Cancer
Prognosis

Kashish Goyal, Prakriti Sodhi, Preeti Aggarwal and Mukesh Kumar

Abstract In the past few years, gynecological cancers have taken their toll on
women’s health. Breast cancer is themajor cause of cancer death followed by ovarian
cancer and others. In this paper, we aim at finding the cancer status of the patient,
whether it is benign or malignant. Data is collected from WISCONSIN dataset of
UCI machine learning Repository. The dataset includes the cases of patients who are
at risk of developing the cancer or have redeveloped the cancer. Different attribute
selection techniques are applied on the data set. Further, different classification algo-
rithms are used to compare and analyze the results.

Keywords Breast cancer prognosis · Machine learning algorithms
Classification models · Feature selection techniques

1 Introduction

Cancer is one of the deadly diseases caused by unnatural cell growth. Our bodies are
composed ofmillions of cells. The irregular growth of these cells lead to tumor called
as primary tumor where the emergence of cancer starts. Approximately 1,688,780
new cases of cancer were estimated to be reported in 2017, out of which 600,920
were reported. A study in 2012–2014 shows that around 38.5% of men and women
have more chances to be diagnosed with cancer [1, 2]. Among others, cancer stands
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to be the major reason of deaths due to diseases around the globe [3, 4]. Nearly one
in six deaths occur due to cancer. Roughly around 70% of cancer deaths occur in
economically weak countries [5, 6]. Among other various reasons high body mass
index, low nutritious diet, sedentary lifestyle, tobacco intake, infections, radiation,
stress and consumption of alcohol are the most common ones for the deaths due
to cancer [7, 8]. The most found cancers among women are breast cancer followed
by ovarian and cervical cancers. These are the most common gynecological cancers
affecting the health ofwomenworldwide and in India aswell [9–11].Variousmachine
learning algorithms are used to predict the risks factors causing cancer.

The leftover paper is organized in the following manner. Outline of data mining
algorithms (like Adaboost, Random Forest Algorithm and Support Vector Machine)
which are used for processing and getting the acute results are given in Sect. 2.
Section 3 gives the experimental setup, i.e., the detail analysis of WISCONSIN
Breast Cancer Dataset with different parameters and classifiers is discussed here.
Section 4 includes Results and Sect. 5 includes Conclusion and future scope followed
by References.

2 Data Mining Algorithms

2.1 Adaboost

Boosting is amethod of creating an immensely accurate classifier by the combination
of weak and inaccurate rules of thumb. In this, weak learners are combined to form
a strong rule. Different distributions are applied to identify a weak rule. Since this
being an iterative process a new tentative weak rule is predicted every time. A single
strong prediction rule is obtained after the combination of weak rules. This rule
is considered to be much more accurate than the others found previously [12–14].
Figure 1 shows the flowchart of the algorithm in steps followed by the equations
used to calculate the rule.

Equations:

Eqn 1:

wi �
⎧
⎨

⎩

1
2l , for positive

1
2m , for neagtive

, i � 1 . . . n

⎫
⎬

⎭
(1)

Eqn 2:

wt,i � wt,i
∑n

j�1 wt, j
, i � 1 . . . n (2)
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Fig. 1 Block diagram of Adaboost algorithm

Eqn 3:

εi, j �
n∑

k�1

wt,k

∣
∣hi, j (xk) − yk

∣
∣, i � 1 . . . n, j � 1 . . . N (3)

Eqn 4:

wt+1,i �

⎧
⎪⎪⎨

⎪⎪⎩

wt,iβt , if xi is classified correctly

where βt � εt
1−εt

wt,i, otherwise

⎫
⎪⎪⎬

⎪⎪⎭

(4)

Eqn 5:

HT (x) �
T∑

t�1

αt ht (x) (5)
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Fig. 2 Flowchart for SVM

2.2 Support Vector Machine

Support Vector Machine generally called as SVM are used for classification and
regression purposes. They are used in image recognition, handwritten digit recogni-
tion, and in many more [15, 16]. Figure 2 illustrates the model and tells the different
stages the data goes through.

2.3 Random Forest Algorithm

Random Forest algorithm is a supervised classification algorithm. It makes the forest
with a combination of number of trees. The accuracy increases with the number of
trees in the forest and vice versa [17]. Gini Index is measured on the contribution of
variables on the nodes. With every split of a node Gini Index for the new child nodes
are calculated which is then compared with the existing ones and the best ones are
chosen [18, 19]. Figure 3 shows the flowchart to explain this algorithm in a detailed
manner for better understanding.

3 Experimental Setup

The dataset has been taken from WISCONSIN Breast Cancer, UCI Machine Learn-
ing Repository available online [20]. It has 576 instances and 32 attributes including
one class attribute of breast cancer being malignant and benign. The 32 attributes are
IDNumber,MeanRadius,Mean Texture,MeanPerimeter,MeanArea,Mean Smooth-
ness, Mean Compactness, Mean Concavity, Mean Concave Points, Mean Symmetry,
Mean Fractal Dimension, Radius Standard Error, Texture Standard Error, Perime-
ter Standard Error, Area Standard Error, Smoothness Standard Error, Compactness
Standard Error, Concavity Standard Error, Concave Points Standard Error, Symme-
try Standard Error, Fractal Dimension Standard Error, Worst Radius, Worst Texture,
Worst Perimeter, Worst Area, Worst Smoothness, Worst Compactness, Worst Concav-
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Fig. 3 Flowchart of random forest algorithms

ity, Worst Concave Points, Worst Symmetry, Worst Fractal Dimension andDiagnosis
(the class with two values Benign and Malignant).

3.1 Methodology

In this experiment, the number of correctly classified instances is evaluated using dif-
ferent data mining classification techniques in WEKA 3.8. The techniques included
are Naive Bayes, SVM, Decision Tree J48, Random Forest, Bagging, Ada Boost and
Logistic Regression. These classifiers are applied using different test options such
as cross validation and percentage split and the one that gives the better results are
chosen. 66% data split and 10-fold cross validation have been used.

3.1.1 Data Preprocessing

There are nomissing values in the data. The data has been normalized as the attributes
had anonymous values and had different units and scales. Hence the data has been
normalized on 0–1 scale and then data discretization is done using 10 bins and −1.0
as the weight of the instance per interval. In this method continuous data feature
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values are converted into finite set of intervals to minimize the information loss.
Therefore, preprocessing is performed to make the comparison of different values
efficiently.

3.1.2 Feature Selection

When the complete dataset is taken all 32 attributes are selected and then the accuracy
is evaluated using different classifiers and in case of the reduced dataset the attributes
are selected using Principal Component Analysis method (PCA). On performing
PCA, 12 best features are selected out of 32 features. When Subset Evaluation using
Best First method is applied, the number of attributes are reduced to 11 while in
the case of Correlation Attribute Evaluation using Rankers method the number of
features remain same.

4 Results

The results of correctly identified instances have been analyzed here. Figure 4 repre-
sents the accuracy for different classifiers using complete dataset as well as reduced
dataset. PCAmethod is used for minimizing the features. In case of complete dataset,
RandomForest gives the highest accuracy of 95.85%whereas the accuracy of 92.60%
is given byAdaBoost which is worst when compared among other classification tech-
niques. In the case of reduced dataset, Adaboost as well as Logistic Regression give
the same accuracy of 97.92%. In some cases such as Naive Bayes and Random for-
est the accuracy is less as compared to when applied on complete dataset. When
the results are analyzed using other techniques, the classifiers have performed better
than when applied on entire dataset.

The accuracy results of different attribute selection methods measured along with
different classifiers are presented in Fig. 5. It can be observed that, overall PCA
method has outperformed the other techniques. Although, in some cases such as
Naive Bayes and Random Forest, the Subset Evaluation using Best First has per-
formed better than PCA. Ada Boost and Logistic Regression algorithms have per-
formed better than the others in case of PCA with accuracy of 97.92%. The results
given by Correlation Attribute Evaluation method are not as good when compared
with other two methods.
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Fig. 4 Accuracy results for complete dataset and reduced dataset

Fig. 5 Accuracy (in %) results using different feature selection technique

5 Conclusion and Future Scope

In this paper, best features for breast cancer prognosis are predicted. Different
attribute selection methods along with different classification techniques are com-
pared. In future, the accuracy can be increased by addingmore features or by increas-
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ing the instances of the dataset. Also, the combination of existing classification tech-
niques can be used to enhance the efficiency.
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Abstract In the present work, the effort has been made to identify and distribute of
surface soil types using high spatial resolution multispectral (HSRM) image inves-
tigated in two ways. First, multispectral data is classified based on conventional
approaches. Second, a method based on gray level co occurrence matrix (GLCM) as
spatial objects extraction of the multispectral data is proposed. In this view, various
texture parameters of the co-occurrence matrix method were used to highlight and
extract the textures in the image. The method was computed on increasing matrix
window size starting from original one. The Resourcesat-II Linear Imaging Self
Scanning (LISS-IV) sensor multispectral image was used for testing the algorithms
of the study area Phulambri Tehsil of Aurangabad region ofMaharashtra state, India.
The proposed approach was used as an input for Maximum Likelihood Classifier
(MLC) and Support Vector Machine (SVM) approaches for identification and dis-
tribution of surface soil types and other patterns. The experimental outcomes of the
present research were appraised on the basis of classification accuracy of methods.
The overall accuracy of classification by MLC and SVM after spatial feature extrac-
tion was 92.82 and 97.32% with kappa value of 0.90 and 0.96 respectively. It was
found that, the accuracy of the classification has increased after considering spatial
features based on co-occurrence matrix. The results were promising to extract the
mixed features for classification of soil type objects.
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1 Introduction

Soils are very heterogeneous in nature which is one of the most imperative resources.
Soils are assorted product of rock type, landform or topography, vegetation cover
with climate. As a result, spectral features of soil or single landscape model cannot
suffice to estimate soil features or soil boundary [1, 2]. Detailed catchment scale or
farm scale maps of soil variability that offer high spatial resolution are requisite to
estimate soil threats [3]. Moreover, the soil and land resource survey is vital in pre-
cision farming for better management and planning soil for better food production.
However, traditional methods for analysis of soil and its mapping are time consum-
ing, expensive and does not fulfill the spatiotemporal variability [4]. Furthermore,
the topographic and cadastral maps as a reference were used by the conventional
survey methods and the traditional methods are also time-consuming, formidable
and subjective [5]. Consequently, soil features can be extracted from remote sensing
datasets with its analysis and mapping. Nevertheless, the digital assessment of sur-
face soil types, spatial distribution and its mapping is somewhat formidable task due
to various soil attributes and assorted effect of numerous features of planet surface
that can vary spectral and spatial features of soils and compose it non-consistent
through the spectrum region [6].

The traditional methods of HSRM image classification consider solely spectral
information while neglecting the spatial information. Under this constraint, we have
tried to extract the spectral and spatial features of mixed land use and covered area
for soil classification like settlements, hilly area, farmland, natural vegetations, etc.,
with HSRM images.

2 Materials and Methods

2.1 The Test Location, Used Satellite Data and Soil Sampling

The test location is geographically located at 19° 28′ 43.27′′–20° 24′ 52.19′′N latitude
and 75° 13′ 10.75′′–75° 30′ 14.87′′E longitude which covers 72.70 km2. The data
was used for this study have been acquired from various sources like satellite data
along with field data. Global Positioning System (GPS) was used to acquire the
ground coordinate points. The base maps were developed using Survey of India
(SOI) toposheet of 1:50,000 scales. The proposed approach was applied on Indian
Remote Sensing (IRS) Resourcesat-II—P6 satellite imagery of LISS-IV sensor. The
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spatial resolution of LISS-IV image is 5.8mwith three spectral channels and 23.5 km
swath. The imagery was geometrically and radiometrically corrected (orthorectified)
by the provider [7]. Total 74 soil samples (0–20 cm depth) were collected and their
GPS values were recorded with scenes. The soil sampling sites were selected based
on spatial distribution. The field work for collecting soil samples and ground truth
points were carried out during the period of February 10 to March 25, 2015 and in
between 0800 and 1330 h on light days with clear environment. The soil samples
were collected in air-tight container. Every specimenwas air dried and passed through
2 mm sieve for laboratory analysis of some physicochemical soil properties. The soil
properties were analyzed by standard laboratory methods at “MIT Soil and Water
Testing Laboratory”, Aurangabad, Maharashtra, India.

2.2 Experimental Methodology

In this research, image processing operations were performed through Environment
for Visualizing Images (EVVI 5.1) image analysis software and ArcGIS 10 software.
The methods are discussed as follows.

2.2.1 Spectral and Spatial Feature Information

A reliable approach to deal with pixel-based classification of satellite imagery is
to consider its spectral information. The spectral features (information) of image
is directly used as the input for the classification algorithms and processed as a
feature vector. It is reliable for classification based on spectral reflectance of each
object. Unfortunately, it does not consider spatial structures of various objects in the
classification [8]. The texture-based spatial features were analyzed for the HSRM
satellite imagery. The GLCM method is broadly used for texture analysis and pat-
tern recognition also known as spatial co-occurrence matrix (SCM) which is more
scientific depicter of texture and more accurate as compared to other methods. From
the given spectral band or its subset, the GLCM method is implemented from the
spatial stochastic properties [9, 10]. The co-occurrence matrix is two-dimensional
matrix of joint probabilities between pairs of pixel values one with gray level value i
and other with gray level value j, separated by a distance d � (1,0) (i.e. neighboring
pixels in the same row) at an angle of 0° (i.e., horizontally) in a given direction from
left to right. The GLCM matrix is a symmetrical matrix which element p (i, j | d, θ )
contains the second-order statistical probability values [9, 10]. The elements of the
GLCM method were computed using Eq. (1).

p(i, j) �
Ng∑

i�1

Ng∑

j�1

i · p(i, j), (1)
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Table 1 GLCM textures and their equations

GLCM texture features Equations

Mean x � ∑
i, j

i · p(i, j) (2)

Variance f4 � ∑
i

∑
j
(i − u)2 p(i, j) (3)

Contrast f2 �
Ng−1∑
n�0

n2

⎧
⎪⎨

⎪⎩

Ng∑
i�1|i− j |�n

Ng∑
j�1

p(i, j)

⎫
⎪⎬

⎪⎭

(4)

Dissimilarity f �
Ng−1∑
n�1

n

⎧
⎪⎨

⎪⎩

Ng∑
i�1|i− j |�n

Ng∑
j�1

p(i, j)2

⎫
⎪⎬

⎪⎭

(5)

where, p(i, j) is the GLCM, and Ng is the digit of gray levels.
The pairs of pixels of GLCM are computed in four angular directions such as

0° in horizontal, 45° in right diagonal, 90° in vertical and 135° in left diagonal
within the instantly neighboring pixels of the image. Hence, to produce the texture
image, the GLCM or the texture measures were usually calculated within a moving
window. Haralick [9] has extracted 14 textural features from the GLCM which are
the significant features. In this study, we have computed four texture measures based
on co-occurrence matrix such as; mean, variance, contrast, and dissimilarity. These
measures were computed from the co-occurrence matrix using Eqs. 2, 3, 4, and 5
drawn in Table 1.

2.2.2 Proposed Approach

The above texture measures with increasing window sizes of 3×3, 5×5, and 7×7
were considered. The x and y values were used to calculate the co-occurrence matrix.
In the calculation of co-occurrence matrix by considering each pixel, 8-neighboring
pixels were preferred. The four directions were used, i.e., 0°, 45°, 90°, and 135°
separately for the calculation. The grayscale quantization level was used with 64-bit.
The 64-bit value was beneficial when the grayscale values of the image are spread
over a broad range. After the setting of grayscale values, co-occurrence matrix was
computed in four directions. Mean, variance, contrast and dissimilarity features were
extracted for further processing. In our experiments, four features were calculated;
hence the feature set was four for each of the band. The used data has three bands;
thus the final size of feature set was 12. The resulted textures of GLCM method is
shown in Fig. 1 for window sizes of (a) 3×3, (b) 5×5, and (c) 7×7 respectively.

For each window size, these all twelve features were used and MLC as well as
SVM methods were implemented over it. The window sizes were increased up to
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Fig. 1 Spatial features based on GLCM texture measures with window sizes of a 3×3, b 5×5
and c 7×7 respectively

7×7 due to the stability (similarity) of the textural features of window sizes 5×5
and 7×7. The GLCM feature set with increased window size was given as input for
MLC and SVM algorithms. The LISS-IV image for MLC and SVM methods were
trained accordingly field observations in the combinations with laboratory results,
geolocated ground reference data with visual inspection. The ROIs were developed
by said reference points whichwere the support vectors for SVM-based classification
and also used for the MLC-based classification to train and test the HSRM image for
classification. The available training and testing pixels were 920 and 2203 for said
data.

The GLCM feature set with increased window size was given as input for MLC
algorithm first. The data scale factor for MLC was one and probability threshold
value was 0.1 for all training pixels. The MLC is parametric method based on the
Bayes theorem [4, 10–12] is a widely acceptable by the researchers including remote
sensing community. The MLC algorithm was implemented by the Eq. 6 [12].

p(X/C j) � 1

(2π )n/2
∣∣∑ j

∣∣0.5
× exp

⎡

⎣−1

2
(DN − μj)T

−1∑

j

(DN − μj)

⎤

⎦ (6)

Additionally, SVMmethod was also considered for LISS-IV data for comparison
of MLC results and for getting better results. The kernel of Gaussian Radial Basis
Function (RBF) of SVMmethodwas implemented using Eq. 7 for classification anal-
ysis. SVM non-parametric supervised machine learning algorithm [13] was chosen
due to its high accuracy for classification of heterogeneous and noisy remote sensing
data with less training pixels. The SVM method is originally formulated by Vapnik
in 1995 based on statistical learning theory [10, 11, 13, 14].

Gaussian (RBF)

k(xi, x j) � exp(−γ · ||xi − x j ||2), γ > 0, (7)
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where, k(xi, x j), xi, x j and γ is respectively the kernel function, training vectors
and kernel constant parameter.

The SVMmethod was implemented with gamma (γ ) value 0.010, penalty param-
eter 100, and classification pyramid level one with reclassification threshold 0.90 and
classification probability threshold 0.10.

3 Results and Discussion

According to the laboratory results of soil physicochemical properties and field data
with visual inspection one major (black cotton soil or “Regur”) and two minor (Lat-
eritic soil and Sand dunes) soil types were identified and classified with other land
features. The black cotton soil includes “vertisol”, “inceptisol” and “entisol”; lat-
eritic soil includes “alfisol” and sand dunes include “Typic Torripsamments”. Five
soil classes according to USDA soil taxonomy [15] were detected and classified on
the basis of report generated by laboratory analysis of soil physicochemical properties
and field investigations. The soil classes were “vertisol”; “inceptisol” and “entisol”
of black cotton soil, “alfisol” of lateritic soil, “Typic Torripsamments” of sand dunes,
and other land features such as vegetations, water bodies, settlements and boundaries
with roads were also classified. The classification maps (Fig. 2 (a) for MLC method
and (b) for SVM method) clearly indicate that, black cotton soils [16] have covered
most area of the test site followed by vegetations, sand dunes, lateritic soil, settle-
ments, roads and water bodies. As per the laboratory reports of soils, these black
soils are deep or heavy and medium or lighter as per its physical properties. The
textures of black soils are loamy to clayey with mixed carbonates (mostly CaCo3)
and are suitable for cotton cultivation. The organic carbon, organic matter and nitro-
gen found to be less in this soil and pH values are near about 7–9. The EC values
vary from 0.25 and 0.46 d Sm-1 where values were less than 0.36 d Sm-1. The iron
contents are good in black soils. The lateritic soil included only the “alfisol” in the
studied areas as per USDA soil taxonomy which found to be hilly part and somewhat
farming sectors of test site. The pH value of these soils is low and organic matter is
high with fine texture. Sand dunes were observed to be more at riverside and hilly
rocks due to the spectral structure of sand dunes and rocks. The texture of sand dunes
was sandy. Electrical Conductivity (EC) values and organic matter contents are very
low in sand dunes. Natural vegetations including agricultural crops were accurately
classified and mapped.

First, the classification methods were computed on original preprocessed LISS-
IV data (only spectral information) and outcome was evaluated with accuracy. The
classified maps derived by MLC and SVM methods with spatial features are illus-
trated in Fig. 2a, b respectively. The soil classes were classified well with both the
classifiers. As black cotton soil was found to be more followed by sand dunes and
alfisol soils.

It was observed that, the accuracy was less with both methods on original image
(Table 2). Accordingly, the spatial texture measures were pondered and accuracy
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Fig. 2 Result of classification using (a) MLC and (b) SVM approaches respectively on A original
data, B spatial information (3×3 window size), C spatial information (5×5 window size) and D
spatial information (7×7 window size)

Table 2 Accuracy assessment of MLC and SVM algorithms

Methods/
features

Spectral features Spatial features
(3×3)

Spatial features
(5×5)

Spatial features
(7×7)

OA K OA K OA K OA K

MLC 83.38 0.79 89.83 0.87 92.23 0.90 92.82 0.90

SVM 84.52 0.80 91.51 0.89 94.55 0.93 97.32 0.96

Where, OA-Overall Accuracy and K-Kappa Value

was evaluated of each window sizes and found to be similarity in textures of 5×5
and 7×7 and hence window sizes were finalized up to 7×7. Producer’s accuracy,
user’s accuracy, overall accuracy and kappa statistics were calculated for evalua-
tion of the accuracy [10, 12]. The ground truth points were used for deriving the
confusion matrix. The classified values against actual ground observation values at
particular location were determined in the confusion matrix. The diagonal values of
the confusion matrix depicts the correctly classified features, where as nondiagonal
nonzero value demonstrates the misclassification between classified features from
related view [17]. The resulted outcome of bothMLC and SVMalgorithms are drawn
in Table 2 with overall accuracy and kappa values.

It was observed that, the spectral confusion were remarkable in between sand
dunes and settlementswith both the classificationmethods. The four texturemeasures
were highlighted the individual objects, when increased the window size, because
they are related to the size of the object. Larger the window size within the window,
the object reflects higher gray values. Consequently, the objects with various sizes
were separated each other. The classification methods were implemented on these
four texture measures with increasing window sizes and achieved better accuracy
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(Table 2) than the original one. The confusion was reduced with spatial information
and achieved good results.

The accuracy has increased with increased window sizes. The soils and vegeta-
tions were classified more accurately than other classes. The window size 7×7 was
given best results than other twowindow sizes such as 3×3 and 5×5 for four texture
measures. In fact, all soil classes were classified accurately except sand dunes and
settlements caused by similarity in spatial (texture) and spectral (signature) informa-
tion.

The class-specific accuracies, black cotton soil, lateritic soil, and vegetations were
classified with the higher accuracy excluding sand dunes which were misclassified
with settlements. Our aim was to identify and classify soil classes accurately within
the farming sectors which were classified well; however, we have also considered
soils on hilly area, settlement area. It causes the low accuracy of settlement class
within the test site. It can be concluded that, heterogeneous lad features can be
correctly classified by using spatial information.

4 Conclusions

The present research highlighted the advantages of GLCM-based spatial features for
the classification of five soil classes and othermixed land patterns. The researchwork
introduces the new approach for soil taxonomy using spatial information along with
spectral information. Only spectral information is not sufficient for classification of
heterogeneous land features. Consequently, we have used HSRM satellite image of
LISS-IV with 5.8 m of pixel size and three spectral bands. The MLC and SVM
classification approaches were computed for spatial distribution of soil accordingly
USDA soil taxonomy and four textures of GLCM were considered with three win-
dow sizes of 3×3, 5×5, and 7×7 matrix. It was observed that, sand dunes and
settlement area, were not classified accurately when applied the two approaches on
spectral as well as spatial information. Nevertheless, when included spatial features
in the classification as an input with increased window sizes, the accuracy was also
enhanced up to 10–13% more for MLC and SVM approaches respectively. Accord-
ing to the classification maps and accuracies, it is noticed that, spatial features are
very imperative for mixed land features especially soils in different platforms. In the
final conclusion, SVMmethod has given much better results than MLCmethod. The
classification results can be useful for better utilization of soil for precision farming
practices along with its planning and management.
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Frequent Itemset Mining on Uncertain
Database Using OWA Operator
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Abstract In today’s modern age, one of the most research focused technique for
analyzing frequent pattern from the data is known as Frequent Itemset Mining (FIM).
In the past three decades, many algorithms for data analysis have been proposed, and
different categories of data came into existence. Now, various FIM algorithms are
available to deal with certain, probabilistic or fuzzy data. In this paper, a novel solu-
tion named FuzzyApriori using OWA operator (FAOWA) algorithm is proposed to
mine frequent items from the fuzzy uncertain transactional database. Earlier numer-
ous techniques have been developed to calculate frequent items on the fuzzy uncer-
tain transactional database by considering fuzzy min/max operator as a basis for
minimum support. The fuzzy min/max operators consider only one value, i.e., min-
imum/maximum value of membership function to calculate support for an itemset,
in place of considering all values of membership functions of all items in an itemset.
Due to the lack of aggregating multicriteria to form a decision function, in this paper,
fuzzy min/max operators are replaced by fuzzy OWA for calculating minimum sup-
port. Experiments are performed by using example dataset, and standard available
dataset and performance are compared with probabilistic and fuzzy support based
algorithms.
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Table 1 Certain
transactional database

TID Items

0 1 2 4 5

1 2 3 5

2 1 2 4 5

3 1 2 3 5

Table 2 Uncertain
transactional database

TID Items

0 1(0.25) 2(0.47) 3(0.0) 4(0.5) 5(0.5)

1 1(0.0) 2(0.33) 3(0.4) 4(0.0) 5(0.4)

2 1(0.25) 2(0.37) 3(0.0) 4(0.3) 5(0.3)

3 1(0.25) 2(0.53) 3(0.6) 4(0.0) 5(0.6)

1 Introduction

The technology used tomonitor and analyze the generation pattern of data is known as
Frequent Itemset Mining (FIM) [19]. The databases produced from different sources
like records of bank transactions, railway reservations, and market basket data are
generally Certain Transactional DataBases (CTDB as in Table 1). The presence of
each item in every transaction is definite in such

databases, e.g., T 1 = {Shirt, Trouser, Tie, Shoes}
The transaction T1 is an example of market basket data. We can say that in

transaction T1 when a customer purchased a “Shirt” then he/she also purchased
“Trouser,” so there is some association between “Shirt” and “Trouser.” Extraction
of such kind of patterns called Association Rule Mining (ARM) [19] and it can be
said that FIM is a part of the ARM. If in transaction T1 each item is associated
with its chances of existence, then the database is called Uncertain Transactional
DataBase(UTDB) [4, 5, 20, 22, 23] (as in Table 2), e.g.,

T1 � {Shirt : 0.5, Trouser : 0.7,Tie : 0.1, Shoes : 0.3}

So, T1 can be interpreted as if the chance of selling shirt is 50% then there are 70%
chance of selling trouser, 10% for Tie and 30% for shoes. The uncertainty attached to
each item can be probabilistic(Existential Probability) or fuzzy(Membership Func-
tion). So, accordingly, the uncertain databases can be Probabilistic uncertain Trans-
actional DataBase (PTDB) or Fuzzy uncertain Transactional DataBase (FTDB).

To handle large databases uncertainty was introduced [4–11] and in place of
calculating the count of an item like in CTDB, the Expected Support (ES) of an item
is calculated on UTDB. For example, in T1 if the ES of the shirt, trouser, and tie is
calculated then it will be 0.5 * 0.7 * 0.1 = 0.035. The limitation of this approach
is when size increases ES approaches to zero. The positive thing with ES is that
it considers Existential Probability [6, 7] of all items for calculating support, so
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in results association rules interestingness [19] exist. The limitation with ES can
be overcome by using fuzzy min/max operator [24–26, 29–33] in FIM on FTDB
[13–18]. For example, Fuzzy min always choose min value among the membership
functions of items in a transaction, like the fuzzy support of shirt, trouser and tie in
T 1 will be min(0.5, 0.7, 0.1) = 0.1, so it will never be zero if membership function of
any item in itemset is greater than zero. The limitation of fuzzy min/max operator is
that these operators are not capable of aggregating multicriteria or do not aggregate
the association of all items in a transaction to generate an overall result. For example,
if transaction looks like

T1 � {Shirt : 0.9, Trouser : 0.99, Tie : 0.1, Shoes : 0.999}

In above case, fuzzymin results in 0.1 without any associationwith other items, so
fuzzy min/max operators cannot generate results by considering all values and take
only one value, i.e., min or max. Therefore, it can be said that with fuzzy min/max
operator, FIM on FTDB can produce larger size itemset, but there is no association
rules interestingness in results.

A newmethod is proposed in this paper for calculating frequent items on the fuzzy
uncertain transactional database by using Ordered Weighted Aggregation (OWA)
[26–28] operator to calculate fuzzy support. The algorithm follows the Apriori [1–3]
principle for execution, run on the fuzzy uncertain transactional database, and use
OWA operator to calculate support, so it is named as FAOWA(Fuzzy Apriori using
OWA). The performance of FAOWA is compared by using example database and
standard available database with probabilistic and fuzzy data mining algorithms in
terms of time taken by algorithms and numbers of frequent items generated. So the
proposed work has been completed in following stages:

1. UApriori is executed on uncertain transactional database.
2. Fuzzy Data Mining Algorithm by considering fuzzy min and max operator is

executed on the uncertain transactional database.
3. FAOWA is executed on the uncertain transactional database.
4. Performance of UApriori, Fuzzy Data Mining Algorithm, and FAOWA is com-

pared on the basis of time taken by algorithm and number of frequent items
generated by each algorithm.

2 Related Works

2.1 Apriori [1]

The first algorithm proposed by Agrawal in 1994 is Apriori and used to calculate all
items or itemsets whose count is greater than or equal to user-specified minimum
support for a given CTDB. So it can be said that an item or itemset is frequent if
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count(A in Tx) >� ms (1)

Here A is any itemset; Tx is the transactional database and ms is the minimum
support. All frequent items for the CTDB given in Table 1, for minimum support 1,
can be calculated as

Size - 1 FI � {1, 2, 3, 4, 5}, Size - 2 FI � {12, 13, 14, 15, 23, 24, 25, 35, 45}
Size - 3 FI � {123, 124, 125, 135, 145, 235, 245}, Size - 4 FI � {1235, 1245}.

2.2 UApriori [6]

This algorithm was proposed by Chui in 2007, and it was the first algorithm used
to calculate frequent items over UTDB based on Expected Support. The following
formula is used for calculating expected support.

Expected Support(A) �
D∑

i�1

K∑

j�1

Pti (a) (2)

Here A is any itemset containing a1, a2 … a|K| distinct items |D| is the number of
transactions in UTDB. Let minimum support is 0.75 then ES-based frequent items
on UTDB given in Table 2, can be calculated as

Size - 1 FI � {1, 2, 3, 4, 5}, Size - 2 FI � {25}.

2.3 Fuzzy Data Mining Algorithm(FDMA) [16] with Fuzzy
Min/Max Operator

The Fuzzy Data Mining Algorithm was proposed by T.P. Hong, which is used to
calculate frequent items on FTDB by calculating fuzzy support based on fuzzy max
operator. The following formula is used to calculate fuzzy support.

FuzzySupport(A) �
D∑

i�0

max(MF(a1),MF(a2),MF(a3) . . . .MF(a|K |)) (3)

Here A is an itemset consist of a1, a2, a3, … a|K| distinct items,D is the number
of transactions in FTDB. Let minimum support is 0.75 then fuzzy support based
frequent items using a max operator on UTDB given in Table 2, can be calculated as

Size - 1 FI � {1, 2, 3, 4, 5}, Size - 2 FI � {12, 13, 14, 15, 23, 24, 25, 34, 35, 45}
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Size - 3 FI � {123, 124, 125, 134, 135, 145, 234, 235, 245, 345},
Size - 4 FI � {1234, 1235, 1245, 1345, 2345}, Size - 5 FI � {12345}

In another case, if fuzzy min operator is used to calculate fuzzy support then Eq. 3
can be written as

FuzzySupport(A) �
|D|∑

i�0

min(MF(a1),MF(a2),MF(a3) . . .MF(a|K |)) (4)

So, according to above Eq. 4 fuzzy support based frequent items on UTDB in
Table 2 by using fuzzy min operator can be calculated as:- Size-1 FI = {1, 2, 3, 4,
5}, Size-2 FI = {12, 15, 23, 24, 25, 35, 45}, Size-3 FI = {125, 235, 245}.

3 Problem Definition

In the process of FIM on UTDB, it is necessary to choose such approach which gives
results by aggregating membership functions of all items in an itemset. The pro-
posed algorithm FAOWA generates a number of frequent items more than UApriori,
between FDMA min and FDMA max, keeps association rule interestingness. Fuzzy
support using FAOWA can be calculated as

Let us take m as number of items in an itemset, so, according to Yager [26–28],
relative quantifierQ(r) for an itemset A = {x1,x2, … xm} of size m can be calculated
as

Q(r) �

⎧
⎪⎨

⎪⎩

0 if r < a
r−a
b−a if a ≤ r ≥ b

1 if r > b

(5)

Here,a,b,r is between 0 and 1, and the values ofa,b can be decided on the basis
relative linguistic fuzzy quantifier, e.g., a = 0 and b = 0.5 for “At least half,” a = 0.5
and b = 1 for “As many as possible,” a = 0.3 and b = 0.8 for “most.”

Q(r) is used for calculating weights of OWA as

wi � Q(i/m) − Q

(
i − 1

m

)
, i � 1, 2, 3 . . .m withQ(0) � 0 (6)

Herem is criteria or number of items in an itemset,Q(i/m)=Q(r) and
∑m

i�1 wi � 1
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So, OWA for m different items, x1, x2, … xm can be calculated as

OWA(x1, x2, . . . xm) �
m∑

i�1

wiyi,

where yi is the ith largest value amongst x1, x2, … xm

Or OWA(A) � OWA(x1, x2, . . . xm) �
m∑

i�1

[
Q

(
i

m

)
− Q

(
i − 1

m

)]
yi (7)

In the case of FAOWA, the “most” relative linguistic fuzzy quantifier is used for
calculating fuzzy support as

FuzzySupport(A) �
D∑

i�1

most [OWA(Ai)]a�0.3,b�0.8 (8)

4 FAOWA Algorithm

This algorithm is used to calculate frequent items on the fuzzy uncertain transactional
database by using OWA operator. So the input of this algorithm is UTDB with D
transactions and the user given minimum support ms. The algorithm executes as:-

FAOWA Algorithm

In the above algorithm, L1 is the large 1 itemset calculated by checking the total
of membership function with minimum support. In line 3, 4 all possible candidates
are generated by apriori-gen() function by joining and pruning of candidates from
the previous iteration. In line 5, 6 the OWA for each candidate is calculated, and
their total is compared with minimum support. If fuzzy support (fs) is greater than
minimum support, then itemset is said to be frequent itemset.
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Table 3 Weights calculation
for m = 2

i 0 1 2

i/m 0 0.5 1

Q 0 0.5−0.3
0.8−0.3 1

0 0.4 1

w NR 0.4 0.6

Table 4 Weights calculation
for m = 3

i 0 1 2 3

i/m 0 0.33 0.66 1

Q 0 0.03
0.5

0.36
0.5 1

0 0.06 0.72 1

w NR 0.06 0.66 0.28

5 FAOWA Example

Let us consider the UTDB in Table 2. If the minimum support is 0.75, then frequent
items based on OWA operator can be calculated as

Size-1 FI
Size-1 frequent items can be calculated same as in FDMA min/max algorithm,

e.g.,

FuzzySupport(2) � 0.47 + 0.33 + 0.37 + 0.53 ≥ 0.75

so item 2 is frequent item, Therefore, all size-1 frequent items can be calculated as
Size-1 FI = {1, 2, 3, 4, 5}

Size-2 FI
In this case according to Eq. 6, m = 2, a = 0.3, b = 0.8 so that w can be calculated

as in Table 3. For example, fuzzy support for itemset (1,3) can be calculated as

FuzzySupport(1, 3) � 0.4 × 0.25 + 0.6 × 0.0 + 0.4 × 0.4 + 0.6 × 0.0 + 0.4 × 0.25

+ 0.6 × 0.0 + 0.4 × 0.6 + 0.6 × 0.25 � 0.75 ≥ 0.75

So itemset (1, 3) is frequent here, Therefore, all size-2 frequent items can be
calculated as:- Size-2 FI = {12,13,15,23,24,25,35,45}

Size-3 FI
In this case according to Eq. 6, m = 3, a = 0.3, b = 0.8 so that w can be calculated

as in Table 4. For example, fuzzy support for itemset (1,2,3) can be calculated as

FuzzySupport(1, 2, 3) � 0.06 × 0.47 + 0.66 × 0.25 + 0.28 × 0.0 + 0.06 × 0.4

+ 0.66 × 0.33 + 0.28 × 0.0 + 0.06 × 0.37 + 0.66 × 0.25 + 0.28 × 0.0

+ 0.06 × 0.6 + 0.66 × 0.53 + 0.28 × 0.25 � 1.078 ≥ 0.75
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Table 5 Weights calculation
for m = 4

i 0 1 2 3 4

i/m 0 0.25 0.5 0.75 1

Q 0 0 0.2
0.5

0.45
0.5 1

0 0 0.4 0.9 1

w NR 0 0.4 0.5 0.1

So itemset (1,2, 3) is frequent here, Therefore, all size-3 frequent items can be
calculated as:- Size-3 FI = {123,125,135,234,235,245}

Size-4 FI
In this case according to Eq. 6, m = 4, a = 0.3, b = 0.8, so w can be calculated as

in
Table 5. For example fuzzy support for itemset (1,2,3,5) can be calculated as

FuzzySupport(1, 2, 3, 5) � 0.0 × 0.5 + 0.4 × 0.47 + 0.5 × 0.25 + 0.1 × 0.0

+ 0.0 × 0.4 + 0.4 × 0.4 + 0.5 × 0.33 + 0.1 × 0.0 + 0.0 × 0.37 + 0.4 × 0.3 + 0.5 × 0.25

+ 0.1 × 0.0 + 0.0 × 0.6 + 0.4 × 0.6 + 0.5 × 0.53 + 0.1 × 0.25 � 1.413 ≥ 0.753

So itemset (1,2, 3, 5) is frequent here, Therefore, all size-4 frequent items can be
calculated as:- Size-4 FI = {1235, 2345}.

6 Experiments and Result Analysis

The performance of the proposed FAOWA algorithm is analyzed by running the
algorithm on example database given in Table 2 and Gazelle [12, 21] dataset. Gazelle
uncertain transactional database has 59,602 total transactions and 497 distinct items.
On the above databases total four algorithms (UApriori, FDMA min, FDMA max
and FAOWA) are executed, and the performance is measured in terms of a number
of frequent items generated and time taken by the algorithms. All the programs were
implemented in Microsoft‘s Visual Studio 2015 in C language and executed on gcc
compiler on Ubuntu version 15.10. The hardware specification of the machine is
Intel(R) Core(TM) i5 2.2 GHz processor with 4 GB of RAM. The result of example
dataset is given in Table 6 and Gazelle dataset in Table 7, Figs. 1, 2.

It is clear that FAOWA in the context of “number of frequent items generated”
performs better than UApriori and FDMA min, however less than FDMA max. In
UApriori, the expected support for an itemset tends to zero when the size of itemset
increases due to the multiplication of probabilities. On the other hand, FDMA min
considers the lowest value of the item in an itemset, so if items values are closer
to zero than itemset fuzzy support become very low which results in less number
of frequent items. The FDMA max considers the highest value of the item in an
itemset, so if any of the items of itemset has a value closer to one than itemset fuzzy
support become very high which results in more number of frequent items. In the
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Table 6 FI by Example dataset in Table 2

Algorithms Min. Sup.
(ms = 0.75)

No
of FI

UApriori 6

FDMA min 15

FDMA max 31

FAOWA 21

Table 7 FI and time calculated on Gazelle dataset
Min. sup.
(ms)

Algorithms

UApriori FDMA min FDMA max FAOWA

Time No. of FI Time No. of FI Time No. of FI Time No. of FI

0.2 0.472 1 0.290 1 0.473 1 0.469 1

0.1 1.892 3 1.194 3 1.182 3 1.197 3

0.02 91.852 25 67.178 25 70.429 25 79.431 25

0.01 1025.22 86 674.232 87 843.6 91 693.107 90

0.002 17157.7 900 17999.6 982 13684 2875 14287 1019

0.001 26856.9 3124 28721.6 3725 21799.9 4447 29278.2 4029

Fig. 1 Number of FI
generated by UApriori,
FDMA min, FDMA max,
FAOWA on Gazelle
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UApriori
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FAOWA

minimum Support

context of execution time taken by the algorithms, FAOWA generates items larger
than UApriori, FDMA min and smaller than FDMA max but at some minimum
support, it takes max time, e.g., ms = 0.02 and ms = 0.001 because FAOWA involves
more computations compare to other algorithms.



754 S. Wazir et al.

Fig. 2 Time taken(in
Second) by UApriori,
FDMA min, FDMA max,
FAOWA on Gazelle
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7 Conclusion and Future Directions

The uncertain databases were developed to fulfill the future requirement of customer
or for the transactionswho involves uncertainty. If an uncertain transactional database
is developed for the symptom of different disease with their existential probability
or membership function, e.g. diarrhea: 0.1, diabetes: 0.5 and cancer: 0.8. in this case,
according to UApriori person having all symptoms should be less ill, according to
FDMA min person must have diarrhea and according to FDMA max person must
have cancer but practically person should be more ill, and this result is produced
by FAOWA. So, it can be concluded that during the generation of frequent items
association rule interestingness is also important.
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Recommender System Survey:
Clustering to Nature Inspired Algorithm

Suraj Pal Singh and Shano Solanki

Abstract For e-commerce, besides increasing cross-sellingby suggesting additional
products for the customer to purchase, Recommender Systems (RS) are an effective
way to increase customer satisfaction and consequently, customer loyalty. Thus per-
sonalization tools like RS is essential to support users to identify interesting products
and services by considering the opinions of thousands if not millions of people all
over the world. This article offers an outline of RS, their types as well as existing
challenges. Further it also emphasizes on various evaluation metrices to be used
for recommender system performance analysis. This paper surveys various exist-
ing algorithms that solve some problem of recommender system and the results of
various nature inspired algorithms for recommender system are compared.

Keywords Recommender system · Content-based filtering · Collaborative
filtering · Hybrid filtering · Knowledge-based · Data sparsity cold start · Gray
sheep and black sheep · Cuckoo search · k-means · Gray wolf · Particle swarm
optimization

1 Introduction

Internet, the fastest growing network the world has ever known, that has revolution-
ized the world by allowing millions of people to communicate with each other over
vast distances, and across all kinds of boundaries. Nowadays, there are more than
3,726,100,580 Internet users all over the world [Internetlivestats.com, September,
2017], i.e., about 51% of the world’s population now has access to the Internet,
and this number is continuously increasing. These Internet users access more than
1,252,723,340 websites [internetlivestats.com, September, 2017] in the world. This
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huge number of Internet users accesses billions of documents (Web pages) that are
interconnected by World Wide Web (Web for short) through the Internet.

A user who wants to search a relevant and reliable information on the web is not
able to find it because of the overloaded of the information. To cope with these issues,
among other solutions, a RS is used as information filtering tools that suggest items to
a user and filter and sort information. The objective of RS is to support in decision-
making process like browsing, entertainment, purchasing, reading, movies, jokes
and so on. The information in the RS can be seized by two ways either explicitly or
implicitly [1].Anexplicit acquisitionof user information typically involves collection
of user’s rating by different means and an implicit acquisition of user information
typically involves monitoring of user’s behavior such as downloaded applications,
watched movie, purchase history, etc.

Following consideration are taken for generating RS [2].

1. Check what type of data is accessible in the database.
2. Apply filtering algorithm.
3. Choose model.
4. Consider employed techniques likeBayesian networks, probabilistic approaches,

nearest neighbors’ algorithms; bio-inspired algorithm like a particle swarm opti-
mization(PSO), genetic algorithm, etc.

5. Check the desired scalability and sparsity level of the databases.
6. Check system performance that is memory and time consumption.
7. Check whether the objective is met.
8. Novelty, coverage, and precision etc. are checked to find whether it meets the

desired quality.

The internal functions of the recommender system are categorized by the filtering
algorithms. Mainly filtering algorithms are divided into five parts [2].

1.1 Collaborative Filtering

Collaborative filtering (CF) [3–6] predict or provide the ratings of a particular product
for the individual user based on the previous ratings that are given by the users that
have similar liking to the existing user. This basic idea of collaborative recommender
is depicted in Fig. 1.

User-Item Rating 
Matrix

Ordered List of Like 
Minded Users

Recommendation on 
the targeted 

product(s)/Recommend
ation List

Collaborative   
Recommender

Fig. 1 Collaborative filtering based recommender system
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There are two approaches for CF, that are User-User based CF and Item-Item
based CF.

1.2 Content-Based Filtering

Content-based filtering (CBF) [7–9] work on the principle that it only build recom-
mendations based on the person choice in the earlier, e.g., in an online book store if
a person purchases few drama-based books then RS will probably recommend new
drama book that comes to the market newly. CBF make recommendation using the
content from items proposed for the recommendation, by thisway a certain amount of
content can be analyzed. This basic idea of content-based recommender is depicted
in Fig. 2.

The pure CBF have mainly three shortcomings [10, 11].

• In few domains like videos, blogs, and music, it is a complex task to make the
features for objects.

• Overspecialization problem occurs in CBF as it suggests only the similar type of
items.

• It is difficult to obtain the more information from the user like feedback because in
this type users typically did not rate the item and so it is difficult to check whether
the recommendations are correct or not.

1.3 Demographic Filtering

Demographic Filtering [12–14] is based on the principal of person with common
characteristics like country, age, sex, etc., will also have similar likings for the par-
ticular items. It is an effective and simple personalization way. Online websites can
simply familiarize with the showing language based on, where a particular user live.

User Profile

Features of Products

Recommendation on the 
targeted 

product(s)/Recommendatio
n List

Content-based 
Recommender

Fig. 2 Content-based filtering recommender system
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1.4 Hybrid Filtering

Hybrid Filtering [13, 15] combines any of the two methods, generally by taking
good features of each of the method, to eliminate the shortcomings of such RS. It
commonly combines CF with demographic filtering [16] or CF with CBF.

Hybrid filtering is commonly centered on probabilistic or bio-inspired methods
such as fuzzy genetic, Bayesian networks, clustering, genetic algorithm, neural net-
works, and latent features.

1.5 Knowledge-Based

Knowledge-based recommender systems make use of knowledge structure to make
inference about the user needs and preferences. Such kind of recommender systems
have knowledge about what kind of items are liked by a user, so, a relationship can
be established between user needs and relevant recommendation for that user.

2 Challenges in Recommender System

Recommender system gave excellent results in many systems but there are few chal-
lenges that need to be dealt. Some of the challenges are [2]:

2.1 Data Sparsity

This type of problem arises when a number of recorded ratings are less than the
number of ratings that should be predicted. In this situation, the user-item matrix
will be very sparse and RS will not be capable to recommend correct opinion to the
specific user. In anymovie recommender system, theremight be possibility thatmany
movies are rated by only some person at that case these movies would recommend
rarely, even if these movies had high rating. This may cause poor recommendation.

2.2 Scalability

When a number of users and item increase in large amount at that situationRSbecome
inefficient to handle this huge amount of data because of computation resource beat
practical level [2]. This problem increases the computation level for recommender
system. For example, Amazon.comhas 20million customers and recommend 18mil-
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lion items. Different method can be used to reduce scalability like reducing dimen-
sionality, clustering and Bayesian Network. High dimensionality can be reduced by
SVD.

2.3 Synonymy

When a number of items have similar attribute but the name is different than RS
is not able to handle such type of situation and may generate recommendation list
containing similar items and hence leads to degraded recommendation quality. For
example, collaborative filtering memory based approach will treat “comedy film”
and “comedy movie” differently but both have same meaning.

2.4 Cold Start Problem

When there is not enough previous rating for an item, cold start problemoccurs, in this
case, RS fails to create meaningful recommendation due to inadequate information.
This problem can be categorized as cold start for new items and new users. When
system does not have any information interrelated to former purchasing of a new
user and user’s taste is unknown to the system as the user might not rate any item,
cold start for new users occurs. When there is not enough previous rating for an item,
cold start problem for new items occurs. In these kinds of cases it is difficult for the
recommender system to suggest particular items for the new users.

2.5 Gray Sheep and Black Sheep

Gray sheep is the small community of the group who do not agree or disagree with
other people of the group so they are not beneficial to the CF. This increase error
and sometimes failure may occur in the RS. Gray sheep users can be separated and
identified from other normal users by applying k-mean clustering that is offline clus-
tering technique. Using this way recommendation error is minimal and performance
gets better.

In black sheep category of the user, there are a few people with whom they can
correlate. It is very difficult to make recommendation for these users.
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3 Evaluation Metrics of Recommender System

In the field of RS evaluation metrics and quality measures [17] are required to iden-
tify the eminence of the algorithms, techniques, and methods for prediction and
recommendations. Evaluation metric [18] give many results for the similar type of
problem and choice from various encouraging problems of research that can produce
improved results.

Most commonly used evaluation metrics can be classified as [18].

3.1 Prediction Metrics

These metrics measures the closeness of predicted rating by the RS and the true
ratings by users.

3.1.1 Mean Absolute Error (MAE)

It measures to what quantity a system can predict rating for users. MAE computes
the average of the all absolute difference between true ratings and predictions. It can
be given by Eq. (1)

MAE �
∑ ∣∣pi, j − ri, j

∣∣
n

, (1)

where Pi,j is the predicted value of user i on item j, Ri,j is the true rating, n is entire
no of expected movies.

3.1.2 Root Mean Squared Error (RMSE)

RMSE is the deviation between the value observed from the environment that is
being modeled and the values predicted by the model. RMSE can be given by Eq. (2)

RMSE �
√∑(

pi, j − ri, j
)2

n
, (2)

where Pi,j is the predicted value of user i on item j, Ri,j is the true rating, n is Total
no. of user.
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3.1.3 Normalized Mean Absolute Error (NMAE)

It normalizes MAE to make it self-determining from the rating measure. It can be
given by Eq. (3)

NMAE � MAE

rmax − rmin
, (3)

where rmin and rmax are the lower and upper bounds of the ratings.

3.2 Set Recommendation Metrics

3.2.1 Precision

It provides howmuch proportion of recommended item is relevant to the total number
of items. It can be calculated by the following Eq. (4):

Precision � No. of corrected answer

No. of item selected
(4)

3.2.2 Recall

It provides howmany portions of recommended item are relevant to the total number
of relevant items. It can be calculated by the following Eq. (5):

Recall � No. of corrected answer

Total no. of relevant item
(5)

3.2.3 F-Measure

It is a combination of Recall and Precision. It can be calculated by the following
Eq. (6).

F − measure � 2 ∗ Precision ∗ Recall

(Precision + Recall)
(6)

3.3 Rank Recommendation Metrics

If a number of recommended items are not small, then user generally gives the pref-
erence to the item that has occurred in the list first. This creates a serious mistake in
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recommending the item. There are two rank recommendation metric first is half- life
[19] and second is discounted cumulative gain [19]. Half-life assumes that interest
of the user exponentially decreases when user move from top to the bottom. Dis-
counted cumulative gain assumes that interest of user decrease logarithmically when
user moves from top to the bottom. Half-life and Discounted cumulative gain can be
calculated by Eqs. (7) and (8) respectively.

Half − life � 1

U

∑

u∈U

N∑

i�1

max
(
ru.pi − d

)

2(i−1)/(α−1)
(7)

Discounted cumulative gain � 1

U

∑

u∈U

(
ru,pi +

k∑

i�2

ru,pi

log2(i)

)
, (8)

where U are the set of the users, ru,pi is the true rating of the user u for the item pi,
p1, …, pn represents recommendation list, k is the rank of the evaluated item, d is
the default rating, α is the number of the item on the list.

4 Related Work

Recommendation can be done in many ways; one way is to use clustering approach.
Clustering approach is widely used in generating the cluster as it is a powerful
unsupervised learning method to correctly evaluate the large amount of data created
by applications. The main purpose of clustering algorithm is to classify the data
into cluster in a particular way so that data is assembled into the similar cluster if
their attributes are same. Cluster formed should have minimum inter similarity and
maximum intra similarity. If cluster formed are good, then recommendation will be
better.

Many clustering algorithm like fuzzy c-mean (FCM), k-mean, k-medoids, self-
organizing map (SOM), etc., are applied to any datasets like movielens (for movies),
jester (for jokes), book-crossing (for books), last.fm (for music), amazon (for prod-
ucts), audio scrobbler (formusic), nursing.home and hospital ratings (for healthcare),
intitut fur informaticauniversital Freiburg (for book rating), etc. [20].

One can choose any clustering algorithm and any datasets for experiment, but
widely used dataset is movielens data set as it has 26,000,000 ratings of 45,000
movies and 270,000 users [21]. In this paper we analyze various results that are
applied on the movielens dataset contain 100,000 rating of 1682 movies by 943
users which is movielens 100 k dataset.

In [22] author proposed the three steps (proofing, inferring and predicting) for
collaborative filtering recommendation methods while maintain prediction accuracy
and computing speed. Author took case based reasoning (CBR) and self-organizing
map (SOM) and changed an unsupervised learning method into the supervised user
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preference reasoning approach. Author took movielens dataset 100,000 rating from
943 users and 1682 movies which gave 0.1790 NMAE and value of ROC area as
0.8461.

In [23] authors ensemble the approach of SOM and k-means and applied on to the
movielens 100 k dataset that gave better results when SOMand k-means applied indi-
vidually. SOM of type-II gave 75.49% accuracy, 76.95% precision and 21.8% recall.
k-means of type-II gave 74.94%accuracy, 77.46%precision and 25.66% recall. SOM
ensembles by HGPA gave 76.41%. 78.03 and 20.54% accuracy, precision and recall
respectively. k-means ensembles by HGPA gave 76.32, 7.54 and 19.60% accuracy
precision and recall respectively. Naturally when authors used ensemble technique
in both SOM and k-mean accuracy, precision and recall are better.

In [24] author provides various clustering algorithm that are applied onto the
movielens 100 k dataset. Principle component analysis-Self organizing map (PCS-
SOM) gave 0.98 MAE and 0.07 standard deviation (SD). As PCA is used to reduce
the dimensionality of the user-rating matrix that is mostly unfilled at the starting
[25–27]. Reducing dimensionality increase the value ofMAEand standard deviation.
If PCA is not applied and only SOM is applied the MAE was 0.75 and SD was 0.06
[24]. When k-means clustering method is applied on to the movielens 100 k dataset
then MAE and SD were 0.69 and 0.10 respectively in this MAE is reduced but SD
increased. If dimensionality of user-rating matrix is reduced by PCA and then apply
k-mean clustering is applied it gave 0.93 MAE and 0.12 SD (both are increased due
to PCA) [24]. So PCA solve the problem of dimensionality but increase the value of
MAE and SD.

Problem of cold start can be solved by demographic filtering technique. In [28]
authors worked on to the demographic information given in the movielens datasets
then applied J48 classifier. This approach reduces the overall execution time of gen-
erating recommendation.

Results can be optimized by using the nature inspired algorithms. k-means fall into
the local optima value because of the initial seed point which is generated randomly.
Various authors applied clustering algorithm with nature-inspired algorithm so the
search can be global optimum and convergence process can speed up.

Genetic algorithm is commonly use nature-inspired algorithm that is used in
optimization problem. In [29] generate themovie recommendation on themovielenes
110 k dataset. Firstly authors dense the movie population by applying the PCA data
reduction technique then apply genetic algorithm approach with k-means which
gave 0.7821 MAE and 0.004747 standard deviation value. If only GAKM (genetic
algorithm with k-means) is applied, then MAE were 0.8040 and SD were 0.002786.

In [30] authors used particle swarm optimization (PSO) [31–33] for optimizing
the result of RS. Authors distributed ratings specified over the types that specific
movie belongs using type division method [30]. They collaborated PSO, fuzzy c
means and k-means. Initial seed point was found using PSO and k-means and then
FCM [34] is used for finding the center for clustering. They worked on the movielens
100 k dataset which gave 0.7459 MAE and 0.006153 SD. These results are better
than GAKM and other approaches. In [35] result is further optimized with the help
of gray wolf optimizer techniques [36, 37] and FCM [34, 38]. Authors applied this
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Table 1 Comparison of different methods

Method Data set MAE SD

PCA-SOM Movie-lens 100 k 0.98 0.07

SOM Movie-lens 100 k 0.75 0.06

k-means Movie-lens 100 k 0.69 0.10

PCA+k-means Movie-lens 100 k 0.93 0.12

PCA+GAKM Movie-lens 100 k 0.7821 0.004747

GAKM Movie-lens 100 k 0.8040 0.002786

PSO+k-Means Movie-lens 100 k 0.7459 0.006153

Gray wolf+FCM Movie-lens 100 k 0.68 0.54

Cuckoo+k-means Movie-lens 100 k 0.68 0.10

technique onmovielens 100kdatasetswhichgave0.68MAE, 0.54SD, 0.55Precision
and 0.49 recall. MAE of this technique is better than other previous approaches that
were discussed in this paper but result of SD is not so good. In [39] authors apply
cuttlefish optimizationwith k-means and experiment done on to themovielens dataset
of 100 k which provide batter results.

A new approach cuckoo search [40, 41] with k-means has been used to optimize
the result of RS in [24]. Authors used levy flight for the random walk which gave
more accurate and precise results. When this approach is applied on to the movielens
100 k dataset, it gave 0.68 MAE and 0.10 SD. Value of MAE is better than all other
approaches that are discussed previously in this paper.

5 Comparison of Various Recommender System
Algorithms

MAE and SD are two important parameters when we evaluate recommender system.
MAE is calculated by taking difference between predicted and true rating and then
take average while SD howmuch rating is differ from the average value of rating. So
less value of MAE and SD shows better result. Table 1 gives various methods that
are applied on the movielens dataset 100 k and provide MAE and SD.

6 Conclusion

This paper presents various methods to generate recommender system. Mainly Rec-
ommender system is generated using clusteringmethod that is an unsupervised learn-
ing method. But the results of evaluation metrics of RS are decreased when we try
to solve the problem of recommender system like PCA that is used to decrease the
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problem of high dimensionality. Results can be optimized by various nature inspired
algorithms that are integrated with clustering algorithms. A newly developed algo-
rithm cuckoo search gives better result than other approaches.
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Systematic Review of Dependencies
in Source Code of Software and Their
Categorization

Mrinaal Malhotra and Jitender Kumar Chhabra

Abstract Dependencies represent that change in one of component will affect other
component. This paper presents systematic study and review of dependencies in the
source code. The paper also focuses on their computation methodologies and appli-
cation of these dependencies. A state of art analysis of source code dependencies has
been carried out in this paper and unaddressed research issues have been identified.
Based on these gaps in the literature this paper proposes categorization of various
source code dependencies, which can be useful for organizing dependencies based
on the applications.

Keywords Code dependencies · Structural dependencies · Inter-connectivity

1 Introduction

Inter-connectivity between different parts of a software system is one of the most
important characteristics and can be very helpful to developers which give rise to
dependencies [1, 2]. Dependency among software component has been defined as
“the quality or state of being dependent; especially: the quality or state of being
influenced or determined by or subject to another” [3]. Source code Dependencies
denote that change in one component is likely to affect or change the other compo-
nent. Broadly, there are two types of dependencies: structural and non-structural [4].
Structural dependencies are a result of relationship between two or more compilation
units at linking time or compile time. [3]. Non-structural/logical dependencies corre-
spond to relationships based on identifiers and comments [5]. Logical dependencies
can be used for improvement of modularization [2]. Syntax analysis is a prominent
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method for discovering dependencies [6]. But it is insufficient for module-related
connections [7, 8] and many other techniques such as fan-in/fan-out analysis [9],
requirement-patterns-identification [10], etc., are also used for the computation of
various types of dependencies [11]. Dependencies are also useful for evaluating
requirements of the software system [12]. This paper focuses on various dependen-
cies, their computation, their applications and their categorization.

2 Systematic Review of Source Code Dependencies

2.1 Source of Information

In order to investigate the development in literature in the domain of source code
dependencies various sources are studied for information. The primary sources
include IEEEXplore, ACM, Springer and Elsevier. Total 111 papers were studied
for literature survey.

Dependencies are studied by dividing them as black box andwhite box. Black box
are mostly module-based dependencies in which only characteristics of modules are
considered. Black box dependencies are: symbol dependencies, bad dependencies,
acyclic dependencies, failure dependencies, service dependencies, SEA dependen-
cies, feature dependencies and argument dependencies.

2.2 Literature Review of Black Box Dependencies

Lutellier et al. [13] in “Measuring the impact of code dependencies on software archi-
tecture recovery technique” proposed symbol dependencies. Symbol dependencies
means if one module of file A is dependent on other module of file B. Symbol depen-
dencies are considered as precise dependencies. Monitoring precise dependencies
help a lot in maintaining the large software systems. Because of complex and fast
evolving software, inter-method dependency becomes a major factor in debt in the
software development process. In paper by Morgenthaler et al. [14], is managed by
debt identification of bad dependencies.

Wang et al. [15] in “Generating precise dependencies for large software systems”
proposed bad dependencies. There are two varieties of bad dependencies stated as,
inconsistent and underutilized dependencies. Underutilized dependencies mean that
if small portion of the module targeted is actually used in client module. But incon-
sistent dependencies are those that contradict with the design of the system. These
dependencies should not form a cycle as described by parnas in acyclic dependency
principle (ADP) [16]. Acyclic dependencies are explained in more detail below.

Zhoy et al. [17] in “A tree-based reliability model for composite web service
with common cause failures” proposed acyclic dependency. Acyclic dependency
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means there is a parent–child relationship between different modules of a system.
The relationships between various modules or functions should not from a cycle
[18, 19]. Acyclic dependencies are used for checking reliability of services. Several
other dependencies are also needed for checking reliability of services include failure
and service dependencies which are discussed next.

Peng et al. [20] in “Reliability analysis of on-demand service based software sys-
tems considering failure dependencies” proposed failure and service dependencies.
Consider a system which is responsible for providing different services to the user.
Each of these services can be in two modes: operational and failure. And the state of
each of these services is monitored with the help of random variable X, which can
have only two values namely 1 or 0 indicating operational and failure modes respec-
tively. Service dependency means that the operability of one service may depend on
another

Some software systems, which provide different services, take advantage of
reusability. These services come from same providers and lots of services can fail due
to some common reasons. Failure dependency means the existence of these failures
having one cause, called the root of the failure. Failure dependencies can be used for
reusability, checking reliability of services and checking error propagation between
different services.

There are several other acyclic dependencies such as SEA/SEB dependency and
feature dependency described as follows.

Jasz et al. [21] in “Static execute after/before as a replacement of traditional soft-
ware dependencies” proposed static execute after and static execute before depen-
dencies (SEA/SEB). As the name implies these dependencies are executed statically.
This technique is used for determination of dependencies among program methods
with the consideration of execution order. Two procedures f and g are SEA dependent
if g gets executed after f. Similarly two methods f and g are SEB dependent if g gets
executed before f.

Lienhard et al. [22] in “Tracking objects to detect feature dependencies” proposed
feature dependencies. A feature means one functional requirement or a behavioral
unit of the system. If a feature F1 uses the objects which are created in feature
F2 then feature F1 depends on feature F2. If the objects, which are used by F1,
have any aliases, i.e., they are referred by a different name in any other feature
(say F3) then F1 will depend on F3 as well. Feature dependencies are supposed
to cross the boundaries of procedures as crossed boundaries remains undetected
usually [23]. Addition of new features gives rise to more dependencies which need
to be maintained [24]. Feature dependencies can be used for software maintenance
activities [22]. Object aliasing is generally found in object oriented systems and it
can give rise to argument dependencies. Argument dependencies are described by
John Boyland very effortlessly.

Lienhard et al. [22], Boyland et al. [25] in “Capabilities for sharing_ A general-
ization of uniqueness and read-only” proposed argument dependencies. A collection
of elements, a structure, is dependent on individual elements of the structure. If the
argument of a collection is exposed, i.e., if any element of a collection/structure is
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modifiable from outside then changing that element from outside can disrupt the
property of the entire structure of which it is a part. This is argument-dependency.

The dependencies which are computed by analyzing the complete code are called
white box dependencies. White box dependencies are include dependencies, data
and control dependencies, hidden dependencies, temporal dependencies, semantic
dependencies, and circular dependencies.

2.3 Literature Survey of White Box Dependencies

Lutellier et al. [13] in “Measuring the impact of code dependencies on software
architecture recovery technique” proposed include dependencies as well. Include
dependencies means one file contains some another file example a.cpp include a.h.
Include dependencies are used as an input for different techniques of architecture
recovery [26].Various other techniques are also presented for recovering architecture.
These techniques use different compilation units (e.g., files andmodules) which form
a unit [27, 5, 28]. From [29], it can be seen that these techniques are not providing
sufficiently accurate results. Hence, more information is needed for improving the
accuracy like we can include some more dependencies such as data and control
dependencies which are described next.

Alzamil [30] in” Redundant coupling detection using dynamic dependence analy-
sis” proposed data and control dependencies. Data dependencies means one value is
assigned to a variable in one statement and that value is used in another statement and
control dependencies means that the evaluation of any particular statement depend
on the execution of any other test node. Data and control dependencies are com-
puted differently by different authors. ([11]) compute data dependencies statically
by analyzing the source code.

Wu et al. [31] presented a different approach of computation of dependencies. In
this paper dynamic evaluation of dependencies take place by analyzing the execu-
tion traces. Data and control dependencies have various applications which include
fault localization [32], byte-code verification [33], service combination [34] code
optimization by making a program dependence graph [35], coupling detection [30],
concept localization [36] and change impact analysis (CIA) [37]. Change impact
analysis means seeing the effects of modifications done in some parts of source
code. In this paper [37], effects are monitored using data dependencies where they
are used for making a state chart diagram. But some dependencies are left out. These
dependencies are hidden dependencies which should be included during CIA.

Zhifeng et al. [38] in “Hidden dependencies in program comprehension and
change propagation” proposed hidden dependencies. Several classes are included
in code which gives rise to more dependencies [39]. Two classes have hidden depen-
dency if both of the classes are not explicitly dependent on each other but a third
class that has a dependency relation with both the classes which has data flow that
happen between objects of both classes
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Fig. 1 Distribution of studies along different years of publications

In this paper [40] a new approach is exploited for computation of hidden depen-
dency. Here, hidden dependencies are found out with the help of relations between
different entities. It is established that most of studies include only hidden, data and
control dependencies for CIA [41–43]. This results in imprecise results. Thus, more
information is needed for CIA. Temporal, circular and Semantic dependencies should
be added during the process of CIA which is discussed next.

Cataldo et al. [44], Garcia [45] in “Socio-technical congruence: A framework for
assessing the impact of technical and work dependencies on software development”
proposed temporal dependencies. If two or more modules are temporarily depen-
dent on each other, one needs to execute before another. Semantic dependencies are
explained as follows.

Podgurski and Clarke [46] in “A Formal Model of Program Dependences and Its
Implications for Software Testing, Debugging, and Maintenance” proposed seman-
tic dependencies. Semantic dependencies means the behavior of one statement is
affected by the semantics of another statement present inside the code.

In this paper [47] semantic dependency is present in class level as well as procedu-
ral level. First one is class-level dependency. According to the class-level semantic
dependency, consider classes A and B in which A is a sub-class of B. Then con-
structor of B impacts the object creation of class A. Second type is procedure level
semantic dependency. According to procedure level semantic dependency if there
are two overloaded methods and some modification in one of method’s signature can
affect the calling of both the overloaded methods.

Identification of circular dependencies is important which are discussed next.
Al-Mutawa et al. [19] in “On the shape of circular dependencies in java programs”
proposed circular dependencies. Consider a set of classes/packages (c1,c2,c3, …
,cn) if c1 depends on c2 and c2 depends on c3, c3 depend on c4 and so on and cn
depend on c1 then this situation causes circular dependency among classes. Figure 1
illustrates distribution of studies over the last 17 years.

Based on this study it can be inferred that dependencies have applications in
multiple fields. Our systematic study has helped us to identify various applications
of different dependencies.
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Table 1 Applicability of different dependencies

Dep. Change
impact
analysis

Architecture
recovery

Software
defect
removal.

Code opti-
mization.

Software
re-modularization

Reliability
of services

Semantic ✓ ✓

Include ✓

Symbol ✓

Data ✓ ✓ ✓

Control ✓ ✓ ✓

Hidden ✓

Circular ?

Acyclic * ✓ ✓

SEA/SEB * * ✓

Feature * ✓ ✓

Failure ✓

Service ✓

Here ✓�>used for specified purpose. ?�>used incorrectly. *�>should be used

3 Applicability of Dependencies

Table 1 gives an illustration of dependencies which are used in the industry.
According to our study, findings are

• Semantic dependency is used for CIA and software defect removal.
• Include and symbol dependency is used for architecture recovery.
• Data and control dependency is used for CIA, code optimization and software
re-modularization.

• Hidden dependency is used for change impact analysis.
• Circular dependency is incorrectly used for change impact analysis.
• Acyclic dependency is used for software re-modularization and checking reliability
of services and acyclic dependency should be used for change impact analysis.

• SEA/SEB dependency should be used for change impact analysis and architecture
recovery and it is used, in the literature, for software defect removal.

• Feature and service dependency is used for checking reliability of services.

This applicability can be more systematic if we categorize them and identify
different categories for different software activities. The work of categorization has
not been attempted in the literature till now and to the best knowledge of authors it
is first to propose such categorization along with their applicability.
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4 Categorization of Dependencies

Categorization of dependencies is important as it helps in organization. After catego-
rization, one can easily identify which group of dependencies is used for a particular
field. Categorization can help in improving various fields as if, after recognition of
group, some dependencies are not used, which belong to the group, then those can
be added which will increase the accuracy and efficiency of the field investigated.

Code dependencies can be categorized on different basis. First, we can categorize
code dependencies on the basis of hierarchy.. According to hierarchical classifica-
tion there are five classes of code dependencies namely, file-level dependencies,
procedural-level dependencies, class-level dependencies, statement-level dependen-
cies and data-structure level dependencies.

Second, we can categorize code dependencies on the basis of design satisfaction.
Design satisfactionmeans that the source code does not satisfy the designmade, prior
to source code. This is done in order to get a perfect software system. According to
design, there are two classes namely, missing and spurious dependencies. Missing
dependencies but are those which are present in the source code according to the
design made but are not recorded anywhere. Missing dependencies include: Include
and argument dependencies.

Spurious dependencies are those dependencies which should not be present in
the source code according to the design but they are present because of any fault in
coding or understanding the design of the system. Spurious dependencies include
hidden dependencies and failure dependencies.

Thirdly,we can categorize dependencies on the basis of flowof control/data. These
dependencies are flow-based dependencies. Theflow-based dependencies are (i)Data
and control dependencies. (ii) Temporal dependencies. (iii) SEA/SEB dependencies.
(iv) Feature dependencies. (v) Acyclic dependencies.

And lastly, we can also categorize dependencies as static and dynamic.. Static
dependencies are data and control dependencies, semantic dependencies, SEA/SEB
dependencies and hidden dependencies Dynamic classification can also help in
debugging [48]. Dynamic dependencies comprises of data, control and symbol
dependencies. Figure 2 describes various sets of dependencies and there intersection.
Dependencies can also be categorized on the basis of graph computation and matrix
computation [49].
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Where  
S: Static dependency DC: Data and Control dependency Fl : Flow–based dependency
SNT: Semantic and temporal dependency Dy: Dynamic dependency M: Missing dependency
St: Statement-level dependency I: Include dependency D: Data-structure level dependency
H: Hidden dependency P: Procedural level dependency Se: Semantic dependency
C: Class-level dependency Sp: Spurious dependency                        F: File-level dependency

Fig. 2 Categorization of code dependencies

According to our study, we found out that

• Hierarchical classification is useful for complete recovering ground-truth archi-
tecture.

• Classification based on design should be performed when we need to check the
reliability of services.

• Categorization based on flow of control or data is done for better understanding
the impact of modifications done in some portion of the system, i.e., flow-based
classification helps in change impact analysis.

• Dependencies are classified as static when familiar dependency graph is needed
by developer.

• Dependencies are classified as dynamicwhen only one particular scenario analysis
is required as during any execution approx 20% of the code is executed.

The primary motive of our study is to identify various groups of the dependen-
cies and also investigate which of this group is useful for which of the activity
such as change impact analysis, architecture recovery, code optimization, software
re-modularization, etc.

5 Conclusion

This paper has presented literature survey of various source code dependencies in
software system and review of previous works in this direction has been carried
out systematically to identify various research issues in there computation and
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applications. Further the paper has proposed different categorization showing there
overlapping as well as their applicability towards different activities such as change
impact analysis, architecture recovery, code optimization, etc. Our study indicated
that many dependencies have been incorrectly or incompletely used for different
activities and proper categorization of these dependencies is highly desirable for
better software management.
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Efficacy of Softwares for Generation
of Dental Aligners
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Abstract Orthodontic treatment is a critical issue. The application of dental braces
is both painful as well as displeasing to the eye. Hence, there has been a transition
from the usage of dental braces to clear dental aligners. There are multiple software
available in the market which provides a platform for manipulation of teeth and
development of dental aligners. The demand for orthodontic treatment has resulted
in the rapid evolution of software for proper treatment plans. The motive of this
study is to (a) compare two different CAD/CAM software: Maestro 3D Ortho Studio
and 3-Shape Ortho Analyzer® and (b) examine their methodology and respective
approaches in the generation of clear dental aligners. The manipulation done using
Maestro 3D is a cumbersome task as each stage needs to be manually generated
whereas in 3-Shape Ortho Analyzer, only the final stage is generated manually and
intermediate stages are automatically generated with appropriate manipulations in
each stage. In case of 3-Shape Ortho Analyzer®, the aligners are fabricated using
thermoforming while in Maestro 3D Ortho Studio, they are directly printed using
the 3D printer with no involvement of making a 3D model of maxilla and mandible.
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1 Introduction

The study of dentalmodels has become a prerequisite for the orthodontic procedure to
be carried out by the dentist for analyzing the details of the anatomic structure of the
patient’s teeth before and after treatment. The dental study requires the plastermodels
that are mounted properly with dental bases in appropriate occluded alignment for
scanning. However, the generation of plaster models is a difficult, tedious, expensive,
and time-consuming task as it needs to be cooled first and then needs removal of
bubbles. An alternate method is to use optical 3D scanners to obtain the dental
models directly in digital data format. An orthodontic model helps us to visualize the
initial stage, treatment progress, and the final result. VariousCAD/CAMSoftware are
available through which modifications on the scans of dental models are performed
to design the replicas dentition. Human dentition is the collection of both maxilla
and mandible. Primary dentition is the first set of teeth which are 20 in number and
also called or Milk teeth. Secondary dentition is the second set of teeth which are 32
in number and also called permanent teeth.

First, the scanner is used to collect the digital data (.stl files) which gives the topo-
graphical characteristics of teeth. Those STL files are input to CAD/CAM Software
to carry out the required manipulation on digital data. Cupernus et al. [1] presented
a study for validation and reproducibility for dental models using intraoral scanners.
They initially scanned the dentition using chair oral scanner and then corrected them
by computer programs and convert it to digital models by using software: Ortho-
proof. Finally, these files were converted to stereolithographic (STL) using the 3D
printer with 3 M ESPE algorithm. The measurements of dentition and stereolitho-
graphic models were performed using a digital caliper and that of the digital models
were performed using theDigiModel software. According to the analysis, differences
were clinically insignificant. Ender et al. [2] evaluated the accuracy of new reference
scanner. From the reference model, impressions were made and exported as digital
models. By superimposing the digital model within each group, precision was mea-
sured. It was found that reference scanner delivered high accuracy with a precision
of 1.6 ± 0.6 µm and a trueness of 5.3 ± 1.1 µm. Conventional impressions showed
significantly higher precision 12.5 ± 2.5 µm and trueness values 20.4 ± 2.2 µm.
Wiranto et al. [3] assessed the validity, reliability, and reproducibility of digital mod-
els obtained from theOral scanner andCT scans of impressions. The intraoral scanner
was used for scanning the maxilla and mandible. 22 sets of study models were taken
for digital and manual measurements. On the plaster model, tooth widths were mea-
sured with a digital caliper and DigiModel software for measuring tooth widths on
Digi models. The differences of tooth width measurements of the digital models and
the intraoral scans never exceeded 1.5 mm which is clinically insignificant.

Hassan et al. 2016 [4] gave an analysis of the accuracy of measurements made
with stone models and rapid prototyping. The stone models were scanned using a
structured light scanner and exported as binary stereolithographic files. 10 sets of
models for each category of crowding (mild,moderate, and severe)were printed using
Zprinter 450. Digital calipers were used for measuring Stone and RPmodels. Various
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3D printers were used to print 3Dmodels. FDM (FusedDepositionModeling) begins
with a software process which processes an STL [5, 6] file by mathematically slicing
and orienting the model for the build process. The designed object is fabricated
as a three-dimensional part based solely on the precise deposition of thin layers
of the extrudate. [7] Lee et al. [8] evaluated the accuracy of fabrication of teeth
using FDM and Polyjet rapid prototyping technology. These 3D surface models were
printed using FDM and Polyjet techniques. Geomagic software was used to perform
mean deviation, linear, and volumetric measurements. The original crown width (in
mm) was 11.441 and the same through FDM and Polyjet was 11.325 and 11.505,
respectively. The original tooth height (in mm) was 17.226 and the same through
FDM and Polyjet was 17.083 and 17.219, respectively. Ibrahim et al. [9] presented
an analysis study of capacities of Selective Laser Sintering (SLS), 3DP, and Polyjet
model to reproduce the anatomy of the mandible and find their dimensional errors.
They startedwith the acquisition ofCT images fromdrymandible and then performed
manipulations using Invesalius software. These files were printed using SLS, 3DP,
and Polyjet printers. Results gave a dimensional error of 1.79% for SLS model,
2.14% for Polyjet, and 3.14% for 3DP. Hence, it was analyzed that SLS prototype
had the greatest dimensional accuracy among three. But cost analyses showed that
3DP technique had the lowest final cost.

The accuracy of the 3D models has a direct relationship with the accuracy of
the clear dental aligners in both the cases: 1. when aligners are made using thermo-
forming 2. when the aligners are directly printed using 3D printers. After printing of
3D models using FDM, Polyjet, and SLS—the rapid prototyping technique, align-
ers are directly printed for Maestro 3D Ortho Studio whereas aligners from these
dental molds are created using the process called thermoforming. Thermoforming
is a generic term of the art and science of forming commercial products by heating
plastic sheet to a pliable state, pressing the sheet against a cool mold, holding the
formed sheet against the mold until cool, and trimming the formed part from the web
or skeleton surrounding it. Thermoforming is characterized as capable of forming
many polymers, forming large surface area-to-wall thickness parts of forming parts
against single-surface molds that can be made of any materials, and using moderate
forming temperatures and pressures [10]. Clear transparent aligner is constructed by
first forming an impression of a patient’s upper or lower dentition and construct-
ing a cast from the impression. The retainer is vacuum thermoformed over the cast
using a sheet, plate, or disc of thermoformable plastic and a vacuum or pressure
thermoforming machine [11].

2 Methodology Used

In this section, a detailed procedure for the designing of aligner from Maestro 3D
Ortho Studio and 3Shape Ortho Analyzer has been presented which uses a series of
steps, starting from the use of plaster model or direct scans using intraoral scanner
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Table 1 Steps used for generation of aligners from Maestro 3D ortho studio

Step 1: Make plaster models Step 2: Take scans of plaster
model using scanners

Step 3: Load scans as input
(.stl) file

Step 4: Measurement of each
tooth width

Step 5: Perform segmentation
(define tooth boundaries)

Step 6: Perform Tooth
manipulation

Step 7: Generate intermediate
stages of models

Step 8: Generate the aligner by
defining boundary

Step 9: Export The aligner to
obtain aligner in .stl format

and ending with 3D printing of Clear Dental Aligners or the dental models which
further undergo thermoforming to generate clear dental aligners.

First of all, there is the detailed methodology used by Maestro 3D Ortho Studio
to generate clear dental aligners (Table 1):

Step 1: Make plaster models: Plaster models also called virtual dentition are
generated using alginate powder and dental impression trays by taking negative
impressions of hard and soft tissues of the oral-maxillofacial region [12, 13]. These
impressions are then cooled down to obtain hard, stable dentition cast models that
can be further used to be scanned.

Step 2: Take scans of plaster model using scanner: The plaster models are
scanned using 3D scanners to obtain data (.stl) which is input to software for pro-
cessing. An alternate method to decrease the overhead of making plaster models is
the scanning of dentition using intraoral scanner.

Step 3: Load scans in software: The details of the patient including the name,
date, age, sex, patient id, etc., are stored to keep the record of data. Then, the scans
of mandible (lower) and maxilla (Upper) are imported in the software.

Step 4:Measurement of each tooth width: The width of each tooth is calculated
using linear measurements and an ideal arch is also made to compare the sum of
individual tooth length with the length of the ideal arch, according to which the
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planning of treatment is decided. The planning rectification of crowding can be done
by Interproximal Reduction. [14]

Step 5: Perform tooth segmentation: In this step, we define the boundary of
each tooth to make a distinction between the hard tissues (tooth) and soft tissues
(gum). Dental contouring is also done in which odontoplasty, enameloplasty, tooth
reshaping, stripping or sculpting, or the removal of small amounts of surface enamel
from the tooth is carried out in order to get rid of minor imperfections.

Step 6: Perform Tooth manipulation: This step comes under the analysis and
measures functionality of Maestro 3D in which the defective tooth is selected to do
following manipulations to achieve alignment: (1) Rotation: A rotation is a circular
movement of an object about a reference point. It can be negative (counterclockwise)
as well as positive (clockwise). (2) Buccal-lingual: It is a forward and backward
movement (inmm) of the tooth from its original position. It can be negative (forward)
as well as positive (backward). (3)Mesial-distal: It is sideways movement (in mm)
of the tooth to generate space for adjacent tooth or to remove the overlapping of two
teeth. It can be negative (left) as well as positive (right). (4) Torque: It describes the
angular movement of the tooth about the root. It can be inward as well as outward.
(5) Tip: A tooth movement in which the angulations of the long axis of the tooth
is altered. (6) Extrusion/Intrusion: It is an inward and outward movement of the
tooth. It can be negative (inward) as well as positive (outward).

Step 7: Generate the intermediate stages of models: Before generating the
intermediate stages, we need to perform the analysis concerning the degree of align-
ment required by the patient to have an ideal arch. Since the pressure we can apply
to gums and tooth has a limit of about 0.0036 MPa [15]. Also, the biological limits
of linear movements can be at the highest 0.5 mm and the angular rotation can be at
the highest 30 as told by doctors. So at first, we need to do manipulations in order
to achieve the final state from initial state, after that keeping in mind the biological
constraints, we need to manually design each intermediate stage. One of the real-life
cases, with intermediate stages’ data, is as follows (Tables 2 and 3):

Similarly for making each intermediate stage till final stage, alignment values are
manually given to software (Table 4).

Step 8: Generate the aligner by defining boundary: On each stage of maxilla
and mandible, we define the outer boundary for aligner and under virtual setup, we
generate the aligner and form a close covering over the model which is required to
align the tooth.

Step 9:Export TheAligner to obtain aligner in the .stl format: The clear dental
aligner files generated are then exported so that they can be printed using 3D printers
and can be given to the patients to be applied over the tooth.

Below is the detailed methodology used by 3-Shape Ortho Analyzer to generate
clear dental aligners: (Table 5).

Step1:MakePlasterModels: Plastermodels are generated using alginate powder
and dental impression trays by taking negative impressions of hard and soft tissues
of the oral-maxillofacial region [12, 13]. These impressions are then allowed to cool
down to make stable dentition models that can be scanned properly.



788 D. Bajaj et al.

Ta
bl
e
2

M
an
ip
ul
at
io
n
fr
om

st
ag
e
0–
st
ag
e
1

To
ot
h
no
.
T

R
T
O

B
L

E
/I

M
To

ot
h
no
.
T

R
T
O

B
L

E
/I

M
D

18
0

0
0

0
0

0
48

0
0

0
0

0
0

17
0

0
0

0
0

0
47

0
0

0
0

0
0

16
0

0
0

0.
49

0
0.
5

46
0

0
0

0
0

0

15
0

0
0

0.
5

0
0

45
0

1
0

0.
04
6

0
0.
18

14
0

0
0

−0
.4
8

−0
.4
1

0.
4

44
0

0
0

−0
.1

−0
.5

0.
48

13
0

-1
0

−0
.2
8

0.
42

0.
11

43
0

0
0

0.
5

−0
.5

0.
4

12
0

0
0

−0
.4
9

−0
.4
6

0.
44

42
0

0
0

0
−0

.5
0.
41

11
0

0
0

−0
.5

0
0.
49

41
0

0
0

0
−0

.4
7

0.
4

21
0

0
0

−0
.4
0

0
−0

.2
31

0
0

0
0

−0
.5

0

22
0

0
0

−0
.5

0
−0

.5
32

0
1

1
0.
47

−0
.4
9

−0
.4
1

23
0

0
0

0
0

−0
.3

33
0

0
0

−0
.5

0.
1

−0
.5

24
0

0
0

0
0

−0
.5

34
0

0
0

0
0

−0
.4

25
0

0
0

0
0

−0
.4

35
0

0
0

0
0.
1

−0
.1

26
0

0
0

−0
.5

0
0

36
0

0
0

0
0.
1

0

27
0

0
0

0
0

0
37

0
0

0
0

0
0

28
0

0
0

0
0

0
38

0
0

0
0

0
0

T
T
ip
,R

R
ot
at
io
n,

TO
To

rq
ue
,B

L
B
uc
ca
l-
L
in
gu

al
,E

E
xt
ru
si
on
,I

In
tr
us
io
n,

M
D
M
es
ia
l-
D
is
ta
l



Efficacy of Softwares for Generation of Dental Aligners 789

Ta
bl
e
3

M
an
ip
ul
at
io
ns

fr
om

st
ag
e
1–
st
ag
e
2

To
ot
h
no
.
T

R
T
O

B
L

E
/I

M
D

To
ot
h
no
.
T

R
T
O

B
L

E
/I

M
D

18
0

0
0

−0
.2

0
0

48
0

0
0

0
0

0

17
0

0
0

−0
.5

0
0

47
0

0
0

0
0

0

16
0

0
0

1
0

0.
5

46
0

0
0

0
0.
2

0

15
0

0
0

0.
49

0
0

45
0

2
2

−0
.6

0.
28

0.
22

14
0

0
0

−1
−0

.4
0.
4

44
0

0
0

−0
.1

−1
0.
5

13
0

2
0

−0
.2
9

0.
41

−0
.1
8

43
0

0
0

0.
5

−1
0.
4

12
0

0
0

−0
.9
5

−0
.4
7

0.
94

42
0

0
0

0
−0

.7
0.
4

11
0

0
0

−0
.9

0
0.
5

41
0

0
0

0
−0

.5
0.
4

21
0

0
0

−1
0

−0
.2

31
0

2
0

0
−0

.5
0

22
0

0
0

−0
.5

0
−0

.5
32

0
2

2
0.
9

−0
.9
7

−0
.2
1

23
0

0
0

0
0

−0
.3

33
0

0
0

−1
0.
1

−0
.5

24
0

0
0

0
0

−0
.5

34
0

0
0

0
0

−0
.4

25
0

0
0

0
0

−0
.4

35
0

0
0

0
0.
1

−0
.1

26
0

0
0

−0
.5

0
0

36
0

0
0

0
0.
2

0

27
0

0
0

0
0

0
37

0
0

0
0

0
0

28
0

0
0

0
0

0
38

0
0

0
0

0
0



790 D. Bajaj et al.

Table 4 Initial stage and final stage after manipulations

Stage 0 (Maxilla) Stage 0 (Mandible) Final stage (Maxilla) Final stage (Mandible)

Table 5 Steps used for generation of aligners from 3-Shape ortho analyzer
Step 1: Make plaster models Step 2: Take scans of plaster

model using scanners
Step 3: Load scans and feed
patient’s details

Step 4: Set occlusion &
orientation plane of dentition

Step 5: Measurement of tooth
width

Step 6: Perform contouring
(define tooth boundaries)

Step 7: Ideal dental arch
analysis

Step 8: Overbite/overjet
problem analysis

Step 9: Perform tooth
manipulation

Step 10: Deciding & defining
the number of intermediate
stages

Step 11: Export digital models
and print using 3D printers

Step 12: Perform
thermoforming on printed
models

Step 2: Take scans of Plaster Model using Scanner: These models are scanned
using 3D scanners to obtain digital data (.stl) which is given as an input to software
for processing. An alternate to decrease the overhead of making plaster models is
the recent technique of scanning the dentition with the intraoral scanner to provide
the digital data (.stl) directly.

Step 3: Load scans and feed patient’s details: The digital scans of the patient’s
tooth are loaded along with the details that will help in maintaining a database for
future reference including Model Set ID, Comment, Operator, and Model Set Date.
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Step 4: Set occlusion and orientation plane of maxilla and mandible: Occlu-
sion of upper and lower jaw is set and the distance between the two virtual casts is
defined such that they are moved forward or backward according to the orientation
plane. It can be negative for moving up and positive for moving down.

Step 5: Measurement of tooth width: Individual tooth width is measured by
the doctor using linear measurements tool to analyze the dentition so as to plan the
treatment for alignment of teeth.

Step 6: Perform contouring (Define tooth boundaries): The outer boundary of
each tooth is defined so as to make a distinction between the gums and the tooth.

Step 7: Ideal dental Arch analysis: An ideal arch for both maxilla and mandible
is made and the length of ideal arch is compared with the sum of individual tooth
length and then the decision for alignment treatment takes place such as: (1) If the
ideal arch length is greater than the sum of individual tooth, then there is spacing
between the teeth which needs to be rectified. (2) If the ideal arch length is lesser
than the sum of individual tooth, then tooth needs to be either cut or displaced for
rectification. (3) If the ideal arch length is equal to the sum of individual tooth, then
there is no need of rectification.

Step 8: Overbite/Overjet problem analysis: The maxilla and mandible are
placed over each other as like human tooth are in the position of biting and analysis
is made according to the point at which top teeth protrudes over the bottom ones.

Step 9: Perform Tooth manipulation: According to the required tooth align-
ment, the tooth manipulations are done which can be left/right, forward/backward or
inclination/rotation/extrusion/intrusion/angulation movements. The movements are
done keeping in mind the biological limits of applying pressure on the tooth, and
linear movements at the highest 0.5 mm and rotation at the highest 3°.

Step 10: Deciding and defining the number of subsets (intermediate stages):
The final stage is created by performing required manipulations and then deciding
the number of stages required for complete treatment according to biological factors.
Themaximum linearmovement and angularmovement are determined by comparing
individual tooth movement and hence the deciding factor is calculated.

DECIDING FACTOR�max ((linear movements/0.5, (angular movements/3))
(Table 6).

Step 11: Export digital models and print them through 3D printers: All the
stages created are saved and exported in .stl formatwhich is then printed using various
printing techniques like Polyjet, SLA and FDM and also using n various materials
like Acrylonitrile, Butadiene, and Styrene (ABS), Polylactic Acid (PLA), etc. [16]
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Step 12: Perform thermoforming on 3D printed models: The 3D models
undergo thermoforming to fabricate the aligners made of Duran sheet which is a
biomedically approved material. This sheet can be used in various thicknesses like
0.5 mm, 0.625 mm, 0.75 mm, 1 mm, or 1.5 mm [17]. The selection of sheet thickness
depends upon biological limits and treatment direction. Generally, it is estimated that
an aligner needs to be applied for 20 h a day [18] and each stage requires 2–3 weeks
[19] of application.

3 Comparison of Maestro and 3Shape Ortho Software

Product name Maestro 3D Ortho studio 3-Shape ortho analyzer

Price 455570.76 Indian Rupee) 590,000 Indian Rupees

Input/output file format STL\PLY\ORTHO STL

Perform measurements of
teeth

Yes Yes

Output models Aligner Dentition (Mandible &
Maxilla)

Automated generation of
intermediate stages

No Yes

Overhead of printing 3D
models of Maxilla and
Mandible

No Yes

Comparison of two models
simultaneously with reference
models

No Yes

Fixed constraints definition No Yes

Overbite/overjet problem
analysis

No Yes

Feature of articulator No Yes

4 Conclusion

This paper compared the methodology of developing clear dental aligners from both
the CAD/CAM software: Maestro 3D Ortho Studio and 3-Shape Ortho Analyzer
that follow different techniques and concludes that the aligners generated from ther-
moforming are more effective and have a greater practical use. This can help the
practitioner to decide on which software to work on depending upon the require-
ments for making real-time clear transparent aligners.
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Craniofacial Model Generation Using
CAD/CAM Software

Aditi Rawat, Deepkamal Kaur Gill, Divya Bajaj, Mamta Juneja,
Anand Gupta and Prashant Jindal

Abstract Patients with skull and/or facial injuries resulting in bone damage require
artificial models in order to replace the originally damaged bone portion. Tradition-
ally, surgeons use the inaccurate method of estimating the size and shape of the bone
to be replaced. The task of manual reconstruction is highly subjective in nature and
may involve human errors and hence the same task when performed with the use
of software provides highly accurate results. Eventually, there has been a transition
from manual methods to CAD/CAM software and 3D printing technique to fabri-
cate these models. These 3D printed models would provide assistance to surgeons
performing aforementioned surgeries. The motive of this study is to: (a) propose a
suitable methodology to fabricate the damaged portion of the craniofacial bone and
(b) guide complex craniofacial surgery and implantology procedures.

Keywords CAD (Computer-aided design) · CAM (Computer-aided
manufacturing) · Craniofacial
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1 Introduction

The need for craniofacial reconstruction arises when confronted by cases where
patients have damaged their craniofacial bone beyond repair. There are numerous
reasons contributing to this such as falls, sports-related accidents, interpersonal vio-
lence, etc. [1–3].

Several 3Dmanual methods as well as computerized/automated facial reconstruc-
tion methods have their origins in the nineteenth century. At that time, this technique
was used by German anatomists to recreate the faces of important personalities
[4–7]. In 1912, Wilder tried to reconstruct faces of Americans Indians [8]. In the late
nineteenth century, reconstruction as well as recognition studies were carried out on
cadavers [9, 10]. Thereafter anthropologists, anatomists, and odontologists began to
study the relation between underlying bony structure of the skull and the soft tissues
of the face. Using the needle depth probing method, the measurement of the facial
soft tissues by Rhine and Campbell on Americans [11–13] as well as by Suzuki
on Japanese [14] was implemented on cadavers. The results of these applications,
however, show an innate error as the shrinkage of the tissues and extent of cadavers’
dehydration cannot be restrained [11].

Other subsequent methods used in order to evaluate the thickness of facial tissue
are lateral cranial radiographs [15]. This method of facial reconstruction involves
following four steps: (1) a cephalometric study to evaluate individual skull and facial
proportions; (2) the average thickness of soft tissues and angles plotted against the
predesignated points in order to fix the average dimensions of the facial parts; (3) the
linking of points in harmony with the known anthropomorphic data (race, gender,
age); and (4) lastly, the profile is refined by adding hair patterns, age lines, skin
tone, and other characteristics that can be found on the basis of an anatomic study
of the skull [15]. Some 2D computer graphics approaches have been employed with
meager success in the evaluation of frontal as well as lateral profiles collected by
this method [9, 17, 18]. Another method employed was ultrasonic probing [16].
Also,methods such as computerized tomography (CT) scanning,magnetic resonance
imaging (MRI) have been employed. Gerasimov, in 1924, developed the “Russian
method” which held developing musculature of the skull and neck of fundamental
importance [19, 20]. Thereafter, he developed a continual system of analysis and data
collection of thicknesses of the heads’ soft tissues. Eventually, enough concrete data
had been collected which led to Gerasimov reconstructing more than 200 heads of
primitive ancestors. He further worked on the facial anatomies of the primal known
fossil men: Pithecanthropus as well as Neanderthaloid [27, 28].

In 1946, Krogmann, an American anatomist generated 5 basic principles to nor-
malize the approach of recreating the soft tissues of the faces, which described the
relationship of the shape of the nose’s tip, of the eyeball to the socket, the position of
the ear, the span of the mouth, and the length of the ear [23–26]. Caldwell, in 1981
worked on 3D reconstructions evaluating the equation between the details of the
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human face with the skull [13]. Richard Neave applied reconstruction technologies
in an attempt to identify skeletal remains of possible murder victims and unrecog-
nizable victims of natural disasters [21–23]. The beginning of the twentieth century
saw the utilization of these reconstructions in museums such as the reconstruction
of Cro-Magnon skulls [19]. The focus of traditional reconstruction for maxillofacial
surgery has largely been on soft tissue reconstruction [10, 26] and nonvascularized
bone deposits with limited successes in case of large defects. Also, such methods
require multiple rounds of soft tissue rearrangements or bone grafting to obtain a
satisfactory result [26] followed by 3D computer-aided reconstruction process. As of
1984, 3D reconstruction imaging techniques improved perception of critical facial
defects. Applied to CT studies of convoluted abnormalities of craniofacial anatomy,
this approach has aided surgical planning, improved objective evaluation post appli-
cation of approach.

In 1984, leading aircraft design techniques aided by computer were adapted and
applied to procedural planning of craniofacial surgery as well as study of surface
contours acquired using CT scans [30]. A survey carried out in 1986 investigated
three-dimensional reconstructions but was limited to three-dimensional reconstruc-
tions based upon an object’s multiple parallel sections [31]. All these methods have
a disadvantage of not allowing certain reconstructions [32].

In 1988, focus drifted toward the 3D perception of complex structures. Using
this approach [33, 34], depth perspective was provided by Lozanoff by digitizing
tissue outlines, and then superimposing contour lines. Thereafter in 1995, an algo-
rithm was proposed by Mole for complex surfaces in order to aid oral surgeries [27].
They developed a new interpolation method called DSI (discrete smooth interpola-
tion) for easy modeling of complex 3D surfaces. In 1999, geometric modeling was
used to generate prototype that will be used as composite prosthesis for covering
cranial defects [28]. Multiple imaging techniques were used to obtain 3D images of
craniofacial structure [29].

In 2005, an approach taking input from CT(computerized tomography) imaging
along with surface laser scanning was used in order to provide three-dimensional
visualization of facial soft tissues [35]. As of then, facial soft tissue depth data
was obtained using ultrasound, CT scans, and radiographies [36]. Until 2007, with
the objective of checking the matching of facial landmarks and contours; methods
focusing on representing a 3D model of the person in a 2D plane using either a
laser scanner or two stereoscopic cameras were developed [37]. In 2011, Gordon
et al. investigated accuracy and dependability of skull photo superimposition but
the approach was found to be of limited use [38]. Later in 2013, Cummaudo et al.
described the accurate definition of anatomical points and the significance of placing
facial landmarks [39].
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2 Methodology

Patient’s data files are input in DICOM file format. These files are then stacked so as
to form a 3D graphics object which would be manipulated upon. Then following a
series of steps involving volume rendering, volume cropping, and thresholding, we
obtain the resulting model which would be 3D printed.

Step 1: Loading patient’s data files

It involves loading patient’s data files in DICOM(Digital Imaging and Commu-
nications in Medicine) file format. A batch of DICOM files is imported. Each slice
is a CT scan wherein the scans range from the top of the skull to the bottom of the
skull (Fig. 1).

Step 2: Superposition of DICOM files—Volume rendering

Multiple DICOM files imported are then superimposed resulting in the formation
of a 3D graphics object (Fig. 2).

Step 3: Choice of display preset

Among the multiple display presets whichever facilitated the visualization of the
graphics object was selected (Fig. 3).

Step 4: Cropping of required volume

Since we may require only a portion of the craniofacial bone, we need to crop the
representation such that only that fraction of the original object is selected which we
wish to generate (Fig. 4).

Step 5: Threshold Effect

After we have sized down to the portion we require, we perform the threshold
effect. In threshold effect, elementswithin the range in the source volumewill acquire
the selected label value. The labels are written into the label map. In our case, the
label map is bone (Fig. 5).

Fig. 1 Loading DICOM files
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Fig. 2 Volume rendering

Fig. 3 Choosing a preset

Step 6: Exporting the models

After this, the resulting file is exported in a format suitable for 3D printing, i.e.,
STL. Then, the software generated STL file can be 3D printed which would aid the
surgeon in case of such implantology procedures.

The resulting files can be viewed in any STL file viewing software (Fig. 6).
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Fig. 4 Volume cropping

Fig. 5 Thresholding the selected portion

3 Conclusion

The manual development of craniofacial models is a highly inaccurate practice
and also a cumbersome task for surgeons. This has rightfully led to the advent of
computer-aided reconstruction methods so as to provide an accurate aid to the sur-
geons. The models generated by using CAD/CAM software and 3D printing can act
as a template for the surgeons performing craniofacial implantology procedures. It
would provide more accurate results as compared to the manual methods of recon-
struction.
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Fig. 6 Exporting the models
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Dimensional Accuracy of Surgical
Guides Fabricated from Different
Materials Using 3D Printer

Deepkamal Kaur Gill, Divya Bajaj, Aditi Rawat, Yash Gopal Mittal,
Mamta Juneja and Prashant Jindal

Abstract Purpose: The recent advent of osseointegration has led to a major
transformation in implantology and increased demand for methods for accurate
placement of dental implants. Guided surgery using CAD/CAM (Computer-Aided
Design/Computer-Aided Manufacturing) software is the most accurate way to
accomplish this.Materials and methods: In this study, one edentulous test case was
taken whose dentition was scanned using high-quality desktop scanner for Gypsum
dental models. The STL (Standard Triangulation Language) file was generated and
passed into 3 Shape Implant Studio® software where implant was planned and surgi-
cal guide model generated. The generated STL file was then printed by FDM (Fused
Deposition Modelling) printer using different types of materials such as PLA (Poly-
lactic Acid), ABS (Acrylonitrile Butadiene Styrene), PETG (Polyethylene Tereph-
thalate with a Glycol) and Nylon. Results: The internal and external diameter and
depth of all models were calculated and compared with STL file. Variation of each
parameter from original was evaluated. PLA showed a deviation of −0.88, 0.83 and
−1.37% for internal, external diameter and depth, respectively. For ABS, the values
were 4.2, −2.28, −1.53%. Nylon showed greater deviations from original file with
a variation of −10.8, 0.73 and −5.51% for the parameters. The values for PETG
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were 5.09, 1.76 and −0.92% respectively. Conclusion: It was concluded that PLA
is the most accurate material for printing surgical guides using FDM printer, closely
followed by ABS and PETG. Nylon is the least suited.

Keywords ABS · CAD · CAM · FDM · Guided surgery · Implant · PLA
PETG · STL

1 Introduction

The use of technology in dentistry dates back to the 1990s; the term referred to as
Digital Dental Technology (DDT) [1]. The demand for osseointegration is large.
While placing the implant, the surgeon has to take care of a number of factors such
as correct angulation of implant determined by angulation of the bone, maintaining
correct depth of the implant or avoiding any damage to the inferior alveolar nerve
while performing implant on the mandible [2] to get the desired long-term outcome
and prevent any infections resulting from the surgery. Earlier dentists used to place
the implant at a placewhere themaximumamount of bonewas presentwithout caring
about long-term outcome [3]. Thus, a computer-generated surgical guide helps by
providing a specified pathway to the edentulous region with little or no scope for
inaccuracies.

3D modelling involves data acquisition, software manipulation and display of a
3D virtual interactive model on computer. Special care must be taken while taking
the scans. Delong et al. [4] in 2003 measured suitability of a system for creat-
ing 3D images of dental arches. Ten stone casts of a dental standard were made
using vinyl polysiloxane impression materials and improved dental stone. They then
scanned the impressions and casts using a Comet 100 optical scanner and generated
computerised models from the scanned data. They took the average of the absolute
differences between the computer models to calculate accuracy. Ten measures were
taken repeatedly to check precision. Accuracy±precision obtained for the casts and
impressions were 0.024±0.002 mm and 0.013±0.003 mm. Sufficient accuracy for
clinical uses was observed.

A procedure called Cone BeamComputed Tomography (CBCT) is generally used
for getting scans. The use of Medical CT is increasing annually at an estimated rate
of 15–20% [5]. Commonly used maxillofacial imaging methods include periapical
radiography, panoramic radiography, and conventional tomography [6] which can
produce only distorted 2D images. Hence, surgeons these days resort to CT for get-
ting scans. Baumgaertel et al. [7] in 2007 scanned thirty human skulls with CBCT,
and reconstructed the dentitions. They made ten measurements—overbite, overjet,
maxillary and mandibular intermolar and intercanine widths, arch length available
and desired-on the dentitions of models with a vernier calliper and on digital recon-
structions of the skulls with some CAD software. They then accessed accuracy and
reliability using intraclass correlation and paired Student t tests. Both CBCT and
calliper results were found to be highly reliable with value of reliability greater than
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0.9 and hence it was concluded that dental measurements from CBCT volumes can
be used for quantitative analysis.

Although, digitisation of models is done both directly and indirectly—by scan-
ning directly inside mouth using intraoral scanner or generating a plaster model first
and then scanning it—but the latter has several advantages and hence generally pre-
ferred [8]. Even if scans get lost, the plaster moulds can be scanned again. Also
being more tangible, they are easy to understand. Cupernus et al. [8] in 2012 pre-
sented a study for reproducibility for dental models using intraoral scanners. They
scanned dentition using chair side oral scanner and checked for missing data by pro-
grams and improved it. These were converted into digital models using Orthoproof
software. Finally, they converted these files to STL models. The measurements of
dentitionwere done using digital calliper and those of digital models were done using
DigiModel software. The measures used for analysis were tooth width, transversal
distances, skulls segments and the dimensions of 3D and digital models. The dif-
ferences were clinically insignificant. The standard values for analysis were mean
measurements of skulls with cut-offs for segments of 0.2 mm, widths of mesiodistal
of 0.1 mm, arch discrepancies and transversal distances of 1.0 mm and discrepancies
in tooth size of 1.5 mm.

Reconstruction of the models from input scans can also be carried out using 3D
printers by a method called Rapid Prototyping (RP) that adds layer over layer to
generate 3D models [9]. Some common RP techniques include stereolithography,
selective laser sintering(SLS) and ballistic particle manufacturing [10]. The most
commonly used RP technology these days is FDM (Fused Deposition Modelling)
which uses principle of fibre material deposition pushed through a heated extrusion
nozzle thus melting the material [11]. The initial state of material can be solid, liquid
or powder state. The solid state may be in wire or pellet form. FDM process was
introduced commercially in the early 1990s by Stratasys Inc., USA [12].

Melnikova et al. [13] in 2014 analysed designs obtained by different textile or
textile-based structures in a 3Dgraphics software-BlenderTMand repaired themwith
netfabb. Thereafter, slices of the STL files were made to get a layer model and fed to
a 3D printer. Most of the tests were performed with FDM printer X400 produced by
GermanRepRapwith PLA (elongation at break about 4%, tensilemodulus 1968MPa
[14, 15]) or soft PLA (softener added to PLA, elongation at break up to about 200%),
BendLay (butadiene; impact strength 3 kJ/m2, tensile modulus 1550 MPa with other
materials). First tests onABS showed insufficient values of these properties ofmodels
and hence it was excluded from the study. For comparing with FDM process, an SLS
printer by Shapeways was used with Nylon and PLA. It was concluded that both hard
PLA and nylon were too hard for use in textile industry. Soft PLA, combined with
less flexible materials like BendLay, was best option to reproduce textile structures.
However, 3D printed objects combined with fibrous materials cause a low adhesion
force between the parts leading to delimitation of layers of materials [14]. Hence,
bonding properties of parts of materials in contact must be enhanced in such cases.
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2 Methodology

The main steps required to generate surgical guides include (1) getting the patient’s
dental scans, (2) using a CAD/CAM software to generate surgical guide, and (3)
printing the models using a 3D printer with appropriate material. For ensuring best
results, each step must be performed as gingerly as possible (Fig. 1).

The detailed outline of the steps followed is as stated below:

Fig. 1 General methodology for fabricating surgical guides
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(a) Scanned file in 
      .stl format

(b) Importing scans (c) Virtual crown 
       placement

(d) Marking the IAN (e) Difference map (f) Adjusting Implant

Fig. 2 Input scans and implant planning using CAD/CAM software

2.1 Step 1: Input Scans and Implant Planning

For this study, a patient’s dentition was scanned using high-quality static desktop
scanner for gypsum models and CBCT/CT and surface scans thus obtained were fed
to 3Shape Implant Studio® software. The missing tooth/teeth was identified from
the STL file and marked in software. A virtual crown similar to the actual crown to
be placed in patient’s edentulous part was planned for that tooth. Then panoramic
curve was set to generate difference map showing complete overlap of CBCT/CT
and surface scans. Next, inferior alveolar nerve (IAN) was marked. Identification of
nerve canal is an essential step in case of maxillary implant since the implant must
be at least 0.1 mm away from IAN. Also, the primary stability of implant body of
first molar may be lower than that of second premolar, which should be carefully
considered during dental implant surgery [16]. An implant too deep may rupture
the nerve causing infections. So it must be identified with sufficient assistance from
an orthodontist. The IAN is the most commonly injured nerve (64.4%), followed
by the lingual nerve (28.8%) [14]. Too wide an implant will lead to damage to
the neighbouring teeth. Hence, the depth and diameter of the implant must be set
cautiously so as to generate the best results without any blight.

Keeping aforementioned factors in mind, the appropriate type of implant was
chosen and depth and diameter of implantwere adjustedwith help froma practitioner.
The detailed steps followed for implant planning are shown in Fig. 2.
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Step 2(a): Surgical
Guide design

generated

Step 2(b): Surgical
guide STL

Step 3: Surgical
guide GCODE

Fig. 3 Generation of surgical guide

2.2 Step 2: Generation of Surgical Guide

After planning the details of the implant in the software, the surgical guide was
designed by marking the regions of the teeth nearest to the edentulous one on which
the surgical guide would reside. Since the surgical guide may break due to pressure
while drilling through it; appropriate bars and supports were added on it. Thereafter,
the surgical guide was ready to be printed. Figure 3 illustrates these steps.

2.3 Step 3: Printing

For printing of the STL file, it was converted to Gcode format to be given as input to
the FDMprinter. The appropriatematerial was chosen one by one and print command
given using compatible software. The materials used were white PLA, black ABS,
Nylon and PETG. The printed surgical guides are as shown in Fig. 4.

2.4 Step 4: Comparison

Lastly, the surgical guides printed from the different materials were compared to
check which material shows the best results with FDM printer.
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(a) STL surgical guide (b) ABS printed surgical
              guide

(c) Nylon printed surgical
                guide

(d) PETG printed surgical
                guide

Fig. 4 The STL and printed surgical guides

3 Results and Discussions

The surgical guides were printed using PLA, ABS, PETG and Nylon one by one
using the FDM technique. The depth and diameter (both internal and external) of
each printed surgical guide were measured using Vernier Calliper and of the STL
file using computer software. The differences of dimensions of each printed model
from the STL file were calculated and based on that, the most suitable material for
printing with FDM was established. The results for this are tabulated in Table 1.

It was observed that the PLA printed surgical guide showed minimum deviations
from STL file for all three parameters. PETG and ABS also showed less differences
and dimensions more close to STL file than Nylon; which showed high shrinkage.
However, for best results with Nylon, the material should be preheated so that all
moisture is lost. Hence, results show that PLA must be preferred for printing of
surgical guides using FDM printer due to more closeness of surgical guides to STL
file. However, PETGmust be used preferably because it is biocompatible and suitable
for placing in mouth while performing surgery for implant.
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Table 1 Comparison of surgical guides printed using different materials in FDM printer

Material used Original STL
file

Printed with
PLA

Printed with
ABS

Printed with
Nylon

Printed with
PETG

Depth (in
mm)

6.53 6.44 6.43 6.17 6.47

% age
deviation
from original

0% −1.37% −1.53% −5.51% −0.92%

Inner
Diameter (in
mm)

4.52 4.48 4.71 4.03 4.75

% age
deviation
from original

0% −0.88% 4.2% −10.8% 5.09%

Outer
diameter (in
mm)

9.64 9.72 9.42 9.71 9.81

% age
deviation
from original

0% 0.83% −2.28% 0.73% 0.73%

4 Conclusion

An important concern for surgeons in implantology is accurate positioning of implant
without injuring IAN or infections from surgery. Hence, guided surgery is best way
to avoid any error. In this study, STL file of an edentulous patient’s dentition was fed
into 3Shape Implant Studio® software for designing surgical guide. The designed
surgical guide was converted into Gcode format for printing with FDM printer.
Different materials namely PLA, ABS, PETG and Nylon were used for printing.
It was concluded that PLA shows best results with minimum deviation for depth,
internal and external diameter fromSTLfile of surgical guide.ABSalso shows results
close to STL file. While Nylon shows shrinkage after printing, PETG gives more
accurate results than Nylon. Thus, PLA should be preferred for printing surgical
guides requiring high precision since it shows least shrinkage after printing. But
because of biocompatible nature, PETG is often recommended.
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Reliability-Aware Design
and Performance Analysis of QCA-Based
Exclusive-OR Gate

Gurmohan Singh, R. K. Sarin and Balwinder Raj

Abstract Reliability-aware design of a newQuantum-dotCellularAutomata (QCA)
based 2-input exclusive-OR (XOR) gate has been presented. The fault tolerance in
proposed XOR gate has been implemented by introducing redundancy. The new
design demonstrates fault tolerance capability against cell displacement, cell omis-
sion, misalignment, and extra cell deposition defects. The new QCA design of XOR
gate successfully demonstrates fault tolerance capability of 85.7, 93.58, 79.68, and
56% against cell displacement/misalignment faults, extra cell deposition defects,
single cell omission, and double cell omission, respectively. QCAPro tool has been
utilized to compute energy dissipation results for proposed design. The functionality
of new QCA design of XOR gate has been verified using QCA Designer version
2.0.3 tool.

Keywords QCA · XOR · Fault tolerant ·Majority gate · Inverter ·Wire-crossover

1 Introduction

Moore’s law has guided the growth of CMOS technology in past 4 decades [1].
Due to many technological and fundamental issues, CMOS technology is approach-
ing towards its end in very near future as predicted by International Technology
Roadmaps for Semiconductors (ITRS 2015) [2]. So, new nanotechnologies are
emerging to replace CMOS technology. A new QCA-based nanocomputing archi-
tecture has been emerging as potential candidate to replace the CMOS technology
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Fig. 1 a A typical 4-dot QCA cell, b logic ‘1’ encoding, and c logic ‘0’ encoding

Fig. 2 Binary wire realization in QCA logic

for binary computations [3]. The QCA technology offers many advantages such as
extremely low power dissipation; clock-based pipeline type computing approach,
high functional density, improved computing speed, and facilitates further minia-
turization in nanoscale. A square nanostructure comprising of four quantum dots is
called QCA cell and is the most basic computing entity in QCA nanotechnology [4].
Figure 1a depicts a typical QCA cell. Figure 1b, c represents QCA cell encoding for
binary state ‘1’ and ‘0’, respectively.

TheCoulombic interactions between nearby cells perform themeaningful compu-
tations and during this, no current flows between the cells. No electric current results
in energy dissipation of the order of tens ofmilli electron-volts (meV). Figure 2 shows
a QCA cell array used to implement a binary wire. The input cell polarization prop-
agates towards output due to Columbic interactions among the cells demonstrating
the functionality of a binary wire.

Figure 3a represents widely used QCA-based inverter implementation [5].
Figure 3b shows the most widely used decision-making gate used in QCA circuits
called 3-input majority gate. The polarization of decision cell is decided by major-
ity of inputs. By setting any of input at polarization level ‘−1’ or ‘1’, the majority
gate may function as AND and OR gates. In QCA logic, any binary function could
be realized using majority gates and inverters. Equation (1) describes the output of
3-input majority gate.

MAJ(A,B,C) � AB + AC + BC (1)

Only few attempts have been made to identify and characterize the QCA fabri-
cation related defects/faults [6–9]. There are two phases during fabrication of QCA
devices/circuits namely chemical synthesis phase and deposition phase. Each QCA
cell is fabricated in chemical synthesis phase and this phase further comprises of two
sub-steps called quantum-dot fabrication and free electrons injection into quantum
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Fig. 3 a An inverter configuration, and b 3-input majority gate

dots in the QCA cells. There is probability of errors like an extra quantum dot may
be produced or injection of extra free electron into a QCA cell. The fabricated QCA
cells in chemical synthesis phase are attached on a substrate in deposition phase.
The probability of occurrence of an error is significantly high when QCA cells are
attached to the substrate. Three different types of errors that may occur during this
phase are cell omission, extra cell deposition, and cell misplacement/misalignment.
Researchers have observed that fabrication faults generated during deposition phase
are more critical and may lead to severe errors in QCA devices/circuits.

Fault tolerance is defined as the ability of a device or circuit to maintain cor-
rect functionality in presence of defects/faults. A fault-tolerant device or circuit
maintains its intended functionality may be at a reduced level, instead of failing
completely when faults/defects are present. The fault tolerance generally results in
hardware overhead and degradation in performance. The redundant components or
devices added in binary computing circuits provide the fault tolerance. Triple Mod-
ular Redundancy (TMR) is widely used standard fault tolerance method. In TMR,
three copies of a circuit are made to function in parallel and the final stage pro-
duces the result on majority-voting basis [10]. The fault tolerance techniques are
required in mission critical applications like space and defense, etc. Von Newmann
introduced Multiplexing redundancy algorithm (vN-MUX) [11] to improve the reli-
ability of computing circuits. The algorithm is applicable for any arbitrary gate. Von
Newmann illustrated this algorithm for NAND and majority gates in the presence of
failures and for high redundancy factor.

The implementations of fault tolerance in QCA circuits have been investigated
by only few researchers [12–17]. The XOR gates are widely used in digital cir-
cuits/systems and in arithmetic and logic units (ALUs). So,many researchers demon-
stratedQCA-based design ofXORgates in literature [18, 19]. Also,many researchers
have demonstrated QCA-based design and simulation of digital computing circuits
like adders, encoders, decoders, reversible gates, etc. in past two decades [20–22].

A new fault-tolerant design of QCA-based 2-input XOR gate is proposed and
analyzed its performance in presence of deposition defects as well as in terms of
generalized metrics. The redundant QCA cells are added in QCA wires, inverters,
and majority gates in proposed fault-tolerant XOR design.
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2 Proposed Fault-Tolerant Design

This paper demonstrates a QCA-based new 2-input XOR gate design which is fault-
tolerant to deposition-related defects in QCA circuits. The fault-tolerant feature is
introduced by adding redundant QCA cells in QCA wires and logic gates. The new
QCA-based XOR gate is coplanar, structurally robust as no wire crossovers are used,
and employs no rotated or translated (shifted) cells. The correctness of functionality
of proposed design in absence and presence of deposition-related defects has been
verified in QCADesigner version 2.0.3 simulation tool [23]. The bistable simulation
engine parameters are adopted for all simulations.

Figure 4 describes schematic of QCA-based proposed 2-input XOR gate. It com-
prises of three majority gates and one inverter. The QCA-based layout of new fault-
tolerant 2-input XOR gate is shown in Fig. 5. The fault-tolerant design of XOR gate
layout utilizes only 70 QCA cells and consumes an area of 0.06 µm2.

The simulation waveforms of proposed fault-tolerant QCA-based new 2-input
XOR gate are shown in Fig. 6. A latency of 3 clock phases has been observed in
output signal ‘Out’. The output signal polarization level varies between ‘0.985’ and
‘−0.984’ which are close to the ideal values of ‘1’ and ‘−1’.

There is significant probability that a QCA cell in the layout may not be aligned
properly with respect to nearby cells or may get misplaced within its original direc-
tion. The impact of displacement/misalignment defects in proposed QCA XOR gate
has also been analyzed. It would be better if lesser number of QCA cells cause
displacement or misalignment related defects. The standard dimensions of a four
quantum-dot QCA cell are in nanometer scale (18 nm×18 nm). So, the probability
of occurrence of misalignment/displacement of few nanometer is significantly high
during fabrication process. Hence, it becomes important to consider faults caused
smaller displacements or alignments more critical. The radius of effect in bistable
simulation engine set up in QCA Designer tool is set at 65 nm. In this work, we have

-1 

1 

-1 

INV

A

MAJ

MAJ

B 
XOR

MAJ

Fig. 4 Schematic of QCA-based new 2-input XOR gate
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Fig. 5 QCA layout of proposed fault-tolerant 2-input XOR gate

Fig. 6 Simulation waveforms for the proposed fault-tolerant XOR gate

ignored the instances of cell displacement/misalignment where it is more than 65 nm.
However, the instances where the displaced/misaligned cell falls within 65 nm radius
of nearby cells, its effect has been considered. So, it becomes vital to consider value of
radius of effect appropriately as per requirement of simulation. A newmetric to com-



820 G. Singh et al.

Table 1 Cell
displacement/misalignment
defects of proposed
fault-tolerant XOR gate

Cell Cell displacement/misalignment (nm)

East West North South

E5 ≤18

E6 ≤18

E7 ≤36

G4 ≤6

G8 ≤35

H5 ≤7 ≤11 ≤16

H7 ≤12

K7 ≤16

Table 2 Comparison in terms of generalized QCA design metric for fault-tolerant XOR gates

XOR gate No. of cells Area (µm2) No. of
majority gates

No. of
inverters

Latency
(clock phases)

[17] 85 0.078 3 2 5

[This Work] 70 0.06 3 1 3

pute the ability of fault tolerance against cell displacement/misalignment defects has
been introduced. It is basically ratio of QCA cells count producing correct output to
the total QCA cell count when subjected to displacement/misalignment. The higher
the ratio, better is fault tolerance of the circuit against displacement/misalignment
defects. Table 1 illustrates the instances of cell displacement/misalignment for new
QCA XOR gate of Fig. 5. The instances of displacement/misalignment defect free
cells in proposed fault-tolerant XOR gate are 48 out of total cases of 56, achieving
a fault tolerance ability of 85.7%.

Table 2 illustrates a comparison of new QCA-based XOR gate with best existing
fault-tolerant design in terms of generalized QCA metrics. It is evident that the pro-
posed fault-tolerant 2-input XOR gate utilizes only 70 QCA cells, has 23% less area,
and 40% less latency than [17]. Hence, the proposed design outperforms previous
best fault-tolerant XOR design in terms of generalized QCA metrics.

3 Conclusion

This paper presents fault-tolerant design of a new QCA-based 2-input XOR gate.
The proposed QCA-based 2-input XOR gate demonstrates fault tolerance against
cell displacement/misalignment, extra cell deposition, and cell omission related
faults. The new QCA design of XOR gate successfully demonstrates fault tolerance
capability of 85.7, 93.58, 79.68, and 56% against cell displacement/misalignment
faults, extra cell deposition defects, single cell omission, and double cell omission,
respectively. Also, the new fault-tolerant QCA design of 2-input XOR gate utilizes
only 70 QCA cells, has 23% less area, and 40% less latency than the previous best
QCA-based fault-tolerant XOR gate.
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Design of Low Noise Amplifier
for 802.16e

Makesh Iyer and T. Shanmuganantham

Abstract This work deals with the designing of low noise amplifier for WiMAX
802.16e application considering 3.4–3.6 GHz frequency band with 3.5 GHz as
the center frequency. The amplifier is designed using Pseudomorphic HEMT
ATF—34143 of Avago Technologies with different stabilization techniques to
improve the stability of the potentially unstable device. It is observed that the noise
immunity is more in source inductor degenerative stabilized HEMT than in other
techniques with the help of noise figure which is obtained as 0.635 dB for HEMT.
The comparative analysis of the LNA design is discussed in this paper.

Keywords WiMAX · LNA · HEMT · Power gain · Noise figure · VSWR

1 Introduction

Many inventions happened in the wireless technology and WiMAX i.e. Wireless
Interoperability for Microwave Access has become the hot topic in today’s scenario
because it provides high data rate over a wide coverage area. There are many fre-
quencies in which WiMAX operates like 2.3 GHz, 2.5 GHz, 3.3 GHz, 3.5 GHz, and
5.8 GHz in 2 to 11 GHz band [1]. G.-L. Ning, Z.-Y. Lei, et al have designed multi-
band low noise amplifiers with stepped impedance transformers and different active
devices like CMOS, GaAs E-pHEMT for 3.5 GHz WiMAX using series and shunt
feedback techniques and obtained the noise figures 4.03 dB and 1.2 dB respectively
[2]. Ishaan Biswas, SC Bose, et al obtained noise figure of 1.102 dB for 2.3 GHz
inductively loaded low noise amplifier with source inductive degeneration [3]. The
lower frequency WiMAX is less susceptible to attenuation and hence the signal loss
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is minimum which improves large coverage area but at the same time, its data rate is
less and number of users per channel i.e. channel capacity is less. Abolfazl Zokaei,
Amir Amirabadi designed a tunable multi-band LNA using the active post-distortion
technique to improve LNA linearity and provide optimum noise figure and obtained
noise figure of 3 dB with a gain of 12.95 dB [4]. Chang-Hsi Wu and Kuan-Lin Liu
implemented the low noise amplifier using complementary current reuse topology
and obtained noise figure of 4.6 dB and gain of 11 dB [5]. Hsuan-ling Kao, Bai-Hong
Wei, et al used the AlGaN/GaN HEMT for designing the cascade topology LNA and
obtainedminimumnoise figure of 3.3 dB [6]. Ameer Bansal, Anwar Jarndal designed
a GaN based LNA for WiMAX applications and obtained a power gain of 14 dB and
noise figure of 2.9 dB with input return loss of−2.44 dB [7]. Since there is a tradeoff
between the gain, stability and noise figure of an LNA, a low noise amplifier of single
stage with moderate gain and low noise figure is acceptable.

2 Design Aspects

The low noise amplifier is designed using pHEMT with different stability improve-
ment techniques to obtain a better performing LNA in aspects of noise figure and
gain of the amplifier. Low noise figure (NF) and high gain are required in an LNA for
WiMAX application. The role of LNA is to filter noise and amplify weak signals and
maintain high SNR of the system [8]. Advanced Design System (ADS) simulation
tool is used for designing the low noise amplifier. There are two different types of
device libraries available in the ADS software namely S—parameter library and RF
Transistor library. S—Parameter library works on fixed bias, i.e., these parameters of
the device are fixed for a particular bias point of the device. The RF transistor library
consists of the normal transistor which can be biased toward using any technique
and at any bias point. In this work, the S—parameter library devices are used.

2.1 Design Procedure

For designing a low noise amplifier, certain procedure has to be followed which are
as follows:

• The proper active device should be selected, i.e., BJT/MOSFET/HBT/HEMT
depending upon the frequency of operation and noise immunity requirement.

• Stability of the device should be checked using S parameters.
• If the device is unstable at the frequency of operation desired, proper techniques
should be applied to stabilize the device.

• Proper biasing should be done based on the operating point required and the
application of design.
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• Matching circuits at input and output side of the amplifier should be an optimum
design that can perform well in an amplifier.

In a low noise amplifier, the vital parameters to be considered are, the maximum
gain providedby the active devicewhich is termed asMAG(maximumavailable gain)
andNFmin (minimum intrinsic noise) figurewhich in turn depends on theS parameters
of the device. The S parameters determine the stability criteria of the device at various
biasing points [9]. Theoretically, the stability of the device is checked using the
K − |�| test where K is said to be Rollet’s Stability factor which is given by

K � 1 − |S11|2 − |S22|2 + |�|2
2|S12 S21| (1)

Also B is another parameter that is calculated for checking stability which should
be positive for stable operation given by

B � 1 + |S11|2 − |S22|2 − |�|2 (2)

And � is given by

� � S11S22 − S12S21 (3)

The condition for stability is that if K >1, |�| <1 and B �+ve, then the device is
unconditionally stable and ifK <1 then device is potentially unstable. This condition
will tend the device to oscillate and the maximum available gain will be no more
valid due to an unstable condition. Hence, the maximum gain produced by the device
will now be said as MSG (maximum stable gain) which is mathematically expressed
as

MSG � |S21|
|S12| (4)

If the device is unconditionally stable, i.e., K >1, then the gain obtained will be
maximum available gain which is expressed as

MAG � |S21|
|S12|

(
K ±

√
K 2 − 1

)
(5)

2.2 Different Techniques for Stability Improvement

Different techniques are available to improve the stability of low noise amplifier
[10]. But each technique has its own limitations and hence the optimum and efficient
technique has to be determined from the analysis. These techniques are
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• Connecting a series resistance to the gate of the active device.
• Connecting an inductor in series with the source terminal of the HEMT.
• Connecting a series resistor to the drain of the respective active device.

In thiswork, each technique is implementedwithHEMTdevice and a comparative
study is done to determine the most stable and best noise immune amplifier.

3 LNA Using HEMT

The device used in this work is a high range, low noise pseudomorphic HEMT ATF-
34143 of Avago Technologies that is highly linear and provides excellent uniformity.
The circuits of HEMT based LNAs are discussed further.

3.1 LNA with a Series Resistor in Gate Terminal of HEMT

A series resistor is connected to the gate terminal of HEMT to improve the stability
of the device and convert it from a potentially unstable device to an unconditionally
stable device. The circuit design of the low noise amplifier with gate resistor is shown
in Fig. 1. The results of the gate resistor LNAdesign are shown below. Figure 2 shows
the stability factor represented as stabfact1 parameter and delta (|�|) as stabmeas1
which is obtained as 1.844 and 0.913, respectively, which shows that the device is

Fig. 1 LNA design with the gate resistor
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Fig. 2 Stability factor

Fig. 3 VSWR

unconditionally stable. Figure 3 shows the VSWR, i.e., the voltage standing wave
ratio which is obtained as 1.018 at the output side and 1.005 at the input side.

TheS parameters of the amplifier are shown inFigs. 4 and5 respectivelywhich sig-
nifies S11 is−51.568 dB, S21 is 10.41 dB, S12 is−21.023 dB and S22 is−41.215 dB.

The noise figure obtained for the base resistor LNA is 3.066 dB and the power
gain is 10.41 dB which is shown in Figs. 6 and 7, respectively.

From the above results, it is observed that the gain of the amplifier is high and
also the noise figure is high. Hence, next technique is implemented where a series
resistor is connected to the drain terminal of HEMT as shown in Fig. 8.
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Fig. 4 S11 and S21

Fig. 5 S12 and S22

3.2 LNA with a Series Resistor in Drain Terminal of HEMT

The results of the drain resistor LNA design are shown. Figure 9 shows the stabil-
ity factor represented as stabfact1 parameter and delta (|�|) as stabmeas1 which is
obtained as 1.178 and 0.694, respectively, which manifests that the device is uncon-
ditionally stable. Figure 10 shows the VSWR, i.e., the voltage standing wave ratio
which is obtained as 1.247 at the input and 2.434 at the output side of the ampli-
fier. The S parameters of the amplifier are shown in Figs. 11 and 12 respectively
which signifies S11 is −19.165 dB, S21 is 11.806 dB, S12 is −19.627 dB, and S22 is
−7.585 dB.
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Fig. 6 Noise figure

Fig. 7 Power gain

The noise figure obtained for the drain resistor LNA is 0.795 dB and the power
gain is 11.806 dB which is shown in Figs. 13 and 14 respectively.

3.3 LNA with a Series Inductor in Source Terminal of HEMT

The results of the source inductorLNAdesigned inFig. 15 are shownbelow.Figure 16
shows the stability factor represented as stabfact1 parameter and delta (|�|) as stab-
meas1which is obtained as 1.024 and 0.356 respectively. Figure 17 shows theVSWR,
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Fig. 8 LNA design with drain resistor

Fig. 9 Stability factor

i.e., the voltage standing wave ratio which is obtained as 1.017 both at the input and
output side of the amplifier.

The S parameters of the amplifier are shown in Figs. 18 and 19 respectively
which signifies S11 is −41.273 dB, S21 is 12.173 dB, S12 is −14.084 dB, and S22
is −41.936 dB. The noise figure obtained for the source inductor LNA is 0.635 dB
and the power gain is 12.173 dB which is shown in Figs. 20 and 21 respectively.
From the above results, it is observed that the gain of the amplifier has increased
compared to both other techniques and the noise figure has decreased compared to
other techniques which is shown in Table 1.
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Fig. 10 VSWR

Fig. 11 S11 and S21
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Fig. 12 S12 and S22

Fig. 13 Noise figure
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Fig. 14 Power gain

Fig. 15 LNA design with source inductor
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Fig. 16 Stability factor

Fig. 17 VSWR
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Fig. 18 S11 and S21

Fig. 19 S12 and S22
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Fig. 20 Noise figure

Fig. 21 Power gain
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Table 1 Comparative results of LNA

Techniques S21/Power gain (dB) Noise figure (dB) S11 (dB)

[4] (cascade) 12.95 3 −10.3

[5] (cascade) 11 4.6 −12

[6] (cascade) 14.4 3.3 −15

[7] (cascade) 14 2.9 −2.44

Gate resistor LNA 10.41 3.066 −51.568

Drain resistor LNA 11.806 0.795 −19.165

Source inductor LNA 12.173 0.635 −41.273

4 Comparative Results

See Table 1.

5 Conclusion

The different techniques to improve the stability of the amplifier are discussed and
analyzed to compare and determine the suitable design for theWiMAX applications.
The results are obtained after implementing the designs in ADS software. The overall
results are proving satisfactory and it can be concluded that the source degenerative
inductor addition in series with the source terminal of HEMT gives optimum and
efficient noise figure and gain. Further to improve the bandwidth of LNA and to
reduce the noise figure cascading multistage low noise amplifiers can be designed.
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The Effect of Various Parameters
on the Nozzle Diameter and 3D Printed
Product in Fused Deposition Modelling:
An Approach

Jayant Giri, Ajit Patil and Harish Prabhu

Abstract Fused depositionModelling (FDM) is the one ofmost striking and tremen-
dously growing technology for manufacturing of 3D printed product. FDM technol-
ogy was developed by stratasys. This technology was introduced in the era of 1980.
FDM is additive manufacturing technology which fabricates products by extruding
material technology through the nozzle in semi-molten state on the platform. Various
thermoplastics such as PLA, ABS is widely used as a filament. But now a days mod-
ern FDM printers use abrasives such as aluminium, brass along with the PLA and
ABS for printing to enhance the strength of printed specimen. This paper reviews
effect of various parameters such as temperature, feed rate, print speed, orientation
angle, infill density, nozzle size on thermal properties and mechanical properties of
printed product. The temperature and feed rate are most important factors due to
which wear of nozzle occurs.

Keywords Fused deposition modelling · Additive manufacturing · ABS · PLA
Mechanical properties

1 Introduction

There are variousAs per the present scenario consumer demands wide range of prod-
ucts and in order to fulfil their requirements a new technology called rapid proto-
typing was introduced. 3D printing is a process of converting a digital file into a 3D
object [1]. It is one of the best techniques and has become very popular due to high
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degree of flexibility. In the coming years it is going to take this technology to a new
world. There are various types of 3d printers used such as SLA (Stereolithography),
Selective Laser Sintering (SLS) and Fused deposition modelling (FDM). FDM is
one of the best technique which is widely used in for building complex products.
There is minimal wastage of material. FDM is one of the most efficient process as
compared to other rapid prototyping process. In Fused deposition modelling mate-
rial is heated to a temperature till it gets melt and is extruded through the nozzle.
Material is deposited through the nozzle layer by layer till it gets transformed into
a complete product. The movement of the nozzle and the bed is controlled on the
basis of G codes [2]. FDM has wide range of application in many areas such as
medical industry, automobile industry, manufacturing industry and also for printing
household products. Wear of the nozzle is mainly dependent upon the two factors
such as temperature and volume feed rate [3]. FDM type is used for different type
of thermoplastics such as ABS (Acrylonitrile-Butadiene-Styrene), PLA (Polylactic
acid). Nozzle diameter plays a major role in determining the surface quality of the
printed product, so, it very important to select an optimum nozzle diameter while
printing a product [4]. The filament should be heated depending upon the type of
filament used otherwise due to uneven heating nozzle clogging may occur and the
temperature should be well enough for the adhesiveness between the layers. Mainly
we apply adhesive glue to the bed because the first layer deposited should stick
properly [5]. Temperature distribution plays a major role in determining the surface
finish, temperature distribution is constant along the horizontal direction but in ver-
tical direction it varies from point to point [6]. Mechanical properties of the printed
product depend upon the temperature and should be heated depending upon the type
of filament we are using otherwise due to uneven heating the properties of material
can deteriorate [7]. L. M. Galantucci found that the mechanical properties of the
printed product depend upon the layer height, volume feed rate and the print speed
irrespective of the product printed from the open source printer or by an industrial
system printer [8]. Infill density and layer thickness plays a vital role in determining
the strength of the product and dimensional characteristics [9, 10]. The material can
be deposited through the nozzle by varying the nozzle orientation angle from 0°
to 90°. Product printed at 45° orientation angle and 100% infill density has higher
tensile strength [11]. The tensile strength reduces by 50% if it is varied from 45°
to 90° at 100% infill density [12]. Tensile strength along the vertical and horizontal
direction is not evenly distributed, tensile strength in vertical direction is 5% more
than in horizontal direction [13]. Dr. Tahseen Fadhil Abbas explained compressive
strength is maximum at 80% infill density [14]. A printed specimen was evaluated
to check the material uniformity along the tensile and axial direction, deflection is
maximum in tensile direction as compared to that in axial direction [15]. ChiehKung,
carried out the experiment by printing a complex product such as screw, as he used a
support structure while printing which was inherently designed in the cad software.
Due to the support structure the gridded pattern remained on the product [16].
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1.1 CAD CAM Interface

Initially at the very first stage we design a 3D object as per our required dimension
in a cad software such as blender, solid works. Various types of commercial as well
as open source software are available for 3D modelling. Blender is a software which
is commonly used for creating a cad file. Every software has its own advantages and
limitations. It is an open source software which is freely available. Blender has a spe-
cial feature which tells that our 3D model is printable and exportable or not. Blender
also tells us how the proper uniformity of material can be maintained. It is difficult
to edit 3DMesh surfaces in blender. Blender is occupied with numerous tools which
can be used for designing complex models [17]. An online survey was conducted
by I. materialise in which they found that Blender is very popularly software for 3D
modelling as shown in the Fig. 1.

The cad file is converted to standard tessellation language (STL) which is inher-
ently present in cad software. STL is also known by name of steriolithography or
standard triangular language. There are various other file formats but STL is a stan-
dard format which is commonly used in 3D printing. STL cuts the object into various
triangular layers and stores the information regarding the surface geometry of the
object in ASCII and binary form. The main drawback of the STL file is that it doesn’t
give any information indication regarding the colour. It is very important to convert
the cad model into STL format because the slicing software will only accept the
STL file. In order do the further process STL file is been further sent to slicer soft-
ware which cuts the object into numerous layers of same thickness. Various slicer
software’s are used such as cura, repetier host, Slic3r. In slicer software we can vary
various parameters such as layer height, print speed, temperature and feed rate. Slicer
software also specifies the amount of material required to print the object [1]. Cura
is a special software where generates the program for the object we have to print.
The program is totally based on the various set of G codes. The program is loaded

Fig. 1 Popularity of 3D modelling software used for 3D printing
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Fig. 2 Steps in 3D printing

into the controller to do the printing process as shown in Fig. 2 G-code is preparatory
function it tells the controller to perform the task.

1.2 Working

The movement of the nozzle and the bed is totally governed by various G codes.
Material is extruded through the nozzle layer by layer as shown in Fig. 3. The extruder
assembly basically consists of two ends cold end and hot end. Cold end is present
above the hot end. Material is stored in the spool and is pulled from spool through
driving mechanism and is sent to hot end for further process as shown in. As the
material enters into the hot zone it is melted in the heating chamber and is extruded
through the nozzle as shown in Fig. 4. Finally, the melted material is deposited on the
bed. The material should be heated at different temperature depending upon the type
of filament used. Nichromewire or cartridge heater is used for heating the filament. It
is very important to control the temperature and the volume flow rate of material [2].
Thermistor is present to sense the temperature of the material the chamber and send
feedback to controller. If we heat the material with excess temperature the material
may either lose their properties and wearing of the nozzle can also occur. Due to
wearing of the nozzle the surface quality of the printed specimen may effect. Nozzle
is any important part of extruder assembly and it plays a vital role. The diameter of
the nozzle should be properly selected as it affects the quality and surface finish of
the product. The height of the layer should not be higher than the size of the nozzle
because it may reduce the bond strength and overall quality will be affected. For,
example if a 3D printer is using a nozzle of 0.4 mm, then the height of the layer
should not be more than 0.3 mm. In FDM while using ABS as filament the melting
temperature should be around 210 °C, and while using PLA it should be 160 and
it varies as per the material. So it is very necessary to maintain required extrusion
temperature to avoid jamming in the nozzle [5]. Jamming of the nozzle also occurs
due to improper design of the extruder.
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Fig. 3 Layer wise addition

Fig. 4 Extruder

2 Literature Review

Yaman and Dolen et al. [1] explained how the cad cam interface is been generated
in 3D printing. At the very first stage a cad file is designed of the specimen and then
converted into STL format in order do the further process, STLfile is been loaded into
the slicer software. The slider software slices the object into various layers of some
required thickness and it generates a G-code program for the product to be printed.
G-code is a function which tells the controller to interpret and execute the task. The
G code is fed into controller for the movement of the print head. Alabdullah et al.
[2] explained the working of fused deposition modelling process. Filament enters
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into the cold end from the spool and is pushed in the hot end zone using the drive
mechanism. The filament is heated with the help of nichrome wire till it gets melt
in the hot end and a thermistor is also present to give feedback to the controller
regarding the temperature. It is a process in which material is added layer by layer
on the bed in semisolid state. The layer thickness should be smaller than the nozzle
diameter for getting good results.

Pitayachaval and Masnok et al. [3] Evaluated the wear of the nozzle by varying
various parameters such feed rate and volume of the material and nozzle diameter
was maintained fixed at 0.4 mm. Wear of the nozzle was then evaluated by using a
microscope. Finally, we can conclude that if we increase the feed rate the wear rate of
the nozzle increases. There is linear relationship between the wear of the nozzle and
feed rate. Sukindar and Ariffinetal et al. [4] presented the effect of diameter of the
nozzle in fused deposition type 3D printing while using PLA as a filament. Various
nozzle diameters are used such 0.2, 0.25, 0.3 and 0.4 mm to find effect on surface
finish of the printed product. As here we have seen that pressure drop is maximum
while using a nozzle of 0.2 mm diameter as pressure drop can influence the surface
finish and the road width of the printed specimen. Road width affects the uniformity
and accuracy of the printed product. So it very necessary to select optimum nozzle
for extruding the filament at a constant rate. We have examined that the material
extruded through 0.3 mm nozzle has good consistency and has similar road width
for every layer as compared to nozzle of 0.2 mm diameter.

Kim and Espalin et al. [5] studied status of material deposition in fused deposition
modelling. In FDM type of 3Dprinting nozzle clogging, uncertain substance invasion
as well as Substrate deformation and object collapse are the common problems
which can occur most of the time while depositing a material through the extruder.
Nozzle clogging occurs due to inappropriate temperature and due to the presence
dust particles on the filament. Due to which it may lead to irregular deposition.
If the 1st layer has no proper adhesion with the further depositing layer from the
nozzle, due to which the whole object can collapse so to avoid this the extruded
material should property stick with the bed. Zhoua and Xiong et al. [6] studied the
temperature analysis in fused deposition modelling. The bond strength between the
layers depends upon the temperature distribution and it also affects the print quality.
Hence temperature distribution plays a major role in determining the properties of
the printed product. The temperature distribution along the length is non-linear. If we
compare the temperature distribution in horizontal and vertical directions, then it is
constant along the horizontal direction and in vertical direction there is a decreasing
curve. Behzadnasab and Yousefi et al. [7] presented the effect of temperature on the
physical and mechanical properties of the printed product. PLA is used as a filament.
It is clearly evident that the due to increase in temperature of the nozzle the tensile
strength and young’s modulus of the printed product increases but there is no effect
on the elongation. On raising the temperature adhesion properties between the layers
will increase. But temperature should be in the range of 180–240. Strain break value
has also been raised from 34 to 56 MPa. If the temperature crosses beyond 240 °C
the material starts to deteriorate. Hence we can say that mechanical properties of the
printed product depend on the temperature.
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Galantucci and Bodi et al. [8] evaluated the dimension performance of the printed
products by using 2 different FDM3Dprinters. The two printers are industrial system
and open source type. During the Experiment a rectangular specimen is printed using
both the printers. ABS-P400 was used as a filament for printing the object. Some
distortion could also occur while raising the volume feed rate through the nozzle.
The specimen was evaluated using a microscope. As the product printed via both
printers didn’t have much distortion. The print quality does not depend on the printer
but it fully depends on the layer height, volume feed rate and the print speed. Decuir
and Phelan el at. [9] experimented to find the strength of two types of filament such
as PLA and ABS. The strength of the filament such as PLA and ABS depends upon
various parameters such as infill percentage, layer height, print orientation, extruding
temperature, and build speed. It has been Observed that Tensile strength of the ABS
filament is higher than PLA filament. While printing the extruding temperature was
kept constant. From the tensile strength it has been seen that the strength is weakest
at the infill percentage of 20%. As we raise the infill percentage of the material the
strength of the printed object increases. The strength is maximum when the infill
percentage is between 80 to 100%. As the infill capacity increases tensile strength
also increases. Nuñez and Rivas et al. [10] carried out this experiment by varying
infill density and the layer thickness of the specimen, in order to find the effect of
dimensional characteristics on the printed product while using ABS as a filament.
After evaluation it was found that best surface finishwas obtainedwith a combination
of layer thickness at 0.178 mm and at 100% infill density and there was minimum
flatness error as compared to that with the layer thickness of 0.254 mm. The product
with layer thickness at 0.254 mm and at 100% infill density has good dimensional
characteristics but the deviation along the layer was maximum.

Afrose and Masood et al. [11] studied the experiment by using PLA as a filament.
In fused deposition modelling type of 3D printing in order to find the fatigue tensile
behaviour on the PLA printed parts. The specimen was deposited from the nozzle
along both x and y at same feed rate and velocity. They have also deposited along
45° orientation. Tensile test was carried out in that they found the specimen printed
in x direction has higher tensile strength as compared to that along the other two
orientations. The tensile strength along the x axis was about 60–64% higher than
along y axis. A specimen built in 45° orientation has the larger capacity to store the
strain energy. Ahmed and Susmel el at. [12] studied the behaviour of strength and
fatigue behaviour on the printed products by varying the deposition angle. The spec-
imen was printed via 3D-printer Ultimaker 2 Extended+, by varying the deposition
angle from 0° to 90°. As infill orientation angle is one of the major parameter that
can affect the ultimate tensile strength. As we found that tensile strength reduces
by 50% as the nozzle angle is varied from 0° to 90° along the horizontal axis. The
tensile strength along the horizontal is 30% higher than along y axis. Yang and Zhao
et al. [13] studied the mechanical properties of the specimen while using polymer
parts as a specimen. The volume infill flow rate is varied from 10, 50–100% and
then carried out the tensile test. It has been found that ultimate stress of Specimen of
volume 100% filled capacity is approximately 20% larger than specimen of volume
10% filled capacity. Tensile test is carried out in both horizontal as well as vertical
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direction as along the vertical direction the tensile strength was 5% more than in
horizontal direction.

Abbas and Othman et al. [14] studied the compression property of the printed
specimen by varying the infill density of the melted material. PLA has been used
to print the specimen. The infill density of the filament is varied from 0 to 100%.
While setting infill density at 0% the printer prints only the outer layer as per the
shell thickness and the inner part remains empty. As we increase the infill density the
time required for printing also increases. The compressive was found maximum at
80% infill density. Baker and Mccoy el al. [15] studied the anisotropic properties of
material been printed using various filaments such as PLA, ABS and electronically-
conductive PLA (C-PLA). The properties of the printed products also vary as per the
direction of the axis. The axial direction is along z axis, and transverse direction is
along x and y axis. Experiments showed that PLA and ABS had anisotropic proper-
ties greater than 10% along both transverse and axial under compression. Strain rate
was kept constant at 0.254 mm/min, and strain rate was measured using an exten-
someter. The deflection is maximum in tensile direction as compared to that in axial
direction. ABS being more ductile has greater tendency to fail in transverse direction
as compared to that in axial direction under compression. Kung and Lee et al. [16]
performed the experiment by printing a screw. As screw is a complex structure, so a
supporting material was used while printing. The screw is printed through the nozzle
horizontally as well as vertically. The diameter of the nozzle is 0.4mm and the heated
bed temperature is 60 °C. The diameter of the filament is 3 mm. Support structure
been used in both the cases which is been automatically designed in Cura software.
Support structure is in contact with the specimen while printing, so due to which
it leaves grid pattern on the product. Finally, we have seen that the vertical print is
better than the horizontal print.

3 Conclusion

The present review shows that the mechanical properties, thermal properties and
dimensional characteristics depends upon the various parameters such as tempera-
ture, layer thickness, infill density, path speed, feed rate, printing time and nozzle
diameter. The optimum nozzle diameter for printing a product is 0.3 mm. Wear of
the nozzle mainly depends upon two major factors such as temperature and volume
feed rate. Tensile and compressive strength also depends upon the nozzle orientation
angle and infill density. There is direct relationship between the parameters and sur-
face quality of the printed product. So from the literature review we can conclude
that for preparing a specimen of good quality we have select appropriate parameters.
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Computational Technique for Onset
of P-Wave for Seismic Alert System

Satish Kumar, Pawan Kapur and Renu Vig

Abstract The disasters occurred during the major earthquakes result in destruction,
losses of property and human life. In order to mitigate the damage impact, there is
an urgent need for the design, development and installation of Seismic Alert System
(SAS) for vital installations. The development of SAS requires real-time algorithms
for fast determination of source parameters and their reliability estimation. Early
warning can be generated by detecting the primary waves, which travel with higher
velocity then the disaster waves. The computations of source parameters start after
detecting the primary wave i.e. P-wave. The generated alert warning depends on
the accurate detection of P-wave. The alert signal generated can be sent to the vital
installations such as nuclear and thermal plants, fast running trains, hospitals etc.
either for shutdown the activities or for resuming emergency facilities as per require-
ment. Therefore, for the development of SAS it becomes necessary to develop a
computationally efficient method that can automatically determine the onset time of
P-wave. This paper illustrates the computational technique for detecting the arrival of
P-wave along with the analysis for early warning point of view by using the polariza-
tion attributes i.e. degree of polarization (DOP), Planarity (Planr) and Rectilinearity
(Rect) of recorded seismic signal.
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1 Introduction

It is true that occurrence of earthquakes cannot be predicted accurately. Though,
enormous scientific efforts are being made but even today, it is beyond our compre-
hension and also it gazes that it will be not possible to predict it in near future. To
minimize the colossal losses which take place as a result of major earthquake, the
design and configuration of SAS has become the urgent need of the day. The opera-
tional purpose of these early warning networks is to generate and send alert signals
to the vital places at least few tens of seconds before the actual ground shaking starts
at these places. The technical feasibility for early warning has significantly increased
during the past years [1].

State-of-the-art instrumentation is required for the configuration SAS system,
which not only include sophisticated sensing and processingmodules but also require
high computational software techniques for the computations of various earthquake
parameters such as phase detection (P-wave), magnitude, location etc. The first arriv-
ing P-wave can be used to determine other significant parameters, and early warning
can be generated by detecting the P-waves. The lead time i.e. amount of advance
warning depends on the arrival time difference between the P-wave and the disaster
wave, generally on the order of 10 s. Therefore, the effectiveness of SAS depends
on accurate detection of the P-wave time and hence there is need for a more reli-
able robust and fast computational technique for the accurate P-wave detection from
recorded seismic packet. This paper explained the developed technique for the iden-
tification of P-wave using sliding window technique with the polarization properties
of the recorded three component seismic signal.

2 Polarization

One property of seismic phases is signal polarization and P-waves show a high
degree of linear polarization [2]. Therefore, the important parameter for identifying
the presence of P-wave energy is the polarization analysis of three components of
seismic event. The characteristic function for the P-wave is obtained from the three
component analysis of seismic signal, which allows to reconstruct the ground particle
motion and to determine its polarization [3]. The particle motion can be represented
by the attributes that show discrete features for seismic waves, which is used to
identify the on-set of P-wave [4].

Polarization analysis of three component seismic signal is used to identify the
peak of polarized energy that distinguishes the body-wave arrivals from seismic
noise, which tends to be uncorrelated between the signal components. The signal
covariance matrix M � σ ij is computed in a moving time window to get eigen-
values (λ) and corresponding eigenvectors for three components of seismic signal
[5]. For propagation of seismic wave in three dimensions, there are three eigenvec-
tors/eigenvalues. It has an eigenvector or polarization that is in the direction of the
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P-wave [6]. Montalbetti and Kanasewich proposed a polarization filter by comput-
ing the rectilinearity and direction of particle motion from horizontal and vertical
components of recorded seismic signal [2, 7].

Polarization attributes from three component seismic signal can be used to detect
the onset of P-wave. The DOP is calculated from the total power that is carried by the
different components of the seismic wave [8]. Measuring the degree of polarization
helps in distinguishing the onset of seismic waves. Degree of polarization i.e. DOP
is computed by using following equation:

DOP � (λ1 − λ2)
2 + (λ2 − λ3)

2 + (λ3 − λ1)
2

2(λ1 + λ2 + λ3)
2

Rectilinearity (Rect) is a property which states that waves propagate in straight
lines. This property is ameasure of how linear thewavefield is polarized, yields values
between zero and one [8]. Therefore, it measures the degree of linear polarization
of three component seismic signal and attains its maximum value at P-wave arrival
time. Rectilinearity is given by

Rect � 1 − (λ2 + λ3)

2λ1

In practice, seismic data shows that waves are polarized in a plane called main
plane of polarization. Planarity (Planr) measures the distribution of energy and
degree of polarization within the selected time window and has also been used to
estimate the onset of P-Phase over above mentioned time windows [9]. Its range of
values is between 0 and 1 for exactly linear polarization, and for an undetermined
polarization [10]. Planarity is given by

Planr � 1 − 2λ3

λ1 + λ2

3 Implementation

Seismic signals are a complicated mixture of source radiation, affects the spectral
content and relative amplitude of generated seismicwave, their identification involves
assessing their behaviour as a function of distance, measuring the type of ground
motion they produce [11].

A signal-processing method has been developed for three-component seismic
data that allows the accurate detection of P-wave using polarization property of
seismic signal. Polarization characteristics of seismic signal has been analysed by
computing the covariance of the three channels with each other. For detecting the
P-wave particle motion analysis of ground motion amplitudes of three components
has been performed by finding the covariance between different components. The
particle motion of a three-component seismic event recording i.e. S = (x, y, z) can
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be described using the three-component principal components method. The matrix
(M) is the covariance matrix in a time window of length of N samples, computed as
below [12, 13]:

M �
⎡
⎢⎣

θ(x, x) θ(x, y) θ(x, z)

θ(y, x) θ(y, y) θ(y, z)

θ(z, x) θ(z, y) θ(z, z)

⎤
⎥⎦

where

θ(x, y) � 1

N

N∑
i�1

(xi − x ′)
(
yi − y′)

The integer N is the number of points in the window. Parameters x, y and z
represent amplitudes of horizontal and vertical components of seismograms. x ′ and
y′ are the average values of the seismic components. The matrix M is decomposed
into eigenvectors e1, e2 and e3 with corresponding Eigen values λ1, λ2 and λ3, such
that λ1 ≥λ2 ≥λ3.

Polarization parameter is computed from the Eigen-values and Eigenvectors
within the selected time window which describe the polarization direction (prin-
cipal direction of oscillation) i.e. the degree of polarization (DOP), rectilinearity
(rect), planarity (plan). The Eigen vector of the largest Eigen-value indicates the
direction of a P-wave. The polarization attributes i.e. (a) degree of polarization, (b)
rectilinearity, (c) planarity are computed using matrix M for different number of
samples windows as- 10 (0.1 s), 20 (0.2 s), 50 (0.5 s), 100 (1.0 s) for a sample rate
of recorded seismic event of 100 samples/s. The polarization attributes have been
computed and analysed for both point-wise and without point-wise sliding window
technique for these different sample windows as mentioned below.

3.1 Point-Wise Sliding Window Technique

In point-wise sliding window technique, value of covariance matrix is calculated at
each point. It slides in a point-wise pattern by finding value of covariance matrix
at every point. The new sample window is selected by discarding one sample and
adding next sample. For example, if the window length is of 100 samples, then using
this technique initially the value of covariance matrix from sample number 1–100
are computed, then window of 100 samples will be selected by discarding the 1st
sample and adding 101th sample to it and its covariance matrix are computed and so
on till the last sample has been considered. Figure 1 shows the window length in a
point-wise translation.
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Fig. 1 Point-wise
translation
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Fig. 2 Without point-wise
translation
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3.2 Without Point-Wise Sliding Window Technique

In without point-wise sliding window technique, the values of covariance matrix
are not calculated at every point rather all old samples are discarded and only next
samples are selected for computing the covariancematrix. For example, if thewindow
length is taken as 100 samples, then as per this technique the value of covariance
matrix are computed from sample number 1st to 100th, then from 101st to 200th and
so on till the last sample. Figure 2 shows the window length in a without point-wise
translation.

The selection of the time window is crucial mainly in reference to early warning
application. Smaller time windows lead to instabilities and larger ones possibly aver-
age over phases and thus limiting the resolution of the analysis [10]. Therefore, the
different time windows have been selected to optimize the algorithm to detect the
P-wave in minimum possible time, as time is the critical factor for SAS to improve
lead time.

4 Results and Analysis

For the estimation of the on-set of P-wave, polarization features—degree of polariza-
tion, planarity and rectilinearity have been computed from recorded seismic events.
Total 37 seismic events of different magnitude and different locations recorded by
Kyoshin Net (K-NET) network of National Research Institute for Earth Science and
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Fig. 3 Degree of polarization of seismic signal

Disaster Prevention, Japan are used for result and analysis for the identification of
P-wave. K-NET is a system which records strong-motion data from different obser-
vatories deployed all over Japan [14].

The recorded data has been divided into 1, 2, 3, 4 and 5 s of data packets after
triggering the event for extracting the polarization properties. The data packets are
generated for the identification of P-wave mainly for SAS application. It is also
required to conclude the required data size for accurate computations and to improve
lead time of warning system. The seismic signal is processed for different window
length of sample 10 i.e. 0.1 s, 20 i.e. 0.2 s, 50 i.e. 0.5 s and 100 i.e. 1.0 s for computing
the polarization features. These features are computed for different seismic events
using point-wise and without point wise sliding window translation.

Figure 3 shows the computed DOP from the seismic signal, the peak point indi-
cated the on-set of P-wave in the selected window length i.e. 20 samples or 0.2 s.
Figures 4 and 5 shows the computed planarity and rectilinearity features of recorded
seismic signal of the selected window length, the peak point indicated the on-set of
P-wave. Figure 6 shows the all the three features i.e. DOP, Planarity and Rectilin-
earity computed from the seismic signal, the dominating point indicated the on-set
of P-wave.

Finally the error analysis has been computed for all the selected window length
and parameters. It has been observed that to determine the on-set of P-wave from the
2 s of window length of seismic signal and Rectilinearity property of signal shows
the best result with minimum error. Figures 7, 8 and 9 shows the error analysis of
DOP, Planarity and Rectilinearity of the Japan earthquakes.

The comparative analysis of DOP, Plan and Rect has been made for the windows
of 10, 20, 50 and 100 samples as shown in the following Table 1.
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Fig. 4 Planarity property of seismic signal

Fig. 5 Rectlinearity property of seismic signal

It has also been observed that the window size of 20 samples and polarization
attributes Rectilinearity (Rect) have shown minimum error i.e. error between −0.54
and 1.34 s. Figure 10 shows the error analysis of DOP, Planarity and Rectilinearity
of the Japan earthquakes for selected window of 20 samples. Figure 11 shows the
error in picking of on-set of P-wave using Rect feature and indicated that the sample
window of 0.2 s shows the best results.
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Fig. 6 DOP, planarity and rectilinearity property of seismic signal

Fig. 7 Error analysis of degree of polarization

Table 1 Comparative error analysis of degree of polarization, planarity and rectilinearity (error in
second)

Feature 0.1 s window 0.2 s window 0.5 s window 1.0 s window

DOP −3.75 to 1.48 −1.63 to 1.73 −1.93 to 2.13 −2.24 to 2.25

Plan −3.75 to 1.63 −1.63 to 1.87 −1.88 to 2.25 −2.24 to 0.23

Rect −0.91 to 5.82 −0.54 to 1.34 −0.41 to 2.57 −1.36 to 1.98
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Fig. 8 Error analysis of planarity

Fig. 9 Error analysis of rectilinearity

Fig. 10 Error analysis of DOP, planarity and rectilinearity
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Fig. 11 Box plot of error analysis of rectilinearity with different Sample Windows

5 Conclusion

The importance of SAS has been felt around the world and lots of efforts are in
progress in this direction. The important component of this system is the fast deter-
mination of parameters and their reliability after identification of P-wave. In view
of this polarization features -degree of polarization, planarity and rectilinearity have
been explored and a technique has been realized for the computations of these fea-
ture for the identification of P-wave and finally their comparative analysis have been
made. The developed technique has been tested on the already recorded data from
K-NET Japan. From the results it has been observed that for SAS point of view, a
window size of 20 samples and polarization attributes rectilinearity (Rect) can be
used for the identification of P-wave. The error in the result for rectilinearity feature
has been observed from −0.54 to −1.34 s.
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Object Oriented Dynamic Coupling
and Cohesion Metrics: A Review

Navneet Kaur, Aradhana Negi and Hardeep Singh

Abstract The contribution of Software metrics in the evaluation of Computer appli-
cations has been tremendously increased during the past few decades. Several static
and dynamic measures have been recommended in literature for assessing the differ-
ent dimensions of Software. The static metrics can easily assess most of the features
from the code itself, but to uncover the true dynamic behavior of the Software, the
program needs to bemeasured during execution time. As the values for dynamicmet-
rics can only be collected at run-time, therefore it is capable of capturing inheritance,
dead code, dynamic binding, and polymorphism. This paper presents a review on
the dynamic coupling and cohesion metrics for Object Oriented System (OOS). The
system of measurement of coupling and cohesion gives an indication of high quality
software which possesses attributes like reliability, maintainability, extendibility and
usability. The observational perspective of review reveals two main facts: (1) little
work on dynamic cohesion metrics, and (2) empirical validation of dynamic mea-
sures on a very small scale dataset, therefore practical applicability of these measures
to industrial environment is questionable.

Keywords Cohesion · Coupling · Dynamic measures · Quality attributes

1 Introduction

The key reason behind the measurement of Software is to check its quality attributes
like reliability, maintainability, extendibility, performance and usability. The quality
attributes that necessitate for a particular product depends upon its type, e.g. in

N. Kaur (B) · A. Negi · H. Singh
Department of Computer Science, Guru Nanak Dev University, Amritsar, India
e-mail: navneetsandhu02@gmail.com

A. Negi
e-mail: aradhana.csersh@gndu.ac.in

H. Singh
e-mail: hardeep.dcse@gndu.ac.in

© Springer Nature Singapore Pte Ltd. 2019
C. R. Krishna et al. (eds.), Proceedings of 2nd International Conference
on Communication, Computing and Networking, Lecture Notes in Networks
and Systems 46, https://doi.org/10.1007/978-981-13-1217-5_85

861

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-1217-5_85&domain=pdf


862 N. Kaur et al.

incremental software development approach, the maintainability and extendibility
are highly required quality attributes while in real time applications the performance
is a crucial attribute.With the advent of Software coupling, cohesion and other design
properties the desired quality attributes can be directly assessed from the design
itself. The presence of low coupling and high cohesion in Software tells about the
high quality of Software product, therefore it become vital to identify metrics for
controlling the Software coupling and cohesion.

In object oriented paradigm (OOP) the coupling is defined as, “the degree of asso-
ciation among the objects” whereas cohesion is defined as, “the degree of conceptual
consistency within an object” [1]. The inclination of a Software towards coupling
leads to high complexity. To build reliable, maintainable and extendible Software, the
high coupling can be proved as a serious impediment. For computing Software cou-
pling, many researchers have made their contribution in the formulation of a variety
of coupling metrics [2–10]. Similarly, high amount of work has been accomplished
in the field of software cohesion measures [2, 11–14].

All the above discussedmeasures are static in nature, i.e.measurement of coupling
and cohesion without executing the source code. It is pertinent to mention here that
static measures are incapable of evaluating the dynamic behavior of the Software.
To include the impact of OOP features in measurement, the concept of dynamic
metrics has been introduced. This paper presents the review on Object Oriented
dynamic coupling and cohesion metrics. The current paper is motivated by the work
of Geetika and Singh [15], besides the dynamic coupling measures it also considers
the dynamic cohesion measures. The rest of the review has been ordered in four
Sections. In Sects. 2 and 3, various existing dynamic coupling and cohesion metrics
are presented. Section 4 depicts the observational facts. Section 5 concludes the
paper.

2 Object Oriented Dynamic Coupling Metrics

Major research work has been done in the field of coupling where low coupling
is advised for high quality software. The researchers have claimed that dynamic
coupling metrics are better than static coupling measures because the former mea-
sures are proficient in capturing advanced features like polymorphism, Inheritance,
dynamic binding and dead code. The following subsection covers theObjectOriented
Dynamic Coupling metrics proposed by different researchers.

2.1 Yacoub et al. [16]

The authors have suggested four measures to identify coupling between objects
at an early design phase. The list of dynamic measures identified by the authors
includes—Export Object Coupling (EOC), Import Object Coupling (IOC), Object
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Request for Service (ORFS) and Object Response for Service (ORFS) (Table 1.
Sr. No. 1). The authors have employed the Dynamic Modeling Diagrams to assess
the runtime behavior of real time applications. The authors have claimed that the
proposedmeasures are indicators of quality attributes such as understandability, error
propagation, reusability, and maintainability. But no empirical validation has been
provided by the authors to support the evaluation of suggested dynamic measures.

2.2 Arisholm et al. [17]

The authors have inspected the idea that dynamic coupling metrics are better pre-
dictor of change proneness as compared to static coupling metrics. The authors have
proposed 12 metrics (listed in Table 1. Sr. No. 2) and validated them on 17 consec-
utive versions of Velocity, which is an open- source software system containing a
huge number of application and library classes.

2.3 Hassoun et al. [18–20]

The authors have introduced a metric named as Dynamic Coupling Metric (DCM)
to support the concept of Meta level architecture. The details of metric suggested by
the authors are given in Table 1. Sr. No. 3.

2.4 Mitchell et al. [21–23]

Mitchell et al. have suggested several metrics based on tremendous research work
conducted in the field of dynamic environment. The authors have ensured the validity
of the metrics by correlating the measurement values with their focused quality
attributes (complexity and maintainability). The authors have adopted the profile
based tracing approach and used Java PlatformDebugArchitecture (JPDA) to collect
the run-time information from Java programs [21, 22]. In another paper, the authors
have also used Byte Code Engineering Library (BCEL) instrumentation to collect
the dynamic measure traces at run time [23]. The list of measures proposed by the
authors is included in Table 1. Sr. No. 4–6.

2.5 Zaidman et al. [24]

Maintainability requires the adequate understanding of the existing Software system
by the programmer. In order to reduce the time required during the understandability
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Table 1 Summary of object oriented dynamic coupling metrics

Sr. no. Ref. no. Theoretical
validation

Dynamic
analysis
approach

Quality focus Metric

1 [16] – Dynamic
modeling
diagrams

M, U, R, EP EOC, IOC, ORFS and
ORFS

2 [17] Briand et al. Profile based
tracing

CP IC_OD, IC_OM,
IC_OC, IC_CD,
IC_CM, IC_CC,
EC_OD, EC_OM,
EC_OC, EC_CD,
EC_CM, and EC_CC

3 [18–20] Braind et al.
and Weyuker
et al.

Aspect
oriented
tracing

R and M Dynamic coupling
metric

4 [21] – Profile based
tracing

M, R, EP, T Dynamic coupling
between objects,
degree of dynamic
coupling between class
A and class B, degree
of dynamic coupling
within a given set of
classes

5 [22] – Profile based
tracing

C and M Run time import
degree coupling (RDI),
Run time export degree
coupling (RDE), Run
time import coupling
between objects (RI),
and Run time export
coupling(RE)

6 [23] – BCEL C and M Run-time CBO, unique
accesses to objects

7 [24] – Profile based
tracing and
aspect-
oriented
tracing

U CRFS and IC_CC′

8 [25] – – CIA DFC

9 [26] – Profile based
tracing

M, T, R, P DCa, DKSC, DKCC,
DKC

Note M Maintainability, U Understandability, R Reusability, CP Change proneness, T Testing, EP
Error proneness, C Complexity, P Portability, CIA Change impact analysis]
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of an existing Software, Zaidman and Demeyer have proposed two metrics-Class
Request for Service (CRFS) and IC_CC′. The outcome of CRFS metric gives a clue
to the programmer from where to start the program comprehension. The authors
have validated their work against two object oriented systems, Apache Ant 1.6.1 and
Jakarta JMeter 2.0.1 (Table 1. Sr. No. 7).

2.6 Beszedes et al. [25]

The authors have identified a metric named as Dynamic Function Coupling (DFC)
to perform the impact analysis (Table 1. Sr. No. 8). Impact analysis is essential for
evolving Software to incur the potential consequences of a change.

2.7 Sandhu and Singh [26]

The authors have introduced four metrics: Dynamic Afferent Coupling (DCa),
Dynamic Key Server Class (DKSC), Dynamic Key Client Class (DKCC) and
Dynamic Key Class (DKC) for measuring dynamic coupling of a Software (Table 1.
Sr. No. 9).

3 Object Oriented Dynamic Cohesion Metrics

The number of static metrics suggested by researchers to measure the cohesion
is high. But these static metrics are inefficient for considering the effects of dead
code, dynamic binding, inheritance, and polymorphism. The following subsection
discusses the key contribution of the authors in developing dynamic cohesionmetrics.

3.1 Gupta and Chhabra [27]

The authors have proposed four dynamic cohesion metrics to identify four dif-
ferent types of association between the object elements. The measures given by
the authors are: Dynamic Cohesion due to Read dependency of Methods on
Attributes (DC_MAX), Dynamic Cohesion due to Write dependency of Attributes
onMethods (DC_AMX), Dynamic Cohesion due to Call dependency betweenMeth-
ods (DC_MMX), and Dynamic Cohesion due to Reference dependency between
Attributes (DC_AAX) (Table 2. Sr. No. 1). The authors have empirically validated the
proposed measures and proved that the dynamic cohesion measures are an improved
predictor of change-proneness rather than other cohesion measures.
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Table 2 Summary of object oriented dynamic cohesion metrics

Sr. No. Ref. no. Theoretical
validation

Dynamic
analysis
approach

Quality focus Metric

1. [20] Briand Aspect-
oriented based
tracing

CP DC_AMX,
DC_MAX,
DC_MMX,
DC_AAX

2. [21] – Profiler based
tracing

M, T, R, C,
and EP

DLCOM,
DCLCOM

Note CP Change proneness, M Maintainability, T Testing, R reusability, C Complexity, EP Error
proneness

3.2 Mitchell and Power [28]

Mitchell and Power have made immense contribution in developing various dynamic
metrics for evaluating the run time behavior of the Software. Along with dynamic
coupling measures, the authors have also worked on the dynamic cohesion metrics.
The static metric for cohesion: LCOM (outlined by Chidamber and Kemerer [2]) has
been modified to work in the field of dynamic execution environment and two new
measures have been introduced-Dynamic Simple LCOM (DLCOM) and Dynamic
Call-Weighted LCOM (DCLCOM) (Table 2. Sr. No. 2).

4 Observational Results

One of the major problems in proving the validity of Software measures is the lack
of clarity of measurement goals [29]. Briand et al. [29] has suggested that before
formulating any metric, it is necessary to identify the objectives and measurement
goals. The measurement goals of all metrics defined above is to evaluate the different
quality attributes of a given Software. The authors of the current paper have noticed
that many fault prediction models have been developed using static metrics. But,
no such prediction model has been created using Dynamic measures. One of the
significant reasons behind non-existence of such models is insufficient number of
dynamic measures, focusing on fault proneness (Shown in Fig. 1). In Fig. 1, x-axis
represents number of metrics and y-axis represents different quality focus.

Many authors have proposed framework containing a set of properties to validate
the Software metrics theoretically, like properties outlined by Weyuker et al. [30]
and Braind et al. [8]. The review of literature unveils that in most of the research
work the theoretical validation of dynamic measures is missing (Shown in Fig. 2).

The authors have also observed that as compared to dynamic coupling measures
the number of metrics formulated for dynamic cohesion measures are very low
(Shown in Fig. 3).
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To measure the dynamic behavior of software, it is necessary to track and
extract the execution events from the running software. Different dynamic analysis
approaches as shown in Fig. 4, have been followed by researchers to track and record
the runtime information such as method invocations and other events during program
execution. The observations disclosed that the most frequently used Dynamic Analy-
sis approach is Profile-Based Tracing [Note: In Figs. 1, 2, and 4 the x-axis represents
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Fig. 4 Dynamic analysis approach followed by different dynamic coupling and cohesion metrics

the number of metrics and y-axis represents quality attributes, different theoretical
validation properties, and dynamic analysis techniques respectively].

5 Conclusion

This paper presents the Object Oriented dynamic coupling and cohesion metrics.
The researchers have claimed that dynamic coupling metrics are better than static
coupling measures because of their proficiency in capturing advanced OOP features
like, polymorphism, Inheritance, dynamic binding and dead code. Consequently, the
dynamic measures provide improved results in terms of program comprehension,
detecting change proneness, change impact analysis, testability and maintainability.
But the empirical validation provided by the researchers, to support their conception
is inadequate. In order to apply these dynamic measures in industrial environment,
more empirical validation is essential. From the survey of existing literature some
observational results have been revealed; (a) Work done in the field of cohesion met-
rics is not adequate. In order to realize the full potential, formulation ofmore dynamic
cohesion measures are required, (b) In most of the included papers, the researchers
have also not provided the theoretical validation of their respective measures.
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IFSOM: A Two-Phase Framework
for COTS Evaluation and Selection

Vikram Bali, Shivani Bali and Sushila Madan

Abstract Software users demand cheaper software, faster deliveries, and reliable
products, whereas software developers seek to minimize the development cost and
maximize the profitmargin by simultaneouslymeeting the competitive requirements.
This calls for a trade-off between the conflicting objectives of reliability and cost.
Component-based software system (CBSS) approach of software development can
reduce the development time and thereby provides a reliable systemwithin the limited
budget. In CBSS approach, different software components are integrated to form
a complete system. These software components can be either purchased from the
software vendors or can also be built within the organization. This work aims at
proposing a framework for evaluation and selection of software components. The
proposed framework is termed as “IFSOM” (intuitionistic fuzzy set and optimization
model).

Keywords COTS · Intuitionistic fuzzy set · Optimization model · CBSS
Evaluation and selection

1 Introduction

Software development has gone through a number of rapid changes, since its incep-
tion. The traditional methods of software development are no longer applicable to the
software development industry.Component-based software system (CBSS) has taken
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over the classical software development process. In the very beginning, the software
were developed from scratch. In today’s competitive world, the reuse of components
plays a major role to satisfy customer demand. The motivation behind using CBSS
is to reduce the cost of development and to compete with the fast-changing tech-
nology. In CBSS approach, different software components are integrated to develop
software system. Developers can procure software components either from different
software vendors or from the software market, or can also be built within the organi-
zation. These ready-to-use software components are called commercial off-the-shelf
(COTS) components. Different parameters need to be considered while selecting the
right COTS components. This gave birth to the multi-criteria decision-making prob-
lem, where we must evaluate the different COTS products. “Build-or-buy strategy”
for component selection is also the focus of this study.When a variety of components
are available, a complete framework is required to systematically evaluate, rank, and
select the best available option.

In this work, two-phase methodology is adopted for the selection of a best mix of
components for development of CBSS. The proposed method takes into considera-
tion the quantitative criteria along with the qualitative ones. In the first phase “IFS
(intuitionistic fuzzy set method)” is used along with “TOPSIS (technique for order
preference by similarity to an ideal solution)”. Different COTS vendors are evaluated
based on multiple qualitative criteria by more than one decision-maker. Based on the
evaluation, the vendors are then assigned ranks. In the second phase, an optimization
model is developed with vendor ranking as the objective function which is to be
maximized. The constraints with the model are reliability, cost, and delivery time
which are expressed in quantitative terms. The information regarding these parame-
ters is obtained either from the COTS vendors in case of COTS products or estimated
by software development team in case of in-house built component. This methodol-
ogy helps in choosing the best components from those vendors who were assigned
high ranks and at the same time selects them under the constraints of reliability, cost,
and delivery time. Since the COTS selection is done using two approaches, intuition-
istic fuzzy set (IFS) and optimization model, therefore, the proposed framework is
termed as intuitionistic fuzzy set and optimization model (IFSOM).

A lot of works have been done by researchers in COTS selection methods [1–7].
COTS evaluation is the core activity during COTS selection process as at this stage
the fitness-of-use of COTS product is determined. Different strategies have been
proposed in the literature to evaluate the COTS product [8–16]. Many authors have
attempted to propose the mathematical models for selection of COTS components.
At the outset, Berman and Ashrafi [17] proposed an optimization model for compo-
nent selection for development of modular software system. Build-or-buy strategy
for selection of COTS components was proposed by Cortellessa et al. [18, 19]. A
lot of authors have proposed multi-objective optimization model for COTS selec-
tion for development of CBSS [20–25]. Due to the vagueness and impreciseness of
information, fuzzy optimization models were proposed for COTS selection [20, 21,
26–28].

This paper is organized as follows: Sect. 2 presents a two-phase methodology that
takes care of evaluation and selection of software components for the development
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of CBSS. In Sect. 3, a case of medium-sized software building company is illustrated
to describe the projected methodology. Conclusion is presented in Sect. 4.

2 Evaluation and Selection Method—IFSOM

Component selection is a challenging task and involves an intelligent mechanism
for choosing the best mix of components. Therefore, two-phase methodology is
proposed that takes care of evaluating the components based on qualitative as well
as quantitative criteria.

2.1 Phase I: IFS Method for COTS Vendor Selection

The component selection process involves assigning rating to the software vendors
based on the expert evaluation. Let A � {A1,A2, . . . ,Am} denote set of alternatives
and X � {X1,X2, . . . ,Xn} denote set of criteria. Below are steps of intuitionistic
fuzzy TOPSIS approach (adopted from [29]).

Step I Assigning weights to decision-makers

Suppose there are l experts or decision-makers, their importance is stated as linguistic
variable and is measured as intuitionistic fuzzy number (IFN). Ek � [μk , νk , πk ]
denotes an IFN for assigning rating to kth expert. Therefore, weight of kth expert
can be stated as [29, 30]

λk �
(
μk + πk

(
μk

μk+νk

))

∑l
k�1

(
μk + πk

(
μk

μk+νk

)) ,

l∑
k�1

λk � 1

Step II Develop aggregated intuitionistic fuzzy decision matrix

For each expert, let R(k) � (rkij)m×n be an intuitionistic fuzzy decision matrix. An
aggregated intuitionistic fuzzy decision matrix is created to fuse all individual expert
views into a group view. For the same, IFWA operator is used [31].

rijR � (rij)m×n; where

� IFWAλ(r
(1)
ij , r(2)ij , . . . , r(l)ij ) � λ1r

(1)
ij ⊕λ2r

(2)
ij ⊕ · · · ⊕λl r

(l)
ij

�
[
1 −

l∏
k�1

(
1 − μ

(k)
ij

)λk
,

l∏
k�1

(
ν
(k)
ij

)λk
,

l∏
k�1

(
1 − μ

(k)
ij

)λk −
l∏

k�1

(
ν
(k)
ij

)λk

]

where

rij � (μAi(xj), νAi(xj), πAi(xj)) for all (i � 1, 2, . . . ,m; j � 1, . . . , n)
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The aggregated intuitionistic fuzzy decision matrix is given below:

R �

⎡
⎢⎢⎢⎢⎢⎢⎣

r11 r12 r13 . . . r1n
r21 r22 r23 . . . r2n
r31 r32 r33 . . . r3n

...
...

...
...

...
rm1 rm2 rm3 . . . rmn

⎤
⎥⎥⎥⎥⎥⎥⎦

�

⎡
⎢⎢⎢⎢⎢⎣

(μA1(x1), νA1(x1), πA1(x1)) (μA1(x2), νA1(x2), πA1(x2)) . . . (μA1(xn), νA1(xn), πA1(xn))

(μA1(x1), νA1(x1), πA1(x1)) (μA1(x2), νA1(x2), πA1(x2)) . . . (μA1(xn), νA1(xn), πA1(xn))

...
...

...
...

(μA1(x1), νA1(x1), πA1(x1)) (μA1(x2), νA1(x2), πA1(x2)) . . . (μA1(xn), νA1(xn), πA1(xn))

⎤
⎥⎥⎥⎥⎥⎦

Step III Determination of criteria weights

Let w(k)
j �

[
μ
(k)
j , ν

(k)
j , π

(k)
j

]
denotes an IFN for criterion Xj provided by the kth

expert. By using IFWA operator, criteria weights can be calculated as follows:

wj � IFWAλ(w
(1)
j ,w(2)

j , . . . ,w(l)
j ) � λ1w

(1)
j ⊕λ2w

(2)
j ⊕ · · ·⊕λlw

(l)
j

�
[
1 −

l∏
k�1

(
1 − μ

(k)
j

)λk

,

l∏
k�1

(
ν
(k)
j

)λk

,

l∏
k�1

(
1 − μ

(k)
j

)λk −
l∏

k�1

(
ν
(k)
j

)λk

]

W � [
w1,w2,w3, . . . ,wj

]
, where wj � (μj, νj, πj); j � 1, 2, . . . , n

Step IV Construction of aggregated weighted intuitionistic fuzzy decision matrix

The following expression is used [32]:

R⊗W � {〈x, μAi(x), μw(x), νAi(x) + νw(x) − νAi(x), νw(x)〉/x ∈ X }

and

πAi,w(x) � 1 − νAi(x) − νw(x) − μAi(x), μw(x) + νAi(x), νw(x)

Therefore, aggregated intuitionistic fuzzy decision matrix is expressed below:

R′ �

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

r′11 r′12 r′13 . . . r′1n
r′21 r′22 r′23 . . . r′2n
r′31 r′32 r′33 . . . r′3n
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

r′m1 r′m2 r′m3 . . . r′

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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�

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
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μA1W (x1), νA1W (x1), πA1W (x1)
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) (
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. . .

(
μA1W (xn), νA1W (xn), πA1W (xn)

)

.

.

.
.
.
.

.

.

.
.
.
.

(
μA1W (x1), νA1W (x1), πA1W (x1)

) (
μA1W (x2), νA1W (x2), πA1W (x2)

)
. . .

(
μA1W (xn), νA1W (xn), πA1W (xn)

)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

where

r′
ij � (μ′

Ai(xj), ν
′
Ai(xj), π

′
Ai(xj))

� (μ′
AiW (xj), ν

′
AiW (xj), π

′
AiW (xj)) (i � 1, 2, . . . ,m; j � 1, 2, . . . , n)

Step V Get IFPIS (Intuitionistic fuzzy positive ideal solution) and IFNIS (intuition-
istic fuzzy negative ideal solution)

In TOPSIS method, the assessment criteria are classified into two classes, benefit
and cost. Assume G1 be the benefit criteria and G2 the cost criteria. A+ is an IFPIS
and A− is an IFNIS. A+ and A− are expressed as follows:

A+ �
[{

xj,

〈(
max

i
μAi,W (xj)/g ∈ G1

)
,

(
min
i

μAi,W (xj)/g ∈ G2

)〉
,

〈(
min
i

νAi,W (xj)/g ∈ G1

)
,

(
max

i
νAi,W (xj)/g ∈ G2

)〉}
|i � 1, 2, . . . ,m

]

A− �
[{

xj,

〈(
min
i

μAi,W (xj)/g ∈ G1

)
,

(
max

i
μAi,W (xj)/g ∈ G2

)〉
,

〈(
max

i
νAi,W (xj)/g ∈ G1

)
,

(
min
i

νAi,W (xj)/g ∈ G2

)〉}
|i � 1, 2, . . . ,m

]

Step VI Distance calculation from IFPIS and IFNIS

For measuring distance of each alternative from IFPIS and IFNIS by using normal
Euclidean distance given by Szmidt and Kacprzyk [33], the intuitionistic separation
measures are expressed as follows:

S+ �
√√√√ 1

2n

n∑
j�1

[ (
μAi,W (xj) − μA+,W (xj)

)2

+
(
νAi,W (xj) − νA+,W (xj)

)2
+
(
πAi,W (xj) − πA+,W (xj)

)2
]

S− �
√√√√ 1

2n

n∑
j�1

[ (
μAi,W (xj) − μA−,W (xj)

)2

+
(
νAi,W (xj) − νA−,W (xj)

)2
+
(
πAi,W (xj) − πA−,W (xj)

)2
]

Step VII DetermineCCi (relative closeness coefficient), and ranking of alternatives
CCi of each alternative based on intuitionistic fuzzy ideal solutions can
be estimated with the help of the expression given below:
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CCi � Si−

Si+ + Si−
where 0 ≤ CCi ≤ 1

Greater value of CCi states an alternative stand closer to IFPIS and farther from
IFNIS. Next, CCi of each alternative are ranked in decreasing order. The best ideal
alternative is the one having the maximum value.

2.2 Phase II: Optimization Model for Selection of Software
Components

In phase II of the proposed methodology, an optimization model is developed that
helps in optimal selection of software components that are either ready-to-use COTS
components or in-house built components. Objective function for an optimization
problem is the closeness coefficient (CCi) of each software vendor and is an outcome
of phase I. The model aims at selecting the best software components by maximizing
(CCi) under the constraints of budget, reliability, and delivery time. The proposed
model follows the same assumptions based on the work of Bali [26] (Table 1).

Table 1 Notations

xij

{
if jth COTS alternative is selected for ithmodule

0, otherwise

yi

{
if ithmodule is in - house developed

0, otherwise

CCij Closeness coefficient of the “jth COTS alternative for ith module”

CCi Closeness coefficient of the in-house developed component for module i

cij Cost of “alternative j for module i” of a COTS component

Ci Unitary development cost of in-house developed component of module i

B Overall budget

ti Estimated development time for in-house developed component for module i

ωi Average time required to perform a test case for an in-house developed component for
module i

πi Probability that a single execution of software fails on a test case taken from some
definite input distribution

Ri Reliability of module i

rij Reliability of “jth COTS alternative of module i”

R System quality measure

dij Delivery time of alternative j of module i of a COTS component
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Optimization Models

Maximize Z �
m∑
i�1

⎛
⎝

n∑
j�1

CCijxij + CCiyi

⎞
⎠

Subject to

yi +
n∑

j�1

xij ≥ 1 (1)

m∑
i�1

(
Ci
(
ti + ωiN

tot
i

)
yi
)
+

n∑
j�1

cijxij ≤ B (2)

N suc
i � (1 − πi)N

tot
i (3)

ρi � 1 − πi

(1 − πi) + πi(1 − πi)N
suc
i

(4)

Ri � ρiyi +

⎛
⎝1 −

n∏
j�1

(1 − rij)
xij

⎞
⎠ (5)

n∏
i�1

Ri ≥ R (6)

DTi � (
ti + ωiN

tot
i

)
yi +

n∑
j�1

dijxij (7)

Max
i�1,2,...,m

(DTi) ≤ T (8)

The objective function maximizes the closeness coefficient (CCi) of each alter-
native of a module. It integrates COTS as well as in-house built components. Con-
straint (1) denotes “build-or-buy” constraint. For module i, an alternative can be
either bought (i.e., xij � 1) or is in-house built (i.e., yi � 1) or both can be selected.
Redundancy can be created by selecting more than one COTS component. Con-
straint (2) is a budget constraint. Constraint (3) is count of failure-free tests done on
the jth alternative of a module. Constraint (4) denotes the probability that in-house
built alternative is failure-free on a single execution provided N suc

i test cases were
successfully performed. Constraint (5) is the reliability expression of the module i.
Constraint (6) is the overall reliability of the software. Constraints (7) and (8) are
constraints related to delivery timewhich incorporates delivery time in case of COTS
components and development time of in-house built components.
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Table 2 Linguistic terms for
rating the importance of
criteria and the experts

Linguistic terms IFNs

Very important (0.90, 0.10)

Important (0.75, 0.20)

Medium (0.50, 0.45)

Unimportant (0.35, 0.60)

Very unimportant (0.10, 0.90)

3 Case Study

A local software development company signed a contract to build a software system
for a retail organization. As per the functional requirements of the retailer, the soft-
ware development company has identified three modules, viz, front office, finance,
and back office. The company plans to develop software using CBSS approach. For
software, components are either ready-to-integrate COTS components or compo-
nents that can be built in-house. Based on a preliminary study, four COTS vendors
(A1–A4) were identified, from where the components can be procured. If the com-
ponent is not procured from any of these vendors, it is developed within the organiza-
tion. In-house developed component is termed as (A5). A two-phase methodology is
adopted to select best components, to develop a reliable system with optimized cost
and delivery time. In the first phase, IFS is used to evaluate and rank the software
vendors based on the qualitative criteria and is presented in Sect. 3.

3.1 Solution Methodology of Intuitionistic Fuzzy Set
(Phase I)

Step I Linguistic weighting variables were used by decision-makers to assign
ratings to the criteria and are shown in Table 2. Table 4 presents importance
of the experts on group decision.

Step II The experts employ linguistic terms (see Table 3) to assess the rating of
alternatives assigned to each criterion. For ratings provided by decision-
makers to five alternatives for each module, refer Table 5.

Step III Table 6 presents criteria importance denoted in linguistic terms.Aggregated
intuitionistic fuzzy decision matrixes along with criteria weights are given
in Table 7.

Step IV Aggregatedweighted intuitionistic fuzzy decisionmatrices is created (refer
Table 8).

Step V Determine IFPIS and IFNISwith the help ofTable 8. Functionality, compat-
ibility, and vendor reputation are the benefit criteriaG1 � {X1,X2,X3,X4},
whereas pricing strategy is the cost criteria G2 � {X5}. Then, IFPIS and
IFNIS are obtained (refer Table 9).
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Table 3 Linguistic terms: alternatives’ rating

Linguistic terms IFNs

Extremely good (EG)/extremely high (EH) (1.00, 0.00)

Very very good (VVG)/very very high (VVH) (0.90, 0.10)

Very good (VG)/very high (VH) (0.80, 0.10)

Good (G)/high (H) (0.70, 0.20)

Medium good (MG)/medium high (MH) (0.60, 0.30)

Fair (F)/medium (M) (0.50, 0.40)

Medium bad (MB)/medium low (ML) (0.40, 0.50)

Bad (B)/low (L) (0.25, 0.60)

Very bad (VB)/very low (VL) (0.10, 0.75)

Very very bad (VVB)/very very low (VVL) (0.10, 0.90)

Source Boran et al. [19]

Table 4 Expert’s importance and their weights

Expert 1 Expert 2 Expert 3

Linguistic terms Important Medium Very important

Weight 0.356 0.238 0.406

Step VI Estimate the distance measure from IFPIS and IFNIS. Relative closeness
coefficient (CCi) is calculated and alternatives are ranked in decreasing
order of (CCi). See Table 10 and 11.

Solution of Phase I: Finally, ranks are assigned to the alternatives of each module
based on the decreasing order of (CCi) and are given in Table 11.

3.2 Solution Methodology of Phase II

In phase I, ranks are assigned to the vendors based on their performance on qualita-
tive parameters. In the second phase, values of (CCi) are the input to the objective
function of the optimizationmodel which is maximized. The constraints to themodel
are of reliability, cost, and delivery time and are expressed in quantitative terms. The
model helps in selecting the best components that are integrated to build the software
system. As discussed earlier, software is also developed by assembling three mod-
ules, namely, front office, finance, and back office. For each module, there are five
alternatives present. Out of them, four are COTS components and are denoted by (xij)
and the fifth one is the in-house built component (yi). The data set for development
of optimization model is given in Tables 12 and 13. Structure of software is given in
Fig. 1.
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Table 7 Aggregated intuitionistic fuzzy decision matrix along with criteria weight

Alternative Module 1: Front office

X1 X2 X3 X4

A1 (0.728, 0.170,
0.102)

(0.780, 0.118,
0.102)

(0.780, 0.118,
0.102)

(0.700, 0.200,
0.100)

A2 (0.849, 0.100,
0.051)

(0.605, 0.292,
0.103)

(0.769, 0.128,
0.103)

(0.578, 0.321,
0.101)

A3 (0.769, 0.128,
0.103)

(0.605, 0.292,
0.103)

(0.644, 0.254,
0.102)

(0.578, 0.321,
0.101)

A4 (0.663, 0.236,
0.101)

(0.538, 0.361,
0.101)

(0.746, 0.151,
0.103)

(0.644, 0.254,
0.102)

A5 (0.830, 0.100,
0.070)

(0.764, 0.133,
0.103)

(0.800, 0.100,
0.100)

(0.740, 0.156,
0.104)

Weight (0.861, 0.128,
0.011)

(0.750, 0.200,
0.050)

(0.680, 0.267,
0.053)

(0.576, 0.371,
0.053)

Module 2: Finance

A1 (0.780, 0.118,
0.102)

(0.728, 0.170,
0.102)

(0.800, 0.100,
0.100)

(0.700, 0.200,
0.100)

A2 (0.596, 0.302,
0.102)

(0.605, 0.292,
0.103)

(0.663, 0.236,
0.101)

(0.578, 0.321,
0.101)

A3 (0.849, 0.100,
0.051)

(0.740, 0.156,
0.104)

(0.764, 0.133,
0.103)

(0.578, 0.321,
0.101)

A4 (0.663, 0.236,
0.101)

(0.538, 0.361,
0.101)

(0.769, 0.128,
0.103)

(0.644, 0.254,
0.102)

A5 (0.562, 0.337,
0.101)

(0.410, 0.472,
0.118)

(0.700, 0.200,
0.100)

(0.543, 0.356,
0.101)

Weight (0.861, 0.128,
0.011)

(0.750, 0.200,
0.050)

(0.680, 0.267,
0.053)

(0.576, 0.371,
0.053)

Module 3: Back office

A1 (0.849, 0.100,
0.051)

(0.751, 0.139,
0.110)

(0.668, 0.231,
0.101)

(0.578, 0.321,
0.101)

A2 (0.700, 0.200,
0.100)

(0.605, 0.292,
0.103)

(0.769, 0.128,
0.103)

(0.538, 0.361,
0.101)

A3 (0.769, 0.128,
0.103)

(0.780, 0.118,
0.102)

(0.728, 0.166,
0.106)

(0.700, 0.200,
0.100)

A4 (0.562, 0.337,
0.101)

(0.462, 0.438,
0.100)

(0.746, 0.151,
0.103)

(0.644, 0.254,
0.102)

A5 (0.663, 0.236,
0.101)

(0.538, 0.361,
0.10)

(0.700, 0.200,
0.100)

(0.526, 0.374,
0.100)

Weight (0.861, 0.128,
0.011)

(0.750, 0.200,
0.050)

(0.680, 0.267,
0.053)

(0.576, 0.371,
0.053)
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Table 8 Aggregated weighted intuitionistic fuzzy decision matrix

Alternative Module 1: Front office

X1 X2 X3 X4

A1 (0.627, 0.276,
0.097)

(0.585, 0.294,
0.121)

(0.530, 0.353,
0.117)

(0.403, 0.497,
0.100)

A2 (0.731, 0.215,
0.054)

(0.454, 0.433,
0.113)

(0.523, 0.361,
0.116)

(0.333, 0.573,
0.094)

A3 (0.662, 0.240,
0.098)

(0.454, 0.433,
0.113)

(0.438, 0.454,
0.108)

(0.333, 0.573,
0.094)

A4 (0.571, 0.334,
0.095)

(0.404, 0.489,
0.107)

(0.507, 0.378,
0.115)

(0.371, 0.531,
0.098)

A5 (0.715, 0.215,
0.070)

(0.573, 0.306,
0.121)

(0.544, 0.340,
0.116)

(0.426, 0.469,
0.105)

Module 2: Finance

A1 (0.672, 0.231,
0.097)

(0.546, 0.336,
0.118)

(0.545, 0.340,
0.116)

(0.403, 0.497,
0.100)

A2 (0.513, 0.391,
0.096)

(0.454, 0.433,
0.113)

(0.451, 0.440,
0.109)

(0.333, 0.573,
0.094)

A3 (0.731, 0.215,
0.054)

(0.555, 0.325,
0.120)

(0.520, 0.364,
0.116)

(0.333, 0.573,
0.094)

A4 (0.571, 0.334,
0.095)

(0.404, 0.489,
0.107)

(0.523, 0.361,
0.116)

(0.371, 0.531,
0.098)

A5 (0.484, 0.422,
0.094)

(0.308, 0.577,
0.115)

(0.476, 0.414,
0.110)

(0.313, 0.595,
0.092)

Module 3: Back Office

A1 (0.731, 0.215,
0.054)

(0.564, 0.311,
0.125)

(0.454, 0.436,
0.110)

(0.333, 0.573,
0.094)

A2 (0.603, 0.302,
0.095)

(0.454, 0.433,
0.113)

(0.523, 0.361,
0.116)

(0.310, 0.598,
0.092)

A3 (0.662, 0.240,
0.098)

(0.585, 0.294,
0.121)

(0.435, 0.389,
0.116)

(0.403, 0.497,
0.100)

A4 (0.484, 0.422,
0.094)

(0.346, 0.550,
0.104)

(0.507, 0.378,
0.115)

(0.371, 0.531,
0.098)

A5 (0.571, 0.334,
0.095)

(0.404, 0.489,
0.107)

(0.476, 0.414,
0.110)

(0.303, 0.606,
0.091)

Solution of Phase II: LINGO software package was used to solve the model [34].
Sensitivity analysis is also performed by changing the total budget.

Case 1: When Cost=100 units and Delivery Time=7 weeks

Since total budget is low, redundancy is created only in module 2, and hence the
overall reliability is low. Also, the in-house component is selected for the first module
and for module 2 and 3 COTS alternative got selected (Table 14).
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Table 9 Intuitionistic fuzzy positive ideal solution (IFPIS) and intuitionistic fuzzy negative ideal
solution (IFNIS)

Module 1: Front office

A+ (0.731, 0.215,
0.054)

(0.585, 0.294,
0.121)

(0.530, 0.353,
0.116)

(0.333, 0.573,
0.094)

A− (0.571, 0.334,
0.095)

(0.404, 0.489,
0.107)

(0.438, 0.454,
0.108)

(0.426, 0.469,
0.105)

Module 2: Finance

A+ (0.731, 0.215,
0.054)

(0.555, 0.325,
0.120)

(0.544, 0.340,
0.116)

(0.313, 0.595,
0.092)

A− (0.484, 0.422,
0.094)

(0.308, 0.577,
0.115)

(0.451, 0.440,
0.109)

(0.403, 0.497,
0.100)

Module 3: Back office

A+ (0.731, 0.215,
0.054)

(0.585, 0.294,
0.121)

(0.523, 0.361,
0.116)

(0.303, 0.606,
0.091)

A− (0.484, 0.422,
0.094)

(0.346, 0.550,
0.104)

(0.454, 0.436,
0.110)

(0.403, 0.497,
0.100)

Fig. 1 Software structure

Case 2: When Cost=150 units and Delivery Time=7 weeks

In this case, the budget is increased that resulted in redundancy to appear in the
two modules, viz, module 1 and module 3. The system reliability is significantly
improved in this case and approaches to 0.99. Here, only in case of module 1, both
COTS and in-house components are selected (Table 15).
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Table 11 Ranking of the alternatives

Module 1: Front office Module 2: Finance Module 3: Back office

Ranks Alternative Ranks Alternative Ranks Alternative

1 A5 1 A3 1 A1

2 A1 2 A1 2 A3

3 A2 3 A4 3 A2

4 A3 4 A2 4 A5

5 A4 5 A5 5 A4

Table 12 Data set for COTS components

Module Alternative Cost (cij) Reliability
(rij)

Delivery time
(dij)

Closeness
coefficient
(CCij)

Front office A1 20 0.95 5 0.654

A2 50 0.96 7 0.600

A3 35 0.98 3 0.451

A4 70 0.94 4 0.279

Finance A1 25 0.92 4 0.746

A2 30 0.84 5 0.400

A3 15 0.96 2 0.917

A4 42 0.87 5 0.405

Back office A1 42 0.89 3 0.803

A2 54 0.88 1 0.536

A3 34 0.92 1 0.713

S4 37 0.83 2 0.159

Table 13 Data set for in-house built component

Module Development
time (ti)

Testing time
(ωi)

Unitary
development
cost (Ci)

Probability of
testability (πi)

Closeness
coefficient
(CCi)

Front office 4 0.0005 5 0.0002 0.659

Finance 4 0.0005 12 0.0002 0.220

Back office 8 0.0005 10 0.0002 0.384

Table 14 Solution of case 1

Total cost System reliability Component selected

Module 1 Module 2 Module 3

99 0.91 y1 � 1 x22 � x23 � 1 x33 � 1
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Table 15 Solution of case 2

Total cost System reliability Component selected

Module 1 Module 2 Module 3

146 0.99 x13 � y1 � 1 x23 � 1 x31 � x33 � 1

4 Conclusion

An attempt has been made to select the components for software development using
CBSS strategy. Two-phase methodology was proposed. In the first phase, the IFS
method was employed to select best COTS vendor. Different COTS vendors are
evaluated based on multiple qualitative criteria by more than one decision-maker.
On the basis of the evaluation, the vendors are then assigned ranks. In the second
phase, an optimization model is developed with vendor ranking as the objective
function which is to be maximized. The constraints to the model are reliability, cost,
and delivery time, and are expressed in quantitative terms. Build-or-buy strategy was
also incorporated in the optimization model.
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HL-7 Based Middleware Standard
for Healthcare Information System:
FHIR
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Abstract Fast health Interoperability Resources (FHIR), a advanced proposed
emerging standard of Health Level 7 (HL7) that inheritance various advantageous of
HL7- v2 and v3 for providing health interoperability. HL7 messaging Standard has
been widely implemented and adopted by healthcare domain internationally from
last few decades. Among hospital HL7-V2 (version ‘v2’) is preferred choice as com-
pared to standard v3 to exchange healthcare information like electronic health records
(EHR) among local hospitals. HL7-V3 was successor of the HL7-V2 that inherits
various features and overcome various shortcomings of the V2. HL7-V3 standard
had been highly criticized by the healthcare industry due to various shortcomings
like complex documentation, implementation and maintenance cost high along with
stalled system. HL7 standards has been introduced new approach FHIR standard
which yet under experimental stage. FHIR has various attractive features like user
friendly features, various built in modules and widely compatible with existing web
standards. This research paper will provide substantiation evolution of theHL-7 stan-
dards pattern messaging, prologue related to the HL7 FHIR and comparison among
HL7 standards.
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1 Introduction

In today’s era, key requirement to enhance quality of the care in the domain of
healthcare is Interoperability that has been acknowledged widely. With the ease
of Interoperability among HIS (healthcare information system) will provides the
economic based value support to the nation [1]. Public safety improved drastically
with appropriate deploying interoperability standards as patient accurate information
can be accessible at anytime from anywhere while handling patients. Interoperability
can be attained by parts with effective utilization of available standards, that can
provide the semantic and synthetic significance of the right information. Standards
deployment will reduce risks factor, provide the consistency in care, improve the
health care and will drastically reduce the cost factors. Many common industries like
financial etc. have attained a superior level in the field of integration, automation and
interoperability among organisational domain with support of standards like SWIFT
[2]. In field of healthcare, the HL7 [3] standards facilitated various interoperability
standards to provide the integration in the health care information system but yet it
has been not widely adopted. Around the globe tremendous investment regarding
resources has been made by industry along with various guidelines imposed by
jurisdictional yet the adaptability of integration is elusive in domain of healthcare.
HL7 standards has recently introduced new FHIR standard [4] known as ‘Fast Health
Interoperability Standard’ to overcome shortcomings of HL7 v2 and v3 [3]. FHIR
standard considered both processes and product for the messaging, has iterative
incremental approach to handle complex real world scenario barriers. Scalability,
compatibility and reusability are attractive measured features of FHIR standard.
FHIR has various built in terminologies for administrator and clinical purpose along
with the its based upon web standards like JSON, Atom, http and xml. These unique
features of this standard considered the cause of getting popularity and attraction
among the healthcare industry. In the rest of the paper, we provide the chronicle
review about the development of the messaging of HL7 standards from the v2,
v3 and about the newly proposed FHIR. Also present the introduction about FHIR
standards alongwith relevant technologies and the comparison of existingmessaging
standards.

2 Literature Review

On the basis of the semantic interoperability along the aspects of the model driven
number of authors reports about the advantages of the HL7v3 over v2. Many authors
published about complexity of V3 message implementation and high cost of imple-
mentation. Author Mead [5] provide differentiate between v3 and v2 on basis of data
specification, cross information domain model and approaches of the development
model. Vernadat [6] projected enterprise interoperable system which provide ser-
vices for process implementation and handling was supposed to be main focal point.
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Authors also enlighten about semantic interoperability at organisational and technical
level and necessity about the standard to provide the semantic interoperability.

In year 2002, trends related to the integration of legacy health care system with
the standards was on boom. With utilization of emerging technologies and archi-
tecture like web-services, SOA (service oriented architecture) and ESB (Enterprise
Service Bus) proposed models [7, 8]. A novel architecture proposed by Liu et al.
[8] that provide the interoperability between PACS(picture archiving and commu-
nication system) using DICOM and healthcare information system. They provide
the gateway between information system and HLv3. WebReach Inc. [9] developed
a healthcare messaging system Mirth for interoperability. Mirth client server based
architecture used enterprise service bus that consist of connectors, filters and var-
ious transforming modules that perform various roles like receive/send, parse and
transform messages from HL v2 to legacy format and vice versa. Sujansky et al.
[10] provide guide report how to integrate messages among EHR (electronic health
records) and HL7 v2 standard. Author uses the principle of optionality for the sake
of interoperability for HL7 standards and various modules of hospital information
system to reduce complexity of HL7 v2. Many authors worked in distributed envi-
ronment framework to scale integration among various hospital information system
[11–13]. Configurations and structural framework vary from project to project. Sar-
tipi et al. [14] provide various barriers in HL7 v3message to provide integration with
legacy clinical reporting system. Semantic level integration to provide the interop-
erability of clinical decision support system with specialist of EMR. Jayaratna et al.
[15] developed a semantic web based tool known as TAMMP to categorize HL7 v3
massages that perform integration among health information system. This process
provide new significance to HL7 messages that has been extracted from hierarchy
of existing HL7 messages. Dehmoobad [16] proposed cross domain architecture
by utilizing HL7 messages to provide interoperability among healthcare system and
insurance corporation. Variety of HL7 v3 based tools have been developed to provide
assistance to stakeholders, physicians, developers and researchers. These tools can
perform number of different tasks. Few of the popular tools are: R-MIM Designer
graphics based tools that used to design static models of the HL7 information. V3-
Generator take input inform of XML expression of HMD and provide various HL7-
artifacts like schema of static and interaction, various HTML based table-views, data
types, repository, static models for MIF-files [2]. Mapping of v2 and v3 files for
transformation of data along with semantic-mapping can be performed with support
of the Eclipse tool. Extension of HL7 v2 and v3 being used. It also performs testing,
mapping and translation into other formats. One of translator named TAMMP that
can translate level of the healthcare into the v3 messages of HL7 [15].
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3 Existing Interoperability Healthcare Standards: Health
Level 7 (HL7)

HL7 is a non-profitable standard organisation that had been established in year of
1987, main goal was to provide standards for HIS. Presently, HL7 is an well known
international level organization of technocrats experts that developed health care
interoperability standards to exchange information along with resources among var-
ious hospital information-system.

HL7-Version 2

Version 2 of HL7 standard was developed in year of 1989 on ad hoc mode to pro-
vide integration among various sections of hospitals like administration and clinical
information system. Earlier hospital various departments like the laboratory, billing
system and discharge section can’t communicate each other and execute their work-
ing independently. To automate each department individual software installed and
used. v2 provide all features, well adopted by clinician along with local communities
of hospitals. In north America, was widely adopted by the vendors of the HIS. Its
ad hoc nature based standard, has limitation of scalability, can’t support multiple
large scale environment information system as well as can’t globally support inherit
enterprise identifiers along with it has highly reliant on local communities with ease
of the “Z-segments”. Interfaces of the HL7 v2 has been designed in such a way
that 80% designed by the specification wise and rest of 20% can be designed as per
local customization requirements. Another major drawback is lack of identifying the
appropriate ontology that is capable enough to identifying concepts for exchanging
of messaging and interfaces.

HL7 Version 3

To overcome shortcomings of v2, v3was introduced in year of 1995. HL7-v3was not
improved version of v2, a novel standard that introduced development process frame-
work called “HDF” (HL7 Development Framework) and model for central infor-
mation known as “RIM”(Reference- Information-Model). All lexical and semantic
structural representation of elements concerned defined by RIM. For HDF archi-
tecture, v3 utilized top down approach for all models related to clinical information
system along with automate generation of messaging among interface. Process mod-
els decoupled from implementation along agnostic platform. It supports the XML
schema that has been bundled along with standards of HL7 during distribution. XML
schema partially useful for verification of various messaging but can’t be useful for
rest of other task like implementation to automate generation of classes of software.
Implementation of v3 for clinical models as per customization purpose complex
transformation compiler model required to make model platform specific but no
such specific tools available in v3. Comprehensive indulgent of the RIM model is
required for proper implementation of HL7-v3. Structure of RIM consist of infor-
mation in form of entities, roles, acts etc. Development model of HL7-v3 is designed
with process of constraint of RIM, which is not a normal practice in field of software
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industry and has complex kind of transmission of wire format along with messaging
format. SHALL, kind of informational logical model that is foundation key for v3
and SAIF has been derived from RIM(Reference information Model). This standard
unify structural contents, provide representation in consistence form for model and
made implementation simpler that has been derived from numerous issue. RIM is
type of class model in which it includes the attributes, associated state-machines and
association related to those classes. Universal edition of Version 3 has been designed
in such a way that it can’t be directly implementable, it consists of various kind of
initial template that has been utilized for implementation region and local wise. It’s
a tedious process for implementer. Addition to that the it can’t support the compati-
bility features with real world scenario as well as not provide consistence solution.
Top down model approach required the complex application roles during the imple-
mentation and higher level description for the language translation required. Many
of developed countries like Canada, UK, Germany, Australia, China, Japan, Den-
mark etc. adopted by providing integration with the EHR, but not to be considered in
the United State due to act of HITECH. Due to this it was main reason for failure in
investment project and not able to attract vendors due to implementation complexities
as well asmany data-acquisitionmodules wasmissing like food, drug-administration
Addition to implementation complexities, v3 and v2 are not compatible with each
other along with does support the interoperability among them.

4 Fast Healthcare Interoperability Resources (FHIR)

Due to failure of HL7-v3 and lack of funding support due to ineligible for US
HITECH in month of January 2011, the task force of Body of Governance has again
taken the initiated to improve HL7 messaging standard. With inspiration the group
of software engineers architect a novel approach for interoperability initially named
as “RHF” (resources for Health) that latterly known as “FHIR” [2] (Fast Health-
care Interoperability Resources). This novel approach based on the architecture of
the RESTful approach that has been introduced by fielding [17]. FHIR standards
are robust, scalable, simpler, easily adoptable and in many services as open source
standards also. Format of the standard quite simple so no need of complex tools,
FHIR standard easily adaptable in nature and various test servers and implementa-
tion examples are available. Learning of the FHIR standard can be go through with
the support of HL7-v3. FHIR basically support four paradigms, that have distinct
approach to make usage of these paradigms to accommodate various workflow of
system. Four paradigm of FHIR and when to utilize them are as: (i) REST: Its small
and light weight exchange preferred when the coupling among the system is low.
(ii) Messages: communicate with number of resources in single exchange. Archi-
tecture for the message exchange shown in Fig. 1. (iii) Documents: When want to
span the data on multiple resources and the focal point is persistence. (iv) Services:
Make the usage of the customize service while the services of the other paradigm
not appropriate as per the requirement.
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Fig. 1 FHIR message system architecture

Resources of the FHIR are quite similar to like v2 and v3. Resources basically
small and logical define unit for exchange and define behaviour, meaning, location,
that can be one unit of transaction etc. Limit of resources in FHIR around 100–150.
As per requirement, number of resources can be increased. Some of examples of
resources are as: (i) Administrative: Patient, Organization, Location. (ii) Clinical:
Allergy, Family History, Care Plan. (iii) Infrastructure. Document, Message Profile,
Conformance. In spite of paradigm content still have dependency on resources. On
basis of paradigm resources are bundled in different data sets. FHIR has potential to
be used in amount of workflows like from small mobile device to multi-speciality
Hospitals-Information System as shown in Fig. 1. Also not limited to patient engage-
ment related workflows but also provide traditional communication among the appli-
cations. Timeline diagram of the FHIRworkflow shown in Fig. 2. General workflows
that has been included in the FHIR are as: Application to application interoperabil-
ity among the four-walls. External connectivity: HIE/ACO’s), for National level
exchanges, in the area of social-web, for the mobile based applications, in usage of
home related health devices.

Earlier there was requirement of interface engine like brokers’ application that
behave as middleware among existing standards and application. FHIR standard
remove this barrier. Key objective of the FHIR standards are the Patient-rendezvous.
With support of REST API (light weight) FHIR provide the leverage of providing
alters and data along make the secure access of patient data repositories to authentic
users where and when its required. Implementers of the FHIR written coding as well
as prepared interface by keeping users in their mind.
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Fig. 2 Timeline workflow of FHIR

Fig. 3 Emerging standards of the FHIR

Availability provide to servers after passing through robust testing phases. Its
supporter API’s accessible through number of programming languages like Java,
Java-script, C#, C, JASON etc. Emerging standards of the FHIR shown in the Fig. 3.

HL7 has developed various flavour for the interoperability like HL7, V2 and V3,
Development process of the HL7 v2 utilized the ad hoc approach while the V3 used
the top-down approach that known as HDF.

FHIR standard used the incremental and iterative approach for the development
process. Interoperatiability among HIS provided with the support of the special mes-
sage formant of FHIR.

In server side repository, data stored in FHIR format for exchanging this infor-
mation among various HIS. Interfaces of HL7 used for data encoding of ORU
(observation-result) messages format.
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Fig. 4 Flow diagram of HL7-FHIR message

Fig. 5 Message format example of HL7-FHIR

Foremost segments of ORU are observation request (OBR) and observation result
(OBX). Segment OBR(Observation read) carried all the information regarding date
of order placed, time etc. [17]. Flow of message process is shown in Fig. 4.

While the format pattern of FHIR shown in Fig. 5 where MSG used for message
details, PID for patient unique identification, OBR for observation request and OBX
for purpose of observation result.

5 Fast Healthcare Interoperability Resources
(FHIR)-Artifacts

FHIR, advanced standard of HL7 in which entities are used to define resources that
are used for exchange of health care information. Each entity distinctly identifiable
for each of resources. Specification of FHIR standards defined various specifica-
tion for resource attributes which are as follows: Boundary of the resources should
be clearly define that similar to one or more transaction logical scopes. -Resources
name can be differ from each other but the usage and processing should be simi-
lar. -Normal identification of the resources. -Commonly used resources should be
preferred that can be easily useable in the industry transactions. -Resource can use
the other resource, every resource should provide a novel content. -all the resources
are organized in the logical framework on the foundation of the cohesion of other
resources and provision of the link associated to resources. -Size of the resources
should be large that can be used for industry meaningful purpose.
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Number of resources more than 150 has been defined in FHIR standard like
device, patient, staff and document etc. FHIR team also claimed that it hasmaintained
rigour of existing standard HL7-v3 but representation and processing is quite simple.
Commonly reusable structures in HL7 v3 are known as CMETs (Common Message
Element Types), that are compatible to FHIR data structures. In year of 2010, number
of CIMETwas 194 in v2while after development of FHIR (subsequent to 17months)
it was around 35. This signify of radical lessening in amount of concepts that are
required for implementation.

6 Criticism About FHIR Standard

FHIR provide the resource oriented environment, that provide simplicity in imple-
mentation, diligence and better distribution of information.Major issue is that lack of
documentation and the guidance regarding how to utilized the iterative and incremen-
tal approach for enhance the relationships. CRUD operations are defined in detailed
but not the detailed about workflow and dynamic behaviour. This divergence may
lead towards the scarcity of interoperability. Association among the resource aggre-
gations and documentation is the grey area that need to be defined in detail. In the
base standard the resources and their inputs are defined but their association among
resources and how they will behave is not described.

7 Conclusion

Through this paperwehave present the chronicle study of the existing interoperability
standards of the HL7 family that are used in the healthcare system. Various attributes
of the HL7 v2, v3 and FHIR standard has been studied with the analytical premise.
Table 1 provide the comparison among the salient features of the these standards
which reflects the strength and weakness of these standards. FHIR standard is under
development phase, it got quite popularity among the stakeholders due to usage
of RIM model, quite simple to implement and above all based on iterative and
incremental model. Still some ambiguities are there that how FHIR can utilized
the strengths of its predecessors. Developers are keep on working how to make the
drastically improvement in the processing of the FHIR. Future work includes how
to implement the FHIR standard for the IOS platform. Further considered the FHIR
standard to be utilized for the clinical decision support system for the prediction of
the chronic disease.
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Table 1 Comparison of FHIR with existing HL7 standards

Features HL7-v2 HL7-v3 HL7-FHIR

Introduced of year 1987 1997 2011

Methodology
approach favoured for
development

Bottom–up
approach/adhoc
approach

Top–down approach,
MDA

Iterative along
incremental approach

Semantic for ontology No Yes Yes

Acquaintance
overhead

Duration of weeks Duration of months Duration of weeks

Explicit tools
essential?

Yes—parser Yes—model compiler No

Instantly
consume-able?

Yes No Yes

Documentation size
specification

Volume of pages in
hundreds

Volume of pages in
thousands

Volume of pages in
hundreds

Specific examples for
implementation

Yes Minimal Yes

Availability of
references from HL7

No No Yes

Support form Industry
and society

Strong Weak N/A—quite new

Compatibility with
smart phones

No No Yes

Quantity of various
category of messages

Evidently not specific Around 450 Around 30

Ration of adaptability Quite high Quite low Quite-new

Kind of information
model

Adhoc Constrained-RIM Agile

Internationally
character level support

No (ASCII) Conceptually yes Yes (UTF8)

Internationally
support for message
format

Particular global level
standard

Restricted by
dominion

Particular global level
standard
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An Artificial Fuzzy Logic Intelligent
Controller Based MPPT for PV Grid
Utility
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Abstract An intelligent Fuzzy Logic Control (FLC) based trackers are employed
for optimum power generation from photovoltaic (PV) module. Proposed model
evaluates its performance will result in obtaining a more accurate response from the
system. The characteristics of photovoltaic systems are inherently nonlinear and are
functions of environmental parameters such as light, ambient temperature and its
attaching charge. Therefore, we can receive the maximum power from PV array by
choosing appropriate work point of PV when the amount of light and temperature
are constant. With changes in environmental conditions (light and temperature) the
work point of array will be changed and consequently by using different algorithms
of maximum power point tracking (MPPT) it can be always kept the received power
amount from array at its maximum value, in other words, maximum power point
can be tracked. The advantage of fuzzy controllers is in working with imprecise and
nonlinear inputs, no need to accurate mathematical model and fast convergence and
the lowest fluctuations in MPPT.
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1 Introduction

Due to running out of energy resources including fossil fuels, it is required now to
use new energies, especially solar energy and thus to identify the ways to receive
maximum power and the best output of existing converters. The necessity of using
new energies rather than fossil fuels, has led human to use renewable energies such as
solar energy. Meanwhile, the systems to convert solar energy to electrical energy as a
new energy source and free from environmental pollution are so important [1–3]. But
what is important in ameantime is tofindmethods in order to receivemaximumpower
from converters of these energies. One of the works done in this field is to present
various methods to track maximum power point of solar modules. Because these
modules have nonlinear current-voltage characteristic and produce maximum power
just in one particular operating point and this point varieswith changes in temperature
and light intensity. In this study, using power processor in order to achieve maximum
power point which depends on inference rule base have been presented to optimize
the use of these modules and to reduce the costs of solar systems tracking [4–7]. In
this paper, it is recommended in proposed method to control the duty cycle of boost
converter switching attached to solar module in a way to achieve maximum power
point of module under various conditions of temperature and light intensity. The
obtained important advantage in compared to previous methods is the independency
of control method from module type used and no need to reference signal or need
to any kind of physical information about the nature of module. The advantage of
fuzzy controllers is in working with imprecise and nonlinear inputs, no need to
accurate mathematical model and fast convergence and the lowest fluctuations in
MPPT [8, 9]. The capability of fuzzy systems, online tracking of maximum power,
robustness against light and temperature changes and no need to external sensors are
to measure temperatures and light intensity, this means that there is no need to have
temperature and light intensity sensors in this method and fuzzy controller can track
the maximum power point in unforeseen circumstances. Solar arrays are constant
in various methods, therefore the received power from PV arrays will reduce with
the movement of sun and he changes of light angle on the surface of solar arrays
but again in this case, extraction PV power is important in various environmental
conditions. Using controlling system of maximum power, the system is adjusted in a
way to have maximum power independent from environmental conditions or charge
conditions. Inverter control strategy has been implemented using FLC based control
[3].

2 Achieving Maximum Power Point

Photovoltaic systems are appropriate choices to supply electrical energy of homes
and industrial sites due to the lack of environmental pollution and long life. However,
since the cost of these systems is high, a FLC basedMPPT can achieve better tracked
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Fig. 1 I–V characteristics of PV panel a at variable irradiance b at variable temperature

Table 1 180 W SUNFORCE
PV panel’s specifications

Parameter Value

Rated power 180 W

Max. voltage 35.2 V

Max. current 5.10 A

Open circuit voltage 43.2 V

Short circuit current 5.5 A

efficiencywith boost converter control. For this purpose,we should have amechanical
system that places solar panels on the side of direct sunlight, at any time.Nevertheless,
there is a need to have an electronic system to place the output of solar panels in
proper operating point that has themaximum transfer power. Studies of solarmodules
show that current-voltage characteristic of modules is highly nonlinear and function
of the temperature of the cell, light intensity, longevity and charge characteristic. In
addition, there is only one operating point for a certain temperature and light intensity
that results in maximum power.

The I–V curves of PV module using MATLAB/Simulink is presented at variable
irradiance level and constant temperature (25 °C) in Fig. 1a. Also Fig. 1b depicts the
solar I–V curve at varying temperature and constant insolation level (1000 W/m2)
using MATLAB/Simulink. Table 1 presents the design specification of 180 W Sun-
force PV panel.

2.1 Multiplier DC/DC BOOST Converter

Output voltage of PV arrays with series-parallel connection is relatively low. So it is
required to havemultiplier DC/DC converters with high efficiency in order to convert
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Fig. 2 Simple boost converter

Fig. 3 Input and output membership functions

low voltage of PV arrays to higher level output. Figure 2 depicts the equivalent boost
converter employed for renewable energy application due to simple circuit structure.

2.2 Designing MPPT System Based on Fuzzy Logic Control

The block diagram shows a fuzzy system to control solar cell system with two inputs
and one output.

The stage of fuzzification to convert input variable to linguistic variable has been
described on the basis of membership function presented in Fig. 3. Here, seven fuzzy
stages including NB (negative big), NM (negative medium), NS (negative small), ZE
(zero), PS (positive small), PM (positive medium) and PB (positive big).

The E error and dE error changes of inputs of fuzzy logic are based on MPPT
controller. Since dP/dV in MPPT obtained is nearly one. Alternatively, the signal
error can be calculated as output fuzzy controller converts a linguistic to a numeric
parameter by adjusting membership functions. In Fuzzification process controller
converts analog to digital signal which regulates the PV power capability. Output
of fuzzification values are measured and simulated by fuzzy rules. The efficiency of
fuzzy rules basedon table is change requirement inDC. In the stage of defuzzification,
numeric value of�D is determined through converting linguistic values. Finally, the
necessary switching to convert power to MPPT is applied through an analog to
digital converter and a signal gate drive. Under different weather conditions, fuzzy
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Fig. 4 Input and output membership function

logic controller shows good performance with MPPT regulation. Moreover, FLC
performances are dependent on measurement of error accuracy and developed rules
of basic table by user. For better efficiency, functions and rules of the basic table
can be continuously updated or can be adjusted by achieving optimal performance
similar to the adaptive fuzzy logic controller. Thus the strong convergence to MPPT
and minimal fluctuations of MPPT can be obtained. As stated, the applied FLC
comprises two inputs and one output based on MPPT.

In order to convert the fuzzy controller inputs from numeric variables to linguistic
variables, we use fuzzification. Input and output variables are defined by linguistic
variables set: including: NB (negative big), NM (negative medium), NS (negative
small), ZE (zero), PS (positive small), PM (positive medium) and PB (positive big),
which should be selected for each of the appropriate fuzzy membership functions
[19]. The initial choice of membership functions for linguistic variables is done with
respect to the empirical knowledge of the photovoltaic system. In order to simulate
the fuzzy controller, we use fuzzy logic software in toolbox of MTLAB. First, we
define a new environment to produce fuzzy controller in which we save FIS editor
in the name of solar tracker. However, we should define any inputs of system that
we name two inputs of input1 and input2 as E and dE. Now we have to define each
inputs of E and dE according to existing membership functions in software that are
compatible to figures for every two inputs, we use trimf and trapmffunctions. As in
Fig. 4, we use five membership functions of NB, NM, NS, Z, PS, PM & PB like
inputs to define dD output.

The input variables after fuzzification are provided to fuzzy inference machine in
order to make fuzzy decision by fuzzy rules to define dD variable i.e. the amount of
duty cycle change of PWM. To design fuzzy controller and selection of fuzzy rules,
we should have a complete understanding of the behavior of a photovoltaic system.
The ultimate goal of maximum power point tracking of solar array is under various
conditions of temperature, light intensity, charge and other factors.

After assigning fuzzy rule inference shown in Table 2 and membership functions
of the input variables, we should propose fuzzy inference machine to produce �D
variable. For this purpose, Mamdani’s inference method in order to make fuzzy
decisions that are more famous in control engineering sector and are used more than
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Table 2 Fuzzy inference
rules

dI NB NM NS Z PS PM PB

dP

NB Z PM Z PB PB PB PB

NM NB Z PS Z NB Z NB

NS Z NS Z PS PS PS PS

Z PS PS Z Z Z Z NS

PS NS NS NS NS Z Z Z

PM NS NS Z Z NS NM NS

PB NB NB NB NB Z NB Z

other inference methods and Max–Min Mamdani method in order to combine fuzzy
rules have been used.

3 Simulation Results

TheMATLAB/Simulink simulation environment has been applied to validate perfor-
mance of proposed PV integrated system. The developed design has been examined
under varying operating states as steady state operation and dynamic operation.

3.1 Steady State Operation

Figure 5 interprets effective control of grid connected PV system under steady state
operation. The PV system is operating with 1000 W/m2 irradiance level and 25°

ambient temperatures. In case of steady state operation, the maximum power is
extracted from the PV panel with small oscillation in relatively short time. Figure 5d
describes synchronized grid voltage and grid current. Generated current injected to
the utility grid is sinusoidal in nature and gives unity power factor and low total
harmonic distortion (THD).

3.2 Dynamic Operation of the PV System

Simulation is performed for variable irradiance level to validate the effectiveness
of the proposed control system. Figure 6 shows the simulated response of the pro-
posed system with variable irradiance level from 500 to 1000W/m2. Under dynamic
condition, the controller tracks peak PV power. The simulated responses reveal that
the proposed controller tracks maximum power point (MPP) and injects sinusoidal
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Fig. 5 Simulated responses of a irradiance level b temperature c PV power d grid voltage e active
and reactive power

current to the grid to ensure better tracking efficiency, less oscillation and unity p.f
in dynamic conditions.

3.3 Partial Shading Condition

The performance of the proposed system is tested under partial shading condition.
Figure 7 shows the P–V characteristics with local and global maxima under partial
shading condition. The simulated response depicts that in partial shadow condition,
where global and local points present, the proposed MPPT controller tracks MPP
under abrupt atmospheric conditions. The proposedMPPT controller resets the value
of stored global maxima and the process is repeated to get new global maximum.
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Fig. 6 Simulated responses of a irradiance level b temperature c PV power d grid voltage e active
and reactive power

4 Conclusions

In this paper, in order to optimize the use of these modules and further reduction
of tracking costs of solar systems, it was recommended to use power processor to
achieve maximum power point using FLC MPPT of proposed method, switching
duty cycle of power processor attached to solar module was controlled in a way to
obtainmaximum power point of module under various conditions of temperature and
light intensity. An important advantage obtained compared to previousmethods is the
control method independency of module type used and no need to reference signal
or need to any kind of physical information about nature of module. The advantage
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Fig. 7 Simulated P-V
curves for proposed system
in partial shadow condition

of fuzzy controllers is in working with imprecise and nonlinear inputs, no need to
accurate mathematical model and fast convergence and the lowest fluctuations in
MPPT.
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Identification and Classification of Water
Stressed Crops Using Hyperspectral
Data: A Case Study of Paithan Tehsil
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Abstract Globally, agricultural drought is the heterogeneous issue which causes
the reduction of food production. The conventional methods have many limitations.
Moreover, the use of multispectral remote sensing in drought condition monitoring
possesses a limited spectral resolution which is insignificant for an understanding
of water stress in the vegetation. In this regard, the study has been examined the
agricultural droughts using ground observation, meteorological data and hyperspec-
tral remote sensing (HRS) for assessment of crop water stress. The objective of this
researchwas to: (a) examine themeteorological and hyperspectral data set for drought
assessment (b) examine the agricultural stress tool for agricultural crop stress classi-
fication. The experimental results were evaluated and validated. The overall accuracy
was obtained 86.66% with kappa coefficient 0.80. The research study has investi-
gated the severe drought in the study area due to scanty rainfall during the Kharif
season of year 2014. The present work is beneficial for identifying and monitoring
the agricultural drought for better planning and management of crops.

Keywords QUAC · Hyperspectral processing · Spectral indices · Crop stress
Agricultural stress tool

1 Introduction

The rainfall deficiency over the long term period forms the drought episode. The
drought is primarily classified into three types viz Meteorological, Hydrological,
and Agricultural. Whereas agricultural drought can be cause to the degradation of
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crop health which is necessary for future food production to sustain the humans.
Agricultural sectors are significantly affected by climate changes which are highly
imbalance by the gap between demand and supply of food. The economies of various
countries are depending upon agriculture and associated businesses. The India is a
witness of 25 major drought episodes since 1871–2015. The drought of 1987 was the
one of the worst drought among the many droughts; it has 19% of the overall rainfall
deficiency,which are affected 59–60%of the normal cropped area and a population of
285 million. The similar drought episode repeated in the year 2002 when the overall
rainfall deficiency was 19%. Over 300 million people across the 18 states, and 150
million cattle were badly affected by severe drought. Moreover, in 2009, the overall
rainfall deficiency in the Indiawas 22%,whichwere caused to reductionof yield by16
million tons. India has been faced drought disaster in various states in the 2013–2016,
so that the suicidal rate of farmer was increased [1–4]. The better understanding
of regional climate and topography plays an important role in the monitoring of
droughts and its assessment. The drought is complex in nature and its vulnerability
is diverse as per the region. The conventional approach of drought monitoring and
assessment is based on rainfall, temperature, evapotranspiration, extends to the sown
area, and crop condition. It has certain limitation like subjective observation, non-
spatial nature, insufficient coverage, and distinct ground observational data [5]. To
overcome the limitations of conventional drought monitoring systems we have tried
to cover the impact of agricultural droughts using remote sensing approach. The
approach is a utilization of remote sensing based parameter for drought monitoring
and impact assessment. Similar studies were carried out by the authors [6], [7] using
remote sensing technology in drought classification and its analysis.

Recently, the HRS data provides significant spectral information of the spatial
objects for various applications [8]. The various studies have concluded the use of
HRSdata in the analyzing of vegetations instead of conventionalmultispectral remote
sensing approach. Moreover, the spectral indices are significantly used to study the
interaction of light and object at a small number of wavelengths [9, 10]. The HRS
has enabled to study the spectral response of the crop in 400–2500 mm spectrum.
The scientific community has developed various narrowband vegetation indices for
the analysis of biophysical and biochemical properties of vegetation, which include
leaf area index, pigment content (e.g., anthocyanin, carotenoid, and chlorophyll),
biomass, crop stress (Nitrogen, water stress), crop damages, and biochemical prop-
erties (e.g. cellulose, lignin) etc. [11, 12].

The hyperspectral vegetation indices can be divided into three main categories:
(1) Plant physiology/stress; (2) Biochemistry; and (3) Structure. The Hyperspectral
Vegetation Indices (HVI) can be used as the potential parameter for crop stress
analysis. Consequently, the physiological and stress indices are used to measure
the subtle changes in the state of xanthophyll’s, chlorophyll, fluorescence, and water
moisture in leaf due to abiotic stress [12]. The studied literature has suggested that, the
Greenness/leaf pigment indices, light use efficiency indices, and leaf water indices
are significantly used for analyzing the crop stress. The objectives of the present
research study are (1) identification and classification of crop stress, (2) spectral
analysis of the study area, (3) meteorological analysis of the study region.
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2 Study Area, Used Datasets and Proposed Methodology

For the current research study, Bidkin, Islampur, Gidhada, Bangala Tanda, and
Banni Tanda villages of Paithan Tehsil were chosen which is located at latitude
19°42′ 14.29′′N and longitude 75°18′ 0.54′′E of Aurangabad district of Maharashtra
state of India. The average rainfall of Paithan is 734 mm and the minimum tem-
perature is 4.6 °C whereas maximum temperature is 45.9 °C. The meteorological
data, such as rainfall and temperature has acquired from Maharain and Weather-
underground weather services. The EO-1 Hyperion satellite image was acquired on
October 15, 2014 from USGS earthexplorer. The Hyperion data were provided in
standard HDF Version 4.1 (release 5), written as a band-interleaved-by-line (BIL)
files stored in 16-bit signed integer radiance values. The EO-1 Hyperion level 1Gst
product of 242 bands, which is radiometric corrected and resembled for geomet-
ric correction. The acquired image was registered using geographic map projection
WGS84 with UTM zone 43 N. The product was orthorectified using digital ele-
vation model (DEM) data and stored in 16-bit signed integer radiance values. The
preprocessing operations such as bad band removal, bad column removal, radio-
metric calibration, atmospheric correction were performed in ENVI software. The
Hyperion image consists visible-near-infrared (VNIR) spectrum with 70 bands, and
the shortwave-infrared (SWIR) spectrum with 172 bands. We have removed 1–7,
58–76, 121–126, 167–180, 222–242 bands which were zero or no values using bad
band removal algorithm [13]. The total 175 among the 242 bands were extracted for
vegetation analysis. It is essential to convert radiance image into reflectance image by
applying an atmospheric correction algorithm like Fast Line-of-sight Atmospheric
Analysis of Hypercubes (FLAASH), QUick Atmospheric Correction (QUAC) and
Atmospheric CORrection (ATCOR). In the present study, QUAC algorithm [14] was
used for atmospheric correction and to determine the atmospheric correction param-
eter directly from the observed pixel spectra in a scenewithout metadata information.
It performs a more approximate atmospheric correction than FLAASH algorithm,
generally producing reflectance spectra within the range of approximately 10% of
ground control points [13, 14]. The QUAC rectifies the hyperspectral images by
removing cloud end members with 940–1020 nm water absorption band.

2.1 The Agricultural Stress Tool and Used Indices

The agricultural stress tool was used to classify crop water stress with the help of
hyperspectral narrowband indices. It was used to create spatial maps based on distri-
bution of crop stress. The tool analyzes green leaf area, photosynthesis and canopy
water content for interpretation of crop stress. The vegetation indices were used for
identification and classification of crop stress using Eqs. (1)–(3). The Agricultural
Stress Tool classifies input image into nine classes. The higher value shows high
stress and lower values shows lower stress [15].
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In this research study, the Normalized Difference Vegetation Index (NDVI) with
minimum valid greenness value 0 is used for masking out the non-vegetative classes.
The NDVI is a worldwide popular index, which is used for drought monitoring and
vegetation health assessment. The NDVI values range between −1 and +1, whereas
lower values shows non vegetation classes and higher value shows dense vegetation.

NDVI � NIR − RED

NIR + RED
(1)

The canopy water content VIs is based on amount water present in foliage canopy.
The healthier canopy has a high percentage of water which is a vital element for crop
growth and fire resistance. The canopy water content VIS uses reflectance spectra
of NIR and SWIR region to determine the absorption feature of water present in the
canopy, and it measures the total water content [15]. The Water Band index is very
sensitive to changes in water content in the canopy. It is also useful for fire hazard
condition analysis, cropland management, yield analysis, crop bio characteristics
analysis and vegetation health analysis. The WBI shows green vegetation ranges
0.8–1.2.

WBI � ρ970

ρ900
(2)

The light use efficiency indices are based on the properties of light utilizes for
the photosynthesis process. The Photochemical Reflectance Index (PRI) measures
the changes in carotenoid pigment in live foliage. The carotenoid pigment is very
sensitive to the rate of carbon dioxide uptake by foliage per unit light energy absorbed.
It is used for analysis of crop stress, yield estimation, vegetation health assessment
and forest health monitoring. The value of PRI ranges from −1 to 1. The range of
green vegetation is −0.2 to 0.2 [16, 17].

PRI � ρ531 − ρ570

ρ531 + ρ570
(3)

3 Results and Discussion

The present research study investigates the assessment of crop health in the Kharif
season 2014. The monsoon arrives in Maharashtra in the first week of June month.
The sowing activity commence when enough rainfall is received. The first week of
June 2014 (Fig. 1a) has received 9.1 mm rainfall and 7 mm in the third week, which
is not sufficient for sowing operations. In July, satisfactory rainfall has received in
a first 3 weeks, which help to resume sowing activity. Weekly rainfall is required
to sustain the health of the crop. The August month has received highest rainfall
141.9 mm in 3rd and 4th week of the month. The August and September month is an
important for the flowering process of many crops, it is also known as the maturity
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period of the plant. The September month has received total 59.1 mm rainfall, which
was not enough to sustain the health of the crop. September is an important month
for flowering of cotton. The irregularity and deficiency of rainfall cause water stress
in plant which result drooping of leaves and boll, yellowing, browning and finally
death of the plants. The October month is known as fruiting of plant, the October
month has received lowest rainfall during the season. The high humidity and cloudy
days accompanied by low temperature have been reported to increase the incidence
of Reddening or Lalya Disease. Figure 1b shows, the temperature start decreasing at
the beginning of October month. It was clearly noticed that, rainfall and temperature
are inversely proportional to each other. The soil moisture decreases due to prolonged
onset rainfall and raising temperatures.

In the present research study, the historical Google map images for visual inter-
pretation and ground observation data were used for analysis of vegetation health
conditions. We have carried out field visit along with interview of farmer who have
faced severe drought.

Figure 2 depicted the spectral profile of the classified stress level of agricul-
tural crop. The algorithm has been used to classify the drought into 0–9 classes,
which consist 0 classes belong to unclassified and 1–9 indicate the health condition
from healthy to severe stress respectively. The unclassified group has included non-
vegetation classes such as settlement, water body, and hill with rocks. We have to
merge spectrally relative classes into the group of 2 classes each.

Figure 3a illustrate the result of the classification algorithm which is divided into
6 groups such as unclassified, healthy, moderate, stressed, highly stressed, and fallow
land. Where, the class 1 and 2 are merged into healthy vegetation class. The class
3 and 4 are merged into normal vegetation class. The class 5 and 6 are merged
into stressed vegetation class. The class 7 and 8 are merged into highly stressed
vegetation class. Class 9 shows the non-agricultural crop like a grass or harvested
crop. So, we have skipped non-vegetation class 0 and 9 in the analysis because the
scope of this research study is limited to the agricultural crops. Figure 3b illustrates
the classification result of agricultural stress tool. The healthy class area is 745.87 ha
which is lowest in the group due to deficiency of rainfall and surface water. The
normal vegetation in the study area was a 1350.44 ha, which was less than stressed

Fig. 1 a Daily rainfall analysis of Kharif season 2014 and bweekly temperature analysis of Kharif
season 2014
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Fig. 2 Spectral signatures of water stressed crop

Fig. 3 a Classified image using agricultural stress tool and b the crop water stress analysis of
Kharif season 2014

vegetation. The stressed vegetation area was 1973.25 ha and the highly stressed area
was 1909.97. It is clearly noticed that, actual rainfall received from the Kharif season
was not enough to sustain the healthy condition of the crop.

3.1 Accuracy Assessment of Agricultural Stress Tool

The accuracy assessment is an essential for classification algorithms. The agricultural
stress tool is intended specifically for agricultural crop. We have taken 40 ground
truth using ODK Collect android app.

The 20 GCP has taken to for vegetation and other 20 GCPs were received of other
land covers. The classified image with historical image of year 2014 has used for
overlay operation in Google earth software which is helpful for visual interpretation
and analysis of experimental results. Accuracy estimation (Table 1) was evaluated



Identification and Classification of Water Stressed … 917

Table 1 Error matrix resulting from classifying training sets of pixels

Error matrix

Classes Vegetation Settlement Barren land Water body Total

Unclassified 0 0 0 0 0

Vegetation 18 0 2 0 20

Settlement 0 10 1 0 11

Barren land 1 1 4 0 6

Water body 0 0 0 3 3

Total 19 11 7 3 40

PA (%) 94.74 91 57.14 100

UA (%) 90 90 66.66 100

PA producers accuracy, UA users accuracy, Overall accuracy −86.66, kappa value −0.80

in terms of producer’s accuracy, user’s accuracy, overall accuracy and kappa coef-
ficient after generating confusion matrix for agriculture stress classification. The
non-diagonal values (Table 1) indicate the error between classified classes from cor-
responding ground observation [18, 19]. According to accuracy assessment results
of agriculture stress tool, the overall accuracy of error matrix was 86.66% and Kappa
Coefficient was 0.80.

4 Conclusions

The current research study utilizes meteorological data and hyperspectral data to
investigate the impact of drought over the Kharif season. The study area has faced
drought episode since 2013. The impact of agricultural drought differs from crop to
crop and one crop species to another. The understanding of anatomy of crop stress
will remain the challenge due to our limited understanding of water demand and
supply for crop growth stages. It was observed that, understanding of soil-water
relationship, soil nutritional components, seed variety, regional climate and regional
hydrological condition are required for assessment of agricultural droughts. Also,
it was observed that, farmers could not sow in June month due to unavailability of
sufficient soil moisture. The late arrival of monsoon has affected the production and
nutritional ingredient of the food crop. Moreover, weekly change in temperature
along with rainfall could not sustain the health of the crop, which is having a severe
impact on flowering process, drooping of leaves and boll. Such severe impacts lead to
substantial decrease in yield. Therefore, improving the understanding of agricultural
drought is necessary to develop a drought simulation model by considering daily
changing climatic condition, obsolete ground reference data, farming practices, soil-
water relationship, plant biophysical and biochemical properties.
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Social Spider Foraging Based Resource
Placement Policies in Cloud Environment

Preeti Abrol and Savita Gupta

Abstract Expansion in the cloud infrastructure leads to the challenge of resource
placement. The existing resource placement techniques are not sufficiently effec-
tive. In this paper, the mathematical model of social spider cloud web algorithm is
presented that targets the improvement in the utilization and focuses on the overall
cloud performance. A new novel nature-inspired algorithm, social spider cloud web
algorithm, helps in resource placement and load balancing of the cloud. It works on
the foraging behavior of social spider and sorts the tasks and allocates the resources
which leads to the efficient cloud performance.

Keywords Cloud computing · Cloud architecture · Resource placement module
Social Spider Cloud Web Algorithm (SSCWA)

1 Introduction

The optimal resource utilization is very important in the cloud management. Due to
the scalable nature of cloud, complexity issues creep into the resource placement,
and hence a very efficient resource placement technique is required to be designed.
A hierarchal multilayer Cloud Architectural Framework (CAF) is proposed that can
handle the requested task sets for the available resources, tagged as the resource
management problem in PaaS layer of cloud, and the utilization devoted to the exe-
cution of each task at each resource, tagged as the resource placement problem in
IaaS layer of cloud [1, 2]. The resource placement can be followed subsequently after
resource management according to the user’s requirement to locate the resources.
Then, resource placement is performed by mapping the resources with those tasks.
The framework executes the requests as follows:
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• The client sends the request dynamically with the help of request generator in
order to execute it on a certain number of resources.

• Further, the request is handled by the admission control module where the tasks
are lined up according to the traffic in the network.

• The cloud scheduler is a decision-making body that implements allocation and
prioritization policies while optimizing the execution of the task set for high effi-
ciency and performance. It assigns the task set to the Cloud Service Providers
(CSP) which is having appropriate information about the resources as per the
client’s demand.

• The CSP is having all the information about the resources available in the hosts of
a datacenter as it updates the resource status by communicating with datacenter
controller.

• RPM is a core module that implements SSCWA on the IaaS layer of cloud, for the
purpose of resource placement. Now, the provisioned and scheduled resources are
mapped with the tasks in the RPM.

In the related work, we can recall few studies that are close to the proposed
approach. Spider algorithm is implemented for the search engine optimization by
Whitehouse andLublin in 1999 [3, 4], Levin [5, 6]. A behavioral study of the foraging
strategy of the colonial spider [7, 8, 9] is conducted by offering different prey sizes
and recorded their interactions. The foraging behavior of social spider is proposed in
[10] where authors emphasized the population-based algorithm called Social Spider
Optimization (SSO). An another paper [11] specifies the framework that is based on
the foraging strategy of social spiders, dependent on the concept of the vibrations for
communication over the spider web to determine the position of prey for the purpose
of global optimization. The structure of the paper is as follows: Sect. 2 enlightens
contributions. Metaheuristic SSCWA is specified in Sect. 3. Mathematical model is
discussed in Sect. 4. Section 5 presents conclusion and future scope of the paper.

2 Contributions

Cloud Architectural Framework (CAF) model has been defined for cloud comput-
ing in which a Resource Management Module (RMM) in PaaS layer of cloud and
Resource Placement Module (RPM) in IaaS layer of cloud have been incorporated.
The first step handled by the RMMwould ascertain a set of resourceswhichmeets the
requirements of the user. The RPM verifies resource placement policies and hence
the provisioned set of resources is listed out of the total available resources in the
CAF using the Social Spider Cloud Web Algorithm (SSCWA). The contribution of
the paper is manifold as follows:

• The hierarchicalmultilayerCloudArchitectural Framework (CAF) that guarantees
the stability of system and constraints satisfaction.
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Fig. 1 SSCWA functionality

• The Resource Placement Module (RPM) which captures the dynamic behavior
of the underlying infrastructure in PaaS layer by implementing various existing
nature-inspired algorithms on the framework.

• Optimized technique for analysis and mathematical model is presented.
• The determination of the set of feasible task set confronts the complexity of the
global optimization problem, thereby avoiding the convergence issue (Fig. 1).

3 Social Spider Cloud Web Algorithm—SSCWA

Many researchers developed algorithms based on optimization with the idea of ants,
bees, bacteria, and fireflies behavior. A collection of similar kind of animals’ exhibit
swarmbehavior.Most of the spiders are of the type solitaire. The intensity of vibration
generated by each spider is equal to fitness, i.e., larger for the maximization and
smaller for the minimization problem. The fitness evaluation is performed by itself.
If a prey is caught in the web, then it will put efforts to free it from the web and
hence make vibrations on the web. This vibration on the spider web is sensed by the
various spiders present on the web as shown in Fig. 2. Here, Ro is the resource/prey
and C0, C1, C2, C3, and C4 are the spiders or task.

Social Spider CloudWeb Algorithm (SSCWA)mimics the nature of social spider,
implemented at the IaaS layer of the CAFmodel in order to implement the RPMpoli-
cies for the purpose ofmapping of resourceswith the task. Initially, all the provisioned
tasks and resources information and status are passed to the resource placement mod-
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Fig. 2 Convergence of
SSCWA w.r.t. resources
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ule. SSCWA places the tasks to the resource as these provisioned tasks go through
the position change event and ultimately get executed on the resource allocated. The
fitness values of each task and resource are calculated as per their positions on the
research space and its utilization. Similarly, the fitness evaluation of the prey is also
performed on the basis of its capacity. Now each spider s will search the strongest
intensity of vibration as Vbest among vib and will sort all the vibration intensity as
per attenuation in its memory, leading to it with its own vibration intensity named
as the target vibration Vtar at position Ptar which is stored in its memory. s will store
Vbest as Vtar if the intensity of v best s is larger; otherwise, the previous Vtar is retained
and each time the number of iterations is incremented. The algorithm then sorts the
spiders such that the position change is performed as per the increasing value of vib.

3.1 Position Change

Each spider has a parameter DIM, representing the dimension of the spider web that
can be multidimensional. Initially, DIM is zero. Now the probability of the spider to
change its position is (1− PC ) where PC is a control parameter such that PC ε (0, 1)

where PC � r j

e
− Dx,p

Dmax

such that Dx,p �Euclidean distance, x=position of the spider x at time t, p �
position of prey p at time t, and r j is a position change rate parameter. After the
dimension, DIM is assigned to the spider; a new position Po is allotted to the spider
based on the DIM, where r is a random number [12]. Now, there are two constraints
faced by the spider in the event of position change as discussed follows.

The Po calculated must not be computed out of the boundary of the spider web,
i.e., the spider webmust have boundary constraints and the new position of the spider
must not be blotted out of those boundaries.

Some other spider might not be already placed on Po as no two spiders can take
one position on the web.
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As a summary of different boundary conditions, a brief description of each is
given below:

Absorbing: When a particle moves out of the solution boundary of the search
space in the given particular dimensions, its position is relocated on the boundary in
the dimension of the search space, and the velocity component is set to zero.

Reflecting: When an individual jumps out of the solution space in one of the
dimensions, its position is relocated on the boundary in the dimension of the search
space and the sign of the velocity component in that dimension is changed.

Damping: When an individual jumps out of the solution space in one of the
dimensions, its position is relocated on the boundary in the dimension of the search
space; velocity component in that dimension is changed in the opposite direction
with a random factor between 0 and 1.

Periodic: This strategymaps an infeasible location, for each variable violating the
boundary to a feasible location such that an assumption is made that the search space
is infinite. This is done by placing repeated copies of original search space along
the dimension of interest. The periodic method handles all the variables separately
and allows the infeasible solution to re-enter the search space from an end which is
opposite to where it left the search space. For the problems with optima at the center
of the boundary, the periodic approach may be useful.

Here, we will use the periodic method for handling boundary constraints. In the
position change event, we can calculate the new position Po of those spiders that
have probability to change their positions.

Po �
{

(U − �P) ∗ γ where �P � L − Ptar, L < Ptar
(L + �P) ∗ γ where �P � Ptar −U,U > Ptar

Ptar Depicts the position of the spider with source vibration vtar. γ is the random
number generator. The walk performed by the spider in the spider web toward the
prey can be calculated as follows:

Ps(t) � Rand � (Po − Ps(t)) + γ (Ps(t) − Ps(t − 1))

where � is the element-wise multiplication such that Ps(t − 1) is the position of the
spider s at time (t − 1), Ps(t) is the position of the spider s at time t, and Po is the
position of the spider s at time (t +1).

4 Mathematical Models

Assume that CAF is requestedwithT independent tasks such that each task is denoted
by Ti where 0≤ i ≤m, where m is the maximum number of tasks requested by the
client to get executed. The available resources are denoted by R such that each
resource is denoted by R j where 0≤ j ≤n where n is the maximum number of
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resources required. Optimization function
(
Ot

)
can be defined as a simple weighted

sum function of makespan and cost. Makespan is used to indicate the general per-
formance of the cloud. Makespan is the execution time ET

(
R j

)
of a task set on

the resource. Execution Time (ET)
(
R j

)
can be defined as the time taken by the

resource in the completion of the execution of all the tasks assigned along with the
task Ti on resource R j where ET

(
R j , Ti

)
is the execution time. It can be calculated

as ET
(
R j

) � AT
(
R j

)
+ BT

(
R j , T

)
i where AT

(
R j

)
is the available time and BT(

R j , Ti
)
is the time required by each task Ti to get executed on the resource R j ,

such that R j ∗Ti represents the size of the matrix. Lesser makespan specifies that the
tasks are handled effectively and efficiently. The makespan of the resource depends
upon the fitness of the resource; hence cost, Cr , is also dependent on the fitness of
the resource. If the fitness of the resource is more, lesser will be the makespan of
the resource, lesser will be Cr . The optimization function is calculated as the sum
of makespan and cost. Makespan can be defined as the total finishing time that each
task needs before presenting the next job.

The intensity of vibration generated by the prey can be computed as

Ix,p(t) �

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

(
1

Umax− f (Pp)

)pop
for maximum Capacity

log

(
1

f (Pp)−Umin
∗ pop

)
for minimum Capacity

(1)

where pop�population size of the spider/prey, Umax �maximum resource uti-
lization constant, Umin �minimum resource utilization constant, f

(
Pp

) �fitness
function of prey P at any position p in the web.

f
(
Pp

) �
n∑

x�1

Capacity of R j (2)

where TaskLengthi is the length of task.
Mathematically, optimization function

(
Ot

)
targets to spot a better optimization

function Ot+1 iteratively at time t. For the purpose of finding the optimal values of
f
(
Ot

)
, the Newton–Raphson method is used to spot the critical points leading to

f ′(Ot
) � 0 in the solution space.

Ot+1 � Ot − f
(
Ot

)
/ f ′(Ot

) � Z
(
Ot

)
(3)

Usually, in the evolutionary computational algorithms, once a better solution is
found, the entire population converges to a single solution, even if that solution is
not of high quality as expected. Hence, the entire population got “stuck”. This state
is called convergence. In SSCWA, the concept of attenuation in the intensity of
vibration has helped in avoiding convergence prematurely. Attenuation is inversely
proportional to the convergence. In this graph, x-axis represents resource and y-axis
specifies time. Convergence can be seen in the resource curve that is represented
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experimentally for one of the simulations. This curve is exploited to measure a
convergence rate.

The linear part of the resource curve signifies convergence. Hence, from the
resource curve, we can see that initially the convergence is less and increase grad-
ually with the increase in time, linearly. The convergence rate is the intersection of
the dotted line and the time axis, and the rate of convergence is the inverse of the
time of convergence.

To avoid the convergence, rate of convergence must be quadratic in nature. So,
the above equation is required to be modified by adding a parameter q as follows:

Ot+1 � Ot−q f
(
Ot

)
/ f ′(Ot

) � Z ′(Ot , q
)

(4)

such that q � 1
1−Z ′(O∗)

where O∗ is the optimal solution of the iterative process.
As per Taylor’s theorem, any function f (x) having continuous second derivative

can be specified with expansion to a point which is close to the root of f (x). Then,
the expansion of f (Υ ) around Ot can be

f (Υ ) � f
(
Ot

)
+ f ′(Ot

)(
Υ − Ot

)
+ R1 (5)

where R1 � 1
2! f

′′(x)
(
Υ − Ot

)2
such that x lies in between Υ and Ot .

f (Υ ) � f (Ot ) + f ′(Ot
)(

Υ − Ot
)
+

1

2!
f ′′(x)

(
Υ − Ot

)2
(6)

When Υ is root, use value of R1.
Now this equation is divided by f ′(Ot

)
1 � f

(
Ot

)
f ′(Ot )

+
(
Υ − Ot

)
+

1

2!

f ′′(x)
f ′(Ot )

(
Υ − Ot

)2

− f ′′(x)
2 f ′(Ot )

(
Υ − Ot

)2 � f
(
Ot

)
f ′(Ot )

+ Υ − Ot (7)

− f ′′(x)
2 f ′(Ot )

(
Υ − Ot

)2 � Υ − Ot+1 (8)

This proves that the rate of convergence is quadratic in nature. In addition, there
are often a set of p parameters in an algorithm such as in particle swarm optimiza-
tion, there are four parameters (two learning parameters, one inertia weight, and the
population size). We can write Eq. (10) with k parameters and r random variables as

Ot+1 � Z
(
Ot , r(t), p(t)

)
(9)
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In above, the equation satisfies the single agent of the system. For the swarm of
pop agents or solutions, the equation can be extended as the following formula:

⎛
⎜⎜⎜⎜⎜⎝

O1

O2

...

On

⎞
⎟⎟⎟⎟⎟⎠

t+1

� Z
((

Ot
1 Ot

2 . . . Ot
n

)(
r1 r2 . . . rn

)(
p1 p2 . . . pn

))
⎛
⎜⎜⎜⎜⎜⎝

O1

O2

...

On

⎞
⎟⎟⎟⎟⎟⎠

t

(10)

where p1 p2 . . . pn are n algorithm-dependent parameters and O1 O2 . . . Om are
n random variables. Hence, we prove that the rate of convergence is quadratic in
nature.

5 Conclusion

The challenging problem of resource placement is focused in this paper, where
SSCWA is presented mathematically. Different test scenarios are implemented to
the RMM in CAF for the performance evaluation in CloudSim. When SSCWA
implemented on IaaS layer in RPMmodule, SSCWA outstands in makespan and cost
analysis, in comparison to other algorithms, therefore avoids premature convergence,
whereas other metaheuristics fails to do so. It proves that the rate of convergence
for the SSCWA is quadratic in nature. In future, the social spider foraging behavior
must be mimicked for the purpose of resource provisioning in the cloud framework.
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Abstract This paper presents a non-token-based algorithm for mutual exclusion in
distributed systems in which sites communicate with other sites by message passing.
The Ricart–Agrawala algorithm is one of the mutual exclusion algorithms for a
distributed system. This algorithm uses message passing concept to decide which
site will execute the Critical Section. This algorithm is amodified version of Lamport
mutual exclusion algorithm that takes 3(n− 1) numbers of messages to enter into the
CS for any site, where n is the number of sites. Ricart–Agrawala algorithm requires
2(n − 1) messages per Critical Section execution. In our proposed algorithm, the
number of messages required for any site to enter into the CSwill always be less than
the number of messages required in Ricart–Agrawala algorithm. We have reduced
the number of messages by cleverly removing the number of reply messages for a
site that has already executed the CS.
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1 Introduction

Mutual exclusion in a distributed system is an important concept in computer sci-
ence. The problem of mutual exclusion states that only one process can enter into the
Critical Section at a time. Once a process completed its execution of Critical Section,
it simply releases the CS and other processes may execute their Critical Sections.
In a distributed system, mutual exclusion is widely studied where execution of Crit-
ical Section for a process is done by passing asynchronous messages. Algorithms
to maintain mutual exclusion is basically divided into two parts, i.e., Token-based
mutual exclusion algorithm [1–3] and Non-token-based mutual exclusion algorithm
[3]. Following are few examples of Token-based mutual exclusion algorithms like
Singhal’s heuristic algorithm,Suzuki–Kasami’s algorithm [3],Raymond’s tree-based
algorithm [2], Naimi et al.’s algorithm, and Yan et al.’s algorithm [4]. Examples of
Non-token-based algorithm are Lamport’s algorithm, Ricart–Agrawala’s algorithm
[3, 5], Carvalho–Roucairlo’s description of the Ricart–Agrawala algorithm [3, 5],
Maekawa’s algorithm, and Singhal’s algorithm. In a distributed system, there is no
concept of shared memory (except virtual shared memory [3, 6]) and a global clock.
So if there is no concept of shared memory then each process needs to maintain
their own queue to handle all the requests generated by all other processes, and each
process maintains a clock value with a starting value is equal to 0 (zero). Every
moment when a process wants to enter to the Critical Section, it sends a timestamp
value with a request which is equal to sender’s clock value (if there are multiple
processes). There are some criteria on which a mutual exclusion algorithm will be
treated as good mutual exclusion algorithm [1, 7]. In which of them the main cri-
teria are fairness, and only the non-token-based algorithms like Ricart–Agrawala’s
and Lamport’s mutual exclusion algorithm are fair [3, 6]. If we talk about Singhal’s
heuristic algorithm, that ensures some degree of fairness.

In Sect. 2 already existingRicart–Agrawala algorithm is explained in a very simple
way. Section 3 of this paper explains the proposed algorithm, while Sect. 4 gives the
idea that how the proposed algorithm works with a suitable example. At last, that is
in Sect. 5 we have concluded the proposed idea.

2 The Ricart–Agrawala’s Algorithm

Each step in the algorithm is executed automatically. The following steps give a
general idea of Ricart–Agrawala’s algorithm [5].

• The reply message sent by a process is blocked only by processes that are request-
ing to enter into the Critical Section with greater priority.
So, when a process sends a reply message to all the delayed requests, the process
with the next highest priority request receives the required reply message and
enters the Critical Section.
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• The execution of Critical Section requests in this algorithm is always in the order
of their nonincreasing priority.

For per Critical Section execution, there are exactly 2(n − 1) messages that are
(n − 1) requests and (n − 1) replies messages, where n is the total number of
processes.

3 Proposed Algorithm

3.1 Description and Basic Idea

The proposed algorithm is based on the concept of Ricart–Agrawala’s algorithm for
mutual exclusion, inwhich the underlyingnetwork channels follow theFIFOstrategy.
The new concept will reduce the number of messages needed per Critical Section
as compared to Ricart—Agrawala’s algorithm [3]. As in the previous algorithm,
there are local request queues maintained by all the processes, which contain all the
requests of processes that want to execute the Critical Section. This algorithm uses
three stages: (a) Requesting the Critical Section, (b) Executing the Critical Section,
and (c) Releasing the Critical Section.

Similar to RA algorithm, all requests are ordered by priority. Using the
local_request_queue, one process can simply identify which process will execute
the CS first.

1. Requesting the Critical Section

Any process which wants to enter into the Critical Section, need to send the request
message to all the other processes. IfPi is a processwhichwants to execute theCritical
Section, then it will send the request message to all other processes and maintains
the local_request_queue same as we already did in RA algorithm. Requesting and
maintaining local_request_queue is done by all the processes same as RA algorithm.
A process, which does not want to execute the Critical Section will also maintain the
same local_request_queue to set the order of execution of CS.

• Suppose a site-I, let us say Si, wants to execute the Critical Section; it sends a time
stamp request message to all the sites in the request sets.

• When a receiver site-J, let us say Sj, gets a request message from the sender site,
i.e., Si, it sends a reply message to the sender site Si.
If any of the given conditions are satisfied.

(a) The receiver site, i.e., site Sj is not requesting to enter into the Critical Section
and also it is not executing the Critical Section or,

(b) If the receiver site Sj is requesting for the Critical Section execution and the
sender site, i.e., Si’s request is lesser than Sj’s own request timestamp.

• The request is differed otherwise.
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2. Execution of the Critical Section

Site Si execute the CS after it has received reply message from all the sites in its
request set. Once the request set is maintained by all the processes or say sites in
local_request_queue then they will look up for the process having highest priority
and let it to execute the CS first.

3. Releasing the Critical Section

As inRAalgorithm, once aprocess or site completed the executionofCritical Section,
it simply sends the release message to all the processes, by which other process can
execute the CS. But in the proposed algorithm, instead of sending the releasemessage
to every other process, it simply sends a release message to the next site or process
that have second highest priority by looking in the local_request_queue.

For example, the local_request_queue have the requests on the basis of priority
which are Pi, Pj, and Pk. When process Pi will execute the CS, then it simply
sends the release message to only Pj. Once the next highest priority process gets
the release message it simply removes all the entries before the timestamp of itself
from the local_request_queue. This will reduce the number of release messages for
a process or site.

4 Example and Illustration of Algorithm

Let us take an example of three sites namely, S1, S2, S3. All the three sites are
requesting to execute the CS and maintain the local_request_queue.

The given example is to compare with RA algorithm. Let us say
local_request_queue as LRQS and V vectors at different instants of time. Following
are the conditions throughout the process:

• If no process has sent out the request:

1. Vt1� [0, 0, 0] and LRQS1� ()
2. Vt2� [0, 0, 0] and LRQS2� ()
3. Vt3� [0, 0, 0] and LRQS3� ()

• If all sites have sent the request message but none of them have received any reply
message from other sites or processes.

1. Vt1� [1, 0, 0] and LRQS1� ((1, 1))
2. Vt2� [0, 1, 0] and LRQS2� ((2, 2))
3. Vt3� [0, 0, 1] and LRQS3� ((3, 3))

• If all the sites have got the reply message of all requests from other sites then

1. Vt1� [1] and LRQS1� ((1, 1), (2, 2), (3, 3))
2. Vt2� [1] and LRQS2� ((1, 1), (2, 2), (3, 3))
3. Vt3� [1] and LRQS3� ((1, 1), (2, 2), (3, 3))
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Fig. 1 Communication between processes to execute the Critical Section

Here, we have taken the two elements (process id, priority), which are the com-
bination of process id and priority, respectively, in the timestamp. Now all the sites
will look into their local_request_queue and starts executing the CS.

• Let us say, all the sites have got the reply message of all requests from all the other
processes or sites

1. Vt1� [1] and LRQS1� ((1, 1), (2, 2), (3, 3))
2. Vt2� [1] and LRQS2� ((1, 1), (2, 2), (3, 3))
3. Vt3� [1] and LRQS3� ((1, 1), (2, 2), (3, 3))

In the above example, we have taken that priority of process 1 is higher than
others so it will start executing the Critical Section. Once it completes the execution
of Critical Sections, it simply removes the entry of itself from local_request_queue
of the site and then sends a release message to the next process, which contains
second higher priority in the request set.

4.1 P1 Finishes the CS

1. Vt2� [1] and LRQS2� ((2, 2), (3, 3))
2. Vt3� [1] and LRQS3� ((1, 1), (2, 2), (3, 3))

The same process will be executed until the local_request_queue of the last site
is not empty, and the last process or site does not require to send any release message
to any other site. All these processes definitely reduces the number of messages to
execute the CS for a process or site (Fig. 1).
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5 Conclusion

As we can see in the introduction part of this paper, there are various algorithms that
sent the number of messages to communicate to each other and to execute the Critical
Section. As explained in RA algorithm, the number of transferred messages will be
at least 2(N − 1). But as in the proposed new algorithm, because it is an improved
version of RA algorithm, it will take less than 2(N − 1) messages to execute the
Critical Section for more than two processes always.
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Big Data’s Biggest Problem: Load
Imbalancing

Kanak Meena and Devendra K. Tayal

Abstract Uneven distribution of data between the nodes causes the data skewness
problem. Due to this problem, various problems occur during the processing. So, this
paper presents the brief analysis of the existing techniques related to load imbalancing
with their pros and cons. Also, types of data skewness have been discussed in this
paper.

Keywords Data skewness · Load imbalancing · Big data · Hadoop

1 Introduction

Technology has developed hugelywithin a previous couple of years. Additionally, the
quantity of individuals utilizing innovation has expanded exponentially. As indicated
by a source, every 2 days we make as much data as we did from the earliest starting
point of time until 2003 [1–5]. More than 90% of the information on the world was
made in the previous 2 years alone. Furthermore, it is expected that by 2020 the
measure of digital data in the present would have grown from 3.2 zettabytes today
to 40 zettabytes. There are various sources for generation of this big amount of data
namely:

1. People
As indicated by a source [2], the quantity of cell phone clients for 2016 were
4.61 billion and it is relied upon to cross 5 billion marks in 2019. Furthermore,
with this expanding number, so is the information produced from these gadgets
expanding in a humongous rate.
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2. Organization
Information created by associations is getting huge and complicated. Numerous
associations nowmanage unstructured data also [3]. Henceforth, they are amajor
supporter of this huge information. In addition, associations require some answer
for managing this enormous information produced to take better choices, make
more benefits and satisfy more customers [1–7].

3. IoT-generated data
With everything getting associated with the Internet, IoT creates a great deal of
information.Gradually and consistently the things around us are showing signs of
improvement [4]. The Internet of Things (IoT) has exploded over these previous
3 years, and as indicated by Gartner research, 25 billion associated “things” will
be associated with the Internet by 2020 [1–7].

From the above introduction, it can be concluded that a lot of data has been gen-
erated and will be generated in future. These data may be structured and well defined
or it may be unstructured/semi-structured as well as. Big data is a combination of dif-
ferent properties which makes it very complex, composite and tangled. Whereas, our
conventional database systems fail to process such humongous and unstructured data.
To overcome these problems and to handle big data, Apache Hadoop [8] becomes
the trademark nowadays [6, 7].

MapReduce framework is now popular to handle a large amount of data due to
its remarkable features scalability, fault tolerance, and simplicity. Management of
this huge amount of data is really difficult which causes various problems viz. Data
skewness and load imbalancing (uneven distribution of data causes data skewness
problem). Due to the complexity of data, it increases the runtime, it also increases
the cluster throughput and the slowest job takes time to complete the task [8–11].

Parallel data management systems try to limit the runtime of a complicated pro-
cessing task master via adopting the method partitioning, where it partitions the data
and distribute the load evenly among the present machines. Unless the data are par-
titioned in a reasonable manner, the runtime of the slowest machine will effortlessly
rule the aggregate runtime of the program. For a given machine, its runtime is totally
depended upon various factors to different parameters (including the speed of the
processor and the extent of the memory), however, our primary concern is on the
effect actuated by data assignment. The important issue is dividing the information
genuinely, with the end goal that every machine is allotted an equi-sized data [11].

For real data sets, the regularly experienced problem is data skewness, thus plain
partitioning schemes that are not enough to handle, viz.,MapReduce platform, which
easily falls short. More critically, when the data is similarly divided to the accessible
machines, approach runtime cannot be ensured. The reason for this the situation
is some machines may require complex information of the data, while others may
essentially contain information where the processing of the query is not required.
Providing advanced load balancing mechanisms appointing equal shares of useful
work to the capable time that aim to increase the efficiency of query handling [9–11].
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Fig. 1 Hadoop architecture

Table 1 Issues of Hadoop during the large-scale query processing

Shortcomings Methods can be used to handle

Load balancing Pre-processing, repartitioning

Lack of interactive real-time processing Streaming, pre-computation, and pipeline

Communication cost is high between map and
reduce

Partitioning

Access in input data is very difficult Indexing and different data structures

Re-computation Materialization

Long throughput Sorting and sampling

Lack of iteration Pipeline, recursion, and loop-aware processing

1.1 Hadoop Framework

Hadoop is a platform which is open source (MapReduce) to manage the big data,
which iswidely used in various organizations for themanagement of the data.Hadoop
consists of two major parts for the processing of the data namely: HDFS (Hadoop-
Distributed File System) and MapReduce. Hadoop architecture has been explained
diagrammatically in Fig. 1 and issues of Hadoop platform during the analysis of
large-scale processing have been explained in Table 1.

HDFS [8–14]: They are designed to store large files and to manage them with
streaming. It is further divided into two sections Name-Node and Data-Node (DN).
To improve the reliability of the systems, HDFS (data blocks) replicates and stored on
three differentmachines, for the availability of these data they store one of the replicas
in a different rack. Name-Node is used to maintain the metadata file. These metadata
include the mapping from file to block and location of the block. Periodically, for the
configuration of the data, the Name-Node communicates its metadata to a secondary
Name-Node [8–14].
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MapReduce [9–14]: It also works in two sections namely: Job-Tracker and Task-
Tracker. The access point for clients is Job-Tracker and it also taking care of fair
and efficient scheduling of incoming MapReduce jobs. It also assigns tasks to the
Task-Tracker (TT). Execution of the given task is a responsibility of Task-Tracker
and it can run a number of tasks simultaneously but it depends on the available
resources (e.g., two map tasks and two reduce tasks). The small size of each task
compared with a large number of tasks in total to ensure the load balancing. While
map task depends on the size of input and in reduce task the number of particular
jobs is defined by the user [9–14].

There are some issues related to large and parallel scale processing inMapReduce
framework during the management of big data as shown in the given Table 1[11].

This paper has been organized in the following manner: Sect. 2 focuses on the
types of data skewness existing in the literature and Sect. 3 discussed the literature
review of the existing techniques with respect to load imbalancing, Sect. 4 outlines
the comparative study and Sect. 5 presents the conclusion of this paper.

2 Types of Data Skewness

This section provides the types of data skewness: when the computational load in
imbalanced the situation arises of lower cluster throughput and long job execution
time so the problem arises data skewness. It occurs in both sides map & reduces
side so it is known as map-skew and reduce-skew. Further, we discuss the types of
skewness under and reduce side (map�3 type and reduce�2 type).

2.1 Types of Skewness at Map Side

1. Expensive Record [12–14]: Map assignments normally process a collection of
records as a key-value pair, one-by-one. Ideally, from record to record, the han-
dling time does not change basically. However, more CPU and memory has been
required for some records as it totally depends upon the application. These costly
records may fundamentally be bigger than other records, or the MapReduce run-
time may rely upon the record’s value.

For example: Page rank algorithm [15]

2. Heterogeneous Maps [12–14]: it is a unary operator, be that as it may, can be
utilized to copy a n-array operation by logically connecting numerous datasets
as an isolated input. For task runtime, every dataset may require leading a multi-
modular distribution and diverse processing.
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For example: Cloudburst [16]

3. Non-Homomorphic Map [12–15]: In MapReduce framework, the clients can run
discretionary code as soon it confirms to the MapReduce interface. It commonly
initiates and cleanup, this kind of adaptability enables clients to push, when
important, the limits of the map and reduce stages have been designed to do:
every map output can be depended upon a group of data records (inputs).

For example: Sort–merge algorithm [12] and friends of friends (fof) [12].

2.2 Types of Skewness at Reduce Side

1. Expensive Input [12–15]: In MapReduce, reduce tasks perform a sequence of
pairs as follows: (key, set of values). Expensive records prepared by a map which
can cause skew during the runtime of the task at reducer side. Since reduce
handles the group of the key in place of an individual key. The costly input issue
can be more articulated, particularly at the point when reduce is an integrated
operation.
For example: Cloudburst [16].

2. Partitioning skew [12–17]: InMapReduce, the contribution of map task is appro-
priately distributed among reduce task by the standard method namely hashes-
partitioning or some user customized partitioning method. The default hash-
partitioning is generally, uniformly dispersing the information. But still, reduced
skew occurs.
For example: Page rank algorithm [15].

3 Literature Review

This section presents the literature survey on data skewness problem. All the existing
work has been discussed here, with respect to all those techniques who handle the
data skewness problem inHadoop Framework only. It occurs due to load imbalancing
which can occur on either side: map or reduce namely map-skew and reduce-skew.
Skew-reduce [12] is a systemwhich has been designed to handle skewness manually,
data partitioning is defined by user. Reduce-skew studied by Ibrahim et al. and Gufler
et al. [13]. In both of the approaches, the sequence of output as input cannot be
assured. Skewtune [13, 14] handles the skew at both side map side and reduce side
as well as it has been designed to handle data automatically. It also minimizes the
skew mitigation side effects by preserving the order of input.

AdaptiveMapReduce using situation-awaremappers [17] was proposed to handle
the skewness at map side only although it is very flexible and adaptive technique. It
is user-friendly and also it is having the continuous monitoring features to modify
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its feature. It has adaptive combiner and partitioner. Locality-aware and fairness-
aware key partitioning [LEEN] [18, 19] has been designed to handle map-skew and it
works on locality-aware and fairness-aware schemes. It also saves the communication
bandwidth during shuffling phase. It also keeps track of buffered nodes which are
used for hosting the data nodes.

Handling Data Skew in MapReduce Cluster by Using Partition Tuning [PTSH]
[20], it has been designed to handle skewness by providing the virtual partitioning at
map side and repartitioning at reduce side. Spongefiles [21] it has been developed to
handle skewness problem in distributedmemory. It uses the splitting of large datasets
into small chunks. It handles the skewness during the high memory use at reduce
side.

Dynamic Resource Allocation for MapReduce with Data Skew [DREAMS] [22]
has been used to handle the data skewness by adjusting the time of task during the
runtime. As well as, it eliminates overhead during repartitioning. Lightweight Data
SkewMitigation inMapReduce [LIBRA] [23], it has been designed to handle reduce-
skew. It is the best solution for the huge datasets and does not support much for the
small datasets. During the presence of data skewness, the overhead is negligible and
there is no overhead in the absence of data skewness.

4 Comparative Study

This section provides the conclusive study of existing literature in the one direction,
how much work has been done on big data to handle load imbalancing. A number
of methods have been used to develop the best partitioning method. To save com-
munication time and communication cost during the shuffling time and mapper to
reducer communication. Here, we present the benefits and disadvantage of the type
of skewness they can handle during the processing of the existing techniques in a
chronicle order (Table 2).

5 Conclusion

In this paper, we have done the literature review of various techniques related to
the load imbalancing. We have done the comparative analysis of various existing
techniques. Different techniques have different benefits and shortcomings in different
situations. So, every technique is suitable for different scenarios. According to our
survey, we have concluded that LIBRA and DREAMS are the best techniques to
handle the data skewness in big data on Hadoop platform.
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Table 2 Shows the comparative analysis of different techniques

Technique Advantage Disadvantage Skew type

Skew-reduce [12–14] • User-defined
partitioning function

• User needs the
knowledge about
the domain

• Limited to specific
application

• Map-skew

Skewtune [13, 14] • Automatic
• Cost-effective

• Slow
• Not user-friendly

• Map-skew and
reduce-skew

Adaptive MapReduce
using situation-aware
mappers [17]

• Adaptively resplit
• Continuous
monitoring

• Cannot handle the
skew at reduce side

• Map-skew

LEEN [18, 19] • Save bandwidth of
network during the
shuffle phase

• Full control of key
distributions

• Static approach
• Do not support
small keys

• Map-skew

PTSH [20] • Synchronous
• Virtual partitioning
at map side

• Cannot handle small
datasets

• Slow

• Reduce-skew

Spongefiles [21] • Distributed memory
• Flexible

• Nonuniform in
nature

• Failure of any node
during the process
caused the job
failure

• High vulnerability

• Map and
reduce-skew

DREAMS [22] • Minimize the
overhead over
repartitioning

• Automatic
• Cost-effective

• Cannot handle the
skewness at map
side

• Not flexible

• Reduce-skew

LIBRA [23] • Lightweight strategy
• Minimal overhead
• Transparent for
users

• Supports
heterogeneous
environment

• Do not support
homogenous
environment

• Not a suitable
solution for the
small datasets

• Reduce-skew
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If we consider the data mining techniques to handle data skewness problem, there
are very less in existing in the survey. Whereas, when we consider the database joins,
they are able to handle the data skewness problem. Where, PTSH is very effective
during the analysis of medical data. But there is a need to develop a solution to handle
data skewness effectively.
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Recent Trends in Green Cloud
Computing

Shatakshi Kaushal, Dweep Gogia and Bishwesh Kumar

Abstract Cloud computing is a ubiquitous technology which is spreading its roots
in every sphere of modern computing. The benefits of these services are top-notch,
but the data centers that power these services consume a huge amount of energy and
pose serious threats to the environment due to the increase in carbon footprint. This
stems the need to shift to green cloud computing, a crucial area of research these days.
Green cloud computing provides a methodology for energy management, recycling,
efficient cooling, load balancing, and virtualization of servers. We have reviewed
potential domains to tackle the problems that the growth of cloud computing brings
along, including underutilized resources like traditional DBMS servers and high
energy consumption by processors, servers, and cooling infrastructure. Along with
the advantages, we have mentioned some of the disadvantages of the techniques
as well. However, these disadvantages are not a major concern for the large-scale
implementation of these methods. Once implemented, they are bound to alleviate the
problem of hefty energy consumption and growing carbon footprint of the cloud data
centers. We have also discussed various parameters which can be used to compute
the power consumption by the data centers and also to quantify the green energy
coefficient of the cloud services.

Keywords Cloud computing · Data center · Energy efficiency · Green cloud
computing · Sustainable computing · Reducing energy consumption
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1 Introduction

Cloud computing, a rapidly growing Internet based technology, is defined as the “On
Demand” service which allows the sharing of resources and handling of data over
internet rather than on local computers. As stated by the National Institute of Stan-
dards and Technology [1], “Cloud computing is a model for providing suitable, cost
effective and energy efficient network access to the shared system resources which
can be rapidly delivered with least management effort or client and service provider
interaction.” The cloud technology encompasses three main services including Soft-
ware as a Service (SaaS), Platform as a Service (PaaS), and Infrastructure as a Service
(IaaS).

Cloud computing services offer surplus of advantages which provides the clients
an edge over the conventional computing. Some of them are little management toil,
less focus on infrastructure, faster and cost-effective application development facil-
ities, scaling the services according to the user requirement. It also provides easy
access to services which are readily available over the internet round the clock. It
reduces the total cost of ownership because instead of buying and managing dedi-
cated on-premise infrastructure, the user can avail the cloud services, conveniently
on-demand. Moreover, cloud services provide security and allow the users to create
backup of their data.

As a result of these benefits, various large scales as well as small scale enterprises
have largely shifted to cloud computing in the past few years. Forrester Research
made an estimate that cloud computing services expenditure will increase from $40.7
billion in 2011 to $236 billion in 2020 [2].

The rising deployment of cloud computing has extremely increased the amount
of energy spent at data centers used for managing and distributing large chunks
of data. The vast network of data centers utilizes colossal amount of electricity for
running servers, processors, web peripherals, and for cooling down the heat produced
by processor chips. According to United States Data Center Energy Usage Report,
the overall power usage by US data centers in 2014 was approximately 70 billion
kilowatt-hours which is equivalent to the amount of energy utilized by 6.4 million
American homes in 2014 and is an increase of 4% from 2010 to 2014 [3]. The
increasing energy usage in data centers is not only a threat to the environment, but
also leads to inflated energy expenses. The multinational companies like Google,
Amazon, Microsoft and Yahoo contribute half (50%) of the three-year entire cost
incurred by data centers to power consumption [4].

The massive power consumption by data centers releases excessive carbon gases
which are detrimental for the environment. The carbon emissions by data centers
contributed to the 60% of global greenhouse gas emissions in 2011 [5]. The CO2

emissions increase the carbon footprint which affects the global climate, increases
pollution, leads to global warming and has various health impacts. If the carbon
footprint goes on increasing unchecked, it will have calamitous effects on the envi-
ronment.
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These factors make it necessary to implement Green Cloud Computing to reduce
carbon dissipation and save energy. Though some companies have taken steps to
resolve the issue but still further steps need to be taken to make IT sector environ-
ment friendly on a larger scale. The increasing carbon footprint arises alarm which
makes it necessary to give priority to green cloud computing and discover varied
methodologies to implement it.

The paper is structured as follows: we examine the existing work done in this
field under the Sect. 2. Under the Sect. 3, we discuss about various parameters which
can be used for measuring power utilization by data centers. In Sect. 4, we present
various potential domains that can foster green cloud computing. We discuss the
future work in Sect. 5 followed by the conclusion in Sect. 6.

2 Related Work

The increased demand of cloud services among the clients has led to an increase in the
data center’s energy consumption and carbon emission. This has made green cloud
computing trending and popular topic for research. A variety of power conserving
approaches havebeenproposed like turning the computers off or inSleeporHibernate
mode when not in use, using LCD monitors that use less energy, recycling the waste
from old computers, using equipment with energy star label, integrated memory
controller, using techniques like quad core designs which increases performance per
watt [6].

Apart from these, virtualization, a cost effective and energy efficient characteristic
of cloud computing, enables the processing of numerous requests and managing data
by creating multiple virtual environments on a single computer system. Kaur et al.
[7] discuss in their paper how virtualization reduces the hardware costs and leads to
less energy utilization through VM migration and reducing CPU idle time.

Furthermore, various algorithms have been proposed to optimize the task schedul-
ing and resource allocation strategies on cloud computing environments. Improved
Differential Evolution Algorithm (IDEA) [8] is one such example. It is a combi-
nation of two algorithms namely Differential Evolution Algorithm (DEA) and the
Taguchi method. TheDEA algorithm has a robust exploration capability, whereas the
Taguchi method provides it an excellent exploitation capability, thus making IDEA
algorithm a balanced combination of exploration and exploitation capabilities. The
paper [8] showed that IDEA algorithm can significantly improve the resource alloca-
tion and task scheduling process, thus making an optimum use of the server’s power
consumption.

Zhao et al. [9] implemented another solution to decrease the data centers energy
consumption by improving energy proportionality, a relationship between amount
of power consumed and performance of computer, through dynamic provisioning
and CPU power scaling. Dynamic provisioning uses methods like Wake-On-LAN
and VM migration that help to remotely turn on/off the servers. However, these
approaches are less effective as the chances to go into sleepmode are less and waking
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up the servers and VM migration induce extra costs. CPU power scaling makes use
of Dynamic Voltage/Frequency Scaling (DVFS) which lowers CPU frequency as
the work load drops to maximize energy conservation. But, this technique doesn’t
deliver adequate results because even if CPU energy utilization is proportionate with
system load, other peripherals like motherboard, storage devices, and disk utilize the
same amount of power.

Load balancing is one of the key components for distributing workload across
different nodes to prevent overburdening of a single node. Kansal et al. [10] discussed
the various current load balancing approaches and then provided a comparison based
on different metrics used in those techniques like resource utilization, throughput,
performance etc. They also examined these methods according to the amount of
energy utilization and carbon release. Also, Jayant Baliga et al. performed inclusive
analysis of energy utilization of public as well as private cloud and of the three
services of cloud. They analyzed the energy usage in transport, storage, processing
and showed how cloud computing can employ energy efficient techniques. Also,
according to the paper, cloud computing can sometimes make use of more energy
than traditional computing [11].

3 Parameters to Measure Data Center Power Consumption

There are several parameters that act as a metric and can be used to quantify the
power consumption of the data centers. These parameters also help us to determine
the sustainability as well as the green energy coefficient of the data centers. The five
most prominent parameters are discussed below:

Power Usage Effectiveness (PUE) [12] [13]. PUE was presented in 2006 and
advanced by the Green Grid in 2007. PUE is the ratio of the total power consumed by
the data center to that of the power consumed only by its computing infrastructure. A
PUE value approaching 1.0 means approximately all the energy consumed is utilized
for computing.

PUE � (Total Facility Power)/(IT Equipment Power) (1)

Data Center Energy Productivity (DCeP) [14]. DCeP evaluates the ‘valuable
work’ that a data center produces in view of the measure of energy it expends. Most
intriguing is that DCeP permits each data center to characterize “valuable work” as
it applies to its own business.

DCeP � (Useful Work Produced)/
(
Tpower

)
(2)

Energy Reuse Factor (ERF) [15]. The ERF value of a data center indicates the
amount of energy which is re-used for operations concentrated outside of a data
center. The primary purpose of ERF parameter is to boost the reuse of energy for
some other operations instead of simply its dismissal. The value of ERF lies between
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0.0 and 1.0. A value to approaching 0 indicates that no or minimal energy is reused
whereas a value closer to 1 signifies that most of the energy is reused for some
operations outside of the data center.

ERF � (Energy Reused)/(Total Facility Power) (3)

Green Energy Coefficient (GEC) [15]. GEC parameter allows an organization
to measure the amount of renewable energy used by its data center as part of the total
energy consumed. Green energy sources can be termed as any type of energy that
is renewable and which gets replenished naturally over time. The GEC estimation
of Energy devoured is measured in kWh. GEC has a maximum value of 1.0, which
would indicate that approximately all the energy used by the data center is green.

GEC � (Green Energy Consumed)/(Total Energy Consumed) (4)

CarbonUsageEffectiveness (CUE) [15]. CUEparameter can be used to evaluate
the total emanations of the various Greenhouse Gases like Carbon dioxide, Methane,
Chlorofluorocarbons etc. from the data center with respect to its total IT energy
consumption. The perfect value of CUE is 0.0, demonstrating that no carbon usage
is related with the data center’s operations. The unit of CUE is Kg CO2 eq/kWh.

CUE � (Total CO2 Emission by the Data Center)/(Total Facility Power) (5)

4 Potential Domains Fostering Green Cloud Computing

To the extent of our knowledge, energy consumption by the data centers majorly falls
under two categories: energy consumed by IT equipments like network, storage, and
servers and by infrastructure requirements like cooling. As per the study by the
Infotech group shown in Fig. 1, a substantial amount of energy is utilized by the
cooling infrastructure, followed by the server and storage requirements.

Therefore, the below-mentioned methods, that we have proposed, tackle both
these major concerns.

4.1 Shifting Datacenter Workload on Microservers

Low-power embeddedmicroservers are more energy efficient alternatives to the con-
ventional servers and can make data center infrastructure more environment friendly
in the long run. These low energy substitutes depend on Intel low power central pro-
cessing units (CPUs). They can be more productive than larger monolithic systems,
given the right workloads. Large clusters of these microservers powering the data
center workloads can considerably improve work done per joule, thus, achieving
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Fig. 1 Power consumption breakdown of a datacenter [16]

higher energy efficiency. Often, microservers are wrongly attributed with degraded
performance. However, large swarm of these microservers can provide near-native
performance of conventional servers, especially during non-peak hours [17]. Shifting
data center workloads on microservers, therefore, is a viable option, particularly for
managing huge chunks of archived data which is infrequently accessed.

Further, there are an abundance of microservers available in the form of defective
mobile phones. This is especially true in India, which is one of the largest Smartphone
markets in the world. The processors of defective mobile phones can be utilized in
making large clusters of microservers. These clusters can be used to manage the data
center workloads. This step will not only reap the aforementioned advantages of the
microservers, but will also help towards managing piles of defective smartphones,
which currently, are a threat to the environment.

4.2 Improving Datacenter Design

Uninterrupted functioning of cloud services makes cooling mechanisms to work
endlessly. It causes cooling to absorb most part of the data centers overall energy.
Therefore, effective methods need to be employed to cut cooling expenses by using
efficient cooling methods or by decreasing the heat released. The locations of data
centers can play a major role in amount of heat released and in the activity of cool-
ing. The data centers can be shifted to geographical areas with abundant renewable
sources of energy which can be utilized for cooling. Alternatively, the data centers
can be moved to colder regions for downsizing the cooling costs. Moreover, instead
of dissipating the extra heat produced into the environment, it can be deployed to
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maintain room temperature for data centers at regions with negative climates like the
polar regions. Besides, the orientation and structure of data centers racks can also
improve the cooling process up to a fair amount. Increasing the height of data centers
ceiling and presence of proper ventilation system in the data centers can also help in
decreasing the cooling costs. All these methods can help to make the cooling process
cost-effective.

4.3 Utilizing a Combination of Wimpy and Traditional
Servers

Traditional DBMS servers in the data centers are largely energy-inefficient due to
the fact that they waste a lot of energy while underutilized. These traditional high
end servers do not support flexibilities to scale down when workload is low. A lot
of energy can be saved if some part of the Data Center Workload, preferably those
which require only database accessing, is shifted to clusters of small (wimpy) servers,
where the number of nodes forming the cluster can dynamically increase or decrease
as per the workload. Although, these wimpy servers have challenges of their own,
they are excellent for database accessing applications.

Using wimpy servers in data centers also foster the concept of microservices,
which is an architecture in which various functionalities of an application are loosely
coupled independent services that communicate with each other to deliver the busi-
ness goals. Due to a surfeit of benefits like independent and expedite production and
easy updating of application componentswithout affecting othermicroservices, busi-
nesses have started converting their monolithic applications into blocks of microser-
vices. To improve the fault tolerance of systems, replicas of these microservices
should ideally run on different servers. So, running huge number of microservices
(sometimes thousands) over traditional servers hampers the energy-efficiency as well
as increases the overall infrastructure cost to a great extent. Essentially, using wimpy
servers, especially for microservices, is helpful both for the environment and the
cloud providers.

4.4 Increasing Transparency

Higher transparency regarding carbon and energy footprint among data companies
will provide right statistics and help to tackle the problem of high carbon emissions
and energy consumption better. After the plea was made by GreenPeace [18], vari-
ous multinational companies like Google, Facebook and Apple became crystal clear
about their energy and carbon footprint and also decided to go 100% renewable in
coming years. However, there are other companies who remain ambiguous about
their data. These data center operators should break the silence as increasing trans-
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parency will help to take better measures to curb the impending danger. It will also
increase cooperation in the IT sector. The governments of various countries should
also take measures to address the increasing carbon footprint problem by setting
transparency standards and enforcing environment related laws. A governing com-
mittee or a consortium can also be founded to oversee the problem of transparency
and keep in check the increasing power consumption by data centers. Increasing
transparency seems an insubstantial solution but any measure in this field, however
small, can pave the way for an environment healthy IT sector.

The suggested methods can be used to resolve the problem and foster the imple-
mentation of green cloud computing. These practices should be executed on a large
scale to get the desired results.

5 Future Work

There are several lines of future work arising from this research paper that can be
pursued. We have discussed various methods that can be implemented to make cloud
services greener. Shifting to microservers can pose a problem when the workload is
very high. Thus, the capability of microservers to handle greater traffic is an area of
future scope. Moreover, new methods can be explored so that the cost of revamping
the existing infrastructure to accommodate low power embedded micro servers is
minimized.

Also, there exists a trade-off between performance and energy utilization while
using Wimpy Servers. One such disadvantage of using Wimpy servers is that clus-
ters suffer from “friction losses” and thus they may not be able to quickly adapt to
changing workload environments, unlike brawny servers which deliver performance
instantaneously. So, further research can be done to devise algorithms which can
enhance the adaptability of wimpy servers to dynamic workload, reduce the perfor-
mance lag and provide amechanismwhich allows improved communication between
different clusters of wimpy servers even when the workload increases substantially.

Furthermore, an effective cooling method is to find proper balance between turn-
ing off the idle servers (Power Management) and minimizing the heat generation
(Thermal Management). Power management techniques focus on turning off idle
servers to save power which highly increase the temperature of busy servers, conse-
quently, increasing the amount of cooling. More research can be conducted on this
balancing technique which can be a significant solution to the problem of cooling.

These areas of improvements are very crucial lines of future research work, which
can make the proposed methods an optimal solution for green cloud computing. All
these methods can be studied and tested extensively at a larger scale to eliminate the
slight performance lag, keeping the power consumption in check.
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6 Conclusion

Evidently, cloud computing is a ground-breaking advancement in the field of com-
puter science but it poses a great threat to the environment. This raises the concern
and makes it obligatory to shift to green cloud computing. This paper demonstrates
deployable techniques for sharpening the energy performance of cloud computing
service providers. We explored the existing work done in the field of green cloud.We
discussed various parameters for evaluating power intake of data centers. We also
proposed different solutions for decreasing energy utilization and carbon emanation
of these data centers. The proposed methods should be adopted on a larger scale
not only by giant technical companies but also by small service providers. Measures
should be taken tomake IT sector more ecofriendly by regulating the inflating energy
utilization and CO2 emissions. It has become the need of the hour to shift to green
cloud computing to modulate the expanding danger.
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Abstract It has been a consensus persuasion from automotive industries, policy-
makers, R&Ds and vehicle vendors that electric vehicle is the powertrain archetype
for future transport. The current Electric, plug in electric and plug in hybrid electric
vehicles (xEVs) no longer remain only a means of commute, but can act as prime
actors to have active business participation with various markets in the power system
such as V2G, demand side management (DSM) etc. The modern development in the
information and communication technology (ICT) evolves such vehicle into intelli-
gent vehicle (IV) and augments their utility to provide diverse services for Intelligent
Transportation (ITS) infrastructure. However, due to lack of viable charging infras-
tructures the contemporary power system fails to accommodate the incoming xEV
flux. The inability is manifested in the form poor quality of service, which causes
customer dissatisfaction and ultimately lower adoption of xEVs. This work proposes
an energy efficient battery swapping topology (BSS) adopting the notion of Internet
of Things (IoT). The work introduced the innovative notion of integrating internet of
things (IoT) into smart charging infrastructures and proposed a data driven IoT-BSS
model whose operation is regulated through Fog computing and Big Data analyt-
ics. Further, a four layer fog computing execution stack is developed to set up the
service oriented architecture (SOA) for an efficient and real-time decision making
framework for next generation intelligent transportation. The work also highlights
the data science prospects and challenges that can elucidate in course of realization
the proposed infrastructure.
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1 Introduction

The era of urbanism in and everyone is in rush to gather slots in condos. Smartmegac-
ities and related projects are rapidly sprouting even in nations like India, Malaysia,
and Africa etc. However, due to rise in environmental pollution, degrading ambient
air quality, escalating number of IC engine vehicles and rise in the carbon footprint
from the conventional vehicles in such cities, the emphasis of the entire research
community is towards implementing sustainable technologies in the field of auto-
motive transportation. Such concerns compel developed aswell as developing nations
to anticipate heavy investment for electric vehicles (EV) uptake in the forthcoming
years. The rollout of Electric (EV), plug-in electric vehicles (PEV), and plug in hybrid
electric vehicles (PHEV), collectively termed as xEV technologies is a welcomed
research and development thrust towards transportation electrification that became
a center of commotion in xEV automotive industry. Preliminary research threads
estimate that by 2020, the size of xEV population will range to five million in China
while by that time it will constitute at least one tenth of US vehicle fleet [1]. It had
also been anticipated that by the end of the decade, the xEV will contribute to 25%
of market share in these nations [2]. A properly planned xEV fleet is multitenant to
act as a temporary energy source for smart grid in the demand side and will enhance
the efficiency of smart grid frequency control [3]. The transportation as a service
(TaaS) paradigm will establish a secure and hassle free commuting avenues for the
urban folks.

Despite the evidence of its positives, there are still some downsides of such inven-
tions that the stakeholders need to contemplate on, before they adjudicate to invest
in electric car rollouts. The pitfalls may arise due to scarce availability of recharging
points/sockets, coercion on back-end energy grid, longer recharging delay, and high
upfront costs and above all is the innate Electric Vehicle Range Anxiety (EVRA)
syndrome that exists in a considerable percentage of xEV users and manifests as the
major cause for ceasing xEV adoption [3]. It has been reflected by literatures and
surveys that the length of nearly a half of xEV user’s routine trip is greater than their
full-electric-range [1]. Inspired by the trend and need to adopt eco-friendly modes
of transport, developed as well as many developing countries are in motion to adopt
and promote methodologies for sustainable energy and carbon footprint reduction.
The possible and prominent charging technologies for the electric vehicle include
the conductive charging (transferring the power bymeans of connector and receiver),
inductive charging (charging the vehicle wirelessly by means of the induction effect)
and the battery swapping technique (involving the replacement of the discharged
battery with a fully charged battery). Among all, battery swapping seems to be the
exemplary recourse for the contemporary scenario. While there are expedited efforts
in the development of the conductive and inductive charging, the third one i.e. battery
swapping technologies has still not achieved the state of commercially viable deploy-
ment [4]. Contrast to conductive charging through charge points in battery charging
stations (BCS), the battery swapping offers one major advantage i.e. prompt charg-
ing. It’s an effortless undertaking where the xEV driver just drives to a swapping
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station, steers on a platform, battery is autonomously swapped, transaction done and
drives away in a span of minutes. The whole swapping job in a BSS gets done in less
than five minutes through a robotic shuttle that unplugs the depleted battery from
rear/front/underside of the car [5].

In the recent days it has been felt by the research and development enterprises that
if intelligently designed the battery swap station (BSS) architecture has the poten-
tial to provide a reliable platform where the massive fleet of electric and hybrid
electric vehicles (xEVs) could be successfully installed [6]. The battery swapping
station subsystem, where the depleted batteries gets replaced by fully or partially
charged ones incurring a time shift of a few minutes, may calibrate EV adoption by
executing similar role to that of contemporary gasoline stations. Battery Swapping
Station (BSS) strategies are arising as a promising alternative to the traditional Bat-
tery Charging Station (BCS) approach since they provide a wider set of business
opportunities to the devoted stakeholders. The anticipated electrification of trans-
portation via BSS infrastructure can serve as demand-side regulation resources and
integrate with automatic generation control (AGC), thereby stabilizing the dynamic
performance of grid frequency control.

In the age of intelligent transportation (ITS), the electric vehicles that are being
released into the current fleet are blessed with intelligent sensors, devices and smart
service applications and utilities. The integration of electric vehicles into advanced
information and communication technologies (ICT) have now allowed it to act not
just as a standalone passive nodes but has now evolved into an active entity. New xEV
versions are smart, secure and a potential source of Big-Data analytics. Moreover,
such vehicle fleet needs efficient infrastructures where its monitoring and coordina-
tion can be under autonomous control. The fleet requires data driven real-time deci-
sion making framework where the dynamism of the infrastructure can be engrained
and enable the xEVs to confront every adversary that emanates on its way.

Motivated by the benefits of efficient swapping paradigms towards viable real-
ization of green electromobility and the need of integrating intelligent vehicles to
the ICT services, this work aims to develop an optimization framework for smart
charging and swapping management of electric vehicles. The underlying principle
lays in injection of intelligence into the BSS network through the notion internet of
things (IoT) and fog computing for decision making from real-time analytics of Big
Data [7]. Thework focuses onmultidimensional aspects of an ideal BSS deployment,
considering customer, the BSS owner and the smart grids. This research emerges to
be novel of its kind, addresses and overcomes the shortcomings of previous inno-
vations and will establish cornerstones for next generation sustainable transport.
The model proposed here is a novel approach that endeavors to simulate a prac-
tical realization platform that congregates the power of cloud and fog computing
paradigm and notion of internet of things into a multi-objective business model that
can accommodate and facilitate the adoption of a giant xEV fleet. The perception of
“smartness” is introduced into the infrastructure by devising UNIQUE identification
addressing schemes for the involved entities, installing on board sensors (OBS) into
the vehicles, actuators, RFIDs, CANs and miscellaneous intelligent devices into the
physical backbone. Further, the data collection, storage, analytics, routing and coor-
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dination mechanism of the whole infrastructure is administered by utility aware fog
computing technologies and data analytics modules installed at cloudlets and cloud
data centers. The significant contributions of this work can be highlighted as:

1. Introduced the concept of Internet of Things (IoT) for contemporary power sys-
tem infrastructures, discussed its significance in launching economically viable
swap station networks and also proposed a BSS topology that works under IoT
paradigm.

2. Discussedhow internet of things (IoT) paradigms shall be emerged as the supreme
technology in providing utilities to intelligent transport specifically for smart
charging of xEVs.

3. Proposed amultilayer layer fog computing architecture for intelligent transporta-
tion and explained its significance in designing smart electric vehicle battery
swapping stations (BSS).

4. Highlighted the data science prospects and challenges that may evolve during
installation and running of an IoT aware smart BSS infrastructure.

2 IoT for Battery Swap Station Networks (BSSN)

The technology of battery swapping involves the replacement of the depleted or
nearly depleted battery with a fresh one to support the electric drive. The history of
swapping dates back to early 19th centurywhen the exchangeable battery servicewas
first proposed with an aim to overcome the limited operating range of electric cars
and trucks [1], where the swapping process was completed employing the human
workforce. Since then, there had been expedited efforts and evolutions in the Battery
Swap Station research and deployment. But due to excruciating capital investment,
lack of intelligent business models, lack of viable charging infrastructure and poor
coordination between manufacturers and policy makers, the xEVs under BSS plan
couldn’t achieve the desired height of penetration and ultimately lead to the liquida-
tion of companies. But, since latter half of the past decade somewhere in 2008, when
BSS was used by China during Beijing summer Olympics where approximately 500
buses were made to run through switched batteries [8], the BSS paradigm got a
competitive focus both by research community as well as automobile vendors. This
invention opens a doorway to BSS deployment in other countries like Australia,
Denmark, Israel, Japan etc. Study of achievements in contemporary transportation
depicts that works on BSS paradigm is still in premature phase.

A BSS warehouse can acts as the power supplier not only for the electric vehi-
cles but can also actively participate in mitigating miscellaneous power demands
and regulation services thereby maintaining load equilibrium in the whole power
system. The BSS has dedicated interfaces that ensure seamless exchange of energy
to and from power sources such as smart grid, micro gird, xEVs etc. Thus BSS
model is proves multi-tenant in having active role in diverse modes of power trad-
ing such as V2B, B2 V, B2B, B2G, G2B, R2B, B2R etc. where letters V, B, G
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Fig. 1 Topology of a typical
Battery Swap Station (BSS)
its interaction with various
power sources and its
participation in varying
markets

and R is acronym for xEV, BSS, smart grid and renewables respectively. Figure (1)
shows the topology of a typical BSS, its interaction with various power sources and
its participation in varying markets. The proposed model adopted a paradigm shift
and advocated to devise a xEV battery swap/charge monitoring system based on
internet of things (IoT). The work discloses a xEV battery charging/swapping and
monitoring under IoTparadigm.The framework comprises of terminal data gathering
module, monitoring sub-system, management module for coordinating the operation
of a cluster of BSS collocated in the same neighbour. The terminal data collecting
module carries out real-time tracking, identification, state information collection and
dynamic orientation of xEV fleets on a terminal device through the interconnected
mesh of sensors, actuators, RSUs and other transportation telematics, transmits it
to the battery charge/swap station monitoring subsystem through dedicates wired
links. It synthesizes and transfers the status of the operating state and orientation to
the regional monitoring device through wireless IoT sensor network. The analytics
modules deployed at the BSS/BCS site acts on such data to carry out metering and
billing procedures. Further, it also offloads the transaction data to the regional data
centers for historical and bulk analytics. The regional monitoring cloud monitors
the terminal devices and the battery charge/swap stations in its jurisdiction area, and
prepares statistics on the xEV routing behavior, metering and billing transactions,
driving profiles etc. Such cloud level analytics enables the system to learn and evolve
according to the fleet penetration, thus ensuring a reliable and effective management
of whole infrastructure. Figure 2 embodies a structural layout and control flow of an
IoT aware Smart xEV battery swapping/charging framework.

The smart IoT aware battery swapping management framework prototyped in the
previous section is primarily surveilled by dedicated micro-datacenters deployed at
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Fig. 2 Architecture of a typical IoT aware Battery Swap Station (BSS)

appropriate spots. The deployment of fog nodes or micro-datacentres geodistributed
edges and cloud data centres for centralized analytics sets the basis for hierarchical
cloud-fog architecture. The former does time critical processing and computation on
the generated data to ensure prompt responses while it offloads the less critical or
historical data analysis tasks to the mega data centres or cloud.

3 Fog Computing for BSS

In this section we elaborate how to integrate Cloud-Fog computing technologies into
a Battery swap Station and what functionalities ad protocols need to be defined for a
viable deployment of proposed model. As shown in Fig. 3, there is a granularization
and distribution of tasks among the fog nodes as well as the data centers. Each of
these micro centres will execute the real-time, critical and light weight tasks and
will offload bulky and analytics activities to the global or hybrid data centers. This
will ensure a smooth transport of data and control traffic across the whole network.
However, robust protocols and standards need to be defined to synchronize the flow
of control and information across dedicated layers. The data that needs historical
analysis and long term storage are dispatched to global data centres via fog-cloud
WAN communication interfaces. Fog nodes, implemented at the edge of network,
provide highly virtualized platform bestowedwith compute, storage, and networking
services between end points andmega datacenters. In contrast to the centralized cloud
services, fog nodes are targeted to serve the consumers with widely geo-distributed
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Fig. 3 Cloud-IoT architecture for intelligent Battery Swap Station (BSS)

deployments. The unique attributes of fog services such as low latency, consistency,
context and location awarenessmakes is adaptable formission critical infrastructures
like vehicular network, Smart Grid, Smart Charging, Smart healthcare etc.

Figure 4 depicts the service oriented architecture for an integrated Cloud-Fog
model supposed for a smart swap services. The proposed four layer architectural
prototype for smart charging/swapping of electric vehicle batteries is a comprehen-
sive cloud-fog architecture control stack along with defined protocols, standards &
services at corresponding layers. Themodel inherits and parallels properties of preva-
lent five layer architecture for internet of things (IoT). These micro data centres also
termed as fog nodes specifically Vehicular Cloud for the case of intelligent vehicles
in Fig. 4 are closest to the network edge and they ingest the real-time data from
IoT devices [9]. The applications installed in these nodes also direct varying types
of data to upper cloud layer for aggregation & analysis. Such design possesses a
range of advantages; both form computational as well as business perspectives. The
computational benefits may be in the form load balancing, bandwidth conservation,
real-time decision making, switching to semi-distributed control etc. whereas advan-
tages from perspective of latter will be greater agility, enhanced privacy & security,
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Fig. 4 Service Oriented Architecture of a Cloud-Fog system for IoT aware battery swap-
ping/charging station

deeper insight, reduction in operational expenses etc. In this section we explain the
processing of each layer along with their respective functionalities.

A. OBJECT LAYER: Also called physical layer, constitutes primarily real world
devices, things and entities that are contributing to IoT architecture. In analogy
to five layer architecture this layer is termed as perception layer but compared
to latter, the objects layer not only encompasses smart meters, physical sensors,
actuators and smart embedded systems but the layer includes the whole universe
of active objects in the power system. In context of smart charging such entities
may be the xEVs, the smart roads, streets, micro-nano grids, power grids, road
side units (RSU), on board units (OBU) and smart people etc. This layer only
defines data not information, which means the semantics of generated data are
not defined in this layer. The sensors, data accumulators, smartmeters, RSUs and
actuators sense and absorbdiverse parameters such as location; SOCsof vehicles,
customer driving behavior etc. and digitize the data to transfer to upper layers
to act on via secure channels. Moreover, the formats, schema and abstractions
for the data are defined in this layer. This layer not only defines the means and
standards for transmitting rawdata, but also defines the syntax and representation
standards for efficiently understanding the data.

B. FOG COMPUTING LAYER: This layer extends the cloud to be in proximity
to the entities that produce and act on internet of things (IoT) data. The means
and protocol for networking and communication are defined here. This layer
articulates the inception of computation and analytics in the IoT architecture.
The micro data centers also called fog nodes collect and act on the real time
data, execute edge computing paradigms wherever necessary. This layer also
delineates the data based on its significance in respect of decision parameters
like response time, latencies, bandwidth etc. It offloads the less sensitive data
(that demand low responses, more& longer storage) to the cloud layer for further
analytics and performs instant and real time analytics to the critical and sensi-
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tive data [10]. For transferring the data to the cloud, there may be numerous
technologies at hand such as RFID, 3G, GSM, DSRC, UMTS, WiFi, Bluetooth,
infrared, ZigBee etc. Fog applications are as diverse as the IoT itself & what
they have in common is monitoring or analyzing real-time data from network-
connected things and then initiating an action in real time. There can be unlimited
possibilities of actions which may further involve machine-to-machine (M2 M)
communications or human-machine interaction (HMI).

C. CLOUD COMPUTING LAYER: This layer resides above the fog computing
layer and performs the bulk of analytics. This layer resides above the fog com-
puting layer and performs the bulk of analytics. For smart charging purpose it is
the house for analytics having geographically global coverage. It has seamless
interaction with the fog nodes and is the center for Big Data analytics. It defines
the middleware and service management strategies and enables IoT application
developers to play with heterogeneous objects independent of any hardware
platforms. The cloud processes the data to make decisions, and delivers the
requirements of the service layer. The distinctive analytics at cloud computing
level provide various functionalities and utility business operations to multiple
entities in the power system. The Big Data processing framework can be utilized
to improve the planning methodologies of both short and long term distribution
system. The impacts of big data analytics to utility business operations include
state estimation, visualization, short term, long term and renewable forecast-
ing, failure prediction and recovery, impact analysis, frequency regulation, theft
detection, usage and behavioral modeling, spatial and temporal demand fore-
casting etc.

D. SERVICE LAYER: As name suggests, it forms the interfaces and abstractions
that are primarily linked to users, such that the end users have seamless inter-
action through queries and devices. It inherits the both application and business
layer characteristics from five layer architecture of IoT. For smart charging, the
service layer provides a platform to build consistent representation of analysis
performed at lower layers. The service and business outputs may be in the form
of reports, plots, models, flowcharts etc. which reflects the outputs of design,
analysis, monitoring, implementation and evaluation algorithm applied on IoT
data.

4 Challenges and Issues

The notion of IoT-BSS architecture is still in concept phase and due to lack of viable
technologies, challenges may need to be confronted while realizing it successfully.
The need for assessment and evaluation of such challenges is continuously felt since
the inception of the design and modeling process. IoT based vehicular fog nodes
and data clouds needs to be designed intelligently to enable wide scale deployment.
However contemporary implementation and design models, algorithms and mecha-
nisms are still far from the vision of IoT and are confronted with many challenges.
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Fundamental challenges that need to be addressed include availability, reliability,
security, efficiency, interoperability etc. [7]. The research for viable realization of
next generation swapping stations is in progress but all are trapped in local loop. As
is reflected from the failure and bankruptcy of BetterPlace, there persist plenty of
challenges to confront. We discuss some major challenges that may arise in the IoT
enabled BSS infrastructures.

A. Management: In the proposed IoT model, there is a seamless trading of energy
between each pair from ay of power grid, smart charging stations or aggrega-
tors, distributed sources (micro-nano grids and other non-conventional sources),
forming range ofmarkets namelyG2V,V2G,V2S, S2V, R2V,V2R,V2V,G2B,
B2G, B2G etc. Further, in smart cities the domain of renewables is extended to
integrate smart homes, smart parking lots etc. The power exchange or flow can
be conceptualized as a complete graph, where nodes represent entities while
edges denote the bidirectional power flow. Integration of IoT technologies into
such infrastructure further complicates the set-up as entry of billions of smart
sensing devices demand robust and efficient communication infrastructure. Con-
current management of bi-level (energy and data) transport thus poses daunting
issues for the configuration managers as well as service providers. Light weight
remote management protocols needs to be standardized to build service agnostic
schemes for a viable realization of IoT-BSS deployment. Comprehensive atten-
tion into research projects and investments from governments, policy makers,
academia and industries are strongly welcomed into such disruptive innovation.
Though some labs are involved conducting IoT research studies, integrating them
with transportation frameworks is still in its infancy and is restricted within sim-
ulation phase only. Demonstrating the feasibility of prepared prototypes needs
real world applications and test beds, but are still in concept phase.

B. SynchronizationandQoSguarantee:The infrastructure unifiesmultiple dimen-
sions and entities such as power grid, renewables, xEVs etc. into a common plat-
form and the processing and analytics also ranges to multiple magnitudes. So
there is need of robust synchronization mechanism to enable long and smooth
running and operation of infrastructure. Evaluating the performance of trans-
port service offered by the proposed infrastructure is again a cumbersome task.
Real world datasets need to be generated to assess whether the QoS metrics
are guaranteed. Evaluation metrics or QoS parameters from smart charging and
power system perspective are service loss probability, average busy chargers,
blocking rate and mean waiting time for swapping service [11] while from IoT
viewpoint are throughput, jitter, bandwidth, overhead etc. [12]. The extent to
which the metrics are fulfilled also depend how they are defined. Thus, proper
QoSmetrics need to defined taking perspectives from both power system as well
as contemporary IoT architectures.

C. Interoperability: Enabling the population of heterogeneous IoT entities belong-
ing to multiple platforms to be interoperable is another limitation to contempo-
rary architectures. The products and standards delivered from applications and
IoTOEM’s end should be interoperable to ensure the delivery of services to vary-
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ing range of customers irrespective of hardware specifications. Furthermore, the
objects connected through IoT demand a unified platform for delivering diver-
sified services. Such platforms can also be provided as transport as a services
(TaaS) for IoT applications. The charging/swapping services employed should
work efficiently for all xEVs irrespective of specification of batteries. Multiple
swapping protocols, variations, ambiguities in interpretation of IoT-BSS stan-
dards may pose hindrance to interoperability.

D. Reliability and electromobility: A reliable swapping service is the result of
sequence of executions performed at multiple schema formed by smart grid,
aggregators, edge networks etc. the overall performance is decided by the cumu-
lative operation characteristics across all levels. The objective function is to
maximize the success rate of power delivery which is manifested in the form
of power availability, economic power, minimum queuing delay, power quality
etc. Further, both the hardware and software modules of the energy and data
transport network should be resilient to threats, thefts, intrusions and failures as
networks under these circumstanceswill cause unreliable perceptions andwrong
decisions leading to disastrous consequences. As the routing and trip behavior
of xEVs is random and uncertain, relieving the drivers out of EVRA while on
the move is the prime premise of the proposed architecture.

E. Scalability, Security and Privacy:The BSS infrastructure should be scalable i.e.
provide provisions for augmenting new devices, services and functionalities, to
allow more and more xEV penetration without any significant degradation in
power quality and power delivery. The swapping platform must be modeled
from the ground up to enable extendibility in services and operations. Present-
ing the data analytics daemons with automation and intelligence will guarantee
scalability in such substructures. The programmers and developers for both hard-
ware and software components should design platform independent and com-
patible applications to allow addition of functionalities and integrate with other
technologies and standards. Since the underlying core of IoT-BSS is based on
trading of energy and transfer of data between galaxies of objects, lack of com-
mon security and privacy standard is a notable challenge for BSS installation.
The integration of IoT will increase the transparency and ease the access control
procedures, thus removing the possible intrusions in the power system. More
research efforts are welcomed in this trend for it to mature. Efficient location
routing of intelligent objects, sensors, charging stations, context aware services
through secure networking paradigms remains a nascent research thrust for the
research and automotive community.

5 Conclusion

This work proposes a novel xEV battery swapping infrastructure for smart and effi-
cient charging management. The proposed work incorporates the concept of Internet
of Things (IoT) into swap station dynamics to ensure duplex exchange and trade of



968 Md. M. Hussain et al.

energy between entities. To ensure a realistic integration of information and com-
munication technologies into electrified transportation domain, the work applied the
internet of things (IoT) fundamentals into battery swapping mechanics to develop
a novel and intelligent IoT aware BSS architecture. Further, for management of the
data driven storage, processing and computational aspects, the work introduced the
notion of fog computing paradigms and suggested amodular service oriented control
and processing stack defining the complete concept map for transforming the IoT
data into real-time analytic and decision making utilities. Finally, the research and
development challenges as well as future data science and business prospects that
will evolve in realization of the whole infrastructure are also outlined.
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4. M.R. Sarker, H. Pandžić, M.A. Ortega-Vazquez, Optimal operation and services scheduling for
an electric vehicle battery swapping station. IEEE Trans. Power Syst. 30(2), 901–910 (2015)

5. M. Borup, Electric mobility case study for Denmark; Case study : better place—an effort of
creating new actor roles and infrastructure for electric car mobility (Top-NEST Proj. Number
RD 2011-42, no. April, 2014), pp. 1–34

6. C. Chen, G. Hua, A newmodel for optimal deployment of electric vehicle charging and battery
swapping stations. Int. J. Control Autom. 7(5), 247–258 (2014)

7. A. Al-Fuqaha, M. Guizani, M. Mohammadi, M. Aledhari, M. Ayyash, Internet of things: a
survey on enabling technologies, protocols, and applications. IEEE Commun. Surv. Tutorials
17(4), 2347–2376 (2015)

8. R. Earley, L. Green-Weiskel, L. Kang, F. An, in Electric Vehicles in the Context of Sustainable
Development in China, no. 9 (2011)

9. E.-K. Lee, M. Gerla, G. Pau, U. Lee, J.-H. Lim, Internet of vehicles: from intelligent grid to
autonomous cars and vehicular fogs. Int. J. Distrib. Sens. Networks 12(9), 241–246 (2016)

10. B. Alohali, M. Merabti, K. Kifayat, A secure scheme for a smart house based on Cloud of
Things (CoT), in 2014 6th Computer Science and Electronic Engineering Conference (CEEC)
(2014), pp. 115–120

11. B. Sun, X. Tan, D.H.K. Tsang, Optimal charging operation of battery swapping stations with
QoS guarantee, in 2014 IEEE International Conference on Smart Grid Communication (Smart-
GridComm), no. 619312 (2015), pp. 13–18

12. A. Nieto, J. Lopez, Analysis and taxonomy of security/QoS tradeoff solutions for the future
internet. Secur. Commun. Networks 7(12), 2778–2803 (2014)



AModified FIFO with Distributed
and Pipelining Scheduling in Hadoop

Sunil Kumar and Maninder Singh

Abstract Hadoop MapReduce is an open-source platform for the processing of
large-scale data. For the high performance, Hadoop scheduler must avoid the unused
data transmission by reducing the time processing. Scheduling refers to the allocation
of resources in the best possible way among multiple tasks and arrangement of
tasks in queue. First in first out is the default scheduler present in Hadoop, which is
operated without pipeline, i.e., the preceding task has to wait until the ongoing task
has finished its execution. This makes the CPU idle for some time until the next task
comes for execution,which results in inefficient CPUusage. In this paper, the concept
of pipelining is introduced with FIFO scheduler, so as to decrease the job completion
time and make CPU usage efficient. In our experiments modified scheduler is tested
with five jobs of different sizes and then compared with the default scheduler. On
experimental analysis, it is found that the modified scheduler successfully reduces
the job completion time, thereby making the CPU usage efficient.

Keywords Hadoop · MapReduce · FIFO · Scheduler

1 Introduction

MapReduce is a programming model suitable for parallel handling of data and its
implementation under Hadoop environment [1]. MapReduce is used for commercial
applications as well as scientific applications. MapReduce paradigm can be devel-
oped in several languages, but in the current scenario, Hadoop MapReduce is a
prominent Java-based framework for easily developing the applications. It has the
capability to handle a large amount of data (multi-terabyte datasets) with the abil-
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ity of parallel on the large clusters, i.e., number of nodes, commodity software and
hardware in a reliable and fault tolerant manner [2]. In Hadoop, the processing of
jobs can be executed in a parallel manner. While there are a number of jobs in the
queue then the load increases in the cluster. As the cluster has a number of jobs and
needs time for the execution of the jobs. Scheduling of the jobs improves the overall
performance of the cluster.

The default Hadoop scheduler uses FIFO queue for execution. The jobs are first
partitioned into separate tasks, and after loading them into the queue-free slots are
assigned to these jobs. The jobs in the queue would have to wait for their turn in case
of default FIFO scheduling [3]. It results in inefficient CPU usage, as the CPUwould
also have to wait for the next upcoming tasks. The already working schedulers are
also not able to make the CPU usage efficiently. So, a modified FIFOwith distributed
and pipelining scheduling algorithm in Hadoop is proposed in which the concept of
pipelining is used in the distribution of tasks to increase the CPU throughput, i.e.,
to make CPU usage efficient. Pipelining increases the task throughput of CPU—the
number of tasks finished per unit time. The increase in task throughput means that
a job runs with a faster speed and, therefore, has lesser total execution time. Until
2008, only a single scheduler was supported with Hadoop that was in built with
the JobTracker logic [4]. However, after this, the scenario changed to pluggable
schedulerswhich could be implemented easily. The use of these pluggable schedulers
enables the use of new scheduling algorithms in helping to optimize the jobs that
have particular characteristics.

1.1 Pipelining Scheduler

In order to reduce the job completion time andmake CPU usage efficient, the pipelin-
ing scheduler is used with FIFO scheduler. This modifies the FIFO scheduler with
pipelining processing instead of sequential processing. Pipelining scheduler helps in
arranging the waiting tasks in the form of pipes. As the job to be executed it divided
into various tasks by MapReduce. These tasks get processed one by one in a single-
user environment of Hadoop. So a large time gets wasted in waiting for these tasks
to be executed. So, the concept of pipelining is introduced which allows the tasks
to change its stage each time the succeeding task is getting processed (Fig. 1). This
could be better explained diagrammatically as follows.

The processing of parallel execution is splitting a given task intomultiple subtasks.
Now, the tasks do not have to wait for their stage to get changed. As the succeeding
tasks move forward, the task takes its place, and this process goes on as all tasks have
finished their part. The major benefit of using parallel execution is that it reduces
the execution time for a particular job to complete. Henceforth, this helps in having
efficient CPU usage as the throughput of CPU instruction cycle have increased.
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Fig. 1 Pipelining workflow

2 Literature Review

Dean et al. [4] gave the detailed description about the functioning and implementa-
tion of MapReduce through various examples. MapReduce is a programming model
used for generating and processing a large cluster of datasets. Two functions––the
map function and the reduce function are specified by the users. MapReduce library
is responsible for fragmentation of the input data, set the scheduling process of
program’s execution across a cluster of various nodes, handle fault tolerance, and
manage the required communication among the machines. Zaharia et al. [5] pro-
posed an algorithm having name delay scheduling in order to address the conflict
between data locality and fairness. The analysis of its performance shows that opti-
mal data locality is achieved through delay scheduling in a different of workloads
and can high the throughput by up to 2x while preserving fairness. Rao et al. [6]
focused on Hadoop and various current schedulers used in its MapReduce program-
ming. Parallel processing of Google’s MapReduce is implemented through Apache
Hadoop. Hadoop is responsible for performing the parallel tasks while hiding its
details. It also distributes data to the various processing nodes, restarts the failed
tasks and consolidates the results after computation. Their pros and cons are being
overviewed. Scheduler improvements through LATE (Longest Approximate Time to
End), Delay scheduling, Dynamic Priority scheduling, Deadline Constraint schedul-
ing and Resource-Aware scheduling are also summarized. However, all the sched-
ulers discussed by them assume homogeneous clusters rather than heterogeneous
clusters.

Chen et al. [7] developed a new Matchmaking algorithm of MapReduce schedul-
ing in order to enhance the data locality rate of map tasks and also to reduce the aver-
age response time of clusters. This technique is integrated into Hadoop fair scheduler
and Hadoop default FIFO scheduler. The result shows that the lowest response time
and the highest data locality is achieved through this technique. Kumar et al. [8] pre-
sented CASH, i.e., Context-Aware Scheduler for Hadoop which knows the resource
characteristics and context, i.e., job characteristics of the nodes in clusters. CASH
algorithm is implemented both in Hadoop andMapReduce cluster. The experimental
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result shows that overall execution time of various jobs is significantly improved as
compared to the default FIFO Hadoop scheduler. Phuong et al. [9] proposed an algo-
rithm based on dynamic priority known as Hybrid Scheduler (HybS). This algorithm
reduced the latency for simultaneous jobs of variable length, while retaining the data
locality. The result shows that the average response time is enhanced 2.1x faster than
the Hadoop Fair scheduler. Jisha et al. [10] introduced Task Tracker-Aware Schedul-
ing for Hadoop MapReduce framework. This scheduler addresses the issues related
to jobs that depend on the external devices like Web service or database that can
cause failure of tasks due to overloading.

3 Proposed Modified FIFO Scheduler Algorithm

The proposed algorithm is designed for a single node using Hadoop ecosystem. This
algorithm, first of all, initializes all the parameters and then resources are added.
resTopreempt() function is used to add the resources. If resources required are greater
than resources available then running containers are collected usingGet LeafQueue()
function. In the same way, one more running container is collected. In order to send
the task for execution, it makes the container and puts the task in it.

Simultaneously, another container is collected and preceding task is put into it.
These two containers are then added using add() function in order to make a pipeline.
Now, if there is some task left whose time spent and still wait time before killing is
less than the present time, then the status of container to be preempted is created using
container.getContainerId() function so as the whole process is rescheduled and the
task is recalculated. In this way by making a pipelining, various tasks are scheduled.

The modified FIFO algorithm Pipelining Scheduler in Hadoop is as follows
(Fig. 2).

4 Experimental Setup and Result Analysis

In order to analyze our proposed algorithm, we have compared it with the default
FIFO scheduler. We have the cluster of one head node and 5 slave nodes for the
experiments. We have the version of Hadoop-0.28 and modify the default FIFO
scheduler. The block size of the cluster is configured with 128MB. The performance
of our proposed algorithm is evaluated using best, average and worst cases by testing
each job 10 times. 5 jobs are submitted at a fixed particular time. The algorithm is
evaluated by using job completion time as a parameter. The experimental analysis
is carried out using a MapReduce WordCount job as a benchmark. The WordCount
example counts the rate of appearances of every word which is given in a file. We are
submitting a single job at a time which is split into the tasks by the MapReduce. The
starting and ending time are noted and hence the job completion time is obtained as:
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Fig. 2 Algorithm code of
modified FIFO

Table 1 Shows the result of Job1

Testing of jobs with the proposed scheduler Testing of jobs with the default scheduler

Job J1 Total time taken (in s) Job J1 Total time taken (in s)

1 00:43 1 00:48

2 00:39 2 00:45

3 00:41 3 00:42

4 00:39 4 00:41

5 00:39 5 00:51

6 00:39 6 00:47

7 00:36 7 00:49

8 00:43 8 00:47

9 00:40 9 00:42

10 00:40 10 00:44

Best case: 00:36 Best case: 00:41

Worst case: 00:43 Worst case: 00:51

Average case: 00:39 Average case: 00:47

Job completion time�Ending time of job—Starting time of the job (Tables 1, 2, 3,
4 and 5).

The modified FIFO scheduler is processed with the five jobs. The performance
of our modified FIFO is analyzed by comparing it with the default FIFO scheduler
who is present in Hadoop, by taking best, average, and worst cases. Figures 3, 4 and
5, shows the results obtained after completion of the jobs. Modified FIFO improves
the job execution time with workload. The same tasks are assigned to the main node
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Table 2 Shows the result of Job2

Testing of jobs with the proposed scheduler Testing of jobs with the default scheduler

Job J2 Total time taken (s) Job J2 Total time taken (s)

1 00:40 1 00:48

2 00:46 2 00:48

3 00:49 3 00:46

4 00:49 4 00:48

5 00:50 5 00:50

6 00:46 6 00:47

7 00:48 7 00:48

8 00:48 8 00:43

9 00:46 9 00:48

10 00:46 10 00:49

Best case: 00:40 Best case: 00:43

Worst case: 00:50 Worst case: 00:50

Average case: 00:46 Average case: 00:48

Table 3 Shows the result of Job3

Testing of jobs with the proposed scheduler Testing of jobs with the default scheduler

Job J3 Total time taken (in s) Job J3 Total time taken (in s)

1 00:57 1 00:56

2 00:56 2 00:59

3 00:57 3 00:58

4 00:55 4 00:58

5 00:56 5 00:54

6 00:58 6 00:59

7 00:56 7 00:57

8 00:51 8 00:55

9 00:55 9 01:19

10 00:55 10 00:57

Best case: 00:51 Best case: 00:54

Worst case: 00:58 Worst case: 1:19

Average case: 00:56 Average case: 00:59

without aware of a feature of job and without specifying the workload on the node.
Both schedulers have the same hardware configuration, software configuration, and
power management. From the experimental analysis, it is clear the modified FIFO
is better than default Hadoop’s FIFO in terms of best case, average case, and worst
case. MapReduce performance parameters automatically manage jobs which require
large memory for the processing. It also observed average time with modified FIFO
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Table 4 Shows the result of Job4

Testing of jobs with the proposed scheduler Testing of jobs with the default scheduler

Job J4 Total time taken (in s) Job J4 Total time taken (in s)

1 01:04 1 01:00

2 01:03 2 01:01

3 01:04 3 00:59

4 01:01 4 00:59

5 01:02 5 01:02

6 01:03 6 01:04

7 01:03 7 01:03

8 00:53 8 00:57

9 01:02 9 01:07

10 01:01 10 01:01

Best case: 1:01 Best case: 00:57

Worst case: 1:04 Worst case: 1:07

Average case: 1:02 Average case: 1:03

Table 5 Shows the result of Job5

Testing of jobs with the proposed scheduler Testing of jobs with the default scheduler

Job J5 Total time taken (in s) Job J5 Total time taken (in s)

1 01:18 1 01:14

2 01:09 2 01:09

3 01:14 3 01:11

4 01:09 4 01:08

5 01:10 5 01:09

6 01:07 6 01:11

7 01:10 7 01:10

8 01:08 8 01:10

9 01:02 9 01:07

10 01:10 10 01:09

Best case: 1:02 Best case: 1:07

Worst case: 1:18 Worst case: 1:14

Average case: 1:09 Average case: 1:10

is reduced as compared to Hadoop’s FIFO. This is because the workload is under
consideration while scheduling the job, which reduces the average time also.
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Fig. 3 Analysis of best case

Fig. 4 Analysis of average
case

5 Conclusion

On studying various schedulers, we come to know that the CPU usage is not taken
into considerationwhile developing different schedulers. So therewas a need to focus
on this issue too. Hence a novel distribution algorithm is proposed which implements
the pipelining concept in order to have efficient CPU usage by decreasing the job
execution time. From the experimental analysis, we could conclude that the job com-
pletion time in case of the proposed scheduler is lesser than the default scheduler.
This is because of pipelining scheduling which we have used in the proposed algo-
rithm. This enables the faster execution of various tasks, thereby making the CPU
usage efficient as the CPU does not have to waste its time in waiting for the split
tasks. In last, we found that the proposed scheduler or the modified scheduler has
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Fig. 5 Analysis of worst case

lesser job completion time than the default scheduler in each best case, average case,
and worst case. We have applied the pipeline scheduler in a single node Hadoop so in
future It could be further used for a multiple node Hadoop, i.e., for a Hadoop cluster
also.
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Understanding Concepts, Future Trends,
and Case Studies of Big Data
Technologies

Khyati Ahlawat and Amit Prakash Singh

Abstract In this paper, several promising big data technologies and their case studies
are discussed in the context of their application in a real-world scenario and their
potential tomeet growing demands ofmainstream big data customers. The prevailing
big data technologies include Predictive Analytics, NoSQL Databases, Real-Time
Analytics, Data Virtualization, and Knowledge Discovery in Big Data. Each of these
requires one or more different big data handing platforms and tools. A brief study of
big data preparation and analytics platforms for the above-mentioned technologies is
also given in the paper. BigDataAnalytics is rapidly becoming popular, spawning the
need to comprehend its associated technologies. This paper will provide a baseline
study for many researchers who wish to gain knowledge on current behavior and
future trends of big data technologies. Currently, numerous platforms are available,
both in the online and offline mode to handle big data, so a detailed review of all of
such technologies is out of the scope of this paper. Hence, it deals with ones which
are highly accepted and popular.

Keywords Big data analytics · NoSQL databases · Real-time analytics
Predictive analytics ·MapReduce

1 Introduction

Any large sized and complex data, which limits the capabilities of traditional data
processing applications and tools to handle it, can be termed as Big Data. It has cer-
tain characteristics that are defined as several Vs by various researchers [1], however,
significant ones are Volume, Variety, and Velocity. Big data can comprise of all of
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these characteristics or any one of them. Volume defines substantial amount of data
that challenges storage and processing capacity of currently used tools and proces-
sors. Variety refers to different types of data present for analysis like multimedia data
(audio, video) and textual data, images, social media data [2], etc. Velocity on the
other hand, deals with the pace at which big data is getting generated and propagated
for analysis. Streaming data analysis is one example of high-velocity big data where
the challenge lies in the rapid analysis of constantly generating streams of data via
different sources. Similarly, researchers in [3] have introduced HACE theorem sug-
gesting major characteristics of big data as heterogeneous and diverse data sources,
autonomous with distributed control, complex, and evolving in knowledge.

Analysis of big data by incorporating its characteristics to discover and predict
valuable information from it is termed as Big Data Analytics. The basic aim of
analysis is to extrapolate big data, interpret it, and assist in prediction, diagnosis,
and decision-making. It is one of the major research areas in parallel and distributed
systems in future generation due to its wide application areas like health welfare,
government and public sector, e-commerce, social networking, and natural processes
[4] etc.

KDD, Knowledge Discovery, and Data Mining, is a process comprising of basic
three steps, i.e. input, analysis, and output. Currently, numerous techniques are avail-
able for normal-sized data analysis. However, new techniques and algorithms are
required for big data analysis to match highly complex nature of big data. Currently
available tools for big data concentrate on two types of analysis, batch processing
and streaming data analysis [5]. Most established batch processing tool is Apache
Hadoop platform. Apache Hadoop consists of two basic components, HDFS and
MapReduce Paradigm. HDFS is Hadoop-Distributed File System and is used for
storing voluminous big data in master–slave fashion. MapReduce Paradigm is based
on the parallel computation of big data and taking into consideration computation
time, parallel processing is the most important future trend [6]. Other tools for batch
processing include Apache Mahout, Dryad, Tableau, etc.

On the other hand, streaming data tools include Apache Spark, Storm, S4, Kafka,
etc. It is also knownas real-timeprocessing inwhich ongoing data processing requires
a very low latency rate for efficient analysis. Apache Storm ismostly used tool for this
purpose. It is scalable, fault tolerant, and easy to use and operate. Other tools include
S4, Splunk, Kafka, SAP Hana, etc. [5] has very well demonstrated the differences
between batch processing and real-time tools.

One needs to decide which platform is most suitable for which type of data
according to the application area it is being generated from. For this purpose, various
factors are important to consider like data size, throughput optimization, training
of model, scalability, etc. [7]. Rest of the paper is as follows: Sect. 2 describes
various technologies in big data domain covering almost all available techniques and
areas along with a discussion of some case studies. Section 3 discusses trends and
forecasts for big data technologies according to Forbes. Section 4 is conclusion and
future scope of this chapter.
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2 Technologies in Big Data Domain

Big data, consisting of some unique features, gets generated from diverse sources
in various formats like batch and streaming. It is observed that most of the big data
that is generated is unstructured. Challenge lies in gaining insights into such data
directly or by first converting it to structured data and then analyzing it. Storage and
analysis of structured or unstructured data are always a challenge when size of data
increases enormously. With the evolution of big data, techniques related to it are also
developing to efficiently analyze it and extract important information from it. This
section discuses top-level technologies in Fig. 1 that are currently being worked on
in the big data domain. These include both for storage and analysis purpose.

Each type of big data technologies described in Fig. 1 such as PredictiveAnalytics,
NoSQLDatabases, Real-Time Analytics, Data Virtualization, and Cloud Computing
are discussed next.

2.1 Predictive Analytics

Predictive analytics is an advanced level of analytics inwhichpredictions aremade for
future events based upon previously available data. It is also known as Classification.
For this purpose, machine learning algorithms are used to train the machine based
on historic data and then it is tested for the quality of predictions it can make. Many
practitioners are working toward applying existing machine learning techniques in
big data domain or scaling them to map big data level.

There are multiple platforms for machine learning in big data scenario as dis-
cussed in [8] like Mahout, H2O, SAMOA, Apache Spark, etc. Mahout is the most
well-known platformwith a wide range of machine learning algorithms that are basi-
cally focused on classification, clustering, and collaborative filtering. It has some
shortcomings also like its inefficient runtimes due to slow MapReduce principle and
difficulty to set it on a Hadoop cluster. On the other hand, Apache Spark is a recent

Fig. 1 Big data technologies
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platform which is based upon MLlib, machine learning library. MLlib implements
all algorithms ofMahout along with some regression models, feature extraction, etc.,
which is the lacking factor for Mahout.

H2O is an enterprise edition with a notable feature of GUI, graphical user inter-
face, and deep neural network toolkits. Users can work on this platform via pro-
gramming or web-based interface. SAMOA stands for Scalable Advanced Massive
Online Analysis and is a machine learning platform for streaming data. It is highly
scalable and extensible but with low coverage of algorithms.

Apart from this, one more promising platform for machine learning in big data is
R [9]. Though R provides more than 70 packages but they lack scaling to big data.
Therefore, R has provided specialized packages for big data like bigrf, biglm, etc.
Bigrf provides Random Forest functionality on big data while biglm deals with linear
regression for data that is too large to fit in memory. R also provides an interface
with Hadoop known as Radoop, which works in the form of map reduce jobs on the
data stored in HDFS. Researchers have discussed and compared various machine
learning platforms on big data in detail which is in [9].

In addition to this, a general-purpose framework, Petuum is introduced in [10]
that systematically addresses data and works efficiently in comparatively less time.

Case Study: For instance, started as an online bookstore, Amazon has led its
journey to top-level online retail store. Product recommendation is used based on
customers profile and their past experiences in amazon which serves as a major big
data challenge. It uses the concepts of content-based and collaborative filtering to
group customers and analyzes their preferences.

2.2 NoSQL Databases

In this era of big data analytics, a variety of data in different formats are avail-
able and traditional relational databases are becoming obsolete to manage them. In
their place, NoSQL databases are providing promising and efficient data storage and
analysis platform to handle big data. Some popular NoSQL databases include Redis,
MongoDB, Couchbase, Cassandra, HBase, etc. These can be grouped based on their
characteristics in four categories as Key-value Store, Document Store, Column Fam-
ily Store and Graph databases [11].

Key-value Store is where data is stored in the form of key-value pairs as hash
tables where values can be easily accessed with the help of corresponding keys.
In document store, semi-structured documents are stored and managed in formats
like XML or JSON. Column Family Store is where data is stored in the form of
rows and columns and based on similarities of columns, related columns formulate
column family. Graph databases store information in the form of graph data structure
and make use of graph algorithms to analyze them. It is mainly used to represent
recommendation system or social networking data.

Many researchers are working in this field to analyze the capabilities and perfor-
mance of NoSQL databases to handle big data. In [12], it is concluded that Redis
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which is a key value data store has performed better in terms of efficiency and is found
well suited for loading and executing workloads. Apart from this, practitioners have
also proposed a fuzzy-basedmethodology in [13] to store consistent fuzzy geospatial
data based on certain validations and constraints for semantics. Researchers in [14]
have addressed the problem of data migration in heterogeneous NoSQL databases by
providing a fault-tolerant approach to migrate data. In some applications, a hybrid
architecture of relational and NoSQL databases can prove useful. In [15], a data
adapter system to support hybrid database model supporting both types of databases
with three modes for query approach.

Case Study: EHR system as discussed in [16] replaced existing system to NoSQL
database for primary data store and to prepare a local cache at each site to improve
request latency and availability.

2.3 Real-Time Analytics

Real-time big data analytics is when the timely prediction of streaming data is pro-
vided. This is a very challenging task in big data scenario as storage and analysis of
big data at the same time requires large in-memory and correct platform. Its applica-
tions include majorly sensor related data and social web data. Examples of real-time
analytics tools are S4, Storm, and Apache Spark.

In recent times, the role of streaming analytics has been increased in the field
of sentiment analysis. A distributed system based on Vertical Hoeffding Tree, a
decision tree classifier for same has been presented in [17]. Apache Samoa, a tool
for distributed streaming classification along with evaluation criteria to measure the
performance of streaming classifiers is depicted in paper [18].

Case Study: A case study on finding the effectiveness of Storm to analyze stream-
ing data in real time from two applications to predict trending news is given in [19].

2.4 Data Visualization

Visualization is the concept of representing the results and analysis part of big data in
a graphical manner. It is becoming a concerned technology because traditional visu-
alization approaches do notmapwell to big data scenario. In case of a large-scale data
visualization, processingmethods such as feature extraction and geometric modeling
are also used. In the current scenario, researchers are actively working on searching
for new visualization platforms to scale them for big data. Here, augmented reality
techniques are proving to be next milestone in this scenario. In [20], practitioners
have discussed utilizing virtual reality and augmented reality techniques for big data
visualization. A new algorithm for visualization of big data from high dimension to
a two-dimensional space is presented in [21] and found to perform noticeably well.
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Similarly, in [22], high dimensional big data is visualized in three dimension using
unsupervised dimension reduction techniques.

Case Study: To maintain the consistency and integrity of constantly increasing
data inQualcomm, a data virtualization solutionwas produced tomake data available
fast and in the virtual view.

2.5 Cloud Computing

Distributed computing alongwith Internet in an extended form can be conceptualized
as cloud computing. Here, cloud refers to a network which can be accessed via the
Internet anytime and anywhere to use it as any service. With the evolution of big
data, storing and analyzing big data in clouds seems to be perfect solution to almost
all data storage problems. Still, there exist some issues in this solution out of which
security is most important. In [23], an efficient approach to handle secure storage
of big data in a cloud environment is presented which is based on compressing and
decompressing of data.

Onemore problem associated with distributed cloud computing is heavy data traf-
fic among data centers. This leads to high communication costs in query evaluation.
An online query evaluation system to deal with this problem of big data in distributed
clouds is discussed in [24].

Case Study: Several case studies in this research area are discussed in [25] namely
SwiftKey, Nokia, redBus, etc. SwiftKey is a language technology that uses Apache
Hadoop on Amazon Cloud for scalable and multilayered model along which applies
artificial intelligence component to manage constantly increasing data in prediction
problems. redBus is responsible for internet bus ticketing system in India and has
implemented its system using Google Query for large data analysis. On the other
hand, Nokia makes use of Hadoop Distributed File System to store multi-structured
data in cloud environment.

3 Trends and Forecasts for Big Data Technologies

Big datamarket is constantly expanding inmainstream business and there is a need to
analyze which big data technologies are in demand. According to Forbes, an analysis
of growing requirements of big data technologies is done and a trajectory of more
than 20 techniques in big data scenario is presented as Fig. 2.

As shown in this figure, awide range of big data technologies are shown as per their
business value in coming time. Predictive analytics is the technology that is highly
popular in today’s business needs and the only one with maximum time for next
phase. Apart from it, NoSQL databases, Stream analytics, search and knowledge
discovery are some other technologies that are currently in demand. No big data
technology is achieving the minimum success line on graph showing the promising
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Fig. 2 Big data technologies described by Forbes

nature of the technologies in this area. Very few technologies namely data science
tools and machine learning libraries are achieving moderate success and are likely
to be popular in less than 1 year. Based on TechRadar methodology of Forrester,
above-described technologies in this paper are most popular and likely to remain
persistent for more than 5 years [26].

4 Conclusion

Big data technologies are trending in almost all present business requirements and
their understanding has become a burning need in this field. In this paper, a brief study
on some popular big data technologies like predictive analytics, NoSQL databases,
Real-time analytics, cloud computing, and data virtualization is discussed. Prediction
for future trends of popular techniques and their lifespan is also presented as described
by Forbes. Sample case studies for each discussed technology are also given to
understand the scope and purpose of this study.



986 K. Ahlawat and A. P. Singh

References

1. H. Hu, Y. Wen, T.S. Chua, X. Li, Toward scalable systems for big data analytics: a technology
tutorial. IEEE J. Mag. 2, 652–687 (2014)

2. A. Gandomi, M. Haider, Beyond the hype: big data concepts, methods and analytics. Int. J.
Inf. Manage. 35(2), 137–144 (2015). Elsevier

3. X. Wu, X. Zhu et al., Data mining with big data. IEEE Trans. Knowl. Data Eng. 26(1), 97–107
(2014)

4. K. Kambatla et al., Trends in big data analytics. J. Parallel Distrib. Comput. 74, 2561–2573
(2014). Elsevier

5. C. Chen, C. Zhang, Data-intensive applications, challenges, techniques and technologies: a
survey on big data. Inf. Sci. 275, 314–347 (2014). Elsevier

6. C.-W. Tsai et al., Big data analytics: a survey. J. Big Data 2(1), 21 (2015). Springer
7. D. Singh, C. Reddy, A survey on platforms for big data analytics. J. Big Data 2(1), 8 (2014).

Springer
8. S. Landset et al., A survey of open source tools for machine learning with big data in the

Hadoop ecosystem. J. Big Data 2(1), 24 (2015). Springer
9. J. Zheng,A.Dagnino,An initial study of predictivemachine learning analytics on large volumes

of historical data for power system applications, in International Conference on BigData, IEEE
(2014), pp. 952–959

10. P. Eric Xing et al., Petuum: a new platform for distributed machine learning on big data. IEEE
Trans. Big Data 1, 49–67 (2015)

11. R. Zafar et al., Big data: the NoSQL and RDBMS review, in International Conference on
Information and Communication Technology, IEEE (2016), pp. 120–126

12. E. Tang, Y. Fan, Performance comparison between five NSQL databases, in International
Conference on Cloud Computing and Big Data, IEEE (2016), pp. 105–109

13. B. Khalfi et al., A new methodology for storing consistent fuzzy geospatial data in big data
environment, vol. 3, in IEEE Transactions on Big Data (2017)

14. M. Scavuzzo et al., Providing Big data applications with fault-tolerant data migration across
heterogeneous NoSQL databases, in International Workshop on BIG Data Software Engineer-
ing, ACM (2016), pp. 26–32

15. Y.T. Liao et al., Data adapter for querying and transformation between SQL and NoSQL
database. Future Gener. Comput. Sys. 65, 111–121 (2016). Elsevier

16. J. Klein et al., Performance evaluation of NoSQL databases: a case study, in International
Workshop on Performance Analysis of Big Data Systems, ACM (2015), pp. 5–10

17. A. Hossein, A. Rahnama, Distributed real-time sentiment analysis for big data social streams,
in International Conferences on IEEE (2014), pp. 789–794

18. A. Bifet et al., Efficient online evaluation of big data stream classifiers, in Conference on
Knowledge Discovery and Data Mining, ACM (2015), pp. 59–68

19. T. Chardonnens et al., Big data analytics on high velocity streams: a case study, in International
Conference on Big Data, IEEE (2013), pp. 784–787

20. E. Olshannikova et al., Visualizing big data with augmented and virtual reality: challenges and
research agenda. J. Big Data 2(1), 22 (2015). Springer

21. B. Wu, B.M. Wilamowski, An algorithm for visualization of big data in a two-dimensional
space, in 41st Annual conference of the IEEE Industrial Electronics Society, IEEE (2015),
pp. 53–58

22. Y. Xie et al., Visualization of big high dimensional data in a three dimensional space, in
3rd International Conference on Big Data Computing, Applications and Technologies, ACM
(2016), pp. 61–66



Understanding Concepts, Future Trends, and Case Studies … 987

23. A. Kuma et al., Efficient and secure cloud storage for handling big data, in International
Conferences on IEEE (2012), pp. 162–166

24. Q. Xia et al., Data locality-aware query evaluation for big data analytics in distributed clouds,
in Second International Conference on Advanced Cloud and Big Data, IEEE (2014), pp. 1–8

25. I. Abaker et al., The rise of “big data” on cloud computing: review and open research issues.
Inf. Syst. 47, 98–115 (2015). Elsevier

26. G. Press, in Top 10 Hot Big Data Technologies [Online] (2013, Mar 14). Available: https://
www.forbes.com/sites/gilpress/2016/03/14/top-10-hot-big-data-technologies/#1643589c65d7

https://www.forbes.com/sites/gilpress/2016/03/14/top-10-hot-big-data-technologies/#1643589c65d7


Issues in Software-Defined Networking

Amit Nayyer, Aman Kumar Sharma and Lalit K. Awasthi

Abstract Software-Defined Network is a nascent emerging architecture that pro-
vides solutions to most of the challenges in traditional networks. It is a model for
heterogeneous integrationof different networkdevices. It separates control logic from
the network devices, leaving the devices with only data-forwarding responsibilities.
It makes configuration and management of the network simpler, manageable, and
provides flexibility for various innovative network designs. Conclusively, it increases
the overall performance of the network. This article provides a comprehensive survey
of different issues in SDN. We discuss various research areas in SDN. Our target is
to introduce a newbie to this emerging field of SDN and make him aware of various
issues available for research in this field.

Keywords Software-defined network · Scalability · Security · Congestion
Flow control mechanism

1 Introduction

Software-defined networking (SDN) makes configuration and management of the
network simpler and manageable. It brings into picture the concept of separating
the control plane and the forwarding plane in the network. The control plane is
responsible of controlling the overall behavior of the network,whereas the forwarding
plane just send and receive the data as well as instruction from other devices in the
network. This approach reduces the number of existing challenges in the network
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and introduces efficiency and sustainability. It also removes the vendor dependencies
of the devices as they are now controlled by a specific controller [1]. The protocols
are defined and imposed by the controller in such network. Issues like security and
reliability can now be handled in a better way using this new technological paradigm.
Dynamic updating becomes more feasible and impactful. Using central controller,
the decision can be implemented energy efficiently, and hence increase the lifetime
of the network. Most of the energy-consuming functions are now with controller and
it has more power resources as compared to other nodes in the network. OpenFlow
emerged as de facto SDN protocol.

2 Architecture and Behavior

The SDN divides the network into two major parts. The control panel: It is where all
the decision-making capabilities reside. It is responsible for network configuration
and managements and it is the intelligent part of the architecture. The data plane:
It is where only data-forwarding responsibilities reside. It accepts the policies as
decided by the control plane and not intelligent in any way. The data plane stores the
policies that contain the instructions from the controller to handle any message when
the device receives them [2]. The architecture further divides the APIs (Application
interfaces) into northbound APIs and southbound APIs. These APIs are named just
due to their interaction toward north and the south directions of the control plane.
The APIs provide an interface between different layers in the architecture. Figure 1
represents the architecture of SDN, representing different planes and APIs.

The APIs shown as 2 and 4 in the Fig. 1 represent Northbound and Southbound
APIs. The control plane interacts with these APIs for any communication between
the lower and the upper planes of the architecture. The data plane shown in the Fig. 1
consists of heterogeneous types of nodes. Some architectures discussed in other
research articles also named it as physical plane as this plane deals with hardware
associated with the network. The nodes forward its data to different routers in the
network, which further routes the data to the central controller for decision-making.

3 SDN: Issues

The concept of SDN is to implement the architecture based upon central controller.
This architecture no doubt provided solution to many existing problems, still had
some limitations in other areas. Some of the research issues in this paradigm are as
follows.
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Fig. 1 Architecture of SDN
1: Application Plane 2:
Northbound API 3: Control
plane 4: Southbound API 5:
Data Plane

1:Application Plane  2:Northbound API  3: Control plane
  4: Southbound API 5: Data Plane

3.1 Scalability

In Software-Defined Networks (SDN), scalability is also one of the major issues.
Many researchers are concernedwith scalability in SDN due to its centralized control
architecture [3]. Scalability can be related to either controller’s scalability (processing
power) or with respect to communication capabilities of control plane–data plane.
The capability of controller may be hampered due to the increase in a number of
elements in the network as it grows with time. The Controller may fail to provide
the required services to all the elements depended on it and, therefore, restricting
the number of elements connected to it. Scalability is also a concern in SDN due
to its architecture, which allows decoupling of data plane and control plane. The
centralized control plane can become a bottleneck in case of addition of elements
and thereof requests to it. No doubt, that moving all the control functionality to
centralized controller brings network-wide view at a single point and controlling
policies become easier. In fact, SDN adds a level of flexibility and management for
scalability [4]. Different factors that can be used to measure the scalability of any
SDN are the following:

(a) Functions: The capability of SDN to allow the addition of new functionalities
at minimum efforts.

(b) Administration: The ability of network to allow increased number of users with-
out losing control over them.
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Fig. 2 Illustration of
controller, switch, and
element placement in SDN

(c) Geographic: To maintain performance regardless of location of the expansion
either local or distributed geographically.

(d) Load Scalability: The capability of increasing and decreasing its resource pool
to accommodate the number of elements in the network.

Increase of load at the controller is the main factor that affects scalability in SDN.
There are different other reasons that contribute to the issue of scalability in SDN:

(a) Capability of Switches: The switches in the SDN are proposed to have very
limited processing capabilities and data storing capacity. The switches are not
able to hold more flow of table entries, which results in sending a repeated
request to the controller for new entry and, therefore, increases load and finally
affecting scalability [5]. The less capability of switches turns the SDN model
into a reactive approach.

(b) Link failures: Failure of any link in the network is one of the natural phenomena.
In SDN, also link failure is a factor which further increases the load on the
controller. Whenever there is a failure of link detected by any switch in the
network, it notifies the controller about the event [6]. The controller computes the
new route information and sends back the update to switches for their forwarding
table in Fig. 2.

No doubt, scalability is one of the major issues in SDN, but due to network-
wide view capability of controller and flexibility of the management it can be easily
eradicated. Multiple controller installations are an effective way to deal with this
challenge.

3.2 Security

Security is one of the benefits of SDN, as it provides global visibility of the network.
Due to the reason that the centralized controller is responsible formanaging thewhole
network, it is more prone to attacks and once affected it affects the whole network.
The availability of central controller opens other challenges in security including
attacks such as man in middle attack, DoS attacks, and saturation attack [7]. The
updating of any security policy can be done from controller rather than going to
each forwarding hardware and updating their relative software. The security lapses
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in controller path communication can lead to illegitimate access and the usage of
network resources. The security challenges in SDN can be divided into three main
different planes as follows [8]:

(a) Application plane: Most of the functions are implemented with the applications
in the SDN. If any fraud application is spread across the network, it can hamper
the activity of the network. There is absence of authentication and authorization
mechanism for application and there is a threat to security in case of large
number of third-party applications in the network [9]. The fraud applications
can generate different flow rules and it will become difficult to check if and
application is compromised or not. Access control and accountability on third-
party applications is also difficult to implement.

(b) Control plane: Due to the more visibility of this plane in the network, it is
more prone to DoS attacks. Also, in this plane there is no compelling mecha-
nism for enforcing access control on the application. Scalability and availability
challenges are other types of threat for such centralized architectures.

(c) Data plane: The data plane is most static part of the network and fraudulent flow
rules are one of the major attacks on such part of the network. The tables called
flow table stores limited number of flow rules. As data plane is dependent on
the control plane, so controller hijacking or compromised controller are other
attacks [10]. TCP-level attacks and man in middle attacks are also targeted at
this plane.

3.3 Fault Tolerance

Fault tolerance is the major topic of concern to any network. The same behavior is
expected in SDN. Fault tolerance is a challenging task in SDN due to the presence
of multiple heterogeneous elements in the network [11]. Google’s SDN named as
B4 has shown the resilience architecture up to some extent [12]. The resilience of an
SDN network depends on fault tolerance at two planes as follows:

(a) Control plane: SDN is prone to single point of failure due to centralized con-
troller model. The solution for making fault-tolerant control plane consists of
two methods. First one is primary backup replication in which only one primary
controller exists and performs all the operations. It updates the backup replicas
periodically. In case of failure of primary controller, one of the backup replicas
takes control and acts as primary controller. Second one is state machine replica
model, in which client issues commands to all replicas that execute them in a
deterministic way. Implementing replicated state machines are not providing
the desired performance in case of controller failure. Efforts are being made to
increase the resilience of network by control plane split architecture. Distributed
controller architectures increase resilience in the network but increased other
tradeoffs.
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(b) Data plane: The requirement of fault tolerance in this plane arises when a switch
detects a link failure and updates the controller regarding the failure. The con-
troller updates the flow table of the switch based on some intra-calculations.
The approach is reactive and needs large restoration time for updating of flow
tables at the switch. Another strategy can be worked out to provide an efficient
solution to the problem of link failure in the network.

FatTire [13] presents a new language for writing fault-tolerant programs in SDN.
New programming construct is proposed based on regular expressions. The set of
paths is defined by the programmer and the packets may take that path in the network.
The algorithm was proposed for compiling FatTire programs to Open Flow switch
configuration. The model only deals with link-level failure. It can be extended such
that the controller can be updated regarding the link failures. Ravana [14] offers the
abstraction of a fault-free centralized controller to control applications. In this model,
the control message is processed transitionally and exactly one time. The replicated
statemachine is extendedwith light weighted switch sidemechanism for correctness.
It is a distributed protocol that enables unmodified controller application to execute
in fault-tolerant way. The model can be extended so that multiple threaded control
applications can also be supported. Slick Flow [15] provides the idea of using packet
to carry extra path to provide resilient routing. If there is a path failure, alternative
path can be chosen randomly. This method eliminates the need of contacting the
controller in case of a link failure is detected by the switch. Byzantine controllers
[16] are another type of SDN controllers that can tolerate Byzantine faults in control
and data planes. Byzantine fault tolerance is a characteristic of distributed system
that tolerates the Byzantine Generals problem described by Leslie Lamport in his
research paper. Reactive controller logic is considered in the model for updating flow
tables from control to data plane. The Byzantine controller model does not perform
well in case of large-scale network; therefore, it can be modified to work for larger
networks.

3.4 Congestion

Congestion is the reduction of quality of service that occurs when a link is carrying
more data than it can handle due to whatsoever the reason is. Another factor is insuf-
ficient memory space at the switches to store the data. The capability of the processor
is also a reason for congestion due to heavy load at some moments. As discussed in
the last section, the control plane and data plane are affected due to congestion in
the network. The controller itself can be congested due to different reasons. More-
over, the centralized concept of the model itself is prone to the congestion. The links
between data and controller are also congested due to the same reason.

SDTCP [17] provides a SDN-based TCP congestion control mechanism. The
controller selects a long-lived flow to reduce sending rate by adjusting TCP receive
window of acknowledgement packets. This behavior of controller is defined when
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Fig. 3 SDN-based
congestion control

there is a congestion message to controller by the switch. This model provides a
benefit of accurately decelerate the rate of long-lived flow to ensure the performance
of other flows in the network. It provides a guarantee output to high-priority flows.
The congestion in the link between controller and switch is detected by examining
the ports of the OpenFlow-enabled switches [18]. The controller keeps communica-
tion with switches on different events to know the statistics going on there. Flows
from the congested ports are rerouted from such affected ports to some other less
congested ports. This method decongests the affected port but increases the over-
head of the controller. Moreover, new research can be done to include the concept
of machine learning methods for decongestion improvements. The centralized con-
troller receives large volumes of traffic due to single point of administration in SDN.
As a consequence, congestion can occur frequently in such network. The article [19]
provides a congestion-free routing strategy, suited to the concept of global view by
SDN controller. A time slot allocation is done for the incoming packets and then
the routing paths are computed for each packet. The heuristic approach is adapted
for time slot allocation algorithm whereas bin packing problem is modeled for path
selection. The proposed method performs well in all factors like throughput, queues
and end-to-end round trip time, but the performance of protocol for large and scalable
network is yet to be established. In Fig. 3, the congestion in SDN is depicted.

3.5 Flow Management

SDN controller acts as a brain of the network. It satisfies your versatile needs with
an open architecture which provide flexibility and risk-free change management.
Applications on the controller provide control on the flow of the network by defining
policies. These policies are required to be stored in any flow table, which requires
storage space. Both controller and switches face the difficulty of storing a large num-
ber of such flow tables in their respective storage spaces. Proactive flowmanagement
allows a switch to respond to the first packet received according to the flow rules
installed in the flow table of the switch itself. This method is not a feasible solution
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as the limited availability of storage space at the switches. The reactive approach is
much better in such scenarios to save the storage space at switches but it suffers from
round-trip delay of communication with the controller.

TheTimeoutX [20] provides a solution to suchproblemsbymeans of adaptiveflow
tablemanagement.Adaptive timeouts are set for the entries to be in the flow table after
which the entries in the table can be replaced by other entries. The method combines
flow types and flow table utilization ratio to decide the time out of each entry. The
method uses the flow table to its best use and supports more flows. Domain Flow [21]
is another method for providing the fine-grained flow control of Ethernet switching.
The network is split into sections and exact matches are used to enable practical flow
management using OpenFlow for commodity switches. In the flow model, a flow
is controlled by bit masking and wild-carded matching rules in different domains.
This method can be extended for construction of workload-aware high-performance
networks.

4 Conclusion

SDNprovides a flexibility of innovative solution in any network, thusmaking it easily
manageable and automated policy control. In this paper, we discuss the major issues
in SDN and in this context examine different-related solutions. The extension work
to already proposed solutions is provided, to the best of our knowledge. Most of the
problems discussed here can be avoided by implementing multiple controllers in the
SDN paradigm. The implementation of multiple controllers require synchronization
among them and it will remain as one of the major issues in such networks. Syn-
chronization studied in other networks can be applied with some modifications. As
a future extension to this article, we would like to discuss all such issues in multiple
controller platforms in SDN. The issues provided in this article are not meant to be
exhaustive.
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Feasibility of Fog Computing in Smart
Grid Architectures

Md. Muzakkir Hussain, Mohammad Saad Alam and M. M. Sufyan Beg

Abstract Contemporary Smart Grid (SG) systems are enticed by smart devices and
entities due to unfolded developments in both the IT sectors viz. Intelligent Trans-
portation and Information Technology. The intelligent transportation infrastructure
elementswhen bestowedwith Internet of Things (IoT) and sensor network of latter IT
(Information Technology), makes every object active and brings them online. In such
scenario, the traditional cloud deployment perishes to meet the analytics and compu-
tational exigencies for such dynamic cum resource-time critical subsystems. Starting
with highlighting the mission-critical requirements of an idealized SG infrastructure,
this work proposes an edge-centered FOG (From cOre to edGe) computing model
primarily focused to realize the processing and computational objectives of SG. The
objective of this work is to comprehend the applicability of FOG computing algo-
rithms to interplay with the core-centered cloud computing support, thus enabling to
come up with a new breed of real-time and latency free utilities. Further, for demon-
strating the feasibility of the proposed framework, the SG use case is considered and
an exemplary FOG Service-Oriented Architecture (SOA) is depicted. Finally, the
potential adoption challenges elucidated in the realization of the proposed frame-
work are highlighted along with nascent research domains that call for efforts and
investments in successfully guiding the FOG approaches into a pinnacle.
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1 Introduction

There are relentless economic as well as environmental arguments in the academia,
industries, R&Ds, and legislative bodies for the overhaul of the contemporary power
grid comprehended by a full Smart Grid rollout [1]. The latter integrates green cum
renewable energy production utilities, robust power monitoring schemes, adapts,
and evolves with the consumption behavior and requirements. However, the unique
feature that overlays on the heap of a SG amenities is connectivity and real-time
analytics [2]. The recent advancements in information and communication infras-
tructures in general and Internet of Things (IoT) utilities in specific redefine the
notion of “SMART” in current SG architectures. This work outlines the FOG com-
puting paradigm and examines its primacy over the cloud computing counterpart that
became ubiquitous in fulfilling the computational and analytics needs of a reliable,
robust, resilient, and sustainable SG. The notion of smartness has been introduced
into the contemporary SG architectures where the local nodes will be leveraged with
computational capabilities. Theywill no longer remains a “thing” ratherwill be trans-
formed into active computing nodes or “objects”. Every component of SG network
whether it is at the generation, transmission, or service level, will act as active nodes
in the entire transportation web. They are now called object in the sense that they
will be having attributes, gateways, states, etc. The whole transportation system can
be encapsulated as a network of active nodes having deterministic state transitions.
This is achieved through the notion of Internet of Things (IoT). IoT will ensure real-
time transport of information to and from the utilities, smart grid system, and other
components in the power system and charging infrastructure in a way that the current
as well as future needs of these entities along with dedicated business engagement
can be determined [3]. Such technologies are enabled by the recent developments in
RFID, smart sensors, communication standards, and Internet protocols [4]. The basic
principle is to have an environment where smart sensors collaborate directly with the
“objects” without human involvement aiming to deliver multitudes of applications
and services [5, 6]. It is a consensus belief by industries as well as research giants
that down the line, in near future IoT will emerge as a technology enabler for smart
transport, X2X (where X may be any of but not necessarily same from entities like
vehicles, grids, homes,Microgrid etc.) data and energy exchange topologies, optimal
renewable integration, and intelligent charging infrastructures [7].

However, it is obvious that in the IoT architecture, the population of connected
entities will overshoot the current growth drift and will jeopardize the normal con-
figurations [8]. This will in turn cause an exponential escalation in data generation,
handling of which is key task to ensure viable implementation of the infrastructure.
Connecting the objects through edge networks and technologies such as Wireless
Sensor Networks (WSN), Zigbee, Bluetooth, RFID, Wi-Fi, 3G, and 4G, etc., will
increase the complexity of underlying communication architectures. Efficient and
robust data analytics setup that can establish a real-time cum intelligent decision-
making atmosphere at every edge services becomes the need of hour. An exhaustive
review of existing control paradigms reveal the presence centralized coordination
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strategies such as cloud computing, grid computing, etc. [8, 9]. However, the service
demands of IoT architecture IoT-based transportation calls for storage and computa-
tion strategies that can execute locally at the edge itself. The prevalent cloud models
are not intended to handle the seven unprecedented V’s (Volume, Velocity, Variety,
Variability, Veracity, Visualization, and Value) in the data generated by IoT architec-
tures and coupling the whole universe of “things” or “objects” directly to the cloud is
nearly unfeasible [10]. FOG computing approaches seem to be the preeminent pref-
erence for computations at the extreme edges such as vehicles, roadways, charging
station, etc. [10–13].

However, installation of fogs (mini data centers) everywhere across the edges of
the networks and entities may not be cost productive. The infrastructure demands
varying levels of services which in turn have specified QoS requirements. Trans-
porting tera–peta bytes of data from millions of edge devices to the central cloud in
real-time is quite infeasible and even unessential as a significant percentage of data
are passive and do not contribute to any decision-making process. Furthermore, there
exist several tasks that do not even entail storage, processing, and analytics at cloud
scale. Such requirements motivate the need of a hybrid control architecture where
the mining and analytics activities are intelligently dispersed.

The Smart Grid applications require location-aware geo-distributed intelligence
in services such as metering information updates, power thefts, distribution outages,
network intrusions, etc., and require prompt and reflex actions to evolve and orga-
nize according to the adversaries. However, the current Smart Grid is under immense
pressure owing to its sullen response to the abovementioned computational demands.
Also, due to its fragility, concerns in SG control and coordination subsystems, reper-
cussions of power outages, resiliency, and reliability issues are growing ever more
serious. Upgrading to a computationally smarter, reliable, and resilient grid has esca-
lated from being a desirable vision, to an urgent imperative. Here, we itemize few but
not the least, of some of the mission-critical requirements of an ideal SG infrastruc-
ture plus the somber experiences encountered while going for pure cloud computing
deployment.

1.1 Support for Scalable Real-Time Services

Theneedof real-time analytics and decisions is being emerged as the need for the hour
to carry up the timing requirements of mission-critical SG utilities [14]. Even if some
servers’ fiascos occur, the system should heal itself with just graceful degradation
in latency services. The current cloud models support for SGs can provide rapid
response mechanisms but adversaries still pose threats to responsiveness.
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1.2 Support for Scalable, Consistency Guaranteed,
Fault-Tolerant Services

Consistency for cloud-hosted utilities is a broad term associated with ACID (Atom-
icity, Consistency, Isolation, and Durability) guarantees, support for state machine
replication, virtual synchrony, and support for only limited count of node failures
[1]. Today’s Smart Grid cloud infrastructures often “embrace inconsistency”, thus
implementing consistency preserving computational structures constitute a nascent
thrust domain for the research and development sector.

1.3 Privacy and Security

The woeful protection services of current cloud deployments often stimulate the
cloud vendors to recapitulate their security management folks to “not be evil”. Stern
efforts are in progress across the power system and transportation communities to
come up with SG cloud utilities and platforms leveraged with robust protective
contrivances where the stakeholders could entrust the storage of sensitive and critical
data even under concurrent share and access architectures [15, 16].

1.4 Highly Assured Connectivity

Added with power outages, the Smart Grid consumers also experience intermit-
tence in data connectivity. Projects for establishing mechanisms dedicated to support
secured multipath data routing from user edges to cloud services are on headway.
Critical components of the future Smart Grid applications demand better Quality of
Service (QoS) and Quality of Experience (QoE) from the data routing backbone that
underlie the cloud-hosted utilities.

Motivated by the abovementioned mission-critical Smart Grid requirements, the
pitfalls associated with current cloud computing infrastructures to meet such needs,
and having the assumption that the Smart Grid community is not in a position to
reinvent a remotely owned Internet infrastructure or to develop computing platforms
and elements from scratch, this work presents a FOG computing framework whose
principle underlie on offloading the time and resource critical operations From cOre
to edGe (FOG). The argument here is not to cannibalize the existing cloud support for
SG, but to comprehend the applicability of FOG computing algorithms to interplay
with the core-centered cloud computing support leveraged with a new breed of real-
time and latency free utilities.
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2 FOG Architecture for Smart Grid

This work presents a three schema computing architecture where the significant por-
tions of Smart Grid control and computations are nontrivially hybridized alongside
the cloud computing support. The objective is to overcome the disruption caused by
the development of IoT utilities where the control, storage, networking, and compu-
tational needs are actively proliferated across the edges or end-points. The lowermost
schema, namely physical schema primarily comprises of a wide range of smart IoT
enabled devices which come within the SG domain. For simplicity, the entities are
abstracted into logical clusters of applications, directly, or indirectly influenced by
the expediency of SG operations.

The first cluster (C1) represents vehicular applications where the intelligent vehi-
cles are arranged to form vehicular fogs. The existing transportation telematics sup-
port such as cellular telephony, on-board sensors (OBS), road-side units (RSU), and
smart wearable devices will uncover the computational as well as networking capa-
bilities latent in the underutilized vehicular resources. The notion is to employ the
underutilized vehicular resources into communicational and analytics use, where
a collaborative multitude of end-user clients or near-user edge devices carry out
communication and computation, based on better utilization of individual storage,
communication and computational resources of each vehicle [5]. Similarly, the sim-
ilar presence of clusters (C2) could also be traced in smart home networks that
have a noteworthy contribution in consistent operations of the backend SG support.
The intelligent IoT equipped home gadgets such as washing machines, AC, freezes,
parking lots, CC camera, etc., are also potentially active to provide storage, analy-
sis, and computational support for satisfying the prompt and local decision-making
services. The third but not the least, cluster C3 depicts similar structure that can
be constituted by utilities involved at the extreme ends of an SG infrastructure viz.
micro-nano grid, PLCs, automated circuit breakers, and other entities associated to
diverse range of SG generation, transmission, and distribution services. The smart
nodes within such clusters sense and cultivate the heterogeneous physical attributes
and transmit it to the upper layers through dedicated edge gateways. However, the
whole or a portion of data generated within these physical clusters are accumulated
at the interim across access points such as Global Positioning (GPS), GIS, Road-
Side Units (RSUs), Remote Terminal Units (RTUs), Intelligent Electronic Devices
(IEDs), Phasor Data Concentrators (PDC), and other field arrays (Fig. 1).

The next tier constitutes the FOG computing layer comprising of intelligent fog
devices such as SCADA, smart meters, routers, switches high-end proxy servers,
intelligent agent and commodity hardware, etc., having peculiar ability of storage,
computation and packet routing. The Software-Defined Networking (SDN) assem-
bles the physical clusters to form virtualized Inter-Cluster Private Networks (ICPNs)
that route the generated data to the fog devices spanned across the FOG computing
layer. The fog devices and its corresponding utilities form geographically distributed
virtual computing snapshots or instances that are mapped to lower layer devices
in order to serve the processing and computing demands of corresponding physi-
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Fig. 1 Topology of FOG computing paradigm in a smart grid

cal entities or logical clusters. However, the location dynamics or mobility patterns
of intelligent entities such as smart vehicles, OBUs, and other Smart Grid sensors
make the FOG instances inflexible, heterogeneous, and dynamic. The FOG instances
undertake the processing and analytics tasks in framing decision-making standards
of when and what data to be offloaded to the upper cloud computing tier [14]. Gener-
ally, the bulky and resource exhaustive tasks are redirected to the cloud data centers
for distributed processing. The cloud schema is primarily responsible for permanent
and voluminous data chunks for high-performance computing and bulky analysis
activities [17].

3 Service-Oriented Architecture for FOG Computing
Layer

The SG use cases and requirements discussed in above sections nail down to devise a
Service-Oriented Software Architecture (SOA) for defining the networking, storage
and analytics activities of FOG elements defined in schema 2. An ideal SOA should
meet the following key goals corresponding to FOG computing services.

3.1 Support for Heterogeneity and Interoperability

It should facilitate seamless resource management of heterogeneous FOG nodes
deployed in diverse environments and under computational landscapes such as core,
edge, RAM support, storage structures, end terminals, etc. It should provide ubiq-
uitous support for Smart Grid applications from different programmers and devel-
opers to be compatible interoperable across heterogeneous platforms. Moreover,
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the dynamic FOG instances in Smart Grid infrastructures formed from heteroge-
neous network and computing elements such as sensors, actuators, and Machine-to-
Machine (M2M) architectures demand high-bandwidth communication backbone.
The communication links and protocols should provide resiliency support and access
mechanisms for data transfer to and from enterprise data centers or clouds.

3.2 Support for Abstraction and Virtualization

The architecture should expose generic APIs that will hide the platform heterogene-
ity and provide a uniform and programmable interface for seamless resource man-
agement of multitudes of FOG computing applications across various SG domains
and verticals such as microgrid, electric vehicle infrastructures, smart homes, etc.
The APIs should be capable of monitoring, provisioning and controlling physical
resources such as CPU, memory, network, and energy. In order to support multi-
tenancy in the FOG computing paradigms and to enable improve resource utilization
by incorporating the capabilities to run multiple operating systems or service con-
tainers on same physical machine, the architecture must have robust virtualization
support. The software architecture will also have provisions for guaranteeing the
security, privacy, consistency, and isolation policies for service execution among the
tenants.

3.3 Support for Service Orchestration

The FOG software framework should provide efficient policy-based service orches-
tration utilities in order to undertake scalable and reliable management and execution
of individual SG subsystems. Intelligently programmed software architecture will
potentially assure distributed orchestration services that are primarily motivated to
behold the dynamic, policy-based lifecycle management of FOG properties as well
as resiliency of Smart Grid services. Moreover, a coherent lifecycle management
platform will offer abilities for composing, configuring, dispatching, activating and
deactivating, adding and removing, and updating the SG applications.

4 Illustrative Use-Case-the Smart Grid

A smart grid probably offers the richest use case to demonstrate the FOG computing
scenario. The intent of this paper is to abstract the major FOG computing require-
ments that would get exposed in the emerging IoT-aware SG infrastructures. The
SG manifests itself as a computationally full-fledged system envisioned by numer-
ous subsystems such as Connected Rail Transportation (CRT), microgrid, and elec-
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Fig. 2 Service-Oriented Architecture (SOA) of FOG computing model in a Smart Grid-based
transportation system

trically driven Intelligent Vehicular Systems (IVSs), etc., that calls for potentially
enough requirements for compute and analytics platform at the edge. The major
goals of an IoT-aware connected rail network that FOG computing paradigms are
purposed for include real-time location updates, accident prevention, steady flow of
rail traffic, historical analytics utilities for continuous evaluation and feedback, etc.
While the first two cases are location-constrained services and necessitate uncom-
promised real-time response, the third one requires a pseudo real-time. The historical
analysis part relates to result obtained after collection and processing of global data
over the desired lapse of time. For such instances, where the infrastructure requires
a noble mix of offline/online, real-time/aggregated analytics, and decisions, FOG
computing paradigms complemented with cloud computational backends will be the
best recourse. The CRT FOG standards support multi-tenancy to anticipate an inte-
grated hardware architecture and software platform for streamlining deployment of
intelligent and situation-aware services.

Similarly, the microgrid subsystems expose characteristics and requirements
shared by multitudes of Internet of Things/everything (IoT/IoE) deployments viz.
interplay between real-time andbatch analytics, stringent interaction between sensors
and actuators and so in closed control loops, wider geo-distributed deployments of
autonomous microgrid utilities, etc. Recent utility-scale developments have enabled
installation ofmicrogrid equipment such as large and flexible turbine structures, mas-
sive solar panels equipped with amenities for effectively harnessing wind and solar
power, improving solar generation density, reducing structural loading of wind tur-
bines, etc. A solar plant may consist of series of individual panels or a wind farmmay
include thousands of peer wind turbines, whose performance can be enhanced by
integrating intelligentmicrocontrollers, sensors, and actuators deployed at the desired
sites. Such devices can also be utilized to realize a global coordination framework
whose services are smart and optimal. Such infrastructure requires a robust commu-
nication network and synchrony among the smart grid subsystems (FOG), between
the system components and the internet at whole (cloud) (Fig. 2).
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A Smart Grid or microgrid microcontroller having a global scope will utilize
data fed from the assigned subsystems to determine and implement desired decision
policy for each domain. Depending on the geo-distribution of each utility, such
assignments may be global or local. Both variants require low latency compute,
storage, and analytics services at edges of the utility network. Further, the IoT-aware
SG systems generate voluminous datasets which are majorly actionable in real-time.
Beyond such time constrained requirements, a significant portion of data in the
warehouse demand analytics over aged (days, months, or years), recent or a mix
of both categories of datasets and over wider scenarios such as solar panels, wind
farms, or other forecasting or historical data. For such computational requirements,
high-performance computationally intensive algorithms need to be implemented in
cloud data centers for batch processing and analytics. Such infrastructural setups
requiremiddleware that mediates between FOG applications at the edges while cloud
computing at the core.

5 Adoption Challenges and Future Prospects

The proposed SGFOGcomputing architecture due to lack of viable technologies will
face difficulties in realizing its vision successfully. IoT-based vehicular FOG nodes
and data clouds need to be designed intelligently to enable wide scale deployment.
However, contemporary implementation and design models, algorithms and mecha-
nisms are still far from the vision of IoT and are confronted with many challenges.
Fundamental challenges that need to be addressed include availability, reliability,
security, efficiency, interoperability, etc. [5, 12]. The research for viable realization
of next generation Smart Grid utilities is in progress but all are trapped in local
loop. Some key challenges that may arise while executing FOG algorithms in the
IoT-enabled SG infrastructures are given here.

5.1 Management

In the proposed computing model, there is a seamless trading of energy between
each pair from any of power grid, smart charging stations, or aggregators, dis-
tributed sources (micro-nano grids and other nonconventional sources), smart vehi-
cles, Advanced Metering Infrastructures (AMIs), etc. Further, in smart cities, the
domain of renewables is extended to integrate smart homes, smart parking lots, etc.
The power exchange or flow can be conceptualized as a complete graph, where nodes
represent entities while edges denote the bidirectional power flow. Integration of IoT
technologies into such infrastructure further complicates the setup, as entry of billions
of smart sensing devices elucidates the need for robust and efficient communication
frameworks. Concurrent management of bi-level (energy and data) transport, thus
poses daunting issues for the configuration managers as well as service providers.
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Lightweight remote management protocols needs to be standardized to build ser-
vice agnostic schemes for a viable realization of low-level processing and storage
deployment. Comprehensive attention into research projects and investments from
governments, policymakers, academia, and industries are strongly welcomed into
such disruptive innovation. Though some labs are involved conducting FOG research
studies, integrating them with transportation frameworks is still in its infancy and
is restricted within simulation phase only. Demonstrating the feasibility of prepared
prototypes needs real-world applications and test beds, that are not executed on large
scale.

5.2 Stakeholder’s Reliance and Confidence

It is one of the most dominating factors that decide the frequency of adoption of FOG
paradigms. For that purpose, robust business models as proposed in this work or
even more improved and efficient prototypes need to be developed. It calls for future
attention towards simulation and demonstration through real-world datasets; as such
analysis will be more realistic to the FOG stakeholder in IoT aware environments.

5.3 Synchronization and QoS Guarantee

The IoT-enabled SG infrastructure unifies multiple dimensions and entities such as
power grid, renewables, xEVs, etc., into a common platform whose processing and
analytics demand also ranges across multiple magnitudes. Thus, there is need of
robust synchronization mechanism to enable long and smooth running and operation
of infrastructure. Evaluating the performance of transport service offered by the
proposed SG infrastructure is again a cumbersome task. Real-world datasets need to
be generated to assess whether the QoS metrics are guaranteed. Evaluation metrics
or QoS parameters from smart charging and power system perspective are service
loss probability, power tariffs; Mean Time to Failure (MTTF), expense in security
subsystems, etc. from SG power delivery perspectives while from IoT viewpoint
throughput, jitter, bandwidth, overhead, etc., are key parameters that capture the QoS
and Quality of Experience (QoE). The extent to which the metrics can be realized
also depends on how they are defined.

5.4 Interoperability

Enabling the population of heterogeneous IoT entities belonging to multiple plat-
forms to be interoperable is another limitation to contemporary SG architectures.
The products and standards delivered from applications and IoT, OEMs end should
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be interoperable to ensure the delivery of services to varying range of customers
irrespective of hardware specifications. Furthermore, the objects connected through
IoT demand a unified platform for delivering diversified services. Such platforms
can also be provided as Transport as a Services (TaaS) for IoT applications.

5.5 Reliability and Electromobility

A reliable FOG service is the result of a sequence of executions performed at mul-
tiple schemas formed by smart grid, aggregators, edge networks, etc., the overall
performance is decided by the cumulative operation characteristics across all levels.
The objective function is to maximize the success rate of power delivery which is
manifested in the form of power availability, economic power, minimum queuing
delay, power quality, etc. Further, both the hardware and software modules of the
energy and data transport network should be resilient to threats, thefts, intrusions, and
failures as networks under these circumstances will cause unreliable perceptions and
wrong decisions leading to disastrous consequences. As the behavioral dynamics of
SG utilities random and uncertain, relieving the stakeholders out of inconsistencies
while on the move is the prime premise of the proposed architecture.

5.6 Scalability, Security, and Privacy

The FOG computing set up in IoT aware SG infrastructure should be scalable, i.e.,
provide provisions for augmenting newdevices, services, and functionalities, to allow
more and more consumer penetration without any significant degradation in power
quality and power delivery [12]. The FOG computing platforms must be modeled
from the ground up to enable extendibility in services and operations. Presenting
the data analytics daemons with automation and intelligence guarantees scalability
in such substructures. The programmers and developers for both hardware and soft-
ware components should design platform independent and compatible applications
to allow the addition of functionalities and integrate with other technologies and
standards. Since the underlying core of IoT-SG is based on trading of energy and
transfer of data between galaxies of objects, lack of common security and privacy
standard is a notable challenge for FOG installation. The integration of IoT will
increase the transparency and ease the access control procedures, thus removing the
possible intrusions in the power system. More research efforts are welcomed in this
trend for it to mature. Efficient location routing of intelligent objects, sensors, charg-
ing stations, context-aware services through secure networking paradigms remains
a nascent research thrust for the research community.
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6 Conclusion

In this paper, an edge-centered FOG computing model is proposed for Smart Grids
infrastructures. The work first exposes the inadequacies of pure cloud-based SG sub-
system tomeet the processing and computational requirements and proposes amodel
that ensures proper distribution and offloading of computations across the cores
(cloud) as well as edges. For assessing the viability of the proposed framework, an
SG use case is explored. The work also proposes a FOG computing Service-Oriented
Architecture (SOA) for IoT-aware intelligent transportation systems running on SG
backbone. Finally, the latent implementation challenges encountered while the real-
ization of the proposed framework is identified along with budding research thrusts
that call for efforts and investments in viable deployment of the FOG paradigms.
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A Hybrid Approach for Energy-Efficient
Task Scheduling in Cloud

Sunil Kumar and Mala Kalra

Abstract Task scheduling is a big problem in the cloud computing. As large num-
ber of users simultaneously request for the resources, the tasks must be allocated
to resources rapidly and in an optimized manner. Energy consumption by data cen-
ters worldwide has increased tremendously. This leads to focus on developing eco-
friendly and energy-efficient scheduling algorithms. A lot of techniques for energy-
efficient task scheduling have already been proposed, yet there is a lot of room for
improvements. We are presenting a hybrid of Genetic Algorithm and Artificial Bee
Colony-based approach along with DVFS to achieve energy-efficient task schedul-
ing. Empirical analysis of the proposed approach proves its better performance over
Modified Genetic Algorithm with respect to makespan and energy consumption.

Keywords Artificial bee colony (ABC) · Cloud · Dynamic voltage and frequency
scaling (DVFS) · Genetic algorithm (GA) · Task scheduling

1 Introduction

Cloud computing can be described as on-demand delivery of IT resources and IT
applications through Internet using pay-as-you-go pricing. The National Institute
of Standards and Technology describes cloud computing as a “model for enabling
ubiquitous, convenient, on-demand network access to a shared pool of configurable
computing resources (e.g. networks, servers, storage, applications and services) that
can be rapidly provisioned and released with minimal management effort or ser-
vice provider interaction” [1]. The cloud abstracts details of software and hardware
implementation from the users and makes available unlimited resources through
virtualization. Due to increase in demand of cloud infrastructure, there has been a
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lot of increase in consumption of energy by cloud data centers. More energy con-
sumption leads to more operating cost as well as more carbon emissions. Carbon
dioxide emissions of the Information and Communication Technology industries are
presently estimated to be two percent of the global emissions [2]. On an average
rate, a data center requires energy as equivalent to 25,000 households [3]. Therefore,
green computing comes into the light because it reduces operational costs as well as
minimizes environmental impacts. The processor requires much more energy when
compared to other system resources. Along with this, idle server also consumes a lot
of energy; an idle server on average requires roughly 70 percent of power required by
server running atmaximum speed of CPU. Energy required by data centers has grown
by 56% from 2005 to 2010 worldwide, and in 2010, is estimated to be between 1.1
and 1.5% of the total energy consumption [4]. All these lead to focus on developing
eco-friendly and energy-efficient cloud computing systems.

The rest portion of the paper is arranged as follows; Sect. 1 gives Genetic Algo-
rithm introduction andArtificialBeeColony introduction, Sect. 2 gives relatedworks,
Sect. 3 details proposed approach, Sect. 4 discusses experimental setup, whereas
Sect. 5 analyzes the achieved results. Section 6 concludes the paper with scope for
future work.

1.1 Genetic Algorithm (GA)

The GA uses the biological idea of population creation. Important entities used
in GA are population size, fitness function, chromosomes selection, chromosomes
crossover, and mutation. The population size can be defined as the total search space
of individuals which are known as chromosomes. From initial population size, some
chromosomes are selected based on some criteria and mating takes place between
them. The fitness function measures the quality of chromosomes based on the objec-
tive parameter of the scheduling. Selection of any individualwill take place according
to its fitness value. All chromosomes are ranked by their fitness value. Crossover is
the process in which two parent chromosomes produces child chromosomes which
could have better fitness value as compared to their parents. Mutation is the process
which increases the uniqueness of individuals in the population.

1.2 Artificial Bee Colony (ABC)

In ABC, there are three categories of artificial bees: first, are employed bees assigned
with food sources, second, are onlooker beesmonitor the employed bees for choosing
a food source, and third, are scout bees looking for food sources. The location of
foods in ABC shows the probable solution to the problem. Initially, all locations
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of the foods are initialized by scout bees. Employee bees calculate the fitness of
neighbor food sources. Employee bees tell about their food sources to onlooker
bees, and onlooker bees take their decisions based on received information. Scout
bees are those who choose their food sources randomly. The employee bees whose
results do not improve after certain attempts becomes scout bees and their results are
destroyed. The new scout bees begin to look for new food sources randomly. This
process repeatedly takes place for all tasks to be allocated to virtual machines until
criterion for termination is achieved [5].

2 Related Work

Singh et al. [6] proposed a Modified Genetic Algorithm in which starting population
of chromosomes is produced using an improved max–min algorithm. The authors
have taken makespan as the fitness function. The authors have tested their algorithm
taking two scenarios. In the first scenario, virtual machines number is kept four
and the number of tasks is varied. In the second scenario, virtual machines number
is kept eight and the number of tasks is varied. The authors have compared their
approach with enhanced max–min, IGA, and GA-LCFP. Kumar et al. [7] discussed
assigning tasks to the resources using improved GA. The authors have reported that
initial population in GA should be generated usingmin–min andmax–min approach.
Authors have compared their approach with the standard genetic algorithm. The
authors have also reported that their approach is producing better resource utilization.
Sindhu et al. [8] reported reducing makespan and increase of processor utilization.
The authors have generated the initial population using four different methods like
random, LCFP, SCFP, and MCT. The authors concluded that GA-LCFP provides an
optimal solution over other approaches by simulating in CloudSim. Shojafor et al.
[9] presented a combination of metaheuristics approaches for optimally balancing
load considering cost and execution time. In this paper, fuzzy logic is applied along
with GA for allocation of jobs on the resources. Beloglazov et al. [10] presented
an environment-friendly scheduling algorithm. They used dynamic consolidation of
VMs for reducing energy consumption during resource allocation. Using simulation
outputs, they proved their method dominates static resource allocation techniques in
reducing energy consumption in clouds data centers. Kaur et al. [11] gives a modified
method of GAwith the combination of GAwith LCFP and SCFP for scheduling task.
The authors compared their algorithm with the standard genetic algorithm based on
makespan and execution cost.
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3 The Proposed Algorithm

The proposed hybrid approach is being discussed here. Start allocation process with
GA, where the population is the number of tasks.

1. Initialize population of GA by randomly allocating VMs to tasks.
2. Evaluate candidates.
3. Repeat until termination condition occurs.

a. Take best chromosomes.
b. Perform linear crossover over selected chromosomes.
c. Mutate the resulting chromosomes.
d. Evaluate new individuals.
e. Make selection of candidates for next generation.

4. Start working with ABC to find the best VM for tasks to be allocated. The output
of GA will be input for ABC algorithm.

5. Find distance between tasks and VMs and start working with employee bees,
scout bees, and onlooker bees.

5.1 Determine new food positions for employee bees.
5.2 If onlooker bees are not distributed, then select from neighbor table.
5.3 Memorize position for onlooker bees.
5.4 If Food is not searched for the first time

a. Scout_bee�Employee_bee;
b. Employee_bee�Onlooker_bee;
c. Onlooker_bee�TaskIndex;

5.5 Do until all tasks are allocated to virtual machines.

6. Initialize DVFS energy-aware model.
7. Find the makespan and energy consumption of schedule.
8. Output the list of tasks allocated to VMs.

The DVFS energy consumption model is as given in [12]. In DVFS, the computa-
tion of power for any processing element can be obtained using the below expression:

P(V, f ) � aCV 2 f (1)

Here, V stands for voltage, f stands for frequency and “a”, C are frequency
multipliers. From the above expression, it is clear that the decrease in frequency
and voltage implies that less computation power is consumed. Pidle(V , f ) is power
consumption in an idle state of CPU and pbusy(V , f ) is the power consumption when
CPU is in a busy state.

pidle(V, f ) � aCV 2
idle fidle (2)

pbusy(V, f ) � aCV 2
busy fbusy (3)
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where V idle represents voltage and f idle represents frequency in the idle state of the
CPU, V busy represents voltage, and f busy represents frequency in busy state of the
CPU.

Ebusy is the energy consumed by the busy processor; an expression for Ebusy is
given by:

Ebusy �
M∑

i�1

pi,busy(V, f ) ∗ t(i) (4)

where t(i) is time duration for which the ith VM is in busy state and M represents
number of VMs in the schedule. Eidle is the energy consumed by the idle processor;
an expression for Eidle is given by:

Eidle �
M∑

i�1

pi,idle(V, f ) ∗ t ′(i) (5)

where t′(i) is time duration for which the ith VM is in an idle state.

4 Experimental Setup

The proposed work is executed in a cloud environment produced using CloudSim
[13]. The execution time of tasks is calculated using VMs processing capacity and
length (instruction count) of cloudlets. Table 1 gives the GA parameter settings,
Table 2 gives theABCparameter settings, Table 3 givesCloudSimparameter settings,
and Table 4 provides parameter settings for DVFS in CloudSim.

Table 1 Parameter settings for GA

Parameters Values

Population count Total nummber of jobs

Maximum generation 40

Rate of crossover 0.5

Rate of mutation 0.1

Table 2 Parameter settings for ABC

Colony size Total number of jobs

Onlooker bee number (no), Employed bee
number (ne)

50% of the colony

Maximum cycle number (MCN) 40

Limit ne * 2
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Table 3 Parameter settings of CloudSim simulator

Type Parameter Value

Datacenters Number of data centers 1

Number of hosts 5

Types of manager Time shared

VM Number of VMs 10–40

Processing capacity 250–2200 MIPS

VM memory (RAM) 128 MB

Bandwidth 2500

Policy Time shared

Tasks Number of tasks 10–40

Length of tasks 200–4000

Table 4 Parameter settings for DVFS in CloudSim [14]

Frequency (in GHz) 1.6 1.867 2.133 2.40 2.67

Base frequency (2.67 GHz) 59.925 69.93 79.89 89.89 100

CloudSim (in MIPS) 1498 1748 1997 2247 2500

Power (in W) 0% (pidle) 82.7 82.85 82.95 83.10 83.25

Power(in W)100%(pbusy) 88.77 92 95.5 99.45 103

5 Results Analysis

We are comparing our proposed hybrid approach with the Modified Genetic Algo-
rithm (MGA) [6]. In the MGA, the authors have generated initial population using
modified approach. The individuals have been evaluated based on makespan.

Case 1: Tasks fixed (40) and varying number of VMs (Based on Makespan)
In this case, we are comparing MGA and hybrid approach by keeping number of
tasks as 40 and varying number of VMs from 10 to 40. The numbers of VMs are
marked on X-axis and makespan values are marked on Y-axis.
From Fig. 1, we can say that as number of VMs increases, makespan reduces rapidly
in case of MGA but its value is always greater than the hybrid approach’s makespan
value, if the number of tasks is fixed. The highest difference of makespan between
MGA and hybrid approach is 84.00% when there are 10 VMs and 40 tasks.
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Fig. 2 Makespan for fixed
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Case 2: Number of VMs fixed (10) and varying number of tasks (Based on
Makespan)
In this case, we are comparing MGA and hybrid approach by taking 10 numbers of
VMs and changing number of tasks from 10 to 40. The numbers of tasks are marked
on X-axis and makespan values are marked on Y-axis.
From Fig. 2, we can conclude that as number of tasks increases, makespan also
increases but rate of increase in hybrid approach is slower than MGA if number
of VMs are fixed. The highest difference of makespan between MGA and hybrid
approach is 75.5%when number VMs are 10 and number of tasks are 40. The lowest
difference of makespan betweenMGA and hybrid approach is 1.00%when there are
10 VMs and 10 tasks.

Case 1: Number of VMs fixed (10) and varying no. of tasks (Based on Energy)
In this case, we are comparing MGA and hybrid approach by taking 10 numbers of
VMs and changing number of tasks from 10 to 40. The numbers of tasks are marked
on X-axis and total energy consumption values are marked on Y-axis.
FromFig. 3,we can conclude that as number of tasks increases, total energy consump-
tion also increases in both the approaches but the increase in MGA is more than in
hybrid approach. The highest difference of total energy consumption between MGA
and hybrid approach is 81.14%when number of VMs are 10 and number of tasks are
40. The lowest difference total energy consumption between MGA and the hybrid
approach is 56.61% when numbers of VMs are 10 and number of tasks are 10.

Case 2: Tasks fixed (40) and varying number of VMs (Based on Energy)
In this case, we are comparing MGA and the hybrid approach by taking 40 numbers
of tasks and changing number of VMs from 10 to 40. The number of VMs is marked
on X-axis and total energy consumption values are marked on Y-axis.
From the Fig. 4, we can conclude that as number of VMs increases, energy con-
sumption reduces in MGA and in the hybrid approach, total energy consumption
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Fig. 3 Energy consumption
for fixed VMs and varying
tasks
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first decreases and then increases but its total energy consumption is always lesser
than the MGA. The highest difference of total energy consumption between MGA
and the hybrid approach is 84.14% when the numbers of VMs are 10 and numbers
of tasks are 40. The lowest difference of energy consumption between MGA and the
hybrid approach is 51.29%.

6 Conclusion and Future Scope

This work presented a novice approach which combines GA and Artificial Bee
Colony algorithm and focuses on reducing makespan and energy consumption. The
DVFS power model has been used for the calculation of total energy consumption by
the resources. We have evaluated our proposed hybrid approach performance with
Modified Genetic Algorithm based on makespan and total energy consumption. The
experimental outputs show that our hybrid approach outperforms modified genetic
algorithm. This work can be extended by considering execution cost in addition to
existing objectives.
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Improving the Performance of Pre-copy
Virtual Machine Migration Technique

Aditya Bhardwaj and C. Rama Krishna

Abstract Virtualization is the key technology running behind the cloud servers
to deploy users services efficiently. So, when a user requests for cloud services,
resources are allocated in the form of VM instance. With the tremendous growth in
cloud services, the number of applications running over cloud servers is increasing.
Therefore, the chances of server overloading and maintenance are quite often. This
scenario is handled by live VM migration, that allows migration of VMs from one
host to another with minimum disruption to cloud user services. Cloud hypervisors
use pre-copy technique to perform the VM migration task. However, it suffers from
page-level content redundancy problem, where complete VMmemory page is trans-
ferred instead of modified contents of the page. Therefore, a technique is proposed
which transfers only modified contents of VM memory page. The performance of
proposed technique is evaluated with VMs running read-and write-intensive work-
loads configured on QEMU-KVM virtualized environment. The results obtained
demonstrate that for read-intensive workload, compared to existing pre-copy VM
migration scheme, our proposed technique minimize downtime by 69.4%, migra-
tion time by 73.5%, and reduces network traffic generated by 74.21%. Similarly, for
write-intensive workload, downtime, migration time, and network traffic generated
are reduced by 47.23, 49.16, and 51.37%. Thus, the proposed technique effectively
improves the performance of VM migration scheme.

Keywords Cloud computing · Virtualization · Pre-copy VM migration · Content
redundancy · Downtime ·Migration time · Network traffic
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1 Introduction

In the last decade, cloud computing came out as one of the popular computing
paradigm by offering storage, computing power, and software services based on util-
ity computing. Virtualization at the cloud data center has gained a lot of attention
to deploy cloud services efficiently. This is achieved with the help of a hypervisor
which abstracts the underlying physical resources. Virtualization enables cloud ser-
vice providers to create multiple operating systems on a single physical machine.
Virtualization offers advantages such as server consolidation, dynamic resource
management, hardware optimization, heterogeneous system operation, faster pro-
visioning time, and dynamic load balancing. Popular hypervisor used by cloud ser-
vice providers are kernel-based Virtual Machine (KVM) [1], Citrix XenServer [2],
Microsoft Hyper-V [3], and VMware ESXi [4]. KVM is an open-source hypervisor
and it is widely adopted by the research communities. Therefore, in our study, we
setup virtualization environment using KVM hypervisor.

Cloud computing inherits one of the key features provided by server virtualization
called Virtual Machine (VM) migration. It is defined as, “a process of transferring
VMs from one server to another to achieve load balancing, fault tolerance, server
consolidation and server maintenance”. Cloud admin triggers VM migration from
one data center to another if there is any chance of server overloading, fault in server,
or maintenance of data center is required. Pre-copy is a widely used VM migration
technique adopted by cloud service providers. In this mechanism, memory pages are
transmitted from source to destination host in a iterative manner. During the iterative
process, because VM is in running state at source server, so its memory pages gets
dirtied before their transfer to the destination host is completed. To maintain the con-
sistency between source and destination VM, the pages modified during the previous
iteration are retransmitted. This process is repeated until any of the conditions are
met: (i) number of iterations exceeds to 30 or (ii) number of dirtied pages reaches to
predefined threshold. After this, the VM is stopped at source server and migrated to
destination with minimum downtime. In the existing pre-copy VM migration tech-
nique, complete VM memory page is transferred instead of modified contents of
the page. This leads to increase in migration time, downtime, and network traffic
generated during the migration. To address these issues, we investigated page-level
content redundancy to improve the VM migration performance.

The main contribution of this paper is as follows:

• A technique is proposed to reduce the contents of VM memory pages transferred.
• Testbed cloud virtualization platform is designed and implemented using QEMU-
KVM open-source hypervisor technology.

• Experiments are performed using real-time workloads to test the VM memory
pages dirtied rate.

• To eliminate the overhead of storage synchronization, Network File System (NFS)
server is configured.
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• Finally, the performance of proposed technique is evaluatedwith existing pre-copy
VM migration scheme in terms of migration time, downtime, and network traffic
generated.

This paper is organized as follows: Section2 provides recent “Related Work”.
Section3 presents “Background on virtual machine migration. Section4 provides
“Proposed VM migration technique”. “Cloud VM migration testbed setup” is
described in Sect. 5. “Comparison and results with respect to existing pre-copy
scheme,” are highlighted in Sect. 6, and finally in Sect. 7, “Concluding remarks”
are presented.

2 Related Work

Although, recent studies have primarily focused on applying migration technique to
balance the load in cloud computing data centers, there has been little attention on
the performance improvement of VM migration process while taking into account
when VM pages are transferred [5].

In [6], a CloudNet-based bandwidth optimization VM migration scheme is pro-
posed to trigger migration across the Wide Area Network (WAN) links. CloudNet
uses Content-Based Redundancy (CBR) scheme to fragment memory blocks into
fixed-size regions. To calculate hash value, the author proposed scheme uses Super-
FastHashmechanism. Furthermore, the delta-basedmethod is used to ensure transfer
of only single instance of memory page. Network connection is managed by Virtual
Private Network (VPN). Storage consistency is ensured using synchronous and asyn-
chronous migration policy. However, CloudNet-based approach has the limitation of
large migration storage and WAN latencies.

Hirofuchi et al. [7] proposed SimGrid, an open-source simulation framework to
simulate virtual machine migration environment. This simulator supports resource
allocation to each computational task. It enables experiments with a number of VMs
launched on their simulation framework and controls these VMs like in real-time
framework. VM support is provided by adding virtual workstation module which
is responsible for resource management in a Physical Machine (PM) or VM layer.
This simulator also supports simulation of VM migration model with some limited
features. However, this simulation toolkit lacks the consideration to support simula-
tion mechanism of memory update pattern in order to correctly simulate migration
behavior of virtual machines. Furthermore, bandwidth allocation for a VM request
is not considered.

In Zhang et al. [8], explored the problem of frequently varied bandwidth require-
ment by the widely used pre-copy VM migration method. To solve this issue, the
authors theoretically calculate the amount of bandwidth that should be allocated
to guarantee the VM migration completion time. A novel transport protocol rSAB
(Rate-Aware Bandwidth Sharing by Allocating Switch Buffer) has been developed
that satisfy the bandwidth requirement of VM migration process. From this study,
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it is observed that VM migration traffic contends for maximum bandwidth but allo-
cating maximum bandwidth leads to bandwidth wastage. However, this study lacks
the consideration of page dirtying rate pattern in order to overcome the performance
degradation of existing VM migration technique.

In [9], the authors proposed web-based system to manage KVM-based cloud
virtualization environment. In this system, libvirt API has been used that supports
communication with cloud management hypervisors. This system has been devel-
oped by using Java Server Pages (JSP) and Servlet technologies, JSP enables the view
of web pages and Servlets acts as a controller for the developed system. To store the
disks of VMs, share storage is used that allows VMs migration across the network.
This study considered only graphical web-based mechanism for cloud virtualiza-
tion environment but it lacks the consideration of VM migration implementation on
shared storage.

In [10], the authors proposed remote backup approach named LiveRB to save
the running state of VMs. This approach is based on the idea of virtual disk device
which cache I/O operations in memory and then save virtual machine disk data to
the remote server. When any application write VM memory pages, LiveRB records
these memory pages and then transfer the dirty pages to remote server. This work
solved issues regarding VM running state backup, but the limitation of this approach
is that still dirty pages are sent repeatedly resulting in increase in network traffic.

3 Background on Virtual Machine Migration

In cloud computing, there are two types ofmigration techniques that are implemented
in hypervisor and plays an important role for migrating VMs from one data center to
another. These techniques are categorized as “pre-copy”, and “post-copy”. In post-
copy approach, the first execution is transferred and then memory, i.e., VMs CPU
states are transmitted to the destination machine and after that VM is resumed on
destination. If thememorypages requestedbyVMcontext are not found at destination
host, then page fault is triggered to obtain the pages from source host. Repetition in
page faults at different time intervals during execution of VM is a main drawback of
post-copy VMmigration approach. So, pre-copy is widely used for cloud data center
virtualization due to its reliability and less downtime [11]. Therefore, in this work,
we also considered pre-copy approach.

3.1 Pre-copy VM Migration Technique

Pre-copy VM migration is executed mainly in three phases: (i) memory copy phase,
(ii) iteration phase, and (iii) stop-and-copy phase [12]. In this technique, the mem-
ory pages allocated to the VM are iteratively copied to the target Physical Machine
(PM) while its execution at the source PM continues. In the first phase, complete
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Fig. 1 Iterative rounds in pre-copy VM migration technique

memory pages allocated to VM are transferred from source to the target PM, while
its execution at the source PM continues [13]. During the transfer of memory pages
in memory copy phase, some portion of the VM memory pages gets modified. The
modified memory pages are repeatedly sent to the target PM through several iter-
ation phases [14]. When the migration iteration count reaches maximum limit, the
execution of the VM at the source PM is suspended and remaining dirtied pages and
VM’s CPU states copied to the target server in stop-and-copy phase. The migrated
VM then relinquishes all the consumed resources at source and starts its execution at
the target PM. The performance of this approach is measured using migration time
and downtime. The logical steps for VMmigration process using pre-copy technique
are shown in Fig. 1.

4 Proposed VMMigration Technique

Existing pre-copy VM migration technique suffers from page-level content redun-
dancy problem [15, 16]. In other words, during the iterative phase of pre-copy VM
migration, the virtual machine memory pages are transferred over the network from
source to the destination host. As the VM continues to run at the source host, VM
memory pages gets modified before its transfer to the destination host is completed.
For read-intensive workloads, usually only a couple of VM page’s contents are mod-
ified. In the existing pre-copy VMmigration technique, complete VMmemory page
is transmitted instead of modified contents of the page. This leads to increase in
downtime, migration time, and network traffic generated during the migration.
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The migration time (Tm) shown in Eq.1, can be calculated as summation of all
the push phase duration time:

Tm =
N∑

k=1

Vm,k

b0,k

(
1+

nmax−1∑

i=1

i∏

l=1

dl−1,k

bl,k

)
(1)

and downtime (Td ) can be calculated as shown in Eq.2:

Td =
N∑

k=1

Vm,k

b0,k

(
nmax∏

l=1

dl−1,k

bl,k

)
(2)

4.1 Reducing Contents of VM Memory Pages Transferred

The idea of our proposed technique is that instead of transferring complete VM
memory page only modified contents of the page should be transferred from source
to target server. This is because during the iterative rounds only fraction part of the
page is dirtied. At the source server, modified contents of VM page is computed by
applying logical operator XOR for the old and current version of VMmemory page.
At the destination, the original page is reconstructed by performing XOR operation
between the received contents and page stored in system cache.

Systematic steps of proposed technique implementation as a modification to
QEMU-KVM hypervisor source code is depicted in Fig. 2.

5 Cloud VMMigration Testbed Setup Using QEMU-KVM
Hypervisor

To perform live VM migration, we conducted experiment using virt-manager man-
aged cloud hypervisor testbed experimental setup which comprises of three HP
servers running Linux Redhat 6.5 with kernel version 2.6.32-431, QEMU-KVM
v 1.7 hypervisor, and libvirt 2.0.0 [17] on a Intel Core i7 (3rd Gen) 3770/3.4 GHz
processor, with 8 GB RAM storage. Physical servers are connected to the Ethernet
Local Area Network (LAN) interface for operating VM migration, whereas VMs
are connected using virtual bridge interface to manage the networking complexity.
To eliminate the overhead of storage synchronization during the migration process,
Network File System (NFS) server is installed on one server which is used for shar-
ing the migrated VM’s disk image as depicted in Fig. 3. The other two servers are
installed with VMs. The migrated VM is configured with Ubuntu 16.04 Linux kernel
v3.8.0-29, one logical processor and 4 GB of RAM. These VMs are running Idle
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Fig. 2 Flowchart for reducing contents of VM memory pages transferred

VM OS pages, LMbench, SPECjvm2008, and kernel compile workload to generate
data traffic and simulate cloud user application benchmarks.

5.1 Steps to Setup QEMU-KVM VMMigration Environment

In order to set up QEMU-KVM VM migration environment, we designed the fol-
lowing methodologies:

• Step1: A secure SSH link is setup between source and target server.
• Step2: VM is started at the source host, and channel bandwidth parameter is con-
figured for the QEMU-KVM hypervisor.

• Step3 : Cloud workload benchmarks are run on the VMs. Transfer all VM pages
in the first round. VM instance is still active during first iteration, so VM pages
gets updated during the first iteration. Transfer these updated VM pages iteratively
until threshold criteria such as maximum number of iterations are reached.
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Fig. 3 VM migration experimental setup using QEMU-KVM Hypervisor

• Step4: When the hypervisor triggers for stop-and-copy condition (e.g., number of
updated pages reached to a predefined value), then VM is suspended and transfer
remaining pages to the target server.

• Step5: Now, VM connection is terminated from the source server.
• Step6: Finally, resume VM at the target server and migration is completed suc-
cessfully.

The command to migrate VMs is triggered from the source server. Once this com-
mand is received by the hypervisor, a socket connection is set up between the source
and target server. After this, when the reply is received from the target server VM
migration is started.

6 Performance Evaluation with Existing Pre-copy VM
Migration Technique

To evaluate the performance with existing pre-copy VM migration scheme [18], we
executed four types of test workloads, namely Idle, LMbench, SPECjvm, and ker-
nel compile. “Idle” indicates the test case when no application is running at the VM.
“LMbench” is a UNIX-based benchmark that represents high dirty rate. It is designed
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to produce database workloads. “SPECjvm” represents the class of applications run-
ning on cloud data centers that belongs to high compute-intensive workload. This
type of workloads aims to investigate the system performance with emphasis on pro-
cessing capacity of hardware system. Finally, “kernel-compile” workload represents
write-intensive category. In this benchmark, kernel source code is compiled at the
VM.

For read-intensive workload, i.e., when VM is running low dirty rate benchmark
like “Idle”, page’s content modification rate is less. As a result, pre-copy scheme per-
forms poorly. This is because unmodified contents are also transmitted from source
to target server. For write-intensive workloads although page modification rate is
high, but VM page’s bits which are not dirtied is also transferred. To resolve both of
these issues, our proposed technique transfers onlymodified contents ofVMmemory
page.

6.1 Downtime-Based Performance Evaluation

Figure4 presents downtime-based performance comparison between pre-copy and
proposed VM migration technique. Downtime represents unresponsive time for
the VM. Downtime is calculated using ping requests from source to target server.
Figure4a, b shows that downtime is minimum for our proposed technique because
by transferring only the modified contents of the page, the VM pages in the last
iteration will be migrated with shorter duration.

(a) Td Downtime for diverse workloads (b) Td Downtime for diverse VM
memory size

Fig. 4 Downtime results for pre-copy and proposed VM migration technique
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(a) Tm Migration time for diverse (b) Td Migration time for diverse VM
workloads memory size

Fig. 5 Migration time results for pre-copy and proposed VM migration technique

6.2 Migration Time-Based Performance Evaluation

Figure5 presents migration time-based performance comparison between pre-copy
and proposed VM migration technique. Migration time depends upon the amount
of data transmitted during iterative process. Figure5a, b shows that migration time
is minimum for our proposed technique because by eliminating unmodified data
transfers, the migration process is completed with shorter duration.

6.3 Network Traffic-Based Performance Evaluation

Figure6 presents performance evaluation in terms of network traffic generated by
both of these techniques. Network traffic is caused due to the amount of data transmit-

(a) Network traffic for diverse workloads (b) Network traffic for diverse VM
memory size

Fig. 6 Network traffic results for pre-copy and proposed VM migration technique
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ted during migration mechanism. Figure6a, b shows that network traffic is minimum
for our proposed technique because by eliminating unmodified data duringVMmem-
ory pages transfer, our approach reduces the data transmitted from source to target
server. Thus, it results in less network traffic generated.

7 Conclusion

VMmigration is a fundamental operation for cloud virtualization environment. How-
ever, its performance is limited by page-level content redundancy problem where
complete VM memory page is transferred instead of modified contents of the page.
Therefore, in this paper, a technique is proposed to identify modified contents of
VM memory page and transfers only the dirtied contents. First, we presented cloud
virtualization testbed environment using QEMU-KVM hypervisor. Then, evaluated
the performance of proposed technique compared to existing pre-copyVMmigration
scheme. The experiments are demonstrated by running different types of workloads
benchmarks. From the results obtained, it is found that compared to existing pre-
copy VMmigration scheme, our proposed technique minimize downtime by 69.4%,
for read-intensive workload and 47.23% for write-intensive benchmark. Similarly,
migration time is reduced to 73.5% for low dirty rate and 49.16% for high dirty rate
applications. Also, the amount of network traffic generated is reduced to 74.21% for
read and 51.37% for write-intensive workloads. Therefore, the results obtained can
help cloud service providers to meet the required goal of efficient deployment of
cloud services.
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Improved Active Monitoring
Load-Balancing Algorithm in Cloud
Computing

Pawan Kumar and Rakesh Kumar

Abstract The primary job of load balancing in cloud is to allocatemillions of incom-
ing user requests on available distributed resources to increase cloud performance.
With increasing number of user requests and demand for computing resources, it
becomes a big challenge for load balancer to manage all tasks properly to maintain
both Quality of Service (QoS) and performance in cloud. Improper distribution of
tasks may decrease the utilization of resources as well as performance of cloud and
situation of underutilization or overutilization may occur. Load balancing helps to
overcome performance degradation problems and to increase resource utilization.
So, it becomes essential to use an efficient load balancing algorithm in data center to
select virtual machines for tasks execution. In our work, we have presented a load-
balancing algorithm which allocates the tasks on suitable virtual machines based on
load and availability of virtual machine. We implemented and evaluated proposed
algorithm on cloud analyst simulator. We analyzed the results and found that the
proposed algorithm provides higher resource load balancing and performance.

Keywords Load balancer · Cloud analyst · Cloud data center · Userbase · Virtual
machine

1 Introduction

In modern paradigm of technology, cloud provides various services which are avail-
able on-demand in powerful data centers. Due to pay- as-you-go nature of cloud, it
is attracting companies and IT professionals to use cloud services and to shift their
business on cloud. According to NIST, “cloud computing is a model that allows us
to use shared pool of resources (such as network, applications, storage, etc.) in a
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convenient way and also allows to increase or decrease with minimal interaction of
service providers [1]”. Cloud provides the following basic services: Infrastructure
as a Service (IaaS), Platform as a service (PaaS), and Software as a Service (SaaS)
which are enabled in data centers in virtual form [2, 3].

Cloud provides computing resources using concept of virtualization in the form
of virtual machines (VMs) running on physical servers [4, 5]. With the help of
virtualization, a user request can be distributed on different servers to provide QoS
and lower response rate. A data center consists of large number of VMs to process
user requests, and it becomes necessary for service providers to allocate these tasks
on suitable VM to increase resource utilization.

Load balancer in cloud provides the facility to manage incoming user requests
on available resources [6–8]. Load balancer helps to minimize overutilization or
underutilization situation for resources by allocating the user requests to best suitable
VMs available in data center which leads to improvement in performance of cloud.
Many researchers have developed various load-balancing algorithms like Round
Robin,ActiveMonitoring, andThrottled load balancing algorithms, optimal resource
allocation [9] which have different performance criteria.

In this paper,weproposed an improved activemonitoring load-balancing approach
which allocates resources to user requests based on current state and load of VMs.
Response time is considered asmain evaluation parameter for the proposed algorithm
as well as in earlier developed techniques. The proposed technique improves the
existing active monitoring load-balancing algorithm in cloud analyst [10] and gives
better results as compared to other existing load-balancing algorithms.

In rest of the paper: Sect. 2, presents research work corresponds to load-balancing
techniques. In Sect. 3, we discussed the proposed load-balancing approach and
flowchart of load- balancing algorithm. Section4 describes experimental setup and
the evaluation of the proposed algorithm. Conclusion and future work are presented
in Sect. 5.

2 Related Work

A plenty of work has been done in the field of load balancing. Here, we discuss
some research literature on load balancing that has been done for improving cloud
performance.

Domanal et al. [11] presented an optimal load- balancing algorithm on the avail-
ability ofVMindata center based on round-robin technique to distribute theworkload
on all available VMs.When a new request comes, load balancer checks next available
VM in data center rather than the load on a VM which may lead to underutilization
of VMs and more power consumption also. We need to invent some load-balancing
technique that also considers remaining load of VMs along with VMs having high
processing power to increase the performance and resource utilization in cloud.

Soni et al. [12] proposed central load balancer which selects VM from data center
based on state and preference of VMs. According to authors, the technique will
calculate the priority of machine depending on CPU speed & memory availability
and arrange them in priority order. It selects a VM from same data center and if most
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VMs are busy, then it will transfer the request to low priority VM. It will lead to
high response time and lower the performance of cloud. So, we need to develop an
algorithm which allows to execute tasks on another data center also.

Ajit et al. [13] proposed a Signature-based load- balancing technique that mini-
mizes response time to the user request. They described using simulation on cloud
analyst tool that their proposed technique outperformed the existing Round Robin
and Throttled algorithms in terms of response time. But the algorithm has not eval-
uated and compared other load-balancing techniques such as active monitoring load
balancer, optimal resource allocatorwhich provides better result compared to existing
techniques in simulator.

In [14], researchers proposed a Stochastic hill climbing technique for distribution
of tasks and to maximize the optimization of resources on cloud computing. The
authors developed the algorithm based on soft computing load-balancing concept.
They evaluated the algorithm on simulator and the results stated that response time
in the proposed algorithm is minimum as compared to existing techniques such as
First-Come-First-Serve and Round Robin.

In [15], the authors developed an algorithm, namely Enhanced Equally Load-
Balancing Algorithm (EEDLBA) that dynamically allocates the load on virtual ma-
chines and they showed with the help of simulation that their algorithm gives better
response time in comparison with other algorithms as Round Robin, server-based
load for Internet-distributed services, Scheduling techniques for Load distribution
on VMs, and task scheduling algorithm.

Sharma et al. [16] discussed basic load-balancing approaches based on different
metrics. This research work also gives the direction to design a new algorithm on the
basis of different metrics by analyzing the behavior of various existing algorithms.
The Author has analyzed various static load-balancing techniques, which are not
useful in cloud environment where estimation of workload in advance is not possible
due to continuous request from users. They have also discussed some dynamic load-
balancing algorithms.

Behal et al. [17] presented a load-balancing algorithm for performance evaluation
heterogeneous cloud environment. They have evaluated Round Robin and Throttled
in combination with service broker policies in cloud analyst simulator. Based on
experiments, the authors analyzed that Throttled algorithm with optimized response
time gives the best performance in heterogeneous cloud computing. They have not
implemented these algorithms in real- time environment and evaluated only existing
techniques in simulator. In [18], researchers compared various static and dynamic
algorithms present in cloud computing. They presented the comparison based on
the challenges present in cloud computing. They found that in many algorithms,
Load-Balancing Min-Min (LBMM) uses less response time and it is more effective
in terms of resource utilization parameters.

3 Proposed Load-Balancing Approach

In the proposed algorithm, load balancer allocates incoming user requests on least
loaded VMs in data center. Service broker continuously detects user requests coming
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from Internet Cloudlet for execution. Service broker selects best suitable data center
according to user requirements and forward requests to corresponding data center
controller (DCC). DCC detects incoming user requests from service broker and
process them initially for execution. Proposed load balancer preserves an index table
of VMs consisting of virtual machine ID (VMid), State of VM, and current allocated
load onVM in data center alongwith priority of VM to execute the task. As described
in load-balancing architecture Fig. 1, when load balancer detects a request formDCC,
it checks index table and identifiesVMwith least load andhigher priority. Ifmore than
one VM is detected, it selects the VMwith lower memory utilization. After selecting
a VM, it sends corresponding VM id to DCC which allocates VM to the task for
execution and load balancer updates index table accordingly. After completion of
task, load balancer accepts request from DCC to vacate VM and update index table.

The proposed load-balancing algorithm is described below:

Step 1: Information of available virtual machine ID (VMid), state of VM, and
number of currently allocated requests to VMare stored in an index table.

Step 2: Data center receives new user requests and send to data center controller
(DCC).

Step 3: DCC queries improved load balancer for next user request allocation.
Step 4: Load balancer go through the VM index table and identifies VMs with

least load along with available state.
Step 5: If load balancer identifies list of more than one VM.

(i.) Improved load balancer identifies VMwith highest priority along
with memory utilization of each VM.

(ii.) Load balancer returns VMid of VMwith highest priority and least
load to DCC.

(iii.) DCC notifies load balancer for VM allocation
(iv.) Load balancer updates index table accordingly.

Step 6: Load balancer returns VMid to DCC allocated to task.
Step 7: DCC transfers user request to selected VM for execution.
Step 8: Once task execution is complete, DCC sens request to load balancer to

de-allocate VM.
Step 9: Load balancer updates index table accordingly.
Step 10: If more requests, go to step 3.

4 Results and Discussion

Here,we used different configurations for evaluating the proposed policy and existing
algorithms using various number of data center and user bases. In the below tables,
five user bases and six data centers are taken for evaluation. In the below tables,
configuration for user base in Table1, data centers in Table2, and other configurations
in Table3 are shown. These configurations are used to evaluate the experiment and
results.
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Fig. 1 Architecture of Improved Load-Balancing Approach

Table 1 User base configuration

Userbase
name

Region No. of per
user request
per hour

Data size
per request
(Bytes)

Peak hours Average
users
on-peak

Average
users
off-peak

UB1 0 80 200 3:00–6:00 500,000 100,000

UB2 1 80 200 3:00–6:00 300,000 80,000

UB3 2 80 200 5:00–8:00 400,000 75,000

UB4 3 80 200 8:00–11:00 200,000 40,000

UB5 4 80 200 9:00–12:00 100,000 10,000

4.1 Experimental Setup

In experimental setup, we configured five userbases from different regions alongwith
separate off-peak and on-peak hours as shown in Table1 in cloud analyst simulator.
We have configured six data centers having various configuration of VMs in Table2.
Some other parameters used in data center configuration are shown in Table3.
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Table 2 Data center configuration

DC name Region Cost/VM ($/h) Data transfer cost
($/GB)

Speed (MIPS)

DC1 0 0.05 0.05 20,000

DC2 0 0.1 0.1 10,000

DC3 0 0.12 0.12 15,000

DC4 0 0.15 0.15 20,000

DC5 0 0.20 0.20 17,000

DC6 0 0.18 0.18 16,000

Table 3 Other parameters used

Parameter Value used

Service broker algorithm Optimize response time

Simulation duration 24 hour

User grouping factor in userbase 1000

Request grouping factor 100

Executable Instruction Length 500

VM image size 10,000

VM bandwidth 1000

Data center architecture ×86

Data center—Memory per machine 2048 MB

Data center—Processor speed 10,000 MIPS

Data center processor 4

4.2 Result Analysis

For evaluation of the proposed algorithm, we integrated it in cloud analyst with
existing load-balancing techniques. To evaluate performance of developed technique,
we have considered two different cases. In the first case, we evaluated techniques
with constant data per request and varying number of VMs in data center as shown
in Fig. 2. Then in the second case, we evaluated the technique by increasing the size
of data size per request as shown in Fig. 3.

As shown in the results, we observed that the proposed improved active monitor-
ing load-balancing algorithm provides reduced response time as compared to other
existing techniques.
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5 Conclusion and Future Work

In cloud data center condition of overloading and under loading of VMs may oc-
cur, if the proper load distribution between VMs is not done, then it may lower the
performance of cloud. In the proposed algorithm, we attempted to evade the condi-
tion of resource underutilization. Improved load-balancing algorithm distributes the
tasks among VMs in an effective way based on VMs current load, priority, memory
utilization, and state. Consequently, the proposed algorithm effectively distributes
the user requests between different available VMs which increased both resource
utilization and performance of cloud.

In the future, we need to advance the proposed technique to distribute user requests
among the VMs according to their reliability and processor utilization and also

Fig. 2 Comparison of load-balancing algorithm when load is constant

Fig. 3 Comparison of load-balancing algorithm when number of VMs is constant
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consider some more parameters such as execution cost of VM and data transfer
cost to increase the performance as well as minimize usage cost for cloud users.
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Analyzing Privacy Issues in Cloud
Computing Using Trust Model

Parmod Kalia, Sanjeev Sofat and Divya Bansal

Abstract In the ever-increasing usage of Internet, a new paradigm of pervasive and
ubiquitous cloud computing has evolved for providing computing delivery services.
This has infused an increased interest amongst researchers and industry/user due
to its ease in scalability and provisioning of computing resources on demand. It
has caused concerns amongst its users on security, privacy, and trust-related issues.
Therefore, it is essential to address these concerns, especially the privacy issues. In
this paper, privacy issues concerning the cloud user are analyzed using trust model
for taking effective measures in protecting the privacy of cloud users.

1 Introduction

Cloud computing has emerged as an increasingly convenient and transparent method
of utilizing computing resources according to necessity/requirement. Its salient fea-
tures such as scalability, accessibility, and availability of procuring/obtaining IT
Services comprising of software-based, platform-based, and infrastructure enables
individual as well as organizations to adopt it [7]. However, many organizations are
apprehensive about its usage with the fear of losing confidentiality and privacy. The
lack of trust in cloud computing prevents its wider acceptance by the users. Since
users do not have direct control over the data, therefore, evaluating trust over the
security and privacy issues would be significant and crucial concern of these organi-
zations. The secure access of personal data and processing of this data on the cloud
causes a huge challenge. It is essential that the identity of user and his/her sensi-
tive data residing in the cloud must be protected as the data and information came
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from different and diverse sources. The exchange of data/information over the cloud
should be processed only by the authorized user authenticated to avail and access the
information considering the prevailing privacy regulations [1, 17].

2 Privacy Challenges and Issues in Cloud Computing

Privacy has been made as a fundamental right by the United Nations Universal Dec-
laration of Human Rights (1948), which was in due course adopted in the European
Convention on Human Rights and UK Human Rights Act 1998 [2, 11]. In cloud
computing, the nature of data/information comes from different and diverse sources.
Security and privacy of data/information becomes an inevitable and massive chal-
lenge. The key challenges depicted in the Table1 Ruiter andWarnier [18] and Buyya
et al. [5] are:

Table 1 Key challenges in cloud computing

Type of challenge Understanding

Security and privacy It is a common fear among the users that the
hosting of personal sensitive data on cloud
maintains and controlled by the Cloud Service
Provider (CSP) entails lack of privacy

Interoperability and portability Migration of data from and into the cloud and
changeover providers whenever they require,
with no lock-in period

Reliability and availability Data transfer, i.e., data movement/transfer
between countries having different privacy
procedures and regulations is a big challenge
privacy

Performance and quality of service assurance Sufficient bandwidth is required for effectively
delivering intensive and complex data over the
network, which is a costly affair these days

Governance and control Risk of losing control or governance by
organizations using Cloud computing services
is high

Complexity Establishing cloud services by the user is
another challenging task

Lack of resource/expertise Lack of expertise and resources makes
protection of user privacy in the shared cloud
environment more challenging

Compliance and disclosure Government surveillance and access of
databases, unwarranted mandatory disclosure
of privacy databases causes huge concern to its
users
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3 Universal Privacy Principles

On thebasis of privacy laws as applicable, theUSdeveloped fair informationpractices
[11] in 1970 for the protection of the privacy of an individual, business/organization.
Subsequently, these practices were as later adopted by the Organization for Eco-
nomic Cooperation and Development (OECD) and the Council of Europe [8, 12]
and declared as Universal Privacy Principles. The classification of these principles
is as follows:

1. Limitation of data collection: defines that the data/information must be col-
lected/assembled legally but restricted as per need with consent of the data sub-
ject.

2. Quality of data: means that data gathered should be relevant and pertinent to
the need.

3. Purpose detailing: specifies that the purpose for which the data is collected
should be clearly well defined.

4. Use limitation: defines that the personal and sensitive information should be
used and limited only for the purpose for which it is collected and not for other
purpose unless consent of the data subject is obtained.

5. Security: signifies that the personal and sensitive data should be well guarded
and secured.

6. Openness: defines that the data subject should be able to find out the personal
sensitive details comprising the data and to what extent it is used.

7. Individual participation: ensures that data collected by the data controller can
be viewed and challenged if it is found to be incorrect.

8. Accountability: signifies that it is the accountability of data controller to comply
with these principles.

4 Related Works

In recent times, researchers have explored the concept of trustmodel in cloud comput-
ing environment. They have carried out studies usually on basis of mutual agreement
between stakeholders, use of signature certificate/secret key, feedback, etc. Each trust
model has its advantages and disadvantages. Some of the related work done about
security, privacy, and trust in the cloud are reviewed below in the segment.

Marsh [15] is one of the first to present concepts on trust and an implementable
mechanism for trust and introduced computational trust model to enable user tomake
trust-based decisions. Beth et al. [4] also proposed a trust model for distributed net-
works and formulated algorithms to compute trust values derived from direct trust.
Josang and Ismail [13] presented a trust model based on Bayesian network model
which accumulates positive and negative feedback about a member using the beta
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probability density function. Ahmad et al. [3] proposed a three turns trust model
in which at the first turn, the user satisfies itself with the previous experience of
cloud service provider and the subsequent turn, the user gets the knowledge about
the service level agreement once the first two turns are satisfying for the user, then
the user organization can trust on reliability of the cloud service provider. Shen et al.
[19] used trusted computing patform to provide authentication, data protection, and
rule-based access in the cloud computing. A trust model provided by Canedo et al.
[6] ensured safe file exchange among the nodes in a private cloud computing envi-
ronment. On the basis of intercommunication between the nodes, values recognized
as weights and ranging between (0–1) are established. Operation indicators such as
node stored space, operating system, network bandwidth, and process capacity is
assessed and based on these the value of trust are determined. Li et al. [14] intro-
duced a computing model based on multi-tenancy trust for the IaaS layer to ensure
that the user and cloud service provider collaborate with each other to build and
maintain a trustworthy cloud computing environment. A collaborative trust model
for firewalls in cloud computing was proposed by Yang et al. [20] in which a trust
value is ascertained based on the context and historical behavior of an entity. A sys-
tem of domain trust and intra and internodes is utilized to determine their relation.
Also interdomain trust and weights value of the domain nodes is gaged. Goyal et
al. [10] developed a framework for establishing priority of the quality of service in
terms of service reliability, accountability, cost performance, security and privacy in
cloud environment on the basis of ranking mechanism. To “improve the quality of
service” in cloud infrastructure, Garg et al. [9] presented a trust management model
based on an efficient cost algorithm as service. The trust values obtained and sep-
arated are based on the calculation of the trust value. The reliable and unreliable
data center parameters including starting time, cost, processing speed, bandwidth,
and failure rate are utilized to calculate the trust values. Naseer et al. [16], offered
a model to secure dependable and efficient providers of cloud service based on the
performance/capabilities of supplier, caliber of service, downtime, response time,
uptime, etc. Evaluation of customers is also taken into consideration. A choice is
provided to the user to assess cloud service provider based on their requirements.

5 Proposed Trust Model for Privacy Issues Analysis

Trust model is considered to be an important and significant approach for making
decision in cloud computing where contrasting and distinctive applications are uti-
lized by the user. Large numbers of user in a cloud computing environment embraced
trust-based security structure to safeguard operations of the applications. Though
most researchers have unanimously concluded that a trust model should have three
different components [11], i.e., 1. Subjectivity, i.e., individual preferences may vary
for different entities with same view of things. 2. The expected probability, i.e., the
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Fig. 1 Proposed methodology flow chart

expected value of trust obtained from the probability-weighted average of all pos-
sible values of trust. 3. Relevance, i.e., certainty and ability of specific content. A
dependable cloud computing environment is provided by the trust model to tackle
issues which include issues concerning privacy and preservation. The trust model is
expected to provide higher degree of availability, reliability, integrity, and security.

In this paper, we propose a trust model to gain an all-inclusive appraisal of the
trust information and establish a ranking of trustworthy privacy principles to secure
privacy among users in a cloud. In this model as depicted in Fig. 1, value of the trust
determines whether the privacy principle is trustworthy or not. Analysis has been
performed on privacy issues such as accountability, security, compliance, data collec-
tion, usage of data, etc. Considering the privacy principles as previously described,
the trust value of privacy issues is established based on the response of the queries
sent to the cloud users. Each privacy principle maintains two tables, i.e., Direct Table
and the Reference Table. In order to determine the direct trust tables, user feedback
on the questionnaire pertaining to each privacy principle is assigned a value. In the
process to normalize the data, ambiguous data has been removed to gain consistency
for analysis purpose. The obtained values against each principle are tabulated as a
Direct Table. The calculated value in the Direct Table is compared with the reference
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values for trust table to access the status of each privacy principle. In accordance to
the Reference Trust Table2, if the calculated value in the Direct Table of a privacy
principle falls in the range of 1–4, then it is classified asVeryHigh Trust andHigh and
in case value between 7–10, it is considered as Low and Very Low Trust. Observing
the Direct Table and Reference Table, the decision to trust or not largely depends
upon the value obtained against each principle from these simulations. Also, a type
of simulation which depends upon repeated random sampling called theMonte Carlo
has been effectively used to investigate the privacy concerns of cloud service decision
users and estimate the results. This method of simulation is very closely related to
random experiments in which the result values are not predetermined. Primarily, this
method is used to perform the simulation for generation of random number for the
ten universal privacy principles.

6 Experimental Design and Analysis

A trust model was considered where the evaluation of the trust values of the univer-
sally adopted privacy principles determines whether the privacy principle is trust-
worthy. Trust model provides an analytical viewpoint for the privacy issues and its
preservation in the cloud computing environment. Monte Carlo method is used to
perform the simulation for generation of random numbers for validation of the anal-
ysis. Analysis can be performed based on accountability, security, compliance, data
collection, usage of data, etc. The trust value is built upon the response of the queries
sent to the cloud users on privacy issues considering the privacy principles. Each
privacy principle maintains two tables, i.e., Direct Table and the Reference Table.
The environment computing public cloud and its users were selected because with a
specific context of analyzing privacy issues based on privacy principles.

In order to access the importance of privacy, questions were raised to approx-
imately 100 users on the privacy principles to access their inputs for the analysis
purpose. The questions were asked about their usage of the cloud service providers
such as Google, Amazon, etc., thereby accessing the importance of privacy issues.
Based on the input given by them in the questionnaire, the data was compiled and
taken into consideration in one sample surveywhere in the average rating on the ranks
given by the users was calculated on each privacy principle. As explained above, the
feedback from 100 cloud service users was obtained in the form of questionnaire
comprising of 72 questions on 10 privacy principles of significance, and importance
to the users and analysis using all privacy principles as variables were done.

Step1. First survey is conducted on sample size of 100 cloud service users. Ques-
tions were raised to them on the privacy principles to access their inputs for the
analysis purpose. The questions were asked about their usage of the cloud service
providers such as Google, Amazon etc., thereby accessing the importance of privacy
issues.
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Table 2 Reference values of trust

Very high trust High l Average trust Low trust Very low trust

1–2 3–4 5–6 7–8 9–10

Step 2. Based on the input given by them in the questionnaire, the data was
compiled and taken into consideration in one sample survey where in the average
rating on the ranks given by the users was calculated on each privacy principle as
shown in Table3.

Step 3. Further, the survey sample was expanded to sample size of 100 cloud users
to drive out the impact analysis based on the average rating of all users.

Step 4. To apply the average rating over a sample size of 1000 cloud users, Monte
Carlo method was used, thereby calculating the mean and standard deviation from
the sample survey considered in Step 3 as shown in Table 4.

Step 5. In the Monte Carlo method, random value was generated for each privacy
principle by applying random function. And thereafter, normal inverse function was
applied using mean and standard deviation on the random function on the random
value generated earlier to get each privacy principle average rating.

Step 6. On the basis of Step 4, calculations were made to access worst-case sce-
nario and best-case scenario for each privacy principle.±5% cases were considered
for evaluating the best-case and worst-case scenarios which are depicted as below.
Further, the survey sample was expanded to sample size of 100 cloud users to drive
out the impact analysis based on the average rating of all users. Monte Carlo method
was used to ascertain user rating of each privacy principle by calculating the mean
and standard deviation from the sample survey. As depicted in Table5, the weighted
average value for each privacy principle was calculated in both the cases, i.e., worst-
case scenario and best-case scenario as in Fig. 2.

Step 7. Each privacy principle was assigned ranking based on the best-case sce-
nario.

It is very evident from Table6 that the high-ranking privacy principles carry a
higher degree of trust as compared to other privacy principles. Final analysis is pre-
sented by taking the entire variable set together to find out the ranking of all the
privacy principles selected for analysis. The ranking of privacy issues is based on the
value of trust calculated using the trust model and applying Monte Carlo method.
Table6 presents the analysis taking all the privacy principles for the analysis, com-
paring the values of privacy principle from Direct table with the reference values.
Security issues have the highest levels of concern as compared to other issues as
observed by the value of Direct table and Reference table. The second highest value
is for accountability which poses the highest concern after security. The value for
openness, access, and accuracy of privacy issues are low which associate these vari-
ables with low levels of concern as compared to other variables as in Fig. 3.
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Table 4 Mean and standard deviation value of each privacy principles

Privacy aspects Mean value Standard deviation

Accountability 2.5 0.82

Security 1.1 0.41

Compliance 2.6 0.97

Disclosure 2.5 0.79

Usage 4.8 0.49

Data collection 5.9 1.20

Consent 7.6 0.77

Openness 7.8 0.81

Access 7 0.49

Accuracy 7.6 0.76

Table 5 Weighted average value of each privacy principles

Privacy aspects Worst case Best case Weightage Weightage (%)

Accountability 3.87 1.19 0.217 21.7

Security 1.92 0.73 0.354 35.4

Compliance 2.14 2.87 0.089 9

Disclosure 3.83 2.53 0.102 10.2

Usage 4.07 4.6 0.056 5.6

Data collection 5.67 6.27 0.041 4.1

Consent 7.54 8 0.032 3.2

Openness 6.95 7.82 0.033 3.3

Access 7.49 7.11 0.036 3.6

Accuracy 7.57 6.82 0.0378 3.8

Fig. 2 Privacy issues weighted avg. value
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Table 6 Ranking table on privacy issues

RANK Privacy issue Weightage (%)

1 Security 35.4

2 Accountability 21.7

3 Disclosure 10.2

4 Compliance 9.0

5 Data usage 5.6

6 Data collection 4.1

7 Consent 3.8

8 Openness 3.6

9 Access 3.3

10 Accuracy 3.2

Fig. 3 Ranking graph on privacy issues

7 Conclusion and Future Work

In this paper, we described that the trust model achieved a comprehensive assessment
of the trust information and could ensure a trustworthy cloud computing environ-
ment to the user. From this trust model using Monte Carlo method, it is concluded
that the high-ranking principle is more significant and important in designing any
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sort of privacy framework for cloud computing environment. Privacy issues which
are more sensitive and which possess high levels of trust of the individual are to
be considered first by the cloud service provider. The inclusion of clauses on the
protection of privacy and personal information in the agreement or in the regulations
is of paramount importance. Various risks and challenges concerning the privacy of
the cloud user that may not have been considered in the past by the cloud service
provider are required to be analyzed and evaluated in future.
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