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Preface

The field-programmable gate array (FPGA) is one of the most important electronic
devices to emerge in the past two decades. Now we can use more than 50,000-gate
fully programmable digital devices for only 300 USD by using the free WebPACK
including sophisticated high-level synthesis (HLS) design tools. FPGA has been
used in most recent IT products including network controllers, consumer elec-
tronics, digital TVs, set-top boxes, vehicles, and robots. It is a leading technology
device for advanced semiconductors; that is, the most advanced semiconductor
chips are fabricated not for CPUs but for FPGAs. Recently, Intel acquired Altera, a
leading FPGA vendor, and has employed accelerators for various types of appli-
cations in cloud computing. Especially, big data processing and deep learning used
in artificial intelligence are killer applications of FPGAs, and “FPGAs in the cloud”
has currently become an extremely popular topic in this field.

This book introduces various aspects of FPGA: Its history, programmable device
technologies, architectures, design tools, and examples of application. Although a
part of the book is for high school or university students, the advanced part includes
recent research results and applications so that engineers who use FPGAs in their
work can benefit from the information. To the best of our knowledge, it is the first
comprehensive book on FPGA covering everything from devices to applications.

Novice learners can acquire a fundamental knowledge of FPGA, including its
history, from Chap. 1; the first half of Chap. 2; and Chap. 4. Professionals who are
already familiar with the device will gain a deeper understanding of the structures
and design methodologies from Chaps. 3 to 5. Chapters 6–8 also provide advanced
techniques and cutting-edge applications and trends useful for professionals.

Most of the descriptions in this volume are translated from a Japanese book
published by Ohmsha, The Principle and Structure of FPGA (2016), but new
material has been added. We are very grateful to Ohmsha for generously allowing
this kind of publishing venture.
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The chapters are written by top-level Japanese researchers in the field. The
manuscripts were thoroughly checked and corrected by Dr. Akram Ben Armed of
Keio University and Dr. Doan Anh Vu of the Technical University of Munich.
I express my sincere gratitude for their efforts.

Yokohama, Japan Hideharu Amano
April 2018
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Chapter 1
Basic Knowledge to Understand FPGAs

Toshinori Sueyoshi

Abstract An FPGA is a wonderful digital device which can implement most of the
practically required digital circuits with much easier effort than other solutions. For
understanding FPGAs, fundamental digital design techniques such as logic algebra,
combinational circuits design, sequential circuits design, and static timing analysis
are required. This chapter briefly introduces them first. Then, the position of FPGA
among various digital devices is discussed. The latter part of this chapter is for 40-
year history of programmable devices. Through the history, you can see why SRAM
style FPGAs have become dominant in various types of programmable devices, and
how Xilinx and Altera (Intel) have grown up major FPGA vendors. Various small
vendors and their attractive trials that are not existing now are also introduced.

Keywords Digital circuits’ design · Static timing analysis · Programmable logic
devices · Field-programmable gate array

1.1 Logic Circuits

Field-programmable gate array (FPGA) is a logic device that can implement user-
desired logics by programming logic functions. To understand the structure and
design of FPGAs, the basis of logic circuits is briefly introduced in [1, 2].

1.1.1 Logic Algebra

In logic algebra, also called Boolean algebra, all variables can take either the value
0 or 1. Logic algebra is an algebraic system defined by the operators AND, OR, and
NOT applied to such logic values (0,1). AND, OR, and NOT are binary or unary
operators defined in Table1.1. Here, we use the symbols “·”, “+”, and “−” for these
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2 T. Sueyoshi

Table 1.1 Axioms of logic algebra

AND (·) OR (+) NOT (−)
0 · 0 = 0 0 + 0 = 0 0̄ = 1

0 · 1 = 0 0 + 1 = 1

1 · 0 = 0 1 + 0 = 1 1̄ = 0

1 · 1 = 1 1 + 1 = 1

Table 1.2 Theorems of logic algebra

Zero element x · 0 = 0, x + 1 = 1

Neutral element x · 1 = x, x + 0 = x

Idempotent law x · x = x, x + x = x

Complement law x · x̄ = 0, x + x̄ = 1

Involution law ¯̄x = x

Commutative law x · y = y · x, x + y = y + x

Associative law (x · y) · z = x · (y · z)
(x + y) + z = x + (y + z)

Distribution law x · (y + z) = (x · y) + (x · z)
x + (y · z) = (x + y) · (x + z)

Absorption x + (x · y) = x

x · (x + y) = x

De Morgan’s laws x + y = x̄ · ȳ
x · y = x̄ + ȳ

three logic operators, respectively. AND (x · y) is an operation whose result is 1
when both x and y are 1. OR (x + y) is an operation whose result is 1 when either
x or y is 1. NOT (x̄) is a unary operation giving the inverse of x; that is, when x
is 0 its result is 1, otherwise its result is 0. In logic algebra, the theorems shown in
Table1.2 are satisfied. Here the symbol “=” shows that both sides are always equal
or equivalent. By exchanging logic value 0 into 1, and operation AND into OR, the
equivalent logic system is formed. This is called a dual system. In logic algebra, if a
theorem is true, its dual is also true.

1.1.2 Logic Equation

A logic equation consists of an arbitrary number of logic operations, logic vari-
ables, and binary constants, separated by parentheses if needed to represent the
order of computation. When a logic equation is formed with n logic variables
x1, x2, x3, . . . , xn , its result is either 0 or 1 according to the procedure represented
with an equation by substituting 0 or 1 in the variables (2n in total), following
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an arbitrary combination. That is, a logic equation represents a logic function
F(x1, x2, x3, . . . , xn). If the priority is not defined by parentheses, AND is given
a higher priority than OR. The AND operator “·” is often omitted. Arbitrary logic
functions can be represented by logic equations, but there are a lot of logic equations
for representing the same logic function. Thus, by giving some restrictions, a logic
function can be 1 to 1 corresponding to a logical equation. It is called a standard logic
form. A single variable or its inverse is called a literal. Logical AND of literals which
does not allow duplication of itself is called a product term. The sum-of-products
form is a logic equation only with logical OR of products. A product term formed
from all literals is called a minterm. A sum-of-products only containing minterms
is called sum-of-products canonical form. A product-of-sums is a dual of a sum-of-
products. A maxterm is formed with OR of literals for all inputs without duplication.
A product-of-sums canonical form is formed only with maxterms.

1.1.3 Truth Table

Truth tables and logic gates (shown later) are representations of logic functions
other than logic equations. The table which enumerates all combinations of inputs
and corresponding outputs is called the truth table. In the case of combinational
circuits, a truth table can represent all combinations of inputs, and so it is a complete
representation of the circuit. The specification of a combinational circuit is defined
in the form of a truth table. For n inputs, the number of entries of the truth table is
2n . The corresponding output is also added to the entry.

A truth table is a unique representation of a logic function. Although a logic
equation also represents a unique logic function, a logic function can be represented
with various equivalent logic equations. A straightforward implementation of a truth
table is called lookup table(LUT), which is used in major FPGAs.

From a truth table, two canonical forms such as sum-of-products or product-of-
sums can be induced. The sum-of-products canonical form is derived by making
minterms of input variables when the corresponding output is 1, and then applying
the OR operator. On the other hand, the product-of-sums canonical form is derived
by making maxterms of inverted input variables when the corresponding output is
0, and then applying the AND operator. An example of making a logical equation
from a truth table is shown in Fig. 1.1.

1.1.4 Combinational Circuits

A logic circuit can be classified into combinational or sequential whether it includes
memory elements or not. In combinational circuits, which do not include memory
elements, the output is defined only with current input values. Combinational circuits
have a given number of inputs and outputs and consist of logic gates computing basic
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Fig. 1.1 An example of making a logical equation

logical functions such asAND,OR, andNOTconnectedwithwires. These logic gates
correspond to three basic operations: Logical and, logical or, and logical not are called
AND gate, OR gate, and NOT gate, respectively. Additionally, there are gates for
well-known binary operations: NANDgate, NOR gate, and EXORgate. NANDgate,
NOR gate, and EXOR gate compute inverted AND, inverted OR, and exclusive OR,
respectively. Figure1.2 shows their symbols (MIL symbols), truth tables, and logical
equations. ⊕ is used for the symbol for logic operation of exclusive OR. The table
shows two inputs gates for binary operations, while gates with more than three inputs
are also used. CMOS used in most of the current major semiconductor LSIs often
includes compound gates like OR-AND-NOT or AND-OR-NOT.

Any logic circuits can be represented with the sum-of-products canonical form.
Thus, any combinational circuits can represent any arbitrary logic function by a
NOT-AND-OR form. This is called AND-OR two-stage logic circuits or AND-OR
array. AND-OR two-stage logic circuits are implemented by a programmable logic
array (PLA).

1.1.5 Sequential Circuits

Logic circuits including memory elements are called sequential circuits. While com-
binational circuits decide their outputs onlywith the current inputs, outputs of sequen-
tial circuits are not fixed with only current inputs. That is, the prior inputs influence
the current output.

Sequential circuits are classified into synchronous and asynchronous. In syn-
chronous sequential circuits, outputs and internal states are changed synchronously
following a clock signal, while asynchronous sequential circuits do not have a clock
signal. Here, only synchronous circuits used in most FPGA design are introduced.
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Fig. 1.2 Basic logic gates

Outputs of synchronous circuits are determined both by the inputs and the memo-
rized values. That is, states depending on past inputs value influence the current
outputs in sequential circuits. They are represented with a model of finite-state
automaton as shown in Fig. 1.3. Figure1.3a shows Mealy finite-state machine, while
Fig. 1.3b illustrates Moore finite-state machine. Outputs are determined by the inter-
nal states and inputs in Mealy machine, while in Moore machine, they are only
depending on their internal states. Compared with Mealy machine, Moore machine
can decrease the size of the circuits, since a smaller number of states are required
for the target function. However, outputs are directly influenced by the change of
input signals and so the signal can glitch because of the difference of gate or wiring
delay whichmay lead to unpredicted hazards. On the other hand,Mooremachine can
directly use states to generate outputs; thus, high-speed operation without hazard can
be achieved. The circuits’ size can become large because of the increasing number
of states.
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Fig. 1.3 Mealy machine (a) and Moore machine (b)

1.2 Synchronous Logic Design

In synchronous logic design, all states of the system are idealized to change syn-
chronously with a clock so as to make the design simple. It is a fundamental design
policy used in FPGAs.

1.2.1 Flip-Flop

A one-bit memory element called flip-flop (FF) is used as a memory element in
sequential circuits. D-flip-flops (D-FFs), embedded in basic blocks of an FPGA,
change their outputs at the rising edge (or falling edge) of the clock. That is, they are
edge-trigger type. The symbol and truth table of a D-FF are shown in Fig. 1.4. Here,
it stores the value at D input at the rising edge of the clock and outputs it at Q-output.

1.2.2 Setup Time and Hold Time

A CMOS D-FF has a master–slave structure consisting of two latch (loop) circuits,
each of which uses a couple of transfer gates and inverters (NOT gates), as shown in
Fig. 1.5. A transfer gate takes the role of a switch, and it changes to on/off according
to CLK. The front-end latch stores the input with the inverse of the clock in order
to avoid the hazard appearing just after the change of the clock. The operation of a
D-FF is shown in Fig. 1.6.

When CLK = 0 (master operating), the D input is stored into the front-end latch,
and the back-end latch holds the data of the previous cycle. Since the transfer gate



1 Basic Knowledge to Understand FPGAs 7

Fig. 1.4 D-Flip-flop

Fig. 1.5 Master–slave D-Flip-flop
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Fig. 1.6 Operation of master–slave D-Flip-flop

Fig. 1.7 Setup time and hold time

connecting the front-end and back-end is cut off, the signal is not propagated. When
CLK=1 (slave operating), the data stored in the front-end is transferred to the back-
end. At that time, the signal fromD input is isolated. If the data is not well propagated
between both inverters of the front-end loop when CLK becomes 1, the signal may
becomeunstable, taking an intermediate level calledmeta-stable, as shown inFig. 1.7.
Since the meta-stable continues longer than the delay time of a gate, the data might
be stored incorrectly. To prevent this, the restriction of setup time must be satisfied.

Also if the D input is changed just after CLK=1 and the gate at the D input is
cut off, illegal data can be stored or unstable state can occur. In order to avoid it, the
restriction of hold time must also be satisfied.

For all the FFs in an FPGA, a timing limitation such as setup time and hold time
should be defined for correct operation.
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1.2.3 Timing Analysis

Translating register-transfer level (RTL) description in hardware description lan-
guage (HDL) into a netlist (wiring information between gates) is called logic
synthesis. The design step for fitting circuits of the netlist into an FPGA imple-
mentation is called “place & route.” In an FPGA, an array of predefined circuits and
interconnections between them are provided on a chip. The FPGA design stages fix
where the circuits translated by the synthesis are located and how to connect them.

In order to verify the correct operation of the designed circuits, not only the
function (logic) must be ensured, but also the timing constraints have to be satisfied.
In the design of FPGAs, the circuits must be evaluated through the logic synthesis
and the place & route. The correctness of the logic is verified by RTL simulations.
Since dynamic timing analysis by post place & route simulations with delay requires
a large amount of computation time, static timing analysis (STA) is used instead.
STA can be executed only with a netlist, and comprehensive verification can be
done. Moreover, since it basically traces the circuits only once, the execution speed
of the STA is high. It is commonly used in other EDA tools besides FPGAs, to certify
whether the design works at a required speed to cope with recent increasing size of
target circuits.

Timing analysis includes setup and hold time analysis for timing verification. It
verifies whether the delay of the design implemented on FPGA satisfies the timing
restrictions. Wiring delay depends on the mapping and routing of the design to the
resource of the FPGA, that is, the compilation result of the place & route tool. The
design is relatively easy if the performance and number of gates of the target FPGA
are large enough, but if the size of the design uses almost all of its resources, the
place & route can require a considerable amount of time. The delay of the elements
and interconnections of all paths must be checked including the timing margin so as
to certify whether the setup time and hold time are satisfied.

1.2.4 Single-Clock Synchronous Circuits

Since FPGAs have a large flexibility in place& route, synchronous circuits arewidely
used; thus, the target of STA is focused on synchronous circuits. Although the STA
is fast, the target circuits can have a certain limitation. That is, the start point and the
end point of the delay analysis must be a FF with the same clock input, and the delay
between them is accumulated. The transient time of the signal is different since the
wiring delay is not the same. Thus, an FPGA design receives all input data at FFs
and outputs all data through FFs, as shown in Fig. 1.8. In other words, the system’s
circuits work with the same edge of the same clock. Inverse clock or reverse edge is
basically not allowed, and such a single-clock system is recommended.

The precondition of the synchronous design is to deliver the clock to all FFs at
the same timing. The wiring length of real clock signals is often long, and so the
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Fig. 1.8 Single-clock system

wiring delay becomes large. Also, the fan-out influences the delay time. Because of
their influence, clock timing is slightly different for each FF. This effect is called the
clock skew. Jitter is a fluctuation of the clock edge by the variance of the oscillator
or distortion of the wave. In order to deliver the clock at the same time, such skew
or jitter must be managed under a certain bound.

The clock skew influences the cycle time as well as the delay of logic gates.
That is, the most important step in integrated circuits is the clock tree design. In the
case of FPGAs, the hierarchical clock tree is already embedded with global buffers
providing a high drive capability in the chip to distribute a clock to all FFs, and thus,
a low skew clock distribution can easily be achieved. Compared with ASIC designs,
in FPGAs, the design step for clock distribution is easier.

1.3 Position and History of FPGAs

Here, the position of FPGA in the logic devices is introduced, and then about 30years
of history of development are reviewed [3, 4].

1.3.1 The Position of FPGA

Logic devices are classified into standard logic devices and custom ICs, as shown
in Fig. 1.9. In general, the performance (operational speed), density of integration
(the number of gates), and flexibility of given design are advantageous for devices
close to custom ICs. On the other hand, non-recurring engineering (NRE) cost for
IC designs becomes high and the turnaround time (TAT) from an order to its delivery
becomes longer.

Custom ICs are classified into full-custom and semi-custom ICs. The former uses
cells designed from scratch, and the latter uses standard cells. Semi-custom ICs are
further classified into various types depending on how the NRE cost and TAT are
reduced. A cell-based ASIC uses a standard cell library. On the other hand, a gate
array uses a master-slice consisting of an array of standard cells, and only steps for
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Fig. 1.9 FPGA position in semiconductor devices

wiring follow. An embedded array is a compromise method of cell-based and gate
array. The structured ASIC includes standard functional blocks such as SRAM and
PLL with a gate array part so as to minimize the design cost. They focus on reducing
the NRE cost and shortening the TAT.

Unlike application-specific standard parts (ASSPs), a programmable logic device
(PLD) can realize various logic circuits dependingon auser program.PLDshave been
widely developed by introducing the properties of field programming and freedom
of reconfiguring. An FPGA is a PLD which combines multiple logic blocks in the
device for a high degree of programming. Since it has a gate array like a structure, it
is called field-programmable gate array. FPGA can be mass-produced with a blank
(initial) state. So, it can be treated as a standard device from semiconductor vendors,
but it can also be considered as an easy-made ASIC with a small NRE cost, and
without any mask fee.

More than 40 companies have tried to join the FPGA/PLD industry so far. Here,
the history is introduced for each of the era shown in Tables1.3 and 1.4.

1970s (The Era of FPLA and PAL)

The PLDs started from a programmable AND-OR array with a similar structure to a
programmable read only memory (PROM).

The circuit information was stored in memory elements. In 1975, Signetics Co.
(became later Philips, and now it is now known as NXP Semiconductors) sold a
fuse-based programmable field-programmable logic array (FPLA). Then NMI Co.
announced programmable array logic (PAL) which used a simpler structure but
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Table 1.3 History of FPGA (1)

Age Max. num of
gates

Represented
devices

Features Companies

1970s 10s–100 Field-
programmable
logic array
(FPLA)

User-programmable,
fuse-type, one-time

Signetics (join to
Philips, now
NXP
Semiconductors)

Programmable
array logic
(PAL)

Fixed OR-array,
high-speed, bipolar,
one-time

NMI (join to
Vantis, now
Lattice
Semiconductors)

1980s 100s Genetic array
logic (GAL)

Low-power CMOS
electric erasable
EEPROM

Lattice

100s–1000s FPLA (field-
programmable
logic array)

Array of CLB
interconnect I/O
cells are
programmable

Xilinx

Complex
programmable
gate array
(CPLD)

Multiple AND-OR
Arrays, high density,
high capacity and
high-speed

Altera, AMD
Lattice

Anti-fuse FPGA High-speed,
non-volatile but
one-time

Actel, Quick
Logic

1990s 1000s–
Millinon’s

SRAM-based
FPGA

New products to
glowing
SRAM-based FPGA
(Flex, ORCA, VF1,
AT40K families)

Altera, AT & T
(Lucent), AMD
(Vantis, Lattice)
Atmel

Flash-based
FPGA

Non-volatile
electrically
re-programmable

GateField

BiCMOS FPGA High-speed ECL
using BiCMOS
FPGA(DL5000
family)

DynaChip

achieved high-speed operation using bipolar circuits. PALwas widely used by taking
a fixed OR array and bipolar PMOS. On the other hand, it consumed a large amount
of power, and the erase and re-program were not allowed.

1980s

(1) The appearance of GAL, EPLD, and FPGA:
In 1989, low-power and erase/re-programmable CMOS EPROM-/EEPROM-
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Table 1.4 History of FPGA (2)

Age Max. num of
gates

Represented devices Features Companies

2000s 1 Million–15
millions

Million-gate FPGA,
SoPD (System on
Prog. Device)

Processor-core HardIP,
SoftIP, Multi-input
LB, Hi-speed I/F,
Multi-platform

Altera, Xilinx

Startup vendors’
FPGA
Ultra-low-power
FPGA, High-Speed
ASYNC FPGA,
Dynamic Reconf.
FPGA,
A large-scale FPGA,
Monolisic 3D FPGA

Low leak process or
power gating, Data
tokens transfers,
Virtually 3D DRP
tech., Scalable wire
structure, Amorphas
Si TFT techniques

Silicon Blue,
Achronix,
Tabula,
Abound
Logic, Tier
Logic

2010s 20 Millions
(28nm)–50
millions
(20nm)

28nm gen. FPGA
20nm gen. FPGA
16/14nm gen.
FPGA, New gen.
SoPD (SoC FPGA),
Dynamic PR FPGA,
3D (2.5D), FPGA
for Automobile
Optical FPGA

TSMC
28nm,20nm,16nm
FIN FET Intel’s 14nm
FIN FET, ARM
embedded Zynq,
Cyclone V SoC
Standard support of
PR TSV, SiP
AEC-Q100 standard
ISO-26262 standard
Vivado HLS OpenCL

Altera, Xilinx

Oligopoly Withdraw of
Quicklogic and Atmel.
Termination of new
FPGA vendors.
Frequent M & A

Big 4 vendors
Xilinx, Altera
Lattice, Actel

Industry
consolidation

Data center, IoT Big
data analysis, machine
learning, network
virtualization,
high-performance
computing

Microsemi
acquired Actel
Lattice
acquired
Silicon Blue
Intel acquired
Altera

based PLDs were pushed into the market from various vendors. In this era,
Japanese semiconductor companies grew rapidly using DRAM technologies,
while US traditional big vendors were relatively in depression. Thus, the leading
companies were mostly newly developed US venture companies. Various PLD
architectures including Lattice’s (established in 1983) generic array logic (GAL)
and Altera’s erasable PLD (EPLD) were developed, and especially GAL was
popularly used. It was upper compatible of PAL with the fixed OR array, and a
CMOS-based EEPROM was adopted as a programmable element. PLDs with
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a single AND-OR array such as GAL, FPLA, and PAL, described before, are
called simple PLD (SPLD). Their number of gates is about 10s–100s. Advances
in semiconductor technologies allowed to implement more gates than for GALs,
since increasing the size of a single AND-OR array was not efficient. So, as a
flexible large PLD, FPGA and CPLD were introduced.
Xilinx (established in 1984), the first to design FPGAs, was a venture company
established by Ross H. Freeman and Bernard V. Vonderschmitt who had spun
out from Zilog. Freeman adopted a basic logic cell with a combination of 4-input
1-output LUT and FF and commercialized a practical FPGA (XC2064 series)
based on CMOSSRAM technologies.William S. Carter, who joined a little later,
invented a more efficient interconnection method to connect logic cells. Their
innovations are knownas famous patents in FPGA:Freeman’s patent andCarter’s
patent. Ross H.Freeman was included to the USNational Inventors Hall of Fame
in 2009 for his innovation with FPGAs. Xilinx’s FPGA (the product name was
then LCA) was highly flexible where erase/re-programming can be done by
using CMOS SRAM technology, and its power consumption was low. Based on
the advanced research of Petri-net at the Massachusetts Institute of Technology
(MIT), Concurrent Logic (now Atmel) commercialized an FPGA with a partial
reconfigurable capability. Also, based on the research on virtual computer at
Edinburgh University, Algotronix (now part of Xilinx) announced a flexible
partial reconfigurable FPGA. The former was Atmel’s AT6000, and the latter
was Xilinx’s XC6200. They are the origins of the dynamically reconfigurable
FPGAs.

(2) The second half of the 80s (Appearance of anti-fuse FPGAs and CPLD):
In the latter half of the 1980s, in order to accelerate the implementation density
and operational speed, anti-fuse FPGAs, which do not allow erase/re-program,
appeared. On the other hand, since the early FPGAs could not achieve the desired
performance, other structures of large-scale PLDs were investigated. Altera,
AMD, and Lattice, which had produced AND-OR array PLD, developed a large-
scale PLD by combining multiple blocks of AND-OR PLDs. They were called
complex PLD (CPLD) later. While their flexibility and degree of integration
could not compete with FPGAs, CPLDs had the advantage of high-speed design,
and re-writable non-volatile memory devices could be easily introduced. Thus,
CPLD was a representative of large-scale PLDs comparable to FPGAs until the
early 1990s.However, from the late 1990s, since the degree of integrity and speed
of SRAM-based FPGAs were improved rapidly, CPLDs started to be considered
as economical small devices.

(3) Venture companies until the 80s:
FPGA industry has been mainly driven by various venture companies. Xilinx,
which first commercialized FPGAs, was established in 1984. Altera and Lattice
were established almost the same year SPLDs were commercialized, and then
entered the FPGA industry. Actel is also a venture company established slightly
later. They had grown as the big-four vendors in the FPGA industry. QuickLogic
appeared later, and these five vendors lead the industry. From major semicon-
ductor companies, only AT&T (former Lucent and Agere, whose FPGA project
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was sold to Lattice), and Motorola (Freescale) entered the industry. AT&T was
the second source of Xilinx, and Motorola developed products with a license
from Pilkington. Consequently, there were no major semiconductor companies
which developed FPGAs from scratch. TI and Matsushita (now Panasonic) tried
to enter the FPGA industry in cooperation with Actel. Infineon and Rhom started
FPGA business with Zycad (Gatefield, later); however, all of them have with-
drawn from this initiative.

(4) Japanese semiconductor vendors and major semiconductor vendors:
Venture companies established in the 80s such as Lattice, Altera, Xilinx, and
Actel are all fabless maker, meaning that they have no facility for producing
semiconductors. Therefore, they relied their fabrication on Japanese semicon-
ductor vendors; for example,Xilinx andLattice relied onSeikoEpson, andAltera
relied on Sharp. Actel had a comprehensive contract with TI and Matsushita
including fabrication. In 1990s, GateField, which developed flash FPGAs, had
a comprehensive contract with Rohm. However, recently, most FPGAs are pro-
duced by Taiwan semiconductor companies such as TSMC and UMC which
provide an advanced CMOS technology. Since Japanese major semiconductor
vendors focused on DRAM as a standard product and on gate arrays as custom
products, they had no intention to enter the PLD industry.
US major semiconductor companies such as TI and National Semiconductor,
which focused on logic LSI and memory ICs, had already been part of the mar-
ket of bipolar AND-OR array. They also tried to produce CMOS EPROM- or
EEPROM-based PLDs. However, they could not compete against the aggressive
venture companies which developed new architectures, and most of them ceased
their activities in the PLD industry. Although AMD purchasedMMI in 1987 and
aggressively developed new CPLD architectures, it split the activity to Vantis
and sold it to Lattice in 1999 in order to concentrate on CPU business.

1990s

(1) Increasing the size of FPGAs:
In the 1990s, both Xilinx and Altera increased the size (gate number) of their
FPGAs by improving and extending their XC4000 and FLEX architectures.
The size was increased from 1000s to 10,000 in the early 1990s and reached
to a hundred thousand in the late 1990s. A large rapid prototyping platform
using large-scale FPGAs, as shown in Fig. 1.10, was then developed. The FPGA
industry grew up rapidly, and AT&T,Motorola, and Vantis entered SRAM-based
FPGAs in these years. In Japan, Kawasaki Steel, NTT, and Toshiba tried to pro-
duce their own devices, but eventually products were never released.
It is said that some vendors gave up the production because of the risk of conflict
with Xilinx’s basic patents (Freeman’s patent and Carter’s patent). Regarding
Altera’s PLD products (FLEX family), there has been a long dispute whether
they infringe Xilinx’s patents. The case was settled in 2001, and after that, Altera
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Fig. 1.10 A rapid prototype using 12 FPGAs

was able to start using theword “FPGA,” too. Some novel FPGAs appeared in the
late 90s. For example, GateField (currently acquired by Actel then Microsemi)
announced FPGAs with non-volatile yet erase/re-writable flash memory, and
DynaChip commercialized high-performanceFPGAswithECL logic usingBiC-
MOS process. After the late 1990s, the degree of integration and operational
speed of FPGAs rapidly increased, and the difference with CPLDs widened.
From that era, FPGAs became a representative device of PLD. On the other
hand, since the performance gap between semi-custom LSIs such as gate array
or cell-based ICs has been drastically reduced, FPGAs expanded into the semi-
custom (especially gate array) market.
Through the 1990s, general-purpose FPGAs pursued their growth, and the
mixed integration of MPUs and DSPs was an inevitable result. In 1995, Altera’s
FLEX10K integratedmemory blocks to expand its application, and phase-locked
loop (PLL) tomanage high-speed clock signals was also provided. From this era,
FPGAs were mass-produced and widely spread. In 1997, the logic size reached
250,000 gates and the operational speed increased from 50 to 100MHz. In 1999,
Xilinx announced an FPGA with a new architecture called Virtex-E, and Altera
announced the APEX20K for the coming million-gate era.

(2) New companies in the 1990s:
In the early 90s, a few companies includingCrosspoint, DynaChip (Dyna Logic),
and Zycad (Gatefield) entered the industry. Zycad had had a certain experience
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as an EDA vendor based on logic emulators, but sold this project later. In this
era, four major leading companies such as Xilinx, Altera, Actel, and Quicklogic
grew steadily. Crosspoint and DynaChip canceled their projects. Crosspoint was
established in 1991, and it was the last established vendor of anti-fuse FPGAs. In
1991, it applied the basic patents and announced its products, but closed in 1996.
Crosspoint FPGA used amorphous silicon anti-fuse for through-holes between
aluminum layers to form user-programmable gate array. The finest logic cells
with a pair of transistors were used to realize similar density of integrity as
gate arrays. This type of programmable devices never appeared again. In the
late 1990s, Xilinx and Altera became so strong that there were almost no new
FPGA vendors. Instead, there were a lot of venture companies for dynamically
reconfigurable coarse-grained reconfigurable devices. However, most of them
have vanished, and none has achieved a big success.

2000s

(1) Million-gate era, and becoming a system LSI:
In the 2000s, FPGA became a system LSI. Altera’s soft-core processor Nios is
a processor IP supported by the vendor. Altera also announced “Excalibur,” the
first FPGA with hard-core processor (Fig. 1.11). Excalibur integrated an ARM

Fig. 1.11 First SoC FPGA excalibur
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processor (ARM922 with peripherals) and an FPGA into a chip. On the other
hand, Xilinx supported MicroBlaze as a soft-core processor and commercial-
ized a PowerPC embedded FPGA core (Virtex II Pro). For a system LSI, a
high-performance interface is important. So, FPGAs also provided serializer–
deserializer (SERDES) and low-voltage differential signal (LVDS) for high-
speed serial data transfer. In order to cope with the computational performance
requirements for image processing, dedicated computation blocks of multipli-
ers or multipliers + adders were embedded. Many-input logic blocks with high
performance and density of integration were also introduced. However, such
hard IPs are wasteful if unused, so multi-platform (or subfamily) with vari-
ous product lineups for different target application were provided. For example,
Altera introduced new products every two years: Stratix (2002, 130nm), Stratix
II (2004, 90nm), Stratix III (2006, 65nm), and Stratix IV (2008, 40nm). In 1995,
FLEX10K supported 100,000 gates and worked with a maximum of 100MHz
clock. In 2009, Stratix IV E had 8400,000 gates + DSP blocks corresponding
to 1,5000,000 gates and was operational with a 600-MHz internal clock. The
number of gates was multiplied 150 times. In the case of Xilinx, Virtex II Pro
(2002, 130nm) changed every two years with Virtex-4 (2004, 90nm), Virtex-5
(2006, 65nm), and Virtex-6 (2009, 49nm). During that era, logic IC process
evolved every 2 years and FPGAs quickly followed that trend.

(2) New vendors in the 2000s:
Two basic patents, Freeman’s patent and Carter’s patent which had been a great
barrier for newcomers, expired in 2004 and 2006, respectively. Some new ven-
dors then took the opportunity and entered the FPGA industry. SiliconBlue Tech-
nologies, Achronix Semiconductor, Tabula, Abound Logic (formerM2000), and
Tier Logic entered at that time.
SiliconBlue focused on the power consumption which is the weak point of con-
ventional FPGAs and announced ultra-low-power iCE65 family for embedded
application using TSMC 65nm low leak process. It is an SRAM-based FPGA
with embedded non-volatile configuration memory, achieving an operational
power divided by 7 and a standby power by about 1000. Achronix commer-
cialized high-speed FPGAs, the “Speedster family,” based on the research of
Cornel University, USA. The most important characteristic is the token passing
mechanism with asynchronous circuits. A data token, which takes the role of
data and clock in a common FPGA, is passed by handshaking. The first product
SPD60 using TSMC 65nm process achieved almost three times the throughput
of a common FPGA. The maximum throughput was 1.5 GHz.
Tabula’s FPGA reduced the cost by dynamic reconfiguration using the same
logic cells for multiple functions. ABAX series by Tabula generates a multi-
ple frequency clock from the system clock, and uses it both for the internal
logic and dynamic configuration. By time multiplexing a fixed programmable
logic region, the effective logic area can be increased. Tabula introduced a new
“time” dimension into two-dimensional chips and called their products three-
dimensional FPGAs. Abound Logic announced “Rapter” with crossbar switches
and a scalable architecture, but closed in 2010. Tier Logic developed a novel
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3D-FPGA whose SRAM configuration is formed with amorphous silicon TFT
technology on the CMOS circuits in collaboration with Toshiba; however, due
to fund shortage, the project was terminated.

2010s

(1) Technology advances and new trends:

In 2010, Xilinx and Altera started the shipping of 28nm generation FPGAs that
can be considered to be more advantageous than ASIC chips. Both companies
added amid-range product line to their high-end and low-end lines. For example,
Xilinx changed its fabrication from UMC to TSMC both in Taiwan, and all
products of the Xilinx 7 series (High-end Virtex-7, mid-range Kintex-7, and
low-end Artix-7) are fabricated with a 28nm process for low power and high
degree of functionality. At that time, both Xilinx and Altera used TSMC for their
foundries. The followings are technology trends in 28nm generation FPGA.

(a) The trend of new generation SoC:
Around 2000, both Xilinx and Altera shipped the first generation of SoC
products with FPGA, but their lifetime was relatively short. On the other
hand, FPGAswith soft-core processors have beenwidely used. The demands
for embedded hardware cores grew, and by using advanced technologies,
CPU cores with enough performance capable of fulfilling such demands
could be embedded. This promoted FPGAs for SoC, providing a 32bit ARM
processor and enhanced I/O. They are called SoC FPGA, programmable
SoC, or SoPD (System on Programmable Device). For example, Xilinx
introduced a new family Zynq-7000 which integrates an ARM Cortex-A9
MPCore and the 28nm 7 series FPGA programmable logic. Altera’s new
product, “SoC FPGA,” integrated dual-core ARM Cortex-A9 MPCore and
FPGA fabric into a device. A representative example is the Cyclone V SoC.

(b) Partial reconfiguration:
Partial reconfiguration is a functionality which reconfigures a part of an
FPGA, while others are still under operation. The functions can be updated
without stopping the system. Xilinx started to support this function in their
high-end FPGA devices from Virtex-4 with its EDA tool (after ISE12).
Altera also started to support this feature from Stratix V. Since the major two
vendors started to support partial reconfiguration in their tool, this technique
is becoming widely spread.

(c) 3D-FPGA (2.5D-FPGA):
Xilinx shipped multi-chip products placing multiple FPGAs on a silicon
interposer with stacked silicon interconnect. It is called the 2.5D implemen-
tation. Unlike the 3D implementation of multiple chips with TSVs, whose
cost tends to be high, 2.5D can mount chips without TSVs. Virtex-7 2000T
with TSMC 28nm HPL process integrated 200 million logic cells corre-
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sponding to the largest ASIC with 68 billion transistors and 20,000,000
gates.

(d) FPGAs for automobiles:
Xilinx extended the Artix-7 FPGA and shipped XA Artix-7 FPGA which
fully satisfies the AEC-Q100 standard for automobile. XA Artix-7 comple-
ments the programmable SoC XA Zynq-7000. Furthermore, the authenti-
cation of third-party tools is undergoing to satisfy the ISO-26262 standard.
Altera and Lattice also tackle automobile solutions.

(e) C language design environment:
Recently, C language design environments have become popular in FPGA
design. XilinxVivadoHLS can translate the hardware description in C, C++,
and System C to devices directly without RTL description. It can be used
both from ISE andVivado. On the other hand, Altera aggressively introduces
the OpenCL environment. It is a C-base programming language running on
various platforms: CPU, GPU, DSP, and FPGA and allows Altera’s FPGAs
to be used as hardware accelerators.

(f) Others:
In order to expand the I/O bandwidth of FPGAs with optical interfaces,
optical FPGAs have been introduced. Radiation-hardened FPGAs are also
being developed.

(2) The road map of process technology for FPGA:
After the 28nmgeneration, Xilinx presented the 20nmFPGAKintexUltraScale,
and the Virtex UltraScale provided a new architecture. The largest series Virtex
UltraScale is corresponding to an ASICwith 50,000,000 gates. All of UltraScale
devices use TSMC 20nm process, but high-end Virtex UltraScale use the TSMC
16nmFinFET.On the other hand,Altera shipped theArria 10 for next-generation
FPGAs, the “Generation 10” devices, and announced Stratix 10 FPGAs. They
are all SoCs with embedded processors. Generation 10 devices are fabricated by
Intel’s 14nm generation FinFET and TSMC 20nm technologies. The high-end
Stratix 10 can work at 1GHz clock.

Logic ICprocess advances to the next generation every 2 years. The Intel processor
is a representative example of such evolution; however, since the 2000s, FPGAs
mostly caught up with that pace. On the other hand, ASICs followed the advances
until the early 2000s and stalled for about 10years at 130-90nm, except for some
special applications such as game machines. As shown in Fig. 1.12, FPGAs have
been fabricated along with the technology road map. The pace is more than that of
general-purpose processors. FPGA will use 28nm, 20nm, and 16/14nm processes
and will get a similar competitive performance to ASIC with 130nm, 90nm, or
65nm, two or three generations behind.

(3) Oligopoly and industry restructuring:
In 2010, oligopoly continued in the FPGA industry. Major FPGA vendors, Xil-
inx and Altera, occupy more than 80% of the shares, and other parts are shared
between Lattice andActel. Actel, at the fourth place in the industry, was acquired
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Fig. 1.12 Process road map of FPGA and ASIC

by Microsemi in 2010, and ships flash and anti-fuse non-volatile FPGAs as
Microsemi FPGA.
Among the FPGA vendors established in the 1980s, Quicklogic focused on
anti-fuse FPGAs, but it changed its strategy and has produced customer spe-
cific standard products (CSSP) for specific custom fields. CSSP is not an all-
programmable product, but only a part of the chip is programmable. On the other
parts, a lot of standard interface circuits are mounted to cope with customers’
needs. Also, Atmel’s FPGA technology is mostly combined with their AVR con-
trollers, and they withdrew from FPGA industry. Among the new FPGA vendors
established in the 2000s, SiliconBlue was acquired by Lattice, and Lattice intro-
duced a new line of the iCE40 family with a 40nm process. Tabula which pro-
posed a low-cost dynamic reconfiguration finished its projects inMarch 2015.On
the other hand, Achronix produced the Speedster22i FPGA family with Intel’s
22nm tri-gate process technology in 2015.

In the spring of 2016, the semiconductor industry entered a great restructuring
era, and large-scale M&As have been carried out. The FPGA industry was natu-
rally involved. Intel acquired the major FPGA vendor Altera in June 2015. The
total operation reached 167 billion dollars. It was more than the amount of yearly
sales of Altera, the largest scale in the FPGA history. Intel aims to occupy the
market of data center and IoT by the integration of processors and FPGAs. For
this purpose, Intel selected Altera’s FPGA as an essential technology.

On the other hand, Qualcomm and Xilinx announced a strategic cooperation
contract. Both companies support solutions for data center with ARM proces-
sors for servers and FPGA technologies. They focus on the basic technology
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of cloud computing including big data analysis and data storage. Furthermore,
Xilinx announced amulti-year strategic cooperation contract with IBM.By com-
bining Xilinx FPGAs with IBM Power Systems and using the combination as an
accelerator for specific applications, a highly energy efficient data center can be
produced. Such systems are suitable for machine learning, network virtualiza-
tion, high-performance computing, and big data analysis. They try to compete
against the “Catapult” of Microsoft (in collaboration with Altera and Intel) with
such strategic cooperation [5].
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Chapter 2
What Is an FPGA?

Masahiro Iida

Abstract An FPGA is a programmable logic device, which is a type of integrated
circuits that can be used to implement any digital circuit, and so the key technique
is how to make programmable ‘hardware’ devices. After the brief introduction of
the structure of traditional island-style FPGAs, the technology for programmable
devices: antifuse, EEPROM, and SRAM is explained in detail. Then, logic circuits
representation with product term, lookup table (LUT), and MUX-type basic logic
element are introduced.

Keywords Island-style FPGAs · Antifuse · EEPROM · SRAM product term
Lookup Table (LUT) ·MUX-type basic logic element

2.1 Components of an FPGA

An FPGA is a programmable logic device, which is a type of integrated circuits that
can be used to implement any digital circuit. The name of FPGA originates from the
fact that a user can use a GATE ARRAY that is PROGRAMMABLE on the FIELD
of any workplace. However, the structure of an FPGA is not such as spreading gates
all over a silicon die.

Figure 2.1 shows the structure of a typical island-style FPGA. The basic part of
an FPGA is roughly divided into three parts. The first one consists of the logic ele-
ments (the logic block: LB) that realize logic circuits. The second is the input/output
elements (the input/output block, IOB) which input and output signals to and from
outside. The third is the wiring elements (the switch block, SB, and the connection
block, CB) connecting LBs and IOBs. Other than that, there are a clock network, a
configuration/scan chain, and a test circuit. Commercial FPGAs also contain circuits
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Fig. 2.1 Overview of a traditional island-style FPGA [1, 2]

of specific functions such as processors, block memories, multipliers. The outline of
each element is shown below. More details are explained later in Chap. 3.

Logic Element There are three major program logic implementation schemes,
such as the lookup table (LUT), the multiplexer (MUX) and the product term
logic1 which is used from the era of generic array logic (GAL). Either method
consists of a programmable part that can be used to realize any logic circuit, a
circuit that holds logic values such as flip-flop (FF) and selectors.

Input/Output Element It is a block that connects I/O pins and internal wiring
elements. It also has some control circuits such as pull-up, pull-down, input/output
directions, slew rate, open drain. In addition, it contains a circuit for holding values
such as flip-flops. In commercial FPGAs, it several standards are supported, such
as LVTTL, PCI, PCIe, and SSTLwhich are single-ended standard I/Os and LVDS
of differential standard I/O.

Wiring Element It consists of wiring channels, connection blocks (CB), and
switch blocks (SB) at the connection between logical blocks and between logical
blocks and I/O blocks. Besides the island style (shown in Fig. 2.2) arranged in
a lattice pattern, there are wiring channels of hierarchical structures, and those
constituting H-trees. Each switch is programmable, and it is possible to form any
wiring route by using the built-in wiring resources.

Other Elements The logical functions and connection relations of all logical
blocks, I/O blocks, switch blocks, and connection blocks are determined by the
configuration memory values. The configuration chain is a path to sequentially
write the configuration data bits to all configuration memory modules. Basically,
the configuration data are serially transferred, and both set and read back are pos-
sible. Besides the configuration chain, there are other device-scale networks such

1In Boolean logic, a product term is a conjunction of literals, where each literal is either a variable
or its negation. A product term logic means an AND-OR array structure.

http://dx.doi.org/10.1007/978-981-13-0824-6_3
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as the scan path and the clock network. Others include circuits that support LSI
testing, embedded circuits for dedicated functions such as embedded processors,
block memories, and multipliers.

2.2 Programming Technology

Asmentioned above, the circuit on the FPGA is controlled by a programmable switch.
This programmable switch can be made using various semiconductor technologies.
So far, EPROM, EEPROM, flashmemory, antifuse, and static memory (SRAM) have
been considered. Among these technologies, the flash memory, antifuse, and static
memory are three types of programming technologieswidely used inmodern FPGAs.
In this section, they are compared and summarized, regarding their advantages and
disadvantages.

2.2.1 Flash Memory

The Principle of FlashMemory The flash memory is a kind of electrically erasable
programmable read-only memory (EEPROM), which is classified as a nonvolatile
memory. Figure 2.2 shows the structure of the flash memory. Although the flash
memory has roughly the same structure as a common MOSFET device, it has a
distinctive feature where the transistor has two gates instead of one. The control gate
at the top is the same as other MOS transistors, but below there is a floating gate.
Normally, this floating gate is formed of a polysilicon film and becomes a floating
gate electrode in an insulator (SiO2) that is not connected to anywhere. Because the
floating gate is electrically isolated by its insulating layer, electrons placed on it are
trapped until they are removed by another application of electric field.

The flash memory can be classified into two types depending on the writing
method. They are of NAND type and NOR type. As a feature, the write of the
NAND type is a voltage type requiring a high voltage and the NOR type is a current

Fig. 2.2 Flash memory structure
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type requiring a large current. Hereafter, the principles and operations are explained
using the NAND-type flash memory as an example.

In the case where the floating gate is not charged before writing, it is considered
as a depletion type in which the current is flowing even at zero bias, as shown in Fig.
2.3a. When the floating gate is charged after writing as shown in (b), it becomes an
enhancement type in which there is no current at zero bias in the control gate. By
charging the floating gate, the voltage is changed when the current flows, making the
state ‘0’ and state ‘1’. If there is an electric charge in the floating gate, current begins
to flow even when the voltage applied to the control gate is low voltage (about 1 V);
however, in the absence of electric charges, no current flows unless a relatively high
voltage (about 5 V) is applied.

When the floating gate is charged, since the electric charge does not have a route
to escape, it keeps its state permanently. In order to store electric charges in an
unconnected gate, electrons are injected into the floating gate as a tunnel current by
applying a high voltage between the drain and the control gate. When erasing, as
shown in Fig. 2.3c, by applying a high voltage to the source, electrons in the floating
gate are extracted as a tunneling current.

In addition, each bit of a general flash memory can be separately written, but at
the time of erasing, it is performed collectively on a block basis.

Fig. 2.3 Flash memory principles
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Fig. 2.4 Flash programmable switch

Programmable Switch Using Flash Memory Next, programmable switches using
the flashmemory in FPGAs are described by taking the Actel’s ProASIC series [3–5]
as an example.2

Figure 2.4 shows the structure of a programmable switch using a flash memory.
This switch ismadeof two transistors: thefirst one, on the left side, is a small transistor
to write/erase the flash memory. The second, on the right side, is a large transistor
which acts as a switch to control the connection of the user’s circuit implemented on
FPGA.The control gate and the floating gate are shared between these two transistors,
and the injected electrons within the programming switch directly determine the state
of the user’s switch. Having dedicated write/erase transistors in this manner not only
restricts the connection of switches for users, but also makes programming easier
because it is independent of user signals.

Actual programming of NAND-type flashmemories is performed using tunneling
current as follows [3]. First, the source and drain of the programming transistor
are supplied with 5.0 V. Next, when the control gate is supplied with −11.0 V,
electrons flow in and the switch turns on. During normal operations, the control gate
voltage holds at 2.5 V. By doing so, the potential of the floating gate is maintained
approximately at the proper 4.5 V. For the erase operation (switch off), the source
and drain of the programming transistor are set to the ground level and the control
gate is set to 16.0 V. As a result, the floating gate during normal operations becomes
0 V or less.
Cons andPros of Programmable SwitchesUsingFlashMemoriesThe advantages
of a programmable switch using a flash memory are summarized as follows:

• Nonvolatile;
• Smaller size than SRAM;
• LAPU (Live At Power-UP: Immediate operation after power on) is possible;

2The ProASIC series is the first FPGAs using a flash memory and was originally released in 1995
as a product of the Zycad’s GateField division. Later in 1997, Zycad changed its firm name to
GateField and in 2000 was acquired by Actel, and this series then joined Actel’s lineup [6].
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Fig. 2.5 Polysilicon-type structure of PLICE

• Reconfigurability;
• Strong soft error resistance.

The disadvantages are as follows:

• High voltage is required for rewriting;
• CMOS’s cutting-edge process cannot be used (flash process is not suitable for
miniaturization);

• Restriction on the number of times it can be rewritten3;
• High on-resistance and load capacity.

2.3 Antifuse Technology

A switch using an antifuse [7] is initially in an open state (insulated). However, it
changes to the conducting state when it is burned out by applying a large current (in
this case, it is burned to connect). In other words, it is the reason why it is called
antifuse, because it acts in an opposite way to a fuse.4

Taking the Actel’s programmable logic interconnect circuit element (PLICE) [8]
and QuickLogic’s ViaLink [9, 10] as examples, we take a look at the structure and
features of the antifuse switch.

The structure of Actel’s antifuse switch PLICE is shown in Fig. 2.5.
PLICE adopts a structure in which polysilicon and n+ diffusion layer are used as

conductors and between them an oxide–nitride–oxide (ONO) dielectric is inserted as
an insulator. The ONO dielectric has a thickness of 10 nm or less, and it is possible
to make connections between the upper layer and the lower layer by applying a
voltage of about 10 V and a current of about 5 mA, as a standard. The size of the

3Up to 500 times for Actel’s ProASIC 3 series [4]. Whether this is enough or not depends on the
users and applications.
4The fuse is a component that protects a circuit from a current higher than the rated value, to prevent
accidents. It normally behaves as a conductor, but by cutting the current path by burning out with
its own heat (Joule effect) when the current is over the rating, it protects the target circuit.
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Fig. 2.6 Metal-to-metal-type antifuse structure of ViaLink

antifuse itself is roughly the same as the contact hole.5 The on-resistance of the ONO
dielectric-type antifuse is about 300–500� [1, 7].

On the other hand, the QuickLogic’s antifuse switch is also called a metal-to-
metal antifuse because it connects layers of wiring. Figure 2.6 shows the structure of
QuickLogic’s ViaLink. The ViaLink antifuse adopts a structure in which an amor-
phous silicon layer (insulator) and a tungsten plug (conductor) are placed between
the upper and lower metal wires. Like the polysilicon type, the size of the antifuse is
approximately the same as that of a contact hole. Also, the amorphous silicon layer
exhibits a relatively high resistance until it is programmed and is in an almost insu-
lated state. On the other hand, when program processing is performed by applying
a current, the state changes to a low resistance value almost equal to the intercon-
nection between the metal wirings. The on-resistance of ViaLink is roughly 50–80
� (standard deviation 10 �), and the program current is about 15 mA [1, 7].

Compared to the polysilicon type, there are two advantages of using the metal-to-
metal-type antifuse. The first one is its small area sincemetal wiring can be connected
directly. In the polysilicon type, even though the size of the antifuse itself is the same,
an additional region for connecting the metal wiring is absolutely necessary. The
second point is that the on-resistance of the antifuse is low. For these reasons, the
mainly used antifuses now are the metal-to-metal type.

In order to secure the device, it is necessary to take extra efforts such as encryption
for static memory-based FPGA because a configuration can be read back. On the
other hand, for the antifuse method, since there is no dedicated path at the time of
writing, reading by using the right path is impossible given the structure. In order
to read the configuration data, it is necessary to perform reverse engineering and
to judge the written contents from the state of the antifuse. However, an attempt
to reverse engineer a metal-to-metal-type antifuse FPGA by chemical etching will

5It is a hole provided to connect the gate and the upper layer wiring on the silicon substrate, or the
upper layer and the lower layer of the wiring. Via hole is almost a synonym. This term comes from
the PCB terminology.
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cause the destruction of the antifuse via the only way to examine the state of each
antifuse is to cut in the cross section. However, since it is highly likely that other areas
of the chip will be destroyed, it can be said that it is practically impossible to extract
the circuit information written in the device. Therefore, the device has a remarkably
higher security when compared with the static memory-type FPGA described later.
Pros and Cons of Programmable Switches Using Antifuse The benefits of a pro-
grammable switch using an antifuse are summarized as follows:

• Small size;
• Low on-resistance and load capacitance;
• Nonvolatile;
• Reverse engineering is almost impossible;
• Robust against soft errors.

The drawbacks are as follows:

• Cannot be re-programmed;
• In order to carry out the programming, 1–2 transistors per wire are required;
• It needs a special programmer and takes time to program;
• Cannot test write defects;
• The programming yield is not 100%.

2.3.1 Static Memory Technology

Finally, we explain static memories used as programming technology. Figure 2.7
shows the structure of a CMOS-type static memory cell [11]. The diagram on the
left is the gate level circuit diagram showing the principle, and the diagram on the
right is the transistor level circuit diagram. The static memory consists of a positive
feedback loop (flip-flop) composed of two CMOS inverters and two pass transistors
(PT). Information is stored in the bistable state (0 and 1) of the flip-flop, and writing
is done via PT. The n-MOS type is used for PT.

An ordinary static memory is driven6 by a word line (connected to the write signal
in this figure) that is generated from the address signals and can also be read via PT.
Therefore, the high level of the output of the memory cell becomes VDD − Vth ,7

which is amplified by the sense amplifier and outputted. However, since the FPGA
always needs reading, it is always outputted from theflip-flop rather than read through
the PT.

6A normal static memory reads multiple bits (8 or 16 bits) on a word line determined by an address
all at once. At that time, it is also controlled by PT so that it will not collide with data from other
words. Here, the term ‘drive’ means to operate one-word line determined by the address.
7VDD stands for Voltage Drain and is the supply voltage. In a CMOS circuit using a field effect
transistor (FET), since a power supply is connected to a drain terminal, such a name is used. Vth
is the threshold voltage. When the voltage applied to the gate (Gate) terminal exceeds this value, it
switches on and off.
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Fig. 2.7 Static memory principles

Many of the FPGAs using a static memory for programmable switches have a
lookup table (LUT) in the logic block and use a multiplexer or something similar to
switch the connection of the wirings. The lookup table is the memory itself storing
the truth table of the logical expression and is composed of a static memory of
several bits. On the other hand, a static memory is also used for switching a selector
to determine the connection of the multiplexer. Such an FPGA is generally called
an SRAM-type FPGA and is currently the mainstream device. The structure of the
LUT will be explained in Sect. 2.4.3.
Pros and Cons of Programmable Switches Using Static Memory The advantages
of the static memory are as follows:

• Advanced CMOS process can be used;
• Reconfigurability;
• No limit on the number of times of rewriting.

Also, the drawbacks are as follows:

• Memory size is large;
• Volatile;
• Difficult to secure configuration data;
• High sensitivity to soft errors;
• High on-resistance and load capacity.

In this way, the static memory has many disadvantages compared to other pro-
gramming technologies; however, it overturns all the drawbacks in the single point of
‘being able to use CMOS advanced process.’ Now, the static memory-based FPGA
is the process driver8 of advanced CMOS process.

8A process driver refers to a product category that leads a semiconductor process. In the past,
DRAMs, gate arrays, processors, and so on developed as state-of-the-art processes as products.
Currently, high-end processors and FPGAs are at the forefront ofminiaturization of semiconductors,
and all the latest technologies are being introduced.
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2.3.2 Summary of Programming Technology

Table 2.1 compares these the previously explained programming technologies [11].
The antifuse has low power consumption during standby time, and high speed

operation is possible thanks to the small on-resistance of the connection switch. Also,
since it is difficult to analyze the internal circuit, it is suitable for high confidential
use. However, since the circuit is fixed at the time of writing, circuit information
cannot be rewritten later. Also, it is difficult to miniaturize, and therefore the degree
of integration is low.

On the other hand, since the flash memory is rewritable and nonvolatile, LAPU is
possible. Since the static memory constructs one cell with a plurality of transistors,
the leak current per cell increases. On the other hand, since the flash memory con-
stitutes one cell with one floating gate transistor, the leakage current is structurally
small. In principle, this feature shows that higher integration is possible than static
memories, but the actual degree of integration is low. Furthermore, rewriting the
circuit information of the flash memory requires much higher energy than rewriting
the static memory. In other words, although the power consumption for rewriting
is large, this feature also has a secondary effect where the resistance to errors due
to radiation is high. As another feature, the flash memory has a drawback on the
limited number of rewriting (about 10,000 times). For this reason, it is not suitable
for devices that are required frequently or need dynamic reconfiguration.

An FPGA using a static memory operates by externally transferring circuit infor-
mation when power is turned on. There is no limitation on the number of rewriting of
circuit information in the static memory, and it can be rewritten any number of times.
Since the most advanced CMOS process can be applied for manufacturing, it is easy
to achieve higher integration and higher performance. On the other hand, since the
static memory is volatile, circuit information is lost and LAPU cannot be done if the

Table 2.1 Feature comparison of programming technologies

Flash memory Antifuse Static memory

Nonvolatile Yes Yes No

Reconfigurability Yes No Yes

Memory area Mid (1 Tr.) Small (none) Large (6 Tr.)

Process Tech. FLASH process CMOS
process+Antifuse

CMOS process

ISPa Available None Available

Switch resistance (�) 500–1,000 20–100 500–1,000

Switch capacitance
(fF)

1–2 <1 1–2

Programing yield (%) 100 >90 100

Lifetime 10,000 1 Infinity
aIn System Programmability, circuit information can be rewritten while it is mounted on an equip-
ment
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power supply is cut. Also, since the leakage current is large, the power consumption
during standby is large as well. In addition, there are disadvantages such as the risk
of errors due to radiation and security risks of stealing circuit information.

2.4 Logic Circuit Representation of FPGA

2.4.1 Circuit Implementation on FPGA

Hereafter, we how a design is implemented on FPGA using the majority vote circuit
depicted in Fig. 2.8.9 It is a circuit that takes the majority vote out of three inputs, and
the LED glows when the result is true. In order to realize this, electronic components
such as push button switch, resistance, LED, FPGA are necessary. The circuit within
the dotted frame in Fig. 2.8 is implemented on FPGA.

Figure 2.9 shows the truth table and Karnaugh map of this majority vote circuit
with the logical formula after simplification. Since the part to be implemented on
FPGA is a logic circuit, it should be simplified so that it occupies less resources;
but, a design optimization similar to what is performed for an ASIC is not necessary.
Because the logic block of the FPGA adopts the LUT method, an arbitrary logical
function, up to the number of inputs, can be implemented. In the case of using the
product term method, it is necessary to express it in the product sum standard form.

In this explanation, it is assumed that the number of inputs of the logic block
is three. Therefore, the truth table in Fig. 2.9 can be realized with one logic block.
Figure 2.10 shows each part used to implement the above logical function on FPGA.
The input signals of the logic circuit enter from the I/O pads of the FPGA and are
inputted to the logic block through the internal wiring paths. In the logic block, the
output is determined based on the above truth table and goes back to the I/O pad
again through the wiring route. However, since the output signal needs to turn on the
LED outside the FPGA, a buffer is inserted in the output stage to improve the drive
capability.

The decomposed circuit shown in Fig. 2.10 is connected inside the FPGA, as
shown in Fig. 2.11. The circuit determines the path of a signal line by a switch that can
be programmed inside the FPGA and realizes a logic function with a programmable
memory, that is, an LUT or something similar.

2.4.2 Logical Expression by Product Term

Here, as an example of a product term where its principle is shown using a pro-
grammable logic array (PLA). Figure 2.12 illustrates the schematic structure of the
PLA.

9Detailed explanations of this circuit are omitted for now in order to focus on the concept of FPGAs.
More information will be provided later in the chapter.
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Fig. 2.8 Example of a majority vote circuit

Fig. 2.9 Truth table and Karnaugh map of this majority vote circuit

Fig. 2.10 Mapping of a majority vote circuit for FPGA

In the PLA, an AND array and an OR array are connected and each has a pro-
grammable connection as configuration. In the product term system, in order to
realize a desired circuit with fewer circuit resources, it is necessary to express the
logical function in a minimum sum-of-products (SoP) form, so the simplification of
the logic is very important in the design. The logic function expressed in the sum-
of-products form is decomposed into the logical product term and the logical sum
term which are, then, implemented in the AND array and the OR array, respectively.
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Fig. 2.11 Implementation of a majority vote circuit on FPGA

Fig. 2.12 Overview of PLA

Figure 2.13 shows the internal structure of the product term. Within the AND
array, the literal of the input signal and the input of each AND gate are connected by
a programmable switch. In the OR array, the output of the AND gate and the input
of the OR gate are also connected by a programmable switch. In general, in an AND
array, k logical product terms of literals with up to n inputs can be programmed.
In addition, the k outputs are inputted to the OR array of the next stage and it is
possible to program up tom logical sum terms of the k inputs. In the example shown
in Fig. 2.13, it is possible to implement up to four logical functions represented by
three-product sum-of-products form.

Themajority vote circuit in the previous section is implemented by PLA, as shown
in Fig. 2.14. The rhombus at the intersection on thewiring represents a programmable
switch where the white ones represent when the switch is off, and the black color
indicates that the switch is on. In the AND array of this example, A and B are
inputted to the first AND gate, A and C are inputted to the second AND gate, B
and C are inputted to the third AND gate. Then, all the AND array outputs are
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Fig. 2.13 Structure of PLA

Fig. 2.14 Implementation of
majority vote circuit by PLA

connected to the OR gate on the left end of the OR array, so that the logical function
M = AB + AC + BC can be realized.
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2.4.3 Logical Expression by Lookup Table

A lookup table (LUT) is usually a memory table of 1 word 1 bit, and the number
of words is determined according to the number of bits of the address. In FPGAs,
SRAM is often employed for memory.

Figure 2.15 shows the schematic of a lookup table. This example shows a 3-
input LUT, and it is possible to implement arbitrary logic functions of three inputs.
In general, the k-input LUT is composed of 2k bit SRAM cells and a 2k-input
multiplexer. The input of the LUT is the address itself of the memory table, and it
outputs 1 bit. The value of the word is determined according to this address. The
k-input LUT can realize a logical function of 2 powered by 2k . There are 16 kinds
of logic functions with k = 2, 256 kinds with k = 3, and 65,536 kinds with k = 4.

Figure 2.16 shows an implementation example for the majority vote circuit that
was explained in Sect. 2.4.1 with an LUT. In the LUT implementation, a truth table
is created according to the number of inputs of the LUT, and the function value
(column of ‘f’) is written to the configuration memory as it is. If the logic function

Fig. 2.15 Overview of LUT

Fig. 2.16 Implementation of
majority vote circuit by LUT
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to be realized has more variables (literals) than the number of inputs to the LUT, it
is implemented using multiple LUTs. For this purpose, it is necessary to decompose
the logic function to logical functions equal to or less than the number of inputs of
the LUT. This method will be described in details later in Chap. 5.

2.4.4 Structure of Lookup Table

In Sect. 2.3.1, we have introduced the static memory outline. Here, we describe the
structure of the lookup table. We mainly focus on the structure of the LUT that is
adopted in Xilinx FPGAs, along with its historical evolution process.

Figure 2.17 shows the configuration of the static memory and LUT used for Xil-
inx’s initial FPGA. This memory cell is described in US Pat. No. 4,750,155 (Septem-
ber 1985, filed in 1988) [12] andUSPat. No. 4,821,233 (1988 application, established
in April 1989) [13], which is an invention of Hsieh from Xilinx Corporation.

The static memory in Fig. 2.17a is a 5-transistor structure which is not currently
used. Since the rewriting frequency of the LUT is low, pass transistors, that are nec-
essary for rewriting, can be reduced to prioritize the area over the speed. Figure 2.17b
is an example of a 2-input LUT based on this memory. The label ‘M’ stands for the
5-transistor static memory cell, illustrated in Fig. 2.17a. Since the static memory for
the LUT always outputs data, the LUT functions as an arbitrary logic circuit only by
selecting values by the inputs F0 and F1.

Next, Xilinx’s Freeman and his colleagues improved the configuration mem-
ory of the LUT so that it can be used as a distributed memory in the FPGA. This
improvement is described in US patent 5,343,406 (filed in July 1989, established in
August 1994) [14]. Figure 2.18 shows this structure wherein the memory configura-

Fig. 2.17 SRAM Cell and a basic structure of LUT

http://dx.doi.org/10.1007/978-981-13-0824-6_5
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tion depicted in Fig. 2.18a, and another pass transistor is added to the static memory
of the above-mentioned 5-transistor structure to form independent write ports (WS
and d) to the normal configuration path (Addr and Data). When using it as a mem-
ory, F0 and F1, which are the same as the input signal when considered as an LUT,
are used.WS is a write strobe signal, and the external input signalDin is connected to
the d input, which is selected by the address through the demultiplexer in the upper
part of Fig. 2.18b. Reading is performed from the common output, as a conventional
LUT. Figure 2.18c represents the block diagram of a 3-input LUT and 8-bit RAM.

Furthermore, Fig. 2.19 is an improvedLUTwhere a shift register can be configured
in addition to the memory function. Also, an invention of Bauer from Xilinx, US
Patent 5,889,413 (filed in November 1996, approved in March 1999) [15]. In the
memory cell of Fig. 2.19a, two pass transistors for shift control are added. Din/Pre −
m is the shift input from the external or previous memory. Also, the connection
relation is shown at the center of Fig. 2.19b. PH I1 and PH I2 are signals that control
the shifter operation. By applying these control signals with the timing waveform,
shown in Fig. 2.20, the shift operation is performed. Note that PH I1 and PH I2
are none-overlapping signals with opposite phases. When the lower pass transistor
is opened by PH I1, and the upper pass transistor is opened by PH I2, the output of
the preceding memory is connected to the input of the subsequent stage and the data
are shifted. Figure 2.19c is a configuration diagram in the case of a 3-input LUT,
8-bit RAM, and 8-bit shifter.

Fig. 2.18 Configuration for using LUT as memory
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Fig. 2.19 Configuration for using LUT as memory and shift register

Fig. 2.20 Control timing for shift operation

Furthermore, the current LUT is clustered and adaptive,10 and realizes a structure
that uses multiple LUTs of a small number of inputs as one large LUT. Details
about the structure of logical blocks, clustering of LUTs, and adaptive LUT will be
described in details in the next chapter.

10For example, a method of using an 8-input LUT that can be divided inmultiple small LUT clusters
like two 7-input LUTs, or a 7-input LUTs and two 6-input LUTs.
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Fig. 2.21 Logic cell using MUX in ACT1

2.4.5 Logical Expression by Other Methods

In this section, we describe the logical representation of the structure of logical blocks
other than the above. As a representative method, other than the product termmethod
and the lookup table method, there is the multiplexer method. As a representative
example, ACT1 FPGA [16, 17]11 is used for explanation.

Figure 2.21 illustrates the logic cell structure of ACT1. The logic cell (shown
Fig. 2.21a) consists of three 2-input 1-output multiplexers (2-1 MUX) and one OR
gate and can implement up to 8 logic circuits with 1 input. It is possible to implement
NAND, AND, OR, and NOR gates up to four inputs and also invert the inputs and
make some composite gates (such as AND-OR and OR-AND), latches, flip-flops
with this cell.

Unlike the product term and the lookup table, this logic cell cannot implement all
logic circuits of a given number of inputs. It combines several fixed circuits likeASIC
libraries and assembles the desired circuit. ACT 1 adopts 2-1 MUX as its minimum
unit. Table 2.2 represents the logic functions that can be implemented with a 2-1
MUX. The table shows the name, logical expression, and the standard multiply–add
form of each function. In addition, the input value of the 2-1 MUX when realizing
the function is also included. That is, by connecting it to the input shown in the table,
it is possible to implement the logic function.

The 2-1 MUX can be considered as a 3-input 1-output logic cell. In principle, a
3-input and 1-output logic cell (e.g., 3-LUT, etc.) can express logic functions of 2
powered by 23 = 256 kinds of circuits. However, this 2-1 MUX-based cell can only
represent 10 types circuits as shown in the table. Still, by combining multipleMUXs,
any logic circuit can be implemented. Figure 2.22 shows the function wheel used
for searching logic functions that can be realized with a 2-1 MUX. Since basic logic
elements such as NOT gates, ANDgates, andOR gates are included, it is obvious that

11The production of the ACT series has already been stopped, and they are currently unavailable.
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Table 2.2 Logic functions that can be represented by 2-1 MUX

Fig. 2.22 Function wheels
used to assign logic to 2-1
MUX

all logic circuits can be made.12 The function wheel in this figure is used to collate
the logic function appearing in it when decomposing the logical function with the
Shannon expansion performed in the EDA tool. The logical functions shown in this
wheel can be realized with one MUX.

Let us take a look at the method to implement the previous majority vote circuit
with aMUX-type logic cell. Figure 2.23 shows how to implement the logical function
M = AB + AC + BC .

First of all, the Shannon expansion of the logical expression with the variable A
gives the partial functions F1 and F2. When these two functions are applied to the
function hole, they correspond to AND and OR, so each of them can be realized with
one MUX.

The partial function F1 is a 2-input logical product function. If the variable B is
‘1’,‘1’ is outputted. When the variable B is ‘0’, no matter what the variable C is, ‘0’

12A set of logical functions that can create all logical functions is called a universal logical function
set. In the universal logical function set, there are also sets of only gates such as NAND and NOR
besides the NOT, AND, and OR.
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Fig. 2.23 Implementation of majority vote circuit by MUX

is outputted. When this is realized by MUX, it is only necessary to switch between
‘0’andC by using B as a selection signal (of course, B andC may be reversed). This
can be seen at the connection No.7 in Table 2.2. Likewise, the partial function F2
can also be realized with a MUX.

On the other hand, the variable A is inputted to the switching signal terminal
of the last stage MUX from the input of the OR gate. That is, when A is ‘1’, the
output of F2 is selected, and when A is ‘0’, the output of F1 is selected. The logical
expression M is then completely implemented.
Summary of Logic Cells of Other MethodsNext, let us summarize the advantages
and disadvantages of MUX-type logic cells.

First, the advantage is that one logic cell can be structured with a small number
of elements if realized by using a pass transistor, as depicted in Fig. 2.21b. Fur-
thermore, although many transistors, such as a memory for storing a logic function
and a memory for determining a connection, are required for the LUT, a memory is
unnecessary for the wiring connection because ACT1 employs an antifuse program
switch. Therefore, the logic cell of ACT1 has a remarkably smaller area than the
other logic cells.

On the other hand, as a disadvantage, ACT1 has high versatility where latches
and flip-flops can be structured with logic cells; however, this negatively impacts
the performance, especially in terms of degree of integration. The current high-
performance FPGAs have dedicated flip-flops circuits and do not make use of logic
cells. Otherwise, the degree of integration would be reduced.

There is also a disadvantage that the EDA tool becomes complicated when MUX
is used for the logic cell. LUTs or similar methods can be implemented by only
dividing the logic into a logical function of a predetermined number of inputs. How-
ever, the MUX has to decide whether it can be implemented after dividing it into
a logical function of a fixed number of inputs. For logic functions that cannot be
implemented, re-division and logic recombination have to be performed. This prob-
lem does not matter when the logic scale is small; but, it cannot be ignored for
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large-scale circuits. Furthermore, because antifuses are employed, logic cells cannot
be used for applications requiring reconfiguration. In this fashion, the production of
ACT1 was gradually stopped due to the limited use, and now it disappeared from the
product lineup. Originally, logic cells that utilized the logic structure of logic cells
themselves, such as the MUX type, had better area efficiency than logic cells using
memories. They were also superior in terms of delay performance. However, it was
not necessarily a big success in commercial terms, and currently there are no prod-
ucts that adopt MUX-type logic cells in commercial FPGAs. At the research level,
researchers are also developing logic cells with a performance equal to or better than
that of LUTs, such as COGRE [18] and SLM [19].

The key feature of COGRE is its architecture, which helps to reduce the logic
area and the number of configuration memory bits. The COGRE cell can only repre-
sent high-appearance ratio logic patterns. Moreover, the logic functions are grouped
on the basis of the NPN-equivalence class. The investigations’ results showed that
only small portions of the NPN-equivalence class could cover large portions of the
logic functions used to implement circuits. Furthermore, it was found that the NPN-
equivalence classes with a high-appearance ratio can be implemented by using a
small number of AND gates, OR gates, and NOT gates. On the basis of this observa-
tion, 5-input and 6-input COGRE architectures were developed, composed of several
NAND gates and programmable inverters.

Moreover, a compact logic cell, named SLM [19], was proposed based on the
characteristics of partial functions from Shannon expansion. SLM logic cells use
much less configuration memory than used for LUTs with the same input width,
without significantly degrading logic coverage.
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Chapter 3
FPGA Structure

Motoki Amagasaki and Yuichiro Shibata

Abstract Here, each component in FPGAs is introduced in detail. First, the logic
block structures with LUTs are introduced. Unlike classic logic blocks using a couple
of 4-input LUTs and flip-flops, recent FPGAs use adaptive LUTs with more num-
ber of inputs and dedicated carry logics. Cluster structure is also introduced. Then,
routing structure, switch block, connection block, and I/O block which connect basic
logic blocks are explained. Next, macromodules which have become critical compo-
nents of FPGA are introduced. Computation centric DSP block, hard-core processor,
and embedded memory can compensate the weak point of random logics with logic
blocks. The configuration is inevitable step to useSRAM-style FPGAs.Variousmeth-
ods to lighten burden are introduced here. Finally, PLL and DLL to deliver clock
signals in the FPGA are introduced. This chapter treats most of FPGA components
with examples of recent real devices by Xilinx and Altera (Intel).

Keywords Adaptive LUT structure · Carry logic · Logic cluster · Routing
structure · Switch block · Connection block · I/O block · DSP block · Hard-core
processors · Embedded memory · Configuration method · PLL · DLL

3.1 Logic Block

FPGA consists of three basic components: programmable logic element, pro-
grammable I/O element, and programmable interconnect element. A programmable
logic element expresses a logic function, a programmable I/O element provides an
external interface, and a programmable routing element connects different parts.
There are also digital signal processing (DSP) units and embedded memory to
increase the calculation ability, and phase-locked loop (PPL) or delay-locked loop
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Fig. 3.1 Island-style FPGA overview

(DLL) to provide a clock network. By downloading the design data to these elements,
an FPGA can implement the desired digital circuit. Figure3.1 shows the schematic
of an island-style FPGA. An island-style FPGA has logic elements (logic block),
I/O elements placed on the periphery (I/O block), routing elements (switch block,
connection block, and routing channel), embeddedmemory, andmultiplier blocks. A
set of neighboring logic blocks, a connection block, a switch block is called a logic
tile. In an island-style FPGA, logic tiles are arranged in a two-dimensional array.
The logic block and multiplier block are used as hardware resources to realize logic
functions, while the memory block provides storage. Multiplier and memory blocks,
dedicated for specific usages, are called “Hard Logic,” while functions implemented
with logic blocks are called “Soft Logic” [1]. Logic blocks are named differently
among FPGA vendors such as configurable logic block (CLB) in Xilinx FPGA and
logic array block (LAB) in Altera (now part of Intel). The basic principle is, however,
similar. Since commercial FPGAs use LUT, in this section, we focus on LUT-based
FPGA architectures.
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3.1.1 Performance Trade-Off of Lookup Tables

Although there was a logic block consisting of only LUTs in the early stages, recent
FPGAs have basic logic elements (BLEs), as shown in Fig. 3.2. A BLE consists of
a LUT, an flip-flop (FF), and a selector. According to the value of the configuration
memory bit M0, the selector controls whether the value of the LUT or the one stored
in the FF is outputted.

There are several trade-offs between area efficiency and delay when determining
the logic block architecture. The area efficiency indicates how efficiently a logic
block is used when a circuit is implemented on an FPGA. The area efficiency is high
when logic blocks are used without waste. Regarding area efficiency, there are the
following trade-offs in logic blocks:

• As functions per logic block increase, the total number of logical blocks required
to implement the desired circuit decreases.

• On the other hand, since the area of the logical block itself and the number of
inputs and outputs increase, the area per logical tile increases.

The number of LUT inputs is one of the most important factors when determining
the structure of a logic block. A k-input LUT can express all k-input truth table. As
the input size of the LUT increases, the total number of logical blocks decreases.
On the other hand, as a k-input LUT needs 2k configuration memory bits, the area
of the logic block increases. Furthermore, as the number of input/output pins of the
logic block increases, the area of the routing part increases. As a result, the area per
logical tile increases as well. Since the area of an FPGA is determined by the total
number of logic blocks × the area per logic tile, there is clearly an area trade-off.

The following influences also appear with regards to speed:

• As functions per logical block increases, the number of logic stages (also called
logic depth) decreases.

• On the other hand, the internal delay of logic blocks increases.

The number of logical stages is the number of logical blocks existing on the
critical path, which is determined at technology mapping. When the number of logic
stages is small, the amount of traffic through the external routing track is reduced,
which is effective for high-speed operations.Meanwhile, as the function of the logical
block increases, the internal delay increases and there is a possibility that the effect of

Fig. 3.2 Basic logic element
(BLE)
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Fig. 3.3 Trade-off between area/delay and LUT inputs

reducing the number of stages may be reduced. In this way, there is also a clear trade-
off in terms of speed. Summarizing the above, if the input size of a LUT is large, the
number of logic stages is reduced, resulting in a higher operational speed. However,
when implementing a logic function with less than k inputs, the area efficiency is
reduced. On the other hand, if the input size of the LUT is small, the number of
logic stages increases and the operational speed is degraded; but, the area efficiency
improves. In this fashion, the input size of the LUT is closely related to the area and
delay of the FPGA.

The following elements have a great influence on the logic block architecture
exploration: the number of LUT inputs, the area and delay model, and the process
technology. An architecture evaluation of logic blocks has been studied since the
beginning of the 1990s, where it was considered that 4-input was the most efficient
[2]. Even in commercial FPGAs, 4-input LUTs were used until the release of Xilinx
Virtex 4 [3] and Altera Stratix [4]. Meanwhile, another architecture evaluation was
performed using CMOS 0.18 µm 1.8V process technology [5]. Reference [5] used a
minimum-width transistor (MWTAs: minimum-width transistor areas) areamodel in
which the delay is calculated by SPICE simulations after the transistor level design,
and each transistor is normalized with a minimum-width transistor. Figure3.3 shows
the transition of the FPGA area and critical path delay when the number of LUT
inputs is changed.1 These results are obtained by placing and routing the benchmark
circuits and averaging the obtained values.When the input number of the LUT is 5 or
6, good results are obtained in terms of area and delay. Therefore, recent commercial
FPGAs tend to employ larger LUTs like 6-input LUT (also called 6-LUT).

1This figure is plotted based on the data presented in [5].
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3.1.2 Dedicated Carry Logic

For the purpose of improving the performance of the arithmetic operation, a dedicated
carry logic circuit is included in the logic block of commercial FPGAs. In fact,
arithmetic operations can be implemented in LUTs; but, using dedicated carry logic
ismore effective in both degree of integration and operational speed. Figure3.4 shows
two types of arithmetic operation modes in Stratix V [6]. Two full adders (FA) are
connected with a dedicated carry logic. The “carry_in” input of FA0 is connected to
the “carry_out” of the adjacent logic block. This path is called a high-speed carry
chain path enabling high-speed carry signal propagation in arithmetic operations.
In the arithmetic operation mode, shown in Fig. 3.4a, each circuit sums the outputs
of two 4-LUTs. On the other hand, in the shared computation mode of Fig. 3.4b,
3-input 2-bit additions can be executed by calculating a sum with LUTs. This is used
to obtain the sum of the partial products of the multiplier with an addition tree.

Figure3.5 shows the dedicated carry logic of a Xilinx FPGA. In this FPGA,
full adders are not provided as dedicated circuits, and the addition is realized by
combining the LUT and the carry generation circuit. The addition (Sum) of the full
adder is generated by two 2-input EXOR and the carry-out (Cout) is generated by
one EXOR and one MUX. The EXOR of the preceding stage is implemented by a
LUT, and the exclusive circuit is prepared for theMUX and EXOR of the latter stage.
Similarly to the Stratix V in Fig. 3.4, the expansion to multi-bit adders is possible
since the carry signal is connected to the neighboring logic module via the carry
chain.

Fig. 3.4 Arithmetic mode in Stratix V [6]



52 M. Amagasaki and Y. Shibata

Fig. 3.5 Carry logic in Xilinx FPGA

3.2 Logic Cluster

To increase the number of functions in a logic block without increasing the number
of LUT inputs, cluster-based logic blocks (logical clusters) grouping multiple BLEs
can be used. Figure3.6 shows an example of a logic cluster having 4BLEs and 14×16
full crossbar switches. The full crossbar part is called a local connection block or
local interconnect, and multiple BLEs are locally interconnected within a logical
cluster. Logical clusters have the following features:

1. Since the local wiring in the logic cluster is composed of hard wires, it is faster
than the global wiring located outside of the logic cluster.

2. The parasitic capacitance of the local wiring is small when compared with the
one of the global wiring [7]. Therefore, using local wiring is effective to reduce
the power consumption of an FPGA, especially the dynamic power.

Fig. 3.6 Logic cluster
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3. BLEs in a logic cluster can share input signals. Then, the total number of switches
of the local connection block can be reduced.

The biggest advantage in the cluster-based logic block is that the total FPGA area
can be reducedwhen the number of functions in the logic block is increased. TheLUT
area increases exponentially with respect to the input size k. On the other hand, if
the size of the logic cluster is N , the area of the logical block increases quadratically.
The input signals of a logical cluster can often be shared among multiple BLEs, and
in [5], the input I of a logical block is formulated as follows:

I = k

2
(N + 1) (3.1)

The area of the logical block can be reduced by sharing the input signal (I = N ∗ k
when treating all inputs of the BLE independently). Similarly to the number of inputs
of a LUT, there is a trade-off regarding the area and delay in logic clusters. When
N increases, the number of functions per logical block increases, and the number of
logical blocks on the critical path decreases, which leads to speedup. On the other
hand, since the delay of the local interconnection part also increases as N increases,
the internal delay of the logical block itself increases. According to [5], it is reported
that N = 3–10 and k = 4–6 are the most efficient in area delay products.

3.3 Adaptive LUT

In order to obtain higher implementation efficiency, commercial FPGAs’ logic blocks
have been evolving in the recent years. Figure3.7 shows the result of technology
mapping with 6-LUT for the MCNC benchmark circuit. The technology mapping
tool is the area optimization oriented ZMap [8].

Fig. 3.7 Implementation
ratio of logic function after
technology mapping
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According to this figure, 45% of the total logic function was mapped as 6-input
logics. On the other hand, 5-input logics exist by 12%, and in this case, half the
configuration memory bits of the 6-input LUT is not used. This is more noticeable
as the number of inputs is smaller, and about 93% of the configuration memory bits
are actually wasted in the case of a 2-input logic implementation, which is a factor
of lowering the implementation efficiency. This problem has been known since the
beginning, and in theXC4000 series [9, 10], a complexLB structure containingLUTs
of different input sizes was used for logic blocks. However, since the computer-aided
design (CAD) support was not sufficient, subsequently it returned to a 4-input LUT-
based architecture. Modern FPGAs employ new logic modules called adaptive LUTs
since Altera Stratix II [11] and Xilinx Virtex 5 [12]. Unlike conventional single input
LUTs, adaptive LUTs are architectures for obtaining high area efficiency by dividing
LUTs and implementing multiple logics.

Figure3.8a shows an example of an adaptive LUT-based logical block [13]. The
number of inputs and outputs of the logic block is 40 and 20 (including the carry
in and carry out signals), respectively, and the number of clusters is 10. The local
connection block is a full crossbar of 60×60, and its inputs include the feedback
outputs of each adaptive logic element (ALE). The ALE includes 2-output adaptive
LUTs and flip-flops. It has two 5-LUTs sharing all inputs as shown in Fig. 3.8b.

Fig. 3.8 Adaptive LUT-based LB
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Thus, an ALE can operate as one 6-LUT or two 5-LUTs sharing the inputs depend-
ing on the requirements. In this way, the area efficiency is increased by dividing the
6-LUT into small LUTs and implementing multiple small functions with the circuit
resources of the 6-LUT. However, increasing the number of inputs and outputs leads
to an increase in the area of the wiring part. For this reason, the number of logical
block inputs is suppressed by input sharing. The representative patents related to the
adaptive LUT are Altera’s US 6943580 [14], Xilinx’s US 6998872 (2004 applica-
tion, established in 2006) [15], and Kumamoto University’s US 6812737 [16]. Since
2004, when adaptive LUTs have appeared, the logical block has undergone minor
changes; however, its basic structure has not been changed. Hereafter, we explain the
logic block architectures of commercial FPGAs using Altera’s Stratix II and Xilinx’s
Virtex 5.

3.3.1 Altera Stratix II

The Stratix II adopts a logical element called adaptive logic module (ALM).2 ALM
consists of an 8-input adaptive LUT, two adders, and two FFs. Figure3.9a shows
the ALM architecture of the Stratix II. The ALM can implement one 6-input logic
and two independent 4-input logics, or one 5-input logic and one 3-input logic with
independent inputs. In addition, by sharing a part of the inputs, it is possible to
implement two logics (e.g, two 5-input logic sharing two inputs) and a subset of a
7-input logic. On the other hand, as shown in Fig. 3.4, two 2-bit adders or two 3-bit
adders can be implemented with one ALM. In Stratix II, the LAB with eight ALMs
corresponds to a logical block.

3.3.2 Xilinx Virtex 5

Figure3.9b shows the logic element in Xilinx Virtex 5. Virtex 5 can implement one
6-input logic and two 5-input logics that completely share the inputs. In addition,
it has multiple multiplexers. MUXV1 is used to directly output the external input,
and MUXV2 is used to select the external input or the output of a 6-LUT. MUXV3
constructs the carry look ahead logic with the input of the carry input Cin from the
adjacent logic module. At this time, the EXOR generates the SUM signal. MUXV4
and MUXV5 select signals to be outputted to the outside of the LB. In Virtex 5,
a set having four logical elements is called a slice, and a CLB having two slices
corresponds to a logic block.

2In Altera FPGAs, adaptive LUTs are also called fracturable LUTs.
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Fig. 3.9 Commercial FPGA architecture

3.4 Routing Part

As shown in Fig. 3.10, the routing structure of an FPGA can be roughly classified into
the full crossbar type, the one-dimensional array type, the two-dimensional array type
(or island style), and the hierarchical type [17]. These are classified according to how
the logical block and I/O block are connected, so-called connection topology. All
of them are composed of wiring tracks and programmable switches, and the routing
paths are determined according to the values of the configuration memory bits. The
full crossbar type shown in Fig. 3.10a has a structure that always inputs the external
input and the feedbackoutput of the logic block. This routing structurewas commonly
seen in programmable array logic (PAL) devices [18] with a programmable AND
plane. However, since current FPGAs have enormous logic blocks, such a structure
is not efficient. The one-dimensional array type has a structure in which logic blocks
are arranged in a column, as depicted in Fig. 3.10b, and the routing channels are
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Fig. 3.10 Classification of
FPGA routing structure [17]

provided in the row direction. Channels are connected by feed-throughwiring, which
corresponds to theActel’sACTseries FPGA[19]. In general, a one-dimensional array
type wiring part tends to increase the number of switches. Since the ACT series
FPGA uses anti-fuse-type switches, even if the number of switches is somewhat
larger, the area overhead could be mitigated. However, since SRAM-based switches
are mainstream in recent FPGAs, the one-dimensional array type and full crossbar
type are not adopted. For these reasons, this chapter introduces the hierarchical and
island-style routing structures.

3.4.1 Global Routing Architecture

The routing structure of an FPGA is classified into global and local routing archi-
tectures. The global routing architecture is decided from a meta viewpoint that does
not consider switch level details, such as connections between logical blocks and the
number of tracks per wiring channel. On the other hand, local routing architecture
includes detailed connection such as switch arrangement between logic block and
the routing channel. All four routing architectures of Fig. 3.10 are global routings.

(1) Hierarchical-type FPGA
Altera Flex 10K [21], Apex [22], and Apex II [23] have a hierarchical routing archi-
tecture. Figure3.11 shows the routing structure in UCB HSRA (high-speed, hierar-
chical synchronous reconfigurable array). The HSRA has a three-level hierarchical
structure from level 1 to level 3. There is a switch at each level, at the intersection of
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Fig. 3.11 Hierarchical-type FPGA [20]

wire tracks. At the higher hierarchical level, the number of wire tracks per channel
increases. At level 1, the lowest hierarchy, wirings between multi-logic blocks are
performed. As a merit of the hierarchical FPGA, the number of switches required for
signal propagation within the same hierarchy can be reduced. Therefore, high-speed
operations are possible. On the other hand, if the application does not match the hier-
archical FPGA, the usage rate of the logic block of each hierarchy is extremely low.
Also, since there is a clear boundary between two hierarchy levels, once a routing
path crosses the hierarchy, it has to pay a delay penalty. For example, if logic blocks
physically close to each other are not connected at the same hierarchical level, the
delay increases. In addition, since the parasitic capacitance and the parasitic resis-
tance vary greatly in the advanced process, there is a possibility that the delay vary
even for connections within the same layer. Although this is not a problem when the
worst condition is considered, it can not be ignored when delay optimization is done
aggressively. For the above reasons, a hierarchical routing architecture was effective



3 FPGA Structure 59

Fig. 3.12 Island-style routing architecture [1]

in older processes where the gate delay was more dominant than the routing delay,
but tends not to be used in recent years.

(2) Island-style FPGA
An example of an island-style FPGA is shown in Fig. 3.12 [1]. The island style is
adopted bymost FPGAs in recent years, and there are routing channels in the vertical
and horizontal directions among logic blocks. Connections between logic blocks and
routing blocks are generally a two-point connection or a four-point connection, as
illustrated in Fig. 3.12. Also, with the uniformization of the logic tile [24, 25], the
execution time of routing process can be reduced.

3.4.2 Detailed Routing Architecture

In the detailed routing architecture, the switch arrangement between logic blocks
and wire channels, and the length of the wire segment are determined. Fig. 3.13
represents an example of detailed routing architecture. W denotes the number of
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Fig. 3.13 Detailed routing architecture [1]

tracks per channel, and there are several wire segment lengths. There are two types of
connection blocks (CBs), one for the input and the other for the output. The flexibility
of the input CB is defined as Fcin , and as Fcout for the output. A switch block (SB)
exists at the intersection of the routing channel in the horizontal direction and the
vertical direction. The switch block flexibility is defined by Fs . In this example,
W = 4, Fcin = 2/4 = 0.5, and Fcout = 1/4 = 0.25. Also, an SB has inputs from
three directions with respect to the one output, Fs = 3.

Thewiring elements composed of a CB and a SB have a very large influence on the
area and the circuit delay of FPGA [26]. Regarding the area, it means that the layout
area obtained by the CB and SB is large. As for the delay, in the recent process
technology, the wiring delay is dominant over the gate delay. When deciding the
detailed routing architecture, it is necessary to consider (1) the relationship between
logic blocks andwire channels, (2) the wiring segment length and its ratio, and (3) the
transistor level circuit of the routing switch. However, there is a complicated trade-
off between routing flexibility and performance. Increasing the number of switches
can emphasize flexibility, but also increases the area and delay. On the other hand, if
the number of switches is reduced, routing resources become insufficient, rendering
routing impossible. The routing architecture is determined considering the balanced
use of pass transistors and tristate buffers.
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Fig. 3.14 Wire segment length

3.4.3 Wire Segment Length

In the placement and routing using CAD tools, a routing path that satisfies the con-
straints of speed and electric power is determined. However, it is difficult to conduct
an ideal (shortest) wiring for all circuits because of wiring congestion and the num-
ber of switch stages. Therefore, it is necessary to perform shortcut routing using
medium-distance or long-distance segment length. In fact, there are various segment
lengths (e.g. single, quad, and long line) in routing tracks. Three types of wire seg-
ments are shown in Fig. 3.14. The distance of the wire segment length is determined
by the number of logic blocks. In this figure, there are single lines, double lines, and
quad lines. Here, the single lines are distributed at a ratio of 40%, the double lines
by 40%, and the quad lines by 20%. In addition, a long-distance wire that crosses
the device is called a long line and is used in Xilinx FPGA. The type and the ratio of
the wire segment length are often obtained by the architecture exploration using the
benchmark circuit.

3.4.4 Structure of Routing Switch

The structure of the programmable switch is important for deciding the routing
architecture of anFPGA. InmanyFPGAs, pass transistors and tristate buffers are used
in a mixed form [27–29]. An example of a routing switch is illustrated in Fig. 3.15.
The pass transistor is effective for connecting with a small number of switches
with respect to a short path. However, since in pass transistors, signal degradation
occurs [30], repeaters (buffers) are necessary if the signal passes through many pass
transistors. On the other hand, three-state buffers are used for driving long paths.
Reference [28] reported that when the allocation ratio of the pass transistor and the
three-state buffer is halved, the performance is improved.

Regarding the direction of the wiring track, there are a lot of research on bidi-
rectional wiring and unidirectional wiring [27]. Bidirectional wiring, depicted in
Fig. 3.16a, can reduce the number of wiring tracks, but one side of the switch is
never used. In addition, since the wiring capacitance also increases, it also affects
the delay. On the other hand, in the unidirectional wiring, represented in Fig. 3.16b,
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Fig. 3.15 Routing switch

Fig. 3.16 Bidirectional and
unidirectional wirings

the number of wiring tracks is twice that of the bidirectional wiring, but the switch is
always used and the wiring capacity is small. In this way, there is a trade-off in per-
formance between the bidirectional wiring and the unidirectional wiring. In recent
years, the number of transistors’ metal layers has increased, and from the viewpoint
of ease of design, bidirectional wiring is shifting to unidirectional wiring [1, 31].

Table3.1 shows the wire length and the number of tracks in commercial FPGAs
[26]. However, since details of the routing architecture are not opened for recent
FPGAs, the table only includes information for devices of a few generations ago.
Xilinx Virtex has single lines (L = 1), hex lines (L = 6) and long lines (L = ∞).
One-third of the hex lines is bidirectional, and the rest is unidirectional. On the other
hand, Virtex II hex lines are all unidirectional. Altera’s Stratix does not have any
single line because ALBs are directly connected with dedicated wiring. Also, long-
distance segments are connected with L = 4, 16, and 24. In this manner, the type and
ratio of the wire segments are different depending on the device, and bidirectional
and unidirectional wirings are mixed in the wiring direction.
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Table 3.1 Wire length and the number of tracks in commercial FPGAs [26]

Architecture Cluster
size N

Array size Number of tracks of length Lwire

1 2 4 6 16 24 ∞
Virtex I 4 104 × 156 24 − − 48d + 24b − − 12

Virtex II 8 136 × 106 − 40 − 12d − − 24

Spartan II 4 48 × 72 24 − − 48d + 24b − − 12

Spartan III 8 104 × 80 − 40 − 96d − − 24

Stratix 1S80 10 101 × 91 − − 160hd + 80vd − 16vd 24hd −
Cyclone
1C20

10 68 × 32 − − 80d − − − −

Key “d” unidirectional wiring, “h” horizontal line, “v” vertical line. Bidirectional wiring is not
specifically described

3.5 Switch Block

3.5.1 Switch Block Topology

The switch block (SB) is located at the intersection of the wiring channels in the
horizontal direction and the vertical direction, and wiring routes are determined by
the programmable switches. Figure3.17 shows three types of typical topologies.
The routing flexibility varies depending on SB topologies. In this figure, disjoint
type [32], universal type [33], and Wilton type [34] are presented. It also shows the
connection relation when the number of tracks is an even number (W = 4) or an odd
number (W = 5). The open circle at the intersection indicates the point at which the
programmable switch is placed. Since each SB chooses one output from three input
paths, the flexibility of the SB is Fs = 3.

(1) Disjoint (Xilinx) type
The disjoint-type SB [32] is used in Xilinx’s XC 4000 series, which is also called
Xilinx-type SB. Disjoint-type SB connects wiring tracks of the same number in four
directions with Fs = 3. In Fig. 3.17, when W = 4, the left track L0 is connected to
T0, R0, B0, and so is the same as W = 5. Since the connection is realized by six
switch sets, the total number of switches is 6W . The disjoint-type SB requires a small
number of switches, but since it only can connect tracks of the same index value, the
flexibility is low.

(2) Universal type
The universal-type SB is a topology proposed in [33]. Like the disjoint-type SB, it
consists of 6W switches. On the other hand, two pairs of wire tracks can be connected
in the SB. When W = 4, wire tracks 0, 3 and 1, 2 are paired, respectively, as shown
Fig. 3.17. If there is no pair such as wiring track 4 when W = 5, it has the same
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Fig. 3.17 Switch block topology

connection configuration as the disjoint-type SB. It is reported in [33] that the total
number of wiring tracks can be reduced with the universal type when compared with
disjoint-type SB. However, the universal-type SB assumes only the single line and
does not correspond to other wire lengths.

(3) Wilton type
In the disjoint and the universal-type SBs, only the wiring tracks of the same number
or two pairs of wiring tracks which are paired are connected. On the other hand, in
the Wilton-type SB [34], it is possible to connect wiring tracks of different values
with 6W switches. In Fig. 3.17, when W = 4, the wire track L0 in the left direction
is connected to the wire track T0 in the upward direction and the wire track B3 and
R0 in the downward direction and the right direction. Here, at least one wire track
is connected to the wiring track (W − 1) which is the longest distance. As a result,
when routing is performed across several SBs, the routing flexibility is higher than
that of other topologies. In addition, it is known that the Wilton type forms a closed
circuit by several switch blocks by passing through a clockwise or counterclockwise
path. By using this feature, it was shown that the efficiency of manufacturing test of
FPGAs can be improved [35, 36].
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Fig. 3.18 Transistor level structure of SB

3.5.2 Multiplexer Structure

The circuit of the programmable switch greatly influences the circuit delay of the SB.
Especially in unidirectional wiring, multiple-input multiplexers exist everywhere on
routing elements. Since a multi-input multiplexer has a large propagation delay, its
circuit structure is important. Figure3.18 depicts a circuit of multi-input multiplexer
in the Stratix II [27]. It has nine normal inputs and one high-speed input for signals
on the critical path. Also, since the number of switching stages can be two, this
structure is called a two-level multiplexer [27]. In [27], it has been reported that the
circuit delay can be improved by 3% without increasing the area. In this manner,
the program switch for the routing element has a great importance in reducing the
path delay if a configuration memory increase is allowed. On the other hand, an LUT
is often composed of pass transistors in a tree structure [30]. Research on repeater
placement, transistor sizing, and sizing of multiplexers on wiring is undergoing to
reduce the circuit delay of unidirectional wiring. CMOS inverters are usually used
for the routing driver of FPGAs. In [37], it is reported that the number of drivers has
better delay characteristics in odd-numbered stages than in even numbered stages.

3.6 Connection Block

The connection block (CB) has a role of connecting the input and output of the routing
channel and the logic block, which is also composed of programmable switches. Like
a local connection block, CB has a trade-off between the number of switches and the
flexibility of routing. Particularly, since the routing channel width is very large, if it
is simply composed of a full crossbar, the area becomes a problem. For this reason,
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Logic Tile

Fig. 3.19 Example of switch arrangement of CB

sparse crossbars are used in CB. Figure3.19 shows an example of a CB composed
of sparse crossbars. Wire tracks consist of unidirectional wires, 14 forward wires
(F0–F13), and 14 reverse wires (B0–B13). These 28 wire tracks and 6 LB inputs
(In0–In5) are connected by the CB. Since each LB input is connected to 14 wiring
tracks, Fcin = 14/28 = 0.5. Sparse crossbars have various configurations [27]; but,
the architecture of the CB is determined by exploring the optimum point of flexibility
and area.

3.7 I/O Block

An I/O element consists of an I/O dedicated module which interfaces between the
I/O pad and an LB. This module is called I/O block (input/output block, IOB), and
the IOBs are arranged along the periphery of the chip. The I/O pins of an FPGA
have various roles such as power supply, clock, user I/O. An I/O block is placed
between an LB and the I/O, such as I/O buffer, output driver, polarity designation,
high impedance control and exchanges input/output signals. There are FFs in an IOB
so that I/O signals can be latched. Figure3.20 shows an IOB in the Xilinx XC4000.

The features of this block are shown below, but these basic configurations are the
same in recent FPGAs:

• There are a pull-down and pull-up resistors at the output part, and the output of
the device can be clamped to 0 or 1.

• An output buffer with an enable signal (OE).
• Each input/output has an FF, so latency adjustment is possible.
• Slew rate of the output buffer can be controlled.
• The input buffer has a threshold of TTL or CMOS. For guaranteeing the input hold
time, a delay circuit is provided at the input stage of the MUX 6.

A commercial FPGA has various interfaces providing different output standard,
power supply voltage, etc., so it has the role of electrical matching in I/O elements.
Many FPGAs also support differential signals (low voltage differential signaling
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Fig. 3.20 Xilinx XC4000 IOB [38]

(LVDS)) in order to treat high-speed signals and are equipped with a reference
voltage for handling different voltages and a clamp diode for handling a specific
high voltage. Table3.2 shows the I/O standard lists of the Stratix V [6]. Since current
FPGAs are released according to various application domains, I/O standards are
often prepared accordingly. In recent years, as types of I/O standards supported by
devices have increased, it has become increasingly difficult for each I/O to respond
individually. Then, modern FPGAs also adopt I/O bank method. With this method,
each I/O belongs to a predetermined set, which is called a bank, due to supporting
various voltages [12, 39]. The number of I/O pins belonging to one bank is different
for each device, e.g., 64 pins for Virtex [3] and 40 pins for Virtex 5 [12]. Since each
bank shares the power supply voltage and the reference signal, each I/O standard is
supported by several banks.

Although an overview of the logical blocks and I/O blocks architectures is avail-
able in commercial FPGAs’ data sheet, it is difficult to know the details about the
layout information and the wiring architecture. A list of literature on FPGA archi-
tectures is shown in Table3.3.

3.8 DSP Block

As described in the previous sections, typical early forms of FPGAs were composed
of LUT-based logic blocks, which were connected to each other by wiring ele-
ments with programmable switches. Major target applications of those days’ FPGAs
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Table 3.2 Examples of I/O standards supported by Stratix V [6]

Standard Output voltage (V) Usage

3.3-V LVTTL 3.3 General purpose

3.3/2.5/1.8/1.5/1.2-V
LVCMOS

3.3/2.5/1.8/1.5/1.2 General purpose

SSTL-2 Class I/Class II 2.5 DDR SDRAM

SSTL-18 Class I/Class II 1.8 DDR2 SDRAM

SSTL-15 Class I/Class II 1.5 DDR3 SDRAM

HSTL-18 Class I/Class II 1.8 QDRII/RLDRAM II

HSTL-15 Class I/Class II 1.5 QDRII/QDRII+/RLDRAM II

HSTL-12 Class I/Class II 1.2 General purpose

Differential SSTL-2 Class
I/Class II

2.5 DDR SDRAM

Differential SSTL-18 Class
I/Class II

1.8 DDR2 SDRAM

Differential SSTL-15 Class
I/Class II

1.5 DDR3 SDRAM

Differential HSTL-18 Class
I/Class II

1.8 Clock interface

Differential HSTL-15 Class
I/Class II

1.5 Clock interface

Differential HSTL-12 Class
I/Class II

1.2 Clock interface

LVDS 2.5 High-speed transfer

RSDS 2.5 Flat panel display

mini-LVDS 2.5 Flat panel display

were glue logic, such as interface circuits between hardware sub-modules and state
machines for controlling the system. A configurable circuit was also small in size.

After that, as the FPGA chip size grew, the main application domain of FPGAs
moved on to digital signal processing (DSP), such as finite impulse response (FIR)
filters and fast Fourier transform (FFT). In such applications, multiplication plays
an important role. With standard programmable logic design based on LUT-based
logic blocks, however, multipliers need a lot of blocks to be connected to each other,
causing large wiring delays and resulting in inefficient execution performance. Thus,
early FPGA architectures faced a demand for arithmetic performance improvement,
especially for multiplication, to compete with digital signal processors (DSPs).

Under such a background, new FPGA architectures equipped with multiplier
hardware blocks in addition to LUT-based logic blocks have emerged since around
2000. Implemented as dedicated hard-wired logic, these multipliers provide high-
performance arithmetic capabilities, while flexibility is restricted. Between the mul-
tipliers and logic blocks, programmable wiring fabric is provided so that users can
freely connect the multipliers with their application circuits. For example, the Xilinx
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Table 3.3 References and patents on FPGA architectures

Commercial

Year Contents

1994 Architecture around XC4000 [40] D

1998 Flex6000 architecture [41] D

2000 Apex20K architecture and configuration memory bits [42] D

2003 Stratix routing and LB architecture [43] D

2004 Stratix II basic architecture [44] D

2005 Stratix II routing and LB architecture [27] D

2005 eFPGA architecture [45] D

2009 StratixIII and StratixIV architecture [46] D

2015 Virtex ultrascale CLB architecture [47] D

Academic

1990 Evaluation of optimal input number of lookup table [2] D

1993 Exploring the architecture of homogeneous LUT [10] D

1998 Distribution of wire segment length [26] D

1998 Wire segment and driver [37] D

1999 Cluster-based logic block [48] D

2000 Automatic generation of routing architecture [48] D

2002 Design of programmable switch [30] D

2004 Exploring the cluster size [5] D

2004 Structure of SB and CB [26] D

2008 Evaluation of bidirectional wiring and unidirectional wiring
[49] D

2008 FPGA survey includes adaptive LUT [1] D

2009 Evaluation of the gap between FPGA and ASIC [50] D

2014 Adaptive LUT architecture [13] D

Patent

1987 Patent on internal connectioniCarter patentj [51] D

1989 Patent on basic structure of FPGAiFreeman patent [52] D

1993 Patent on local connection block [53] D

1994 Patent on using LUT as a RAM [54] D

1995 Patent on routing network [55] D

1995 Patent on carry logic [56] D

1996 Patent on cluster-based LB [57] D

1996 Patent on wire segments [58] D

1999 Patent on using LUT as a shift register [59] D

2000 Patent on IOB [60] D

2002 Patent on multi-grain multi-context [16] D

2003 Patent on fracturable LB [14] D

2004 Patent on adaptive LUT [15] D
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Virtex-II architecture employed 18-bit signed multipliers. The largest chip in the
architecture family offered more than 100 multipliers [61].

Providing such dedicated arithmetic circuits contributes to performance improve-
ment. However, when the provided arithmetic type does not match the application
demands, these dedicated circuits are no use at all, resulting in poor hardware uti-
lization efficiency. That is, there are trade-offs between performance, flexibility, and
hardware utilization efficiency. Reflecting the increasingly diversified application
demands, modern FPGAs provide more sophisticated arithmetic hardware blocks,
aiming at both high-speed operations (like dedicated circuits) and programmability
to some extent. Generally, these arithmetic hardware blocks are called DSP blocks.

3.8.1 Example Structure of a DSP Block

Figue3.21 shows the structure of the DSP48E1 slice, which is employed in the Xilinx
7-series architecture [62]. The main components of this block are a signed integer
multiplier for 25-bit and 18-bit inputs, and a 48-bit accumulator combined with an
arithmetic logic unit (ALU). In many DSP applications, a multiply and accumulate
(MACC) operation is frequently performed, which is shown as:

Y ← A × B + Y.

Bycombining themultiplier and the 48-bit accumulator and by selecting the feedback
path from the register of the final stage as an operand, the MACC operation can be
implemented using only one DSP48E1 slice.

Fig. 3.21 Structure of a Xilinx DSP48E1 slice [62]
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The 48-bit accumulator can perform addition, subtraction, and other logic oper-
ations. Moreover, the connection of operands is also programmable. Thus, not only
multiplication and MACC operations, but also various operations such as three-
operand additions and a barrel shifter can be implemented. In front of the final stage
register, a programmable 48-bit pattern detector is prepared, which is useful for the
determination of a clear condition of a counter and for detecting an exception of an
operation result. By enabling register elements between the components, pipelining
processing is also performed. As can be seen from the above, the architecture of the
DSP48E1 slice is designed to aim at both high degrees of flexibility and performance.

3.8.2 Arithmetic Granularity

Th granularity (bit width) of dedicated arithmetic hardware blocks largely affects the
implementation efficiency of applications. When the arithmetic granularity required
by an application is coarser than that of the hardware blocks, some hardware blocks
must be connected to each other to realize a single operation. In this case, wiring
delays among the used blocks will restrict the execution performance. On the other
hand, when the arithmetic granularity of the application is finer than that of the
hardware blocks, only parts of the hardware resources in the block are utilized,
resulting in poor area efficiency of the chip. The required arithmetic granularity,
however, naturally varies depending on applications. Thus, the DSP48E1 slice offers
the following mechanisms to ensure some flexibility on arithmetic granularity:

• Cascade paths:
Between two adjacent DSP48E1 slices, dedicate wires called cascade paths are
provided. By directly combining a pair of DSP48E1 slices with the cascade paths,
arithmetic operations ofwider bitwidth can be implementedwithout any additional
resources in general-purpose logic blocks.

• SIMD arithmetic:
The 48-bit accumulator also supports operations in a single instruction stream
and multiple data streams (SIMD) form. Four independent 12-bit additions or two
independent 24-bit additions can be performed in parallel.

On the other hand,Altera Stratix 10 andAria 10 architectures employmore coarse-
grained DSP blocks [63]. As presented in Fig. 3.22, this DSP architecture provides
hard-wired IEEE 754 single-precision floating point multiplier and adder, which are
useful not only for high-precision DSP applications, but also for acceleration of
scientific computation. Between adjacent DSP blocks, dedicated paths for cascade
connections are provided. In addition to the floating point arithmetic mode, 18-bit
and 27-bit fixed point arithmetic modes are also supported, to offer flexibility in
arithmetic granularity to some extent.
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Fig. 3.22 Structure of an Altera floating point arithmetic DSP block [63]

3.8.3 Usage of DSP Blocks

As described above, even for the same arithmetic operation, modern commercial
FPGA architectures offer several different implementation options; for example,
using DSP blocks and using logic blocks. Understandably, the arithmetic perfor-
mance is affected by the implementation option selected by a designer. Basically, the
use of DSP blocks has an advantage in terms of performance. However, for example,
when DSP blocks are fully utilized, but logic blocks are still left over, an intentional
use of logic blocks may allow the implementation with a smaller FPGA chip.

There are severalways for FPGAusers to useDSPblocks in their designs.Oneway
is to use intellectual property (IP) generation tools offered by FPGA vendors. With
these tools, users can select desired IP from pre-designed libraries, such as arithmetic
operators and digital filters. Then, the users can easily generate the module of the IP,
after customizing the parameters like bit width. If DSP blocks are available for the
selected IP, users can designate or prohibit the usage of DSP blocks through the tool.

In hardware description language (HDL) design, by following HDL coding styles
recommended by FPGA vendors, users canmake a logic synthesis tool infer usage of
DSP blocks. This implementation option has the merit that the same design descrip-
tion can be ported to other FPGA architectures or even to other vendors’ chips. Also,
users can restrict or prohibit the usage of DSP blocks by setting options of the logic
synthesis tools, for the same HDL code.

When low-level access to DSP blocks is preferred, users can directly instantiate
primitive modules of DSP blocks in their HDL design. This implementation option,
however, lacks design portability for other FPGA architectures.
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3.9 Hard Macros

When large-scale FPGAs became available with the improvement of semiconductor
integration degree, system-on-FPGA, in which a whole complex digital system is
implemented on a single FPGA chip, attracted attention asmajor FPGA applications.
In this case, general-purpose interface circuits, which are commonly used in various
systems, are preferred to be implemented as on-chip dedicated hardware in advance,
rather than being implemented as part of user logic by each designer. Thus, modern
commercial FPGAs are equipped with various on-chip dedicated hardware circuits.
Generally, these dedicated hardware circuits are called hard macros.

3.9.1 Interface Circuits as Hard Macros

In addition to the hardware multipliers and DSP blocks described in the previous
sections,which are also kinds of hardmacros, recent FPGAsalso providePCIExpress
interface, high-speed serial interface, DRAM interface, analog-to-digital converters
(ADC), and so on as hard macros. One of the background factors of this trend is
that interface circuits with high-speed clock signals are increasingly needed along
with expanding demands for high-performance peripheral devices. Unlike the logic
blocks and DSP blocks, only a small number of interface circuits are provided as
hard macros for each FPGA. Therefore, layouts of user logic connected to these hard
macros require close attention, since unexpected long wires between the user logic
and the macros may prevent from achieving the desired circuit performance.

3.9.2 Hard-Core Processors

When FPGA users wish to implement a whole complex digital system on a chip,
a microprocessor is often an essential component. Since any logic circuit can be
implemented on FPGA, the users can also implement microprocessors on the pro-
grammable fabric of the FPGA. Such processors configured on FPGAs are called
soft-core processors. Xilinx and Altera offer soft-core processors, which are well
optimized for their FPGA families [64, 65]. There are also various open sourced
soft-core processors, which can be freely customized by users [66].

While soft-core processors have the merit of flexibility, dedicated processors
implemented as on-chip hard macros are advantageous in terms of performance.
Such processors are called hard-core processors.Xilinx once commercialized FPGAs
equippedwith IBMPowerPChard-core processors.Currently,Xilinx andAltera offer
FPGA families which employ ARM cores as hard-core processors.
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Fig. 3.23 Znyq-7000 EPP architecture [67]

Figure3.23 shows the Xilinx Zynq-7000 Extensible Processing Platform (EPP)
architecture, which provides hard-core processors [67]. The architecture consists of
a processor part and a programmable logic part. The former is called processing sys-
tem (PS), and the latter is called programmable logic (PL). The PS has a multi-core
structure with two ARM Cortex A9 cores. Also, interface controllers for external
memory and various peripheral devices are provided as hard macros. These hard
macros are connected with the cores through a switching fabric based on the AMBA
protocol, which is a standard for on-chip interconnection. The hard-core processors
can run general-purpose OS such as Linux. The PL has a common structure with
ordinary FPGAs,which consists of LUT-based logic blocks, DSP blocks, and embed-
ded memory blocks. By designing an AMBA switch interface on PL according to
a predefined protocol, users can connect their application circuits to the hard-core
processors. In this way, users can offload parts of the software processing to custom
hardware for acceleration.
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3.10 Embedded Memory

In early FPGA architectures, which were based on logic blocks consisting of LUTs
and flip-flops, flip-flops in the logic blocks were the only memory elements available
for user circuits. Thus, it was difficult to store a large amount of data inside the FPGA
chip, and external memory was necessary for such data-intensive applications. In this
configuration, however, the bandwidth between the FPGA and the external memory
often tended to become a performance bottleneck. Therefore, commercial FPGAs,
in their development process, have obtained a mechanism to efficiently implement
memory elements inside the chip. Such memory elements are collectively called
embedded memory. The embedded memory provided by recent commercial FPGAs
is roughly classified into two types, as described hereafter.

3.10.1 Memory Blocks as Hard Macros

The first and straightforward approach for providing efficient memory functionality
in FPGAs is to introduce on-chip memory blocks as hard macros.

In Xilinx FPGA architectures, such memory blocks provided as hard macros
are called Block RAM (BRAM). Figure3.24 shows the interface of BRAM in the
Xilinx 7-series architecture. In this architecture family, dozens to hundreds of BRAM
modules are provideddependingon the chip size, eachofwhichhas a capacity of 36K-
bits. One BRAM module can be used as one 36K-bit memory or two independent
18K-bit memories. In addition, two adjacent BRAM modules can be coupled to
configure a 72K-bit memory without any additional logic resources.

As shown in Fig. 3.24, a memory access port of BRAM, a group of address bus,
data bus, and control signals are duplicated so as to provide two ports: A port and
B port. Therefore, BRAM can be used not only as single-port memory, but also as
a dual-port memory. This dual-port property allows users to easily configure first-in
first-out (FIFO) memory, which is useful for sending and receiving data between
sub-modules in user applications. In Xilinx architectures, the access to BRAMmust
be synchronizedwith the clock signals. In other words, users cannot obtain the output
data of BRAM at the same clock cycle as the one of giving an address to be accessed
[68].

3.10.2 Memory Using LUTs in Logic Blocks

The other approach to provide on-chip memories on FPGAs is to use LUTs in logic
blocks. As aforementioned, a LUT is a small memory that is used implement the
truth table of a combinational circuit. Generally, all the LUTs in an FPGA chip
are not consumed to implement combination circuits. Therefore, by allowing users
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Fig. 3.24 BRAM module in
Xilinx 7-series architecture
[68]

to access unused LUTs as memory elements, both on-chip memory capacity and
hardware utilization efficiency can be increased.

In Xilinx FPGA architectures, such LUT-based on-chip memory is called dis-
tributed RAM. However, not all the LUTs in the chip can be utilized; only the LUTs
included in logic blocks called SLICEMs can be utilized as distributed RAM. While
distributed RAM supports asynchronous access which is not possible with BRAMs,
configuring large memory with distributed RAM may leave only small amount of
LUTs for logic implementation. Thus, in general, the use of distributed RAM is
recommended for configuring relatively a small size memory.

3.10.3 Usage of Embedded Memory

LikeDSP blocks, there are several ways for FPGAusers to utilize embeddedmemory
for their application circuits. FPGA vendors provide memory IP generation tools,
with which users can easily generate various memory functions such as RAM, ROM,
dual-port RAM, and FIFO. Through these tools, users can also designate the use of
BRAM or distributed RAM. Also, by describing HDL code following the coding
style recommended by FPGA vendors, users can make a logic synthesis tool to
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infer the use of embedded memory. A merit of the latter design method is that the
portability of the design can be ensured.

Although the capacity of embedded memories available in FPGAs has been
increased along with the chip size, a large memory space like DRAM in computer
systems cannot be configured inside FPGAs. On the other hand, since multiple banks
of BRAMs and distributed RAMs can be accessed in parallel, FPGAs offer a large
bandwidth for embedded memories. For efficient application mapping, one of the
important keys is how effectively the application can exploit this large bandwidth of
embedded memories.

3.11 Configuration Chain

Circuit information used to configure circuits on an FPGA is called a bit stream or
configuration data. The configuration data contains all the information required to
configure a circuit on an FPGA, including contents of truth tables for each LUT and
on/off information for each switch block.

3.11.1 Memory Technologies for Configuration

FPGAs need to store the configuration data inside the chip in someway, and this stor-
age is generally called configurationmemory. The configurationmemory is classified
into the following three types depending on the device technologies used:

1. SRAM type
SRAM is a rewritable volatile memory. Therefore, while FPGAs in this type can
be reconfiguredmany times, the configured circuitswill disappearwhen the power
supply goes off. Generally, external non-volatile memory is used for automatic
power-on configuration.

2. Flash memory type
Flash memory is non-volatile; that is, configuration data will not disappear even
when the power supply is off. Although FPGAs in this type can be effectively
reconfigured any number of times, the write speed to the flash memory is slower
than that of SRAM.

3. Anti-fuse type
An anti-fuse is an insulator at first, but applying a high voltage makes it a conduc-
tor. Using this property, configuration data can be kept like non-volatile memory.
However, once an anti-fuse becomes a conductor, it cannot revert back to the orig-
inal insulator. Therefore, once an anti-fuse type FPGA is configured, it cannot be
reconfigured any more.

Since each type of FPGAs has different characteristics, users should select appropri-
ate devices depending on their application demands.
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3.11.2 JTAG Interface

In general, SRAM FPGAs are configured from external configuration data memory
when the power is turned on. Therefore, most FPGA chips have a mechanism to
actively access external configuration memory to obtain configuration data. Con-
versely, passive configuration, where an external control system sends configuration
data to the FPGA, is also generally supported. FPGA users can select a desired mode
among these several configurations.

In the developing or debugging phase of circuits, it is convenient that the circuits
can be configured many times on an FPGA from a host PC. In most commercial
FPGAs, configuration through the Joint Test Action Group (JTAG) interface is sup-
ported. JTAG is a common name of the IEEE 1149.1, which is a standard of boundary
scan tests. Originally, a boundary scan test makes a long shift register by connect-
ing input/output registers on the chip in a daisy chain manner. Then, by accessing
this shift register from outside the chip, it becomes possible to give test values to
desired input pins and to observe output values on output pins. To access the shift
register, only 1-bit data input, 1-bit data output, and a clock signal are required. Even
including a few bits for selecting test modes, a simple interface is enough for this
purpose.

In most FPGAs, a configuration mechanism is implemented on top of this bound-
ary scan framework of JTAG. The configuration data is serialized and sent to the
FPGA bit-by-bit through the shift register for the boundary scan. This path of the
shift register is called a configuration chain. Since shift registers of multiple FPGAs
can also be combined and chained into one long shift register, users can select one
of the FPGAs and manage the configuration with only one JTAG interface even on
multi-FPGA systems.

In recent years, FPGA debug environments using JTAG interface are also pro-
vided. For debug purposes, it is convenient that users can observe the behaviors of
internal signals while the configured circuit is in operation. However, signals to be
observed are needed to be wired to output pins and connected to an observation tool
such as a logic analyzer. With the debugging mechanisms offered by JTAG interface,
the behaviors of signals to be observed are captured into unused embedded memory.
Then, the data can be read back through the JTAG interface to the host PC, so as to be
visualized in awaveform.With this environment, users can also set trigger conditions
to start capturing, as if a virtual logic analyzer is installed inside the FPGA.

3.12 PLL and DLL

Since FPGAs can configure various circuits whose operation frequencies are natu-
rally varied depending on the critical paths, it is convenient that a clock signal with
various frequencies can be generated and used inside the FPGA chip. When circuits
configured on the FPGA communicate with external systems, it is desired that the
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Fig. 3.25 Basic concept of PLL

clock signal which is in phase with an external clock signal is generated. In addi-
tion, when the FPGA is connected with multiple peripheral devices, multiple clock
signals that have different frequencies and phases are needed according to each inter-
face standard. Thus, recent commercial FPGAs provide an on-chip programmable
phase-locked loop (PLL) mechanism, so that various clock signals can be flexibly
generated based on an externally given reference clock.

3.12.1 Basic Structure and Operating Principle of PLL

Figure3.25 shows the basic structure of PLLs. The main part of PLLs is a voltage-
controlled oscillator (VCO), whose oscillation frequency can be varied by changing
the applied voltage. As shown in Fig. 3.25, PLLs have a feedback structure for the
VCO. A reference clock input from the outside and the clock generated by the VCO
are compared by a phase frequency detector. When the comparison results show that
there is no difference between the two clock signals, the same applied voltage to the
VCOcan bemaintained. If the frequency ofVCO is higher or lower than the reference
clock, the voltage to the VCO needs to be decreased or increased. Generally, a charge
pump circuit is used to translate the comparison results into such an analog voltage
signal.

Although it seems that this analog voltage signal can be directly used to regulate
the VCO clock, it will make the system unstable. Thus, a low-pass filter is provided in
front of the VCO to cut off high-frequency components. In this way, the clock signal
that has the same frequency and the same phase with the external reference clock
is generated in a stable manner. This operating principle, illustrated in Fig. 3.25, is
basically implemented as an analog circuit.

3.12.2 Typical PLL Block

The aforementioned basic structure of PLLs can only generate the clock signal with
the same frequency as the reference. However, application circuits on FPGAs often
require various clock signals with different frequencies. Therefore, most FPGAs add
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Fig. 3.26 Typical PLL block structure for FPGAs

programmable clock dividers to the basic PLL, shown in Fig. 3.25. A typical structure
is depicted in Fig. 3.26.

Firstly, the reference clock is given to the divider in front of the phase frequency
detector. When this dividing rate is N , the target frequency of the VCO becomes
1/N of the reference frequency. In addition, another clock divider is inserted in the
feedback path from the output of theVCO to the input of the phase frequency detector.
When this dividing rate is M , the feedback system regulates the VCO frequency so
that the target frequency matches with 1/M of the VCO frequency. Therefore, the
VCO frequency Fvco is expressed as

Fvco = M

N
Fref (3.2)

where Fref is the frequency of the reference clock. Since programmable clock
dividers are used, users can designate desired values for M and N . Depending on
the set value of the dividing rate for the feedback clock (M), a clock with a higher
frequency than that of the external reference clock is also generated.

As Fig. 3.26 represents, in a typical PLL block for FPGAs, additional clock
dividers are also provided behind the VCO, so that the clock generated by the VCO
can be further divided. Furthermore, the VCO output branches off into the multiple
paths, each of which has individual clock dividers, so that multiple clock signals with
different frequencies can be outputted from the common VCO clock. The frequency
of the i th output clock Fi is expressed as:

Fi = 1

Ki
Fvco (3.3)

where Ki is the dividing rate of the corresponding output clock divider. When sub-
stituting Eq. (3.3) with Eq. (3.2), the relationship between the reference frequency
and the output frequency becomes:



3 FPGA Structure 81

Fi = M

N · Ki
Fre f . (3.4)

By setting the appropriate values for M , N , and Ki according to this equation, users
can obtain a desired clock frequency from the external reference clock signal.

3.12.3 Flexibility and Restriction of PLL Blocks

Recent commercial FPGA architectures provide further sophisticated clock manage-
ment mechanisms that can generate clock signals more flexibly. For example, phases
and delay amounts of each clock output can be finely varied [69]. For the refer-
ence clock and feedback clock, various internal or external signals can be selected
and used. Some FPGAs support dynamic reconfiguration of PLLs, which enables
changing the clock setting during the circuit is in operation [70].

As Eq. (3.4) shows, a combination of divider rates for M , N , and Ki is not
necessarily uniquely determined for a pair of a desired clock frequency Fi and a
reference clock frequency Fref . However, a range of available divider rates has some
restrictions due to the physical characteristics of clock dividers. In addition, the
reference clock frequency Fref and the VCO frequency Fvco have their respective
upper and lower limits. When multiple PLL blocks are connected in cascade, there
are also additional restrictions.

In order to obtain the desired clock frequency by setting appropriate values for M ,
N , and Ki so that these restrictions are satisfied, users need to carefully go through
the documents provided by FPGA vendors. Fortunately, both Xilinx and Altera offer
GUI tools to help users. Based on the user inputs on the reference frequency, desired
output frequency, and phase shift amount, these tools automatically calculate the
division rates so that no restrictions are violated.

3.12.4 Lock Output

As mentioned above, the basic operation principle of PLLs is a feedback system
where the VCO frequency is the controlled variable and the reference frequency
is the desired value. When the power is turned on, the system reset is activated,
and the reference clock is largely fluctuated, a certain time period is required until
the feedback systems make the VCO oscillation stable. This means until the PLL
output clock gets regulated, the user circuits synchronized with this clock signal may
perform unexpected behavior.

To cope with this problem, most PLL blocks are equipped with a mechanism that
always monitors the reference clock signal and feedbacks the clock signal. A 1-bit
output signal is provided to indicate that the output of the PLL is locked, whichmeans
that the VCO output is stable and is tracking well the reference clock. This output
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signal is called a lock output and is useful for the external circuits to determine the
reliability of the clock. For example, by designing amechanismwhich keeps the reset
signal active while the PLL block continues asserting the lock output, unexpected
circuit behavior caused by the unstable clock can be avoided.

3.12.5 DLL

Some FPGA architectures support a clockmanagementmechanism based on a delay-
locked loop (DLL) rather than a PLL. Figure3.27 illustrates the basic concept of a
DLL. While a DLL has a feedback structure like a PLL, a VCO is not utilized; but,
a delay amount of clock signals is controlled by a variable delay line. Although the
variable delay line can also be realized with a voltage-controlled delay element, a
digital approach is generally taken for FPGAs. As shown in Fig. 3.28, multiple delay
elements are arranged in advance, and the delay amount is varied by changing the
number of delay elements that the input signal goes through.

By using a DLL, the phase of the controlled clock can be matched with that
of the reference clock. This virtually corresponds to the elimination of the wiring
delay from the external reference clock to the controlled clock, that is clock deskew.
By the combination with clock dividers, like PLL blocks, DLL blocks can offer

Fig. 3.27 Basic concept of DLL

Fig. 3.28 Basic concept of digitally variable delay line
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flexibility on the output clock frequency to some extent. Compared to the VCOs
used for PLLs, the digitally variable delay lines used in DLLs are more stable and
are more robust against to accumulation of phase errors [71]. PLLs, however, have
an advantage in terms of flexibility on frequency synthesis. That is why PLL-based
clock management mechanisms are the main stream in current commercial FPGA
architectures.
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Chapter 4
Design Flow and Design Tools

Tomonori Izumi and Yukio Mitsuyama

Abstract This chapter introduces how to design the target module on an FPGA
from designers’ point of view. Now, FPGA vendors support integrated design tools
which include all steps of design. Here, mainly Xilinx is adopted as an example, and
its design flow is introduced from HDL description to programming and debugging
devices. Next, high-level synthesis (HLS) which enables to design hardware with
high-level programming language is introduced. In order to describe hardware, there
are several restrictions and extension in front-end programming languages. The key
issue to achieve enough performance is inserting pragmas for parallel processing and
pipelining. Then, IP-based design for improving the productivity is introduced. The
last subject of this chapter is how to use hard-macro processor in recent SoC-style
FPGAs. Designers have to read a large amount of documents from vendors when
they start the FPGA design, but by reading this chapter, they can get a brief overview
of the total design.

Keywords Design tools · HDL design · HLS design · IP-based design

This chapter introduces the design flow, design tools, and development environments
to implement target systems on FPGAs. We explain how a designer elaborates and
implements the designed object starting from a given specification and constraints
describing source codes and drawing block diagrams reflecting the designer’s plan
of architecture using a set of design tools. Readers might refer to Chaps. 1, 2, and 3
of this book and references [1] and [2] for general FPGA descriptions.

Although the content of this chapter mainly follows FPGAs and design tools of
Xilinx Inc., [3–8, 12–17], we strive to discuss the concepts and principles indepen-
dent of FPGA vendors, tools, and versions . Similar environments are supplied by
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Altera Corp. and others. Readers might consider consulting the manuals and tuto-
rials supplied by each vendor or books related to individual design tools and their
advanced usage.

4.1 Design Flow

A designer embodies the target by describing source codes, by drawing circuit dia-
grams, and by setting parameters, based on given specifications and constraints.
Figure 4.1 presents an outline of the design flow in this chapter.

We assume source codes in register transfer level (RTL) described in the hard-
ware description language (HDL), such asVerilogHDL andVHDL, as typical design
entries. Configuration data to implement the target system on the FPGA chip are gen-
erated through RTL description, logic synthesis, technology mapping, and place and
route. This design flow is detailed in Sect. 4.2. Verification by simulation, loading
configuration data into anFPGAchip anddebugging on an actual device are described
as well. Recently, high-level synthesis (HLS) that generates hardware modules from
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behavioral description in C language and others is being introduced to practical use.
Section 4.3 explains the design flow starting from behavioral description, processed
through simulation in the behavioral level and behavioral synthesis, handed to logic
synthesis. Section 4.4 introduces the design method that incorporates existing intel-
lectual properties (IPs) into the design as parts. A design tool working on block
diagrams is available for the IP-based design. The block diagram for IPs is in a
higher abstraction level than classical circuit diagrams in logic gate level or oper-
ation unit level and handles more complicated functional units mutually connected
by an interface composed of data and control signals as a unit. Finally, in Sect. 4.5,
the design method for a system equipped with a processor is described, including
building the system, software development, implementation, and debugging.

4.2 Design Flow by HDL

This section introduces the design flow and related tools starting from RTL descrip-
tions. Here, we presume that the target object is described in an HDL such as Verilog
HDL or VHDL in the abstraction level of RTL. The design flow for RTL descriptions
is composed of logic synthesis, technologymapping, place and route, generating con-
figuration data, programming theFPGA, and execution on anFPGA.Towrite a circuit
on an FPGA, a designermust supply physical constraints such as the FPGApart num-
ber, pin assignment on the board, clocks, timing, and other information in addition to
a description of the target object to be designed. In detailed debugging, the designer
must specify observed signals and attach the observation system. The performance
(speed, size, power consumption, and others) of the resulting circuit implemented
on the FPGA varies even for the same function and description, depending on the
optimization options. Thus, provision of the optimization strategy for design tools is
needed for the specification requested. In the followings, we explain the design and
the design tools in each step following the design flow.

4.2.1 Registration of Project

The whole information of the target object to be designed is handled as a unit and
called the design project in today’s integrated development environment. The unit
includes files for tool settings, constraint files, final and intermediate products, and
reports in addition to the source codes of the designed object. Figure 4.2 presents
an example of information in a project. At the beginning of the design, a designer
creates a new project. It has a project name and a working folder (directory). All
the files including the project information, products, and reports generated later are
stored in that folder .
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Fig. 4.2 An example of
information in a project Project

Source code C HDL , 

setting files device setting, pin arrangement , 

constraint files clock, timing , 

testbench (source code for simulation), 

simulation setting, wave forms, 

intermediate product files, 

results of synthesis, synthesis reports, 

configuration data

(1) Setting constraints

In this step, the designer registers the physical constraints on the project including
the target FPGA device and FPGA board, the pin assignment, and clocks. They are
described as a constraint file or set by a menu for constraints in the tool, and stored in
the working folder together with the source codes. The setting peculiar to the board is
usually supplied by the board vendor as a master constraint file or a board definition
file. The designer might modify or add the parameters. In the device setting, the
designer sets the series (family), the model number, the package, the number of pins,
speed grade, and other settings of the target FPGA device. In the pin arrangement, the
designer sets the pin number, direction of I/O, voltage, signaling system, and other
information, for each I/O signal of the top module. Furthermore, in the clock signal,
the designer sets the source of the clock, period, duty ratio, and other information.

(2) Source code registration

A designer registers the source code of the designed object in the project. If the
target object is composed of files of each module, then the designer registers all
of them. A design tool analyzes the registered files and identifies instances such as
modules, registers, and wires. They are displayed as a tree-structured list designated
as an instance tree according to an inclusive relation. Figure 4.3 presents an example
of an instance tree and a module hierarchy. In the top description sampletop.v,
the modules of SampleTop and FilterModule are described in this example. An
instance named as filter of FilterModule is used in the top module of SampleTop.
In addition, instances named as ififo and ofifo of FifoModule, described in fifo.v,
are used in SampleTop. If any syntax-level errors exist in the source codes, then
the tool warns at the registration and the designer can check and correct following
the error reports. The module at the root of the tree is usually the top module of
the designed object; however, a user might designate another as the top. When a
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Fig. 4.3 Examples of instance tree and module hierarchy

packaged intellectual property (IP, explained in Sect. 4.4) is used, it is registered
additionally.

(3) Registration of source code for simulation

Source codes for simulation are registered in the project as well. The source codes
for the designed object themselves are registered here naturally as a part of the
simulation source codes. In addition, a test bench, which provides input signals from
the designed object and which observes the output signals from it, is also registered
as the source code designated for simulation. When an IP is supplied as a black box
without the source code, a behavioral model of the IP for simulation is supplied by
the IP vendor and registered as a simulation source code here in the project in the
same way.

4.2.2 Logic Synthesis and Technology Mapping

The process that generates a logic circuit and a sequential circuit from an RTL
description of the designed object is designated as logic synthesis. The product of
the logic synthesis is referred to as a netlist. The netlist is composed of logic elements,
including logic gates andflip-flops, and connections among the elements. The process
that allocates the logic elements in the netlist to actual logic elements in the target
FPGA is designated as technology mapping. Many FPGAs adopt programmable
logic elements named look-up tables (LUTs). The process of logic synthesis from
RTL and technology mapping is outlined in Fig. 4.4. In the current development
environment, the processes of logic synthesis and technology mapping are largely
automated and all the operations are completed with just one click.

The integrated development environment optimizes the operation speed and the
circuit size in the processes of logic synthesis and technology mapping. In the opti-
mization process of synthesis, constant inputs and unused outputs are recursively



92 T. Izumi and Y. Mitsuyama

always @(posedge clk) begin
if (sum > 0)
x <= a;
else
x <= b;

end

LUT

LUT

(a) RTL description (b) Gate level netlist (c) LUT level netlist

Logic
synthesis

Technology
mapping

Fig. 4.4 Logic synthesis and technology mapping from RTL description

degenerated and sourceless inputs and conflicted outputs, if any, bring about errors
or warnings. Because even a bug against the given specifications might be resolved
automatically by the default policy, a designer must carefully confirm the messages
from the design tools in the debugging. Furthermore, because logics might be mod-
ified in the optimization process of synthesis, the designer must notice the fact that
the module, registers, and wires described in the source code might disappear in the
resultant netlist.

4.2.3 RTL Simulation

Simulation with RTL descriptions of the designed object and the test bench is desig-
nated as RTL simulation. It is executed to verify that the behavior of the designed cir-
cuit confirms the given specifications. To debug the function and behavior efficiently
and to evaluate the performance correctly, the designer must prepare an adequate
test bench by considering simulation scenarios. Simulation tools usually include a
compiler for simulation, a simulation engine, and a waveform viewer. The compiler
analyzes the source code and generates an intermediate code for the efficient exe-
cution of the simulation. The simulation engine generates and processes time series
events of circuit operation according to the intermediate code. Some tools directly
generate a native code for the computer that runs the simulation from the source
code. For simulation, a designer might set the termination time and break points (or
triggers) and control the break and continue. The messages by the output statements
in the simulation source code are displayed on the console and stored in a log file.
The result of the simulation is saved as time series data of signal transitions. The
waveform viewer displays the waveform of the signal transitions in time series. An
example of a typical screen organization of the waveform viewer is shown in Fig. 4.5.
Usersmight select observed objects from the instance tree and set the radix (high/low,
binary, decimal, and hexadecimal), number of digits, group, and position for each
signal. A designer might move and scale the time axis, set a marker, and search for
a signal transition.

Several simulation models exist, with different levels of detail.

(1) Direct simulation of the behavior of the RTL descriptions,
(2) Simulation by the synthesized netlist,
(3) Simulation reflecting the result of place and route.
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Model (1) can confirm the validity of the function and behavior specified by RTL
description.Model (2) can be executed after logic synthesis. It can confirm the timing
of the signal transition and delay of the operations based on the estimated delay of
each logic and storage element. In addition, it might analyze the power consumption
by examining the frequency of the signal transition. Model (3) can be executed after
place and route. It can estimate the delay in wiring using the place and route results
and can provide themost detailed timing and power analysis reflecting the estimation.
Because a detailed simulation requires a long computation time, designersmust select
the suitable model in accordance with the intentions.

4.2.4 Place and Route

During the processes of place and route, a designer maps objects in the netlist to
logic and routing resources on an FPGA chip. Usually, the designer processes logic
elements, first, and then connections. The place and route processes are outlined in
Fig. 4.6. Although the design tool does the placement while estimating the conges-
tion of wiring and delay of signal propagation, it might encounter difficulties that
block routing in some connection and that violate the requirement of estimated signal
propagation delay. In such a case, a designer must retry the processes of place and
route changing the parameters to control the processes based on failed connections,
to avoid the congestion and assign higher priority to the connection that is apt to be
lengthy. In today’s development environment, the processes of place and route are
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(a) LUT level netlist (b) Place (c) Route

Fig. 4.6 Place and route from LUT level netlist

largely automated and all the processes, including the retries, are completed automat-
ically with just one click. The processes of place and route demand long computation
time. A larger circuit causes fewer margin of resource usage, and eventually much
longer computation time. In worst cases, it leads to failure in routing. If repetitions of
place and route fail to find a feasible solution, then a designer must explore optimiza-
tion options as explained later, rewrite the source codes with a refined architecture
and algorithm, or replace the target FPGA device to larger one.

4.2.5 Programming

The completed circuit is saved as data to program the logic and routing resources on
the FPGA device. It is designated as configuration data or a bitstream or a program
file in the format of bit, sof (SRAM object file), or others. Figure 4.7 presents an
example of the process that generates the configuration data from the place and route
results. In FPGAs, the placement of a logic element corresponds to the contents of
a programmable logic element at a given position, and the routing of a connection
corresponds to a series of on/off values of the switches along the route. The config-
uration data for the target circuit is generated by gathering such data for all the logic
elements and connections. A designer uses a tool designated as a programmer (or
designated as program tool) to write the configuration data onto a device. There are
several methods to write configuration data as follows.

(1) Directly write to the FPGA device by JTAG,
(2) Write via non-volatile memory dedicated to programming,
(3) Write via a standard memory card or USB memory.

Configuration methods described above are depicted in Fig. 4.8. Because the
supported methods differ among FPGA boards, a designer must consult the manuals
for the board the designer uses.

(1) Joint Test Action Group (JTAG) is a standard protocol for programming and
debugging of printed circuit boards (PCBs). A designer connects the board to
the computer (PC) where the programmer or debugger runs using the designated
cable or a USB cable. The configuration data is directly written to the target
FPGA device using the program tool. This is an easy and simple way but the



4 Design Flow and Design Tools 95

Place and route result

LUT

O-SW

1 0

I-SW

0 1 0
1 0 0

IN OUT

00 0
01 0
10 0
11 1

... 010 101 … 0001 10 ...

Configuration data

On/off of interconnect switches

On/off of interconnect switches

Contents of Look-up table

Fig. 4.7 An example of the generation process of configuration data from place and route result
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Fig. 4.8 FPGA configuration methods

programmed circuit vanishes on power-off or reset. Debugging on the actual
device described later requires this connection.

(2) If the target board has non-volatile memory for FPGA programming (onboard
ROM), then a designer might use it. There are several types of memories for
programming in terms of the interface standard, bit width, capacity, technology,
and other factors. Flash memory with the serial peripheral interface (SPI) is an
example. The configuration data is written onto the target FPGA from the pro-
grammingmemory on power-on or reset. There are twomodes of programming,
passive and active. In the passive mode, the memory controls writing onto the
FPGA. In the activemode, the FPGAcontrols reading out from thememory. Pre-
liminary towriting to amemory device, a file for thememory device is generated
from the configuration data. There are several file formats for memory devices
including mcs and pof (programmer object files). The programming memory
is typically written to through JTAG. Although this programming method is
more complicated and takes longer time compared to the direct programming,
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Fig. 4.9 An example of
FPGA board for education or
training

FPGA

7-seg LEDs

USB LAN Audio VGA

GPIO

Slide switches

LEDs 

Push switches
LEDs 

the programmed circuit boots up just as a board alone without any other equip-
ment. A number of devices such as FPGAs and programming memory devices
can be connected to JTAG in cascade. Depending on the type of memory and
interface, configuration data of several FPGAs and additional data can be stored
in one memory device.

(3) Some FPGA boards are equipped with a microprocessor and a memory card
slot or a USB connector controlled by the processor. The designer copies the
configuration data to a memory card or USBmemory and inserts it to the board.
Triggered by the power-on or reset, the processor reads the configuration data
from the memory device and writes to the target FPGA device. The designer
must be careful about the requirements for the format of the memory device,
the file name, the location of the file, and others. Although this method needs
manual operation steps of file copying and inserting/removing memory devices,
no special cables are needed and the target circuit boots up just as a board alone.

4.2.6 Verification and Debugging on Actual Device

After the target FPGA is programmedwith the configuration data, it is ready to verify
the behavior and performance on the actual device. Typical educational boards have
the best collection of basic I/O devices like light-emitting diodes (LEDs), buttons,
and switches, as illustrated in Fig. 4.9. The designer might use these devices to verify
the expected behavior of the designed circuit. If the probe pins/connectors or general
purpose inputs and outputs (GPIOs) are available on the board, then the designer
might make more detailed verifications by connecting measuring instruments such
as an oscilloscope and logic analyzer.

A designer might conduct more detailed analysis by adding a special function to
the designed circuit in order to probe and record the states and signal values. The



4 Design Flow and Design Tools 97

Fig. 4.10 An example of
signal probing module
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function is incorporated as a circuit module of the designed object and works without
using the special measuring instruments. Recent design tools supply such a probing
function as a library. The designer might conduct the analysis of signal transitions
by setting the trigger conditions (the condition to start recording). Basic triggering
conditions include the value or rising/falling edge of a signal and the combinations
of these conditions (AND/OR conditions). As a sophisticated triggering condition,
a designer might set a sequential pattern of signal transitions.

Figure 4.10 illustrates an example of signal proving. In the verification, a designer
specifies the candidates for signal to be observed (signals a, b, and c in the figure).
A designer might specify the observed signal in the source code by some special
notation or does it by finding and selecting the signal instance in the synthesized
netlist. Attention must be devoted to the latter because the target signal might have
degenerated or been renamed during the optimization. Then, the designer adds a
probing module to the designed object. The designer selects the type of trigger
functions (for signal values only or sequences of signal transitions) and sets the
buffermemory size to store the observed signals.More sophisticated trigger functions
and/or larger buffer memory will make the probing circuit larger, adversely affecting
the originally designed circuit. The designer should select the necessary and sufficient
functions and size. Because the observed signal is recorded in synchronization with
a clock signal, the designer must indicate the clock domain.

The verification and debugging on the actual device are done using a PC connected
to the board through JTAG. The designer sets a trigger condition (the rising edge of
signal a in the figure) in the probing tool on the PC, switch the probing module to
stand-by (the state of waiting for the triggers), and runs the board. Then the result of
the probing is transferred to the PC and shown. Similarly with the waveform viewer
in the simulation, the designer can set the display format and signal position, move



98 T. Izumi and Y. Mitsuyama

and scale the time axis, and handle the markers. Consequently, the designer makes
the verification and debugging based on the observed behavior of the actual board.

4.2.7 Optimization

The circuit design for a target function has options in general. There are a number of
different results in each stage of logic synthesis, technology mapping, or place and
route. They might exhibit different characteristics in terms of maximum operating
frequency, circuit size, and power consumption. They mostly share a mutual trade-
off relation. For example, raising the operating frequency invites an increase of the
circuit size.

Although a designer might wish to find the best design among all candidates
that fulfill all constraints in all respects, selecting the superior candidate from all
possible ones is practically impossible. Then, the designer modifies a candidate to
improve toward the target. This process of improvement is designated as design
optimization. The parameters to control the optimization differ depending on the
algorithm used in each design tool, and the details to tune the parameters are mostly
too complicated for ordinary users or are not disclosed to users. In most design
tools, a set of options of abstracted design policies (target, objective, or strategy)
for optimization are supplied to users as easy-to-use means. Typical policies include
assigning priority to accelerating the operating frequency, reducing the circuit size,
and reducing the power consumption. If the resultant design fails to attain the target
specification, then a designer must explore the optimization options, rewrite the
source codes with a refined architecture and algorithm, or perhaps replace the target
FPGA device to a better one.

4.3 HLS Design

Digital circuits have been conventionally designed using schematics with logic gates,
and then by RTL descriptions. These approaches support manual optimization to
achieve high performance. However, they are time consuming and might induce
human errors. Consequently, several studies and developments have aimed at highly
abstracted design schemes. Nowadays, design technology called high-level synthesis
(HLS) or behavioral synthesis is available where a description of the target behavior
is synthesized into circuitry [9–13]. This section introduces the design and tools for
behavioral description and behavioral synthesis.
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Fig. 4.11 Hardware instance generation by behavioral synthesis from C description

4.3.1 Behavioral Description

Many currently available HLS environments adopt C language or some a variation
of C as a behavioral description language; however, a C source code just described
as a software program might induce poor performance in the synthesized hardware
module. Theworse case is it may not fails to be synthesized into hardware. Therefore,
a designer should carefully describe his/her source codes considering the hardware
generated by HLS. Similarly to software programming, a designer describes the
behavior of the target using variables, operators, substitutions, control statements
such as “if,” “for,” and “while,” and function calls. In general, an HLS environment
realizes a variable as a register, an array as a memory, and a function as a hardware
module. Furthermore, the control including sequential executions, branches, loops,
and function calls is realized as a statemachine. Figure 4.11 shows that the behavioral
description by C language (left) is synthesized into a hardware module (right) where
variable i, array a, and the control flow are realized, respectively, as a register, a
memory, and a state machine.

Each HLS environment has specific restrictions for program coding to be synthe-
sized into hardware. Although it depends on each tool and language processor, in
general, most HLS tools have common restrictions such as the following, identified
at the time of this writing.

(1) Recursive calls are not allowed.
(2) Dynamic pointers are unavailable.

A recursive call of a function implies that the corresponding hardware module is
dynamically instantiated at run time, which is beyond the concept of present digital
circuits. Therefore, most HLS environments prohibit recursive calls. A dynamic
pointer arbitrarily changes the value (i.e., the address) at run time. In contrast to
software programs having a large, shared, and identically monolithic main memory,
it is a quite normal strategy for hardware designer to localize each memory within
modules sharing data to improve the performance. A dynamic pointer may cause
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void calc(in signal int x, 
          in signal int y, 

out signal int z){
    while (1) { 

z=x%y; 
    } 
} 

void calc(void){ 
port x, y, z;

        : 
    while (1) { 
        u=read(x); 
        v=read(y); 

w=u%v; 
write(z, w);

    } 
} 

calc
x 

y 
z 

(b) Description as concurrent process
by arguments

int calc(int x, int y){ 
    int z;

z=x%y; 
return z;

} 

(a) Description as sequential 
function by arguments and 
return value

(c) Description as concurrent processes 
by read/write functions

Fig. 4.12 Typical methods of describing I/O

switchingmemory instances accessed at run time. Since this capability is also beyond
the concept of present digital circuits, it is prohibited in behavioral synthesis systems.

(1) Describing input and output
The manner to describe hardware I/O is disputable. In a software function, an
input is given as an argument when the function is called and an output as a
return value (or an argument by reference) when the function terminates. In a
hardware module, on the other hand, the module stays at any time; I/O goes on
occasionally. The working principle differs completely between software and
hardware. There are severalmethods of describing I/O, as illustrated in Fig. 4.12.
They are explained below one after another. The methods differ among HLS
environments.

(a) Description as sequential function by arguments and a return value
If a designer wishes to sequentially call, run, and terminate as in software,
then the designer can describe the process similarly to a usual function. An
argument of the function corresponds to an input of the hardware module
and the return value to the output. Figure 4.13 shows that the arguments x,
y, and return value z in the source code (left) correspond the I/O ports in
the hardware module (middle), as well as the sequential operational timing
of input, operation, and output (right). An argument by reference is used
occasionally instead of the return value.

(b) Description as concurrent process by arguments
Some HLS environments have special variable types for I/Os or a way to
specify I/O types of variables such as “pragma.” A variable for hardware
I/O is read or written anytime from outside of the module. An example
of such a description is depicted in Fig. 4.12b. Although it seems to be a
meaningless code in a normal software program, z changes in accordance
with occasional changes of x, y driven from outside. A designer describes
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int calc(int x, int y){ 
    int z;

z=x%y; 
return z;

} 

calc

Operation

x 

y 
z 

x 

Op.

y 

z 

time

Source code Hardware module Timing

Fig. 4.13 An example of arguments and return value in a source code, I/O ports in a hardware
module, and operational timing of input, operation, and output
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Fig. 4.14 Architecture model composed of modules and channels

an event-driven infinite loop (while (1) {}), typically. Here, one parallel
process in software corresponds to a module in hardware. The behavior of
the designed functions is described as a model in which I/O ports of each
module are connected by communication channels, as shown in Fig. 4.14.
The idea of this kind of description is close to statements of “always @
(posedge clock)” or “process (clock)” in HDL code. It is also close
to a concurrent software program using a variable with volatile modifier,
which can be mapped to an I/O port or shared among multiple processes
or threads.

(c) Description as concurrent processes by read/write functions
Some HLS environments have a library of I/O functions using a similar
idea to that discussed above in (b). The library supports variable types for
identifiers of I/Os and functions of read, write, open, and close for the
identifiers, as in programming using files or sockets. A program iterates to
read the inputs, executes the operations, and writes the output. Figure 4.12c
shows such a description.

The types of I/Os are categorized, in general, into the register type and the stream
type. The register type I/O merely holds the last-written value and the value can
be read anytime. The stream I/O do handshaking to wait for data transmission
and receipt. In the example of Fig. 4.15 (top), the register type I/O is showing
0 or 1 at any state. The example of Fig. 4.15 (bottom) shows the data transfer
of the sequence 0, 0, 1, 1, 0, and 1. It is noteworthy that a state (a clock cycle)
without data transfer, i.e. an idle state exists. In that state, either the transmitter
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Fig. 4.15 Register type I/O
and stream type I/O

Stream type 0 0 1 1 0 1 

Register type

Time

or receiver is busy. The program stalls at a read/write statement to wait for the
corresponding I/O.

(2) Bit width
In the standard C language, 8-bit character type, 32- or 64-bit integer types, and
32- or 64-bit floating point types are supported as predefined variable types. In
FPGA, any bit width and fix-point type can be implemented. By specifying the
necessary and sufficient bit width in each part of the program, a designer can
optimize the circuit size, operation speed, power consumption, and operation
accuracy. For that reason, one can specify the bit width of a variable in details
in most HLS environments. Conversely, finding an efficient bit allocation is up
to the designer.

(3) Describing parallelization
An HLS environment analyzes the flow of operations and dependency between
data and determines the schedule of operations. It automatically schedules
such that mutually independent operations run in parallel to an extent. How-
ever, speeding up by parallelization increases the circuit size. This trade-off
demands consideration. Although the HLS environment automatically analyzes
the dependency between statements and a small simple loop, analysis and opti-
mization of global parallelism are difficult, even for the current compiler tech-
nology. Consequently, many HLS environments supply descriptive methods for
a designer to specify the parallelization. A designer can provide directions for
the pipelining of a loop and the parallelization of a block by a “pragma,” “di-
rective,” or some extended instructions.

Figure 4.16 shows a sample description of loop processing for arrays. When
a designer synthesizes the hardware by simply applying the description as it is,
the designer obtains the hardware like presented in Fig. 4.17a and the sequential
processing depicted in Fig. 4.18a. If the designer gives an instruction of pipelining
for this for-loop, then the designer obtains the synthesized hardware to improve
the speed performance by pipelining, as in Fig. 4.18b. Furthermore, if the designer
designates an instruction of streaming I/O, he/she obtains the hardware without I/O
memory, shown in Fig. 4.17b, to achieve further improvement of speed performance
by pipelining including I/O, as illustrated in Fig. 4.18c. Conversely, instructions to
suppress parallelization are also supplied and, for example, can be used to maintain
the clock-wise order of operations.
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Fig. 4.16 An example of loop processing for arrays
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Fig. 4.17 Synthesized hardware

4.3.2 Behavior Level Simulation

The designed module described in C is firstly compiled as a software program to
verify its behavior and function. This process is designated as the behavior level
simulation. In contrast to the RTL simulation emulating event-driven clock-wise
operations, it is significantly faster because the function is executed in the native
machine code of the computer that runs the simulation. Consequently, the designer
may repeat debugging and improvement of the code in a short iteration period.
However, because this process does not take care of accurate timing, the designer
cannot examine the behavior considering cycle accuracy. Particularly, in cooperative
operation with external devices or with multiple modules, the designer must devote
attention to the possibility to obtain different simulation results than those obtained
by an actual device in terms of communication delay, operational dependency, and
clock-wise order between modules.

The computer performing the simulation rounds up the bit width of data to a
standard one, such as 8-bit “char” or 32- or 64-bit “int,” to speed up the simulation.
For this reason, the behavior in the behavior level simulation and the actual device
may mutually differ when a calculation produces overflow against the bit width a
designer has set. Similarly, the behavior differs when the index of an array exceeds
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Fig. 4.18 Operation timing of the synthesized hardware

Fig. 4.19 An example of C
description including a
potential bug

uint8  a[16];
uint4  i;

for (i=0; i<16; i++)
a[i]=i;

the range. In the example portrayed in Fig. 4.19, the “for” loop becomes an infinite
loop (that may be a bug) because the maximum of the variable “i” is 15 limited by
the bit width of 4 in the actual device. However, in the behavior level simulation, 4
bits “i” may be rounded up to 8 bits or more and the loop finishes when repeated 16
times. A designer must devote attention to this point, including intermediate results.
Although simulators (or simulator modes) which accurately emulate the bit width
are also provided, they run slower.
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4.3.3 Behavioral Synthesis

The core process of HLS environments is the high-level synthesis (HLS) or the
behavioral synthesis to generate an RTL description from a behavioral description
in C and others, as outlined in Fig. 4.20. In the behavioral synthesis, a variable, an
array, and an operation in behavioral description, respectively, are transformed into a
register, a local memory, and an operation unit in RTL. The flow of operations in the
behavioral description (sequential operations, branch, and loop) is realized as a state
machine. In the behavioral synthesis, a data flow graph (DFG) representing depen-
dency among the data of operations and a control flow graph (CFG) representing
the flow of operations are generated based on the analysis of the given behavioral
description. The process to determinate the order and timing of operations is referred
to as scheduling, and to assign each variable and operation to register and operation
unit as binding. The registers and operation units are connected via multiplexers,
and this part of the circuit is designated as a data path. A state machine is generated
to control the data path by switching the multiplexers following the schedule. The
scheduling and binding have options for the amount of hardware resources and the
time to complete the operations, but they share a mutual trade-off relation. Each HLS
environment provides an optimization strategy to control the trade-offs.

Fig. 4.20 Outline of
behavioral synthesis C source

Datapath State machine

Binding Scheduling

S0

S1

S2
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4.3.4 Evaluation and Optimization

A trade-off relation exists between the required hardware resource and operation
time. Generating the best-suited RTL description for the given design specifications,
constraints, and objectives is an extremely difficult problem. In the present techno-
logical level of behavioral synthesis, a designer must provide detailed guidelines.
For that reason, most HLS environments provide measures to help designers analyze
and evaluate the design. HLS environments also provide predefined options of opti-
mization policies or strategies to balance the trade-offs. When a designer performs
behavioral synthesis, the designer obtains performance metrics as listed below.

(Performance metrics for hardware resource)

• Number of operation units,
• Memory size,
• Number of registers,
• Amount of logic resources such as LUTs (estimation).

(Performance metrics for speed and timing)

• Throughput,
• Latency,
• Timing of each operation,
• Maximum operation frequency (estimation).

Adesigner uses these results of analysis to establish a balance between the required
resources and speed and to identify and characterize countermeasures against bot-
tlenecks and over-performance. A simple way to lead the behavioral synthesis to the
designer’s preferable result is to set the optimization policy parameters of the syn-
thesizer; for instance, the priority levels for the size and speed, the limit of operation
units used and the target throughput and latency. Giving an instruction by “pragma”
or “directive” for the source code is a more detailed method. A typical instruction
is to dictate pipelining or unrolling for the for-loop in the code. Other instructions
include parallelization or sharing (iterative use of shared resource) of operations,
memory partitioning and interleaving, fattening of branches and inlining. If all of
these methods fail to achieve the requirements for the designed module, then the
designer must rewrite the source code while seeking better algorithms and architec-
tures. Although a microscopic optimization for operations is done automatically by
the synthesizer, macroscopic optimization for algorithms and architectures is up to
the designer. He/she should consider the efficient architecture of the designedmodule
and write a code that the synthesizer can perceive the architecture including parallel
processing, pipelining, and others.
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4.3.5 Connection with RTL

The behavioral synthesized module is handed to the logic synthesis and later design
flow, together with modules described in RTL and others. In the conventional design
flow, the behavioral synthesizedmodule is instantiated in the uppermodule described
in RTL. In the recent design flow, it can be integrated with other modules including
a processor using the IP integration tool, not describing RTL code. The types of
the interfaces, the signals of each interface, and the naming rule of the signals are
prescribed in each HLS system. The interfaces are generally categorized into three
types: a register type where the data value is read and directly written, a stream type
where a sequence of data is transferred one by one, and a memory bus type where
data is read and written being located by an address. Figure 4.21 shows how the
interface of each type of data handling is indicated.

Fig. 4.21 Three types of
interface

(a) Register type

(b) Stream type

(c) Memory bus type

Sender Receiver
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data 
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data 
addr 

we re 

data 
addr 
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The interface for the register type consists of just a register. The sender writes the
data by asserting a write control signal. The receiver merely reads the data at any
time, as shown in Fig. 4.21a. The receiver cannot perceive, in principle, when and
how many times the sender wrote.

The interface for the stream type consists of a data signal and control signals
of sending and receiving, as depicted in Fig. 4.21b. The sender asserts a control
signal (“valid” in the figure) to enable/disable sending data. The receiver asserts a
control signal (“ready” in the figure) to enable/disable receiving data. If both the
control signals of sending and receiving are enabled at a clock cycle, then the data
transfer is enacted and the receiver receives the data at the clock cycle, otherwise,
the communication stalls until the condition stands. The data values are sequentially
handed over one by one by this control. The stream type interface is used in data-
driven processing and is often connected through a FIFO buffer to cope with the
variation of data flow speed. It is noteworthy that the meaning of the control signals
depends on the standpoint. For the sender, the “valid” signal is a request and the signal
“ready” is an acknowledge or a response. For the receiver, “ready” is a request and
“valid” is an acknowledge. A request signal is typically named as “valid,” “enable,”
“strobe,” “run,” and “do.” An acknowledge signal is typically named as “ready,”
“acknowledge,” “busy,” and “wait.”

The interface for the memory bus type consists of data, address, and the control
signal of read/write, as shown in Fig. 4.21c. The sender and receiver are connected
via a memory in this interface. The sender sets the data signal and address (“data”
and “addr” in the figure) signals and asserts the write enable signal (“we” in the
figure) to write the data. The receiver sets the address signal and asserts the read
enable signal (“re” in the figure) and then reads the data signal after some clock
cycles.

4.4 IP-Based Design

The size and complexity of digital systems are growing day by day, bringing about
difficulties related to long terms and huge costs of development. There are common
modules amongmany designs, such as interface, peripheral control, communication,
cipher coding, data compression, signal and image processing. A designer may effi-
ciently reduce the cost by reusing previously designed modules. These common and
reusable design resources are designated as intellectual properties (IPs).

4.4.1 IP and Its Generator

Asource codeof previously designedmodule is an IP itself. It enhances the reusability
if the source code is scalable and parameterized: for example, bit width, buffer size,
and number of elements. There are tools to automatically generate source codes
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for given parameters and conditions (designated as IP generator, IP wizard, and
others) [14–17]. The tools also generate a template code to utilize the generated IP.
IP generation tools for fast Fourier transformation unit (FFT), for example, accepts
the parameters of the block size, bit width of data, output ordering, target operating
frequency. Recent FPGAs have a variety of hardware resources proper to each vendor
and having specific features: memory, arithmetic operation block, PLL, and high-
speed transceiver. FPGA vendors supply IP generators to generate modules to utilize
such resources.

An IP is not merely reused by the designers, their team, and company, but also
distributed as commercial products. FPGA vendors supply a variety of IPs and IP
generators as options of their integrated development environment. In addition, there
are some third parties supplying their own IPs as commercial products and a designer
might buy and use them. An IP may be supplied as a netlist after synthesis or cir-
cuit data after place and route in view of protecting the IP. In this case, codes for
simulation, designated as a behaviormodel, is supplied in addition to the protected IP.

4.4.2 Use of IP and Its Integration Tool

The first job for a designer to use IPs is finding appropriate IPs for the target design,
listing up candidates, and scanning their specifications to select a module dove-
tailing with the conditions. Finding IPs is time consuming and IDE vendors might
be expected to develop an efficient tool to support retrieval from IP database. In
traditional practice, the designer finds a candidate, instantiates it as a module, and
connects it wire-by-wire to the designer’s own circuit description.

Recently, such an IP integration tool is available to help a designer arrange IP
modules graphically. In contrast to conventional graphical design tools in the lower
abstraction level of simple logic gates, flip-flops, operators, registers, and multiplex-
ers, the IP integration tool handles a block diagram consisting of IPs having more
complicated functions. Furthermore, the designer needs not to connect IPs by wires
but by interfaces that are composed of a set of wires including data and control sig-
nals. For example, an interface of memory bus type composed of data, address, write
enable, and read enable signals can be regarded and handled as single entity.

Figure 4.22 shows an example design by block diagram using a processor, a
GPIO, an UART, and an FFT. Here, the peripherals of a processor (uProc in the
figure) and other peripherals such as GPIO are connected by a memory bus (Bus
interconnects in the figure) with an address. FFT, which has stream type I/Os, is
connected to the direct memory access (DMA) controller via FIFOs. Consequently,
the design productivity considerably improves when compared to when describing
wire-by-wire connections after giving unique names to each wire. I/O pins of the
FPGA chip may be registered as external access points in the IP integrator and then
the designer might be released from the chores of the top description in RTL.

IP integration tools of a high abstraction level provide the designer with a sys-
tematic structure of interfaces with properties, such as the interface type, bit width,
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Fig. 4.22 An example of design by block diagram using IP and its integration tool

associated clock signal with its frequency, associated reset signal with its polarity,
and allocated address space. Based on this information, the IP integrator supports
the detailed design including compatibility check and automatic address allocation.
However, these tools have not been standardized yet; they are vendor-dependent or
tool dependent. Integration technology with a high abstraction level is in the process
of development and has been improving day by day.

4.4.3 Support Tool for Building IP

Adesigner not only uses IPs as a user, but can also register the designer’s own creation
as an IP. Consequently, the designer enhances the reusability of his/her own module
and might sell it as a commercial product. If the designer equips the module with
an interface in accordance with the specifications in an IP integration tool, then the
designer can use it in the integration tool. In today’s design environment, templates
of the predefined interfaces, and tools to make an owned module parameterized and
packaged as an IP are available. For an array of arguments in a behavioral description,
the interface of the stream type ormemory bus typemay be synthesized in accordance
with the specification of IP integration tool. The synthesizedmodulemay be exported
to the IP integrator and used as an IP as it is.

4.5 Design with Processor

It is difficult in terms of cost to build a large and complicated system using hardware
modules alone. Consequently, designs combining general-purpose processors and
hardware modules on an FPGA chip are popular in practice to achieve the speed
performance and energy efficiency and to improve flexibility and productivity.
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Fig. 4.23 Processors
mounted on an FPGA

(a) Hard-core processor (b) So -score processor
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4.5.1 Hard-Core Processor and Soft-Core Processor

Processors mounted on FPGAs are classified generally into hard-core processors and
soft-core processors, as outlined in Fig. 4.23. The hard-core processor is a standard
embedded processor inherently mounted on a chip, as depicted in Fig. 4.23a, and
has dedicated structure to be connected to the programmable hardware resource
in addition to the function and performance of a normal processor. The soft-core
processor is a processor programmed on the programmable hardware resource, as
shown in Fig. 4.23b. Because a module based on a soft-core processor is doubly
programmed (the module is implemented by a software program running on the
processor implemented by a hardware program), the performance is inferior to that
of a hard-core processor. However, a designer can derive several merits from soft-
core processors: It can be used in an FPGA chip with no processor mounted, any
number of processors can be mounted as long as the FPGA chip accepts, and the
detailed architecture can be configured to fit the target design.

4.5.2 Building Processor System

A designer configures a processor using a designated building tool supplied from the
FPGAvendor andbuilds a processor-based system includingmemory andperipherals
using an IP integration tool. Figure 4.22 in the previous section represents an example
of a system configured with a processor.

First, the designer selects the processor to be used and sets the parameters. While
the parameters in a hard-core processor are limited to the basic ones as operating
frequency, that in a software core processor has more options related to pipeline,
cache, bus, instruction set, and others in details. The designer determines the config-
urations of the main processor to fit the target design. Then, the designer builds the
bus selected from the standard ones for each processor and connects the processor
with memory and peripherals via the bus. The options of bus configurations include
operation frequency, transmission mode, hierarchization, and others.
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The designer also configures thememory. The hard-core processor is connected to
the off-chip main memory through its own (hard-core) memory interface. The soft-
core processor is connected to the off-chipmainmemory through, also, a programmed
memory interface. The designer may configure the main memory with on-chip block
RAMs instead of an off-chip memory. Peripheral circuits are connected to the bus,
similarly to memory. The hard-core processor has some standard interfaces like
non-volatile memory and network, and such external peripherals can be connected
through the interfaces. In both hard-core and soft-core processors, a designer can
place his/her own modules and IP modules in the programmable hardware resources
and connect them to the processor via the bus. Then, the address space of eachmodule
including the memory and peripherals by which the processor accesses the modules
is allocated. The interruption number of the module is allocated if needed. As more
advanced configurations, direct memory access (DMA) by aDMAcontroller and bus
hierarchization through the bus bridge are allowed. The generated processor system
may be the top instance of the FPGA chip or instantiated as a module in the RTL
description.

4.5.3 Software Development Environment

Software drives the processor system. The development environment for software
containing compiler and debugger is designated as a software development kit (SDK).
Software development requires the information of configuration of the processor,
memory and peripherals, mapping of the address space and libraries to control the
peripherals (device driver). The set of all the information above is designated simply
as the processor configuration. The processor configuration is exported from the tool
to build the processor system and imported to the SDK.

InSDK, a development environment inC language is usually supplied. Figure 4.24
presents a common screen arrangement of an SDK as an example. In SDK, a
designer selects the operating system (OS) first. Considering the design objectives,
the designer might select a powerful one equipped with process management, mem-
ory management, file system, and network. The designer might also select a simple
one having the minimum functionalities, or even a system without an OS. If the OS
used has no functions of memory management, the designer must define the memory
mapping specifying the size of stack and heap. The file that defines the memorymap-
ping is designated as a linker script. Using SDK, the designer can describe, edit, and
compile (build) source codes. The compilation result is stored in a format referred
to as executable and linkable format (elf).
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Fig. 4.24 A typical screen arrangement of an SDK
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4.5.4 Integration and Operation of Software and Hardware

The configuration of the hardware and the software executable are integrated and
executed on the FPGA, as shown in Fig. 4.25. There are several ways for this step
and they are different among vendors and tools. The following are the typical ones.
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(1) Integration and execution in SDK,
(2) Integration on SDK and execution via non-volatile memory,
(3) Integration and execution in a hardware development environment.
(1) A designer exports the configuration data from the hardware development envi-

ronment and imports it to SDK. After integrating the configuration and the elf
file in SDK, the designer writes it to the FPGA or main memory and launches
it. Here, the designer can use the software debugger in SDK and can control
the execution by break points and observe the variables in the program. This
practice is advantageous when the hardware development has been completed
and the main target is software development and debugging.

(2) A designer integrates the configuration and the elf file in SDK similar to (1).
The integrated files are stored in some kind of non-volatile memory as SD cards,
USB memory sticks, flash memory ICs, in the format specified for each device
and board. Triggered by the system reset on the FPGA board, the integrated files
are loaded from the non-volatile memory and launched following the predefined
boot sequence.

(3) If the software program is stored in on-chip memory, the integration and exe-
cution may be done in the hardware development environment. The elf file is
exported from SDK and imported to the hardware development environment.
The elf file is registered as the preloaded content of the on-chipmemory instance
together with the information of the memory mapping. The generated config-
uration data can be handled as in the case without a processor. This practice
is advantageous when the main target is hardware development and debugging
rather than software.
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Chapter 5
Design Methodology

Masahiro Iida

Abstract A typical misunderstanding is that design automation techniques used in
FPGA tools are just subsets or extension of those developed for LSI design tools. In
reality, a unique FPGA structure requires original design automation techniques, and
they are critical to extract enough performance with a limited resource on an FPGA
chip. This chapter introduces them from the viewpoint of CAD (Computer Aided
Design) developer. Techniques for technology mapping, clustering, and place and
routing are introduced. Then, low power design which has become a critical issue is
introduced. Although this chapter includes some expert knowledge, even beginners
can understand the specialties and challenges of FPGA tools.

Keywords FPGA EDA tools · Technology mapping · Clustering · Place and
route · Low power FPGA design techniques

5.1 FPGA Design Flow

EDA (Electronic DesignAutomation) technology is extremely important to bring out
the performance of LSIs. In general, the upper limit of the performance that the FPGA
can achieve is limited by physical restrictions such as process technology. However,
the performance that the actual circuit can achieve depends on the device architecture
and the EDA tool. That is, no matter how high-powered engines (processes) we have,
there is no speed without a car body (architecture) and driving skill (EDA tool) to
match them. In particular, the EDA tool is directly related to the implementation of
the circuit; thus, the influence on the performance is immeasurable.

M. Iida (B)
Kumamoto University, Kumamoto, Japan
e-mail: iida@cs.kumamoto-u.ac.jp

© Springer Nature Singapore Pte Ltd. 2018
H. Amano (ed.), Principles and Structures of FPGAs,
https://doi.org/10.1007/978-981-13-0824-6_5

117

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0824-6_5&domain=pdf


118 M. Iida

Figure 5.1 shows the FPGA design flow. It begins with Logic Synthesis of HDL
(Hardware Description Language) source code and ends with Bit stream Generation
after Technology Mapping, Clustering, and Placement Routing. In logic synthesis,
a gate level netlist is generated from the HDL description, and in the technology
mapping, this netlist is converted into a netlist at the LUT level. Clustering is a
process of combining a group of LUTs and flip-flops (FFs) into one logical block
(LB: Logic Block). Then, LB is placed on the device by the place and route tool, and
the connection between the LBs is routed on the wiring structure. Finally, from the
arrangement/wiring information, the connection relation of each switch in the FPGA
is generated as a bit stream.

In thisway, the design of the FPGA is cutting out logicswhich can be implemented
in the LUT having a predetermined number of inputs (the LUT can implement any
logical function of the number of inputs) and then allocating on it. Then, by using the
wiring which can freely determine the route between them, circuit can be realized
on the FPGA.

The difference between FPGAs and ASICs is that ASICs combine elements clas-
sified by function in a library, whereas the FPGAs have a uniform structure. The
EDA tools of these two technologies are different. The following sections describe
the FPGA EDA technology, highlighting the specificities that differs from ASICs,
namely for the technology mapping, clustering, and placement and routing.

Fig. 5.1 Typical FPGA
design flow

Logic synthesis

Clustering

Placement

LDH LDHHDL

Gate level netlist

LUT level netlist

LB level netlist

Routing
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HDL Hardware descrip on language
LUT Look Up Table
LB Logic Block

Bit stream gen.

Bit stream
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5.2 Technology Mapping

Technology mapping is a task of converting a technology-independent gate level
netlist to logic cells of a target FPGA. The logic cells referred to here depend on the
FPGA architecture and is the minimum unit for realizing a logic circuit such as an
LUT and MUX (Multiplexer). The technology mapping is located at the end of the
conversion process of logics from HDL. Therefore, the influence of this process on
the quality (area, performance, power consumption, etc.) of the final implemented
circuit is immeasurable.

Here, we look at the mechanism and behavior of FlowMap [1] which is a rep-
resentative technology mapping tool. FlowMap is a technology mapping method
developed by Cong et al. from UCLA (University of California, Los Angeles). Tech-
nology mapping for general k-input LUT (k-LUT) consists of the following two
steps:

Step I. Decomposition process: Since the actual gate level netlist is represented by
a Boolean network,1 each node is disassembled until it becomes less than
the input number k of the LUT.

Step II. Covering process: The Boolean network decomposed in Step I is converted
to reduce the number of inputs based on appropriate criteria, so that several
nodes are covered with k-LUT.

FlowMap is a method for obtaining a depth optimal solution of the covering
problem of Step II with polynomial computation time.

Figure 5.2 shows the operations of FlowMap, explaining the operation of tech-
nology mapping based on the example of mapping to 3-LUT. First, the gate level
netlist in (a) is converted to a DAG (Directed Acyclic Graph) in (b). At this time, the
uppermost node is called PI (Primary Input) and the last node is called PO (Primary
Output). Focusing on the PO on the right side of (c), the nodes related to the PO
up to the PI are surrounded by a dotted line. This selection represents the mapping
range of PO. Next, (d) illustrates labelling and cutting. Labels are attached in the
topological order from the PI, and the conditions are attached as follows:

(1) Set the label of PI to 0,
(2) Next, search the range that can be covered by the 3-LUT among the nodes that

take PI inputs, and put a cut on the input.
(3) The label calculation at this time adds its own number of level (that is, level one)

to the node with the largest label immediately above the cut, so PI 0 + 1 = 1,
and the label is 1,

(4) Once the label of a node is calculated, we can calculate the labels of the nodes
that are connected to the node that calculated the label. However, if the label is
not yet determined, it should be done from the finalization of that label first.

1A Boolean network is a way of expressing a gate level netlist, represented by a valid graph (DAG).
Each node is composed of a logic gate or a combination circuit of logic gates, and the directional
branch represents an input/output signal.
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(b) DAG Directed Acyclic Graph(a) Gate level netlist

(c) Mapping range for output t (d) Labeling and cut

(e) Mapping (f) LUT level netlist

3-LUT3-LUT3-LUT3-LUT

3-LUT3-LUT3-LUT3-LUT

3-LUT

3-LUT 3-LUT 3-LUT

3-LUT

Fig. 5.2 FlowMap operation
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(5) After the labels of all involved nodes have been determined, the label calculation
of the second level nodes can be performed. At this time, since the remaining
nodes can be mapped to a 3-LUT, the labels of these nodes are 1 because all PIs
are included in this cut.

(6) When labels are calculated for each node in this manner, the label of t finally
becomes 2.

The label is guaranteed to be the minimum value since the minimum value is
obtained from the upper side of the node. In (e), mapping is done from the PO of
the circuit. Then, when executing the above steps for all POs, a final mapping to the
3-LUT is obtained, as shown in (f).

Although cutting and mapping can be performed as described above, various
technologymappingmethods have been proposed to improve the evaluation function.
For example, Cong et al., who developed FlowMap, devised CutMap [2], ZMap [3],
DAOMap [4] and methods targeted for depth optimization and the reduction of the
number of LUTs, etc. Wilton et al. (Univ. of British Columbia, UBC) developed
EMap [5] which considers the power consumption, and Brown et al. (University of
Toronto) are developing IMAP [6] . Also, Cong et al. also proposed Hetero Map [7]
for heterogeneous LUTs with different numbers of inputs instead of a single LUT.

5.3 Clustering

Recent FPGAs are mainly based on cluster-based structures that are grouping mul-
tiple LUTs in a logic block. Therefore, the clustering processing has become an
essential step. Clustering has two important points. The first one is that the delay
greatly differs between the wiring in the cluster (local wiring) and the wiring outside
the cluster (wiring of the routing track). The second point is that if there are unused
resources in the cluster, the implementation efficiency decreases (as a result, many
logical blocks will be used), so we want to pack as much logics as possible in a
cluster. VPack [8], an initial clustering tool developed by the research group of Rose
et al. from Toronto University, has the following two optimization goals:

(1) Minimize the number of clusters
(2) Minimize intercluster connection.

VPack selects the LUT with the largest number of inputs from unclustered LUTs
as the seed of a new cluster. Then, it adds the LUTs with the largest number of inputs
that can be shared with the current cluster (as depicted in Fig. 5.3).

This method worked well for some target optimizations such as the number of
clusters and the number of connections between clusters. However, satisfying per-
formance cannot be achieved with respect to the delay. This tool did not take the
delay difference inside and outside the cluster into account, which is the first impor-
tant point of the clustering. So, it is a clustering tool with large dispersion in delay
performance.
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Therefore, two years later, Rose et al. proposed T-VPack [9] which addressed this
issue. T-VPack is a clustering tool that extends VPack to be a timing-driven system.
It selects the LUT with the largest number of inputs on the critical path as the seed
of the cluster. To absorb LUTs into the current cluster, not only the number of inputs
that can be shared but also both (1)Connection Criticality and (2) Total Path Affected
are taken into consideration. Connection Criticality is an index for judging whether
it is a route close to the critical path and is calculated based on Slack. Figure 5.4
shows a calculation example of the Slack value. The squares in the figure indicate
the LUT, and the numbers in the square represent the Slack values. The arrival time
is the number of maximum levels of LUTs from the input, and the request time is
the maximum value when tracing backward from the arrival time of the output in
the same way. Slack indicates the difference between the request time and the arrival
time, and it can be said that the smaller the Slack is, the closer a route is to the critical
path, as shown in the figure.

On the other hand, Total Path Affected is an index showing how much a certain
LUT is involved in critical paths. It is the number of critical paths that can be reduced
in the same Connection Criticality. It is given by adding paths that become critical
paths from inputs. An example is shown in Fig. 5.5. Squares represent LUTs and
dotted lines denote critical paths. In addition, the numerical value in the square
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indicates how many critical paths are involved in this LUT. A signal (thick dotted
line) connected fromLUT “Y” to LUT “Z” is a commonwiring of three critical paths.
If this wiring of high Total Path Affected is sped up, 3 critical paths can be improved
at the same time. Therefore, in T-VPack, timing-driven clustering is performed so
that LUT “Y” and LUT “Z” are in the same cluster.

On the other hand, RPack/t-RPack [10] are other approaches from another view-
point. They are clustering tools which improve the index of routability metrics in
VPack. Routabilitymetrics is a target index to show the flexibility of the circuit wiring
at the stage of placement and wiring process of the FPGA circuit design flow. The
goal is to eliminate wiring congestion. Improvement in this routability metrics not
only eliminates congestion among clusters but also has the effect of minimizing the
total number of wires outside the cluster. Furthermore, in iRAC [11], the routability
metrics are extended to optimize wires outside of the cluster even when “vacancy” is
created in the cluster, as shown in Fig. 5.6. That is, the optimization consider both the
inside and outside of the cluster. The authors’ research [12] is also effective similar to
RPack and iRAC by optimizing the routability metrics and routing resources inside
and outside the cluster.

In the aforementioned works, the performance of clustering tools has been greatly
improved. However, the clustering algorithms introduced above only consider LUTs
of the same type. Recent logical blocks employ adaptive LUTs, as described in the
previous section, and constitute more complex logical clusters. Introducing adaptive
LUTs not only needs to map logics to an appropriate number of input LUTs at the
time of technologymapping, but also greatly influences clustering.When clustering a
netlist composed of adaptive LUTs, besides the number of LUTs that can be packed
into a logical cluster, we also have to consider delay, routability, total number of
primary inputs and the combination of LUTswith different number of inputs allowed
by a logical cluster, etc. Therefore, more optimizations are required. However, it
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Fig. 5.6 Clustering considering routability metrics

is extremely difficult to find a solution that simultaneously satisfies the minimum
number of logical clusters, minimum delay and minimum number of wires.

To solve the above challenges, AAPack (Architecture-Aware Packer) [13], incor-
porated in VTR (Verilog-to-Routing) 6.0 [14], is developed. In the VTR project,
the device architecture is modeled using XML.2 The architecture definition of the
device is divided into (a) a cell structure (Physical Block: corresponding to a logic
cell or the like in a cluster) and (b) a routing structure (Interconnect: correspond-
ing to a connection relation and connection method between Physical Blocks). The
physical block in (a) can describe a nested structure, thereby representing a clustered
logical block. Furthermore, a structure having various modes can also be expressed.

2Their place and route tool uses XML from VPR 5.0, but VTR 6.0 extends it so that it can more
describe complex structures with a simple notation. The VPR place and route tool is described in
the next section.
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For example, as in Altera’s Fracturable LUT-based logic block described in the pre-
vious section, an LUT with a large number of inputs can be divided into multiple
LUTs with a small number of inputs (multiple modes).

AAPack is a clustering tool corresponding to the above device architecture model.
Clustering is performed in the following procedure:

(1) If there is an unclustered LUT, an LUT serving as a seed is selected and a cluster
to be inserted is determined,

(2) Insert the LUT into the cluster according to the following procedure:

(a) Search candidate LUTs to be inserted in the cluster,
(b) Insert selected LUTs into the cluster,
(c) If it is still possible to insert LUTs into the cluster, return to (2a),

(3) Add the cluster to the output file and return to (1).

(1) is the same as VPack and T-VPack. (2)-(a) determines the LUT to be loaded
into the cluster from “the number of inputs that can be shared in the cluster” and
“the relationship between the LUT outside the cluster”. (2)-(b) judges whether the
selected LUT from the cluster structure information can be inserted into the cluster.
As shown in Fig. 5.7, this judgement is made by searching the graph of the cluster
structure. This graph is made so that the granularity of the LUT is “fine” to “coarse”
from right to left. The search is performed in depth-first order from the right side
of the graph (the side with smaller grain size). When there are LUTs with multiple
granularities in the cluster, logic is implemented in the smallest LUT that satisfies
the number of inputs of the circuit to be mapped. For example, when mapping a
4-input and 1-output combinational circuit to the LUT, shown in Fig. 5.7, it can be
implemented with either a 5-LUT or a 6-LUT. When mapped to 5-LUT, another
5-LUT circuit can be combined in the same cluster. However, if it is mapped to a
6-LUT, no more circuits can be implemented in this cluster. Therefore, it is more
efficient to be allocated from the smaller LUT.

6-LUT

5

6
Mode A

Mode B

5-LUT
3

5-LUT
2

Fracturable LUT

Fracturable LUT

Mode A Mode B

5-LUT 5-LUT6-LUT

Cluster structures and modes graph

Fig. 5.7 Clustering of AAPack
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When an LUT that can be inserted into a cluster is found, it can be decidedwhether
wiring can be performed next. Then, when the insertion of the LUT is successful,
an LUT that can be inserted as a child having the same parent is searched from the
netlist and inserted. This process is repeatedly executed.

Whether wiring is possible or not is judged as follows. First, we create a graph
with the input/output pins in the cluster as nodes and the connection relation of each
pin as a directed edge. Next whether it can be wired to the LUT to be inserted by the
same processing as PathFinder (VPR 5.0 routing algorithm) is checked.

As described above, AAPack provides a method to cluster LUTs for complex
structured logical clusters.

5.4 Place and Route

The last step, placement and routing, is the task of establishing the physical positions
of the logical blocks and the signal paths connecting them. Generally, logical blocks
are allocated first, then wiring between them is performed.

Sincemany FPGAs have a two-dimensional array of logical blocks, the placement
process can be formulated as a slot placement problem or quadratic assignment
problem (QAP). However, these problems are known as NP-hard,3 and usually uses
an approximation algorithm such as Simulated Annealing4 (SA).

On the other hand, two methods are used for the routing process: the Global
Routing and the Detailed Routing. Global Routing determines the roughwiring route
of each net. That is, which channels are used to establish the connection. Detailed
Routing determines which routing resources and switches each net connects to based
on the information obtained by Global Routing.

This section introduces VPR (Versatile Place and Route) [14–18], which is the
most widely used place and route tool in academia. The VPR 4.3 deployment process
is performed with the following procedure (represented in Fig. 5.8):

(1) Randomly allocate logical blocks and I/O blocks.
(2) Calculate the cost of congestion when wiring is done in this state.
(3) From this state, randomly select two blocks and swap them (pair exchange

method).
(4) Recalculate the cost for the replaced state.
(5) Compare with the cost before replacement and judge whether to accept the

change or not.

3A NP-hard problem is at least equal to or more difficult than the problem belonging to the Non-
Deterministic Polynomial Time (NP) class in computational complexity theory. Quadratic Assign-
ment Problem (QAP) is said to be one of particularly difficult problems among NP-hard combina-
torial optimization problems.
4The Simulated Annealing method is a general-purpose stochastic meta-heuristic algorithm. The
feature of SA is to accelerate the convergence by decreasing its acceptance probability due to
temperature change when trying to escape local solution using randomness.
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Fig. 5.8 Placement procedure of VPR

As shown in Fig. 5.8a, the routing process uses SA, and the exchange is accepted
with a certain probability even if the wiring cost and the timing cost are improved
or worsened from the previous state. The cost of the routing amount is a cost rep-
resenting the amount of routing resources in the case of wiring. Fig. 5.8b depicts
a diagram showing only logical blocks, and the dotted frame shows the Bounding
Box (boundary rectangle). The Bounding Box cost is the sum of the horizontal and
vertical lengths of the range created by a net placed on the FPGA device, and the
closer the blocks are placed, the smaller the Bounding Box cost is. The timing cost
determines the cost from the net source-sink delay and the Slack value of the path.

In this way, in the placement process, logic blocks having deeper relationships
are placed closer to each other to shorten the wiring length, and the entire layout is
arranged to be as compact as possible, too. Furthermore, ideally, the wiring conges-
tion degree of each channel should be equal.

Although the initial VPR placement algorithm (VPlace) was only optimized by
the Bounding Box cost, the above timing cost was added to the placement process
in T-VPlace [19] since VPR 4.3.

As previously mentioned, the routing process is divided into Global Routing and
Detailed Routing, as shown in Fig. 5.9. Global Routing is not limited to only FPGAs,
and it results in general route search problem for the graph.On the other hand,Timing-
Driven Router [20], which is the Detailed Routing part of VPR 4.3, is an algorithm
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based on Path finder [21]. It uses directed-search for net route search between source
and sinks. For this reason, costs between the source and search positions, as well
as estimated cost between the search position and the sink, are required. Fig. 5.9b
shows the route searches between a source and a sink. Blackwires from the source are
already fixed to their route. The black dotted line shows the node n currently being
searched, and the gray broken line shows the shortest path between the searched
position and the sink using the same type of wiring as the node n. The bright gray
frame, surrounding the black and broken lines, represents the cost of congestion and
timing between source and search positions. On the other hand, thick gray frame
surrounding the gray broken line represents the estimated cost of the timing between
the search position and the sink.

In this fashion, the cost is calculated. Wiring is performed for each net using the
following procedure:

(1) Routing to each net with minimum cost.
(2) Because wires that compete for multiple nets tend to be crowded, congestion

costs are added to the evaluation values.
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(3) If a net cannot be routed because of conflict, searching for the least cost path for
each net is executed again.

(4) Since the wire cost has been updated since last search, the route is possibly
changed.

(5) Conflict decreases from last search due to route change.
(6) If conflicts still exist, similarly add cost and search wiring route again.
(7) Execute this operation until there is no conflict.

The placement and routing process is time-consuming because it involves many
optimization problems. In order to improve the practicality, speeding up these pro-
cesses is essential. In addition, it is necessary to cope with an architecture which
makes it more functional, such as cluster structure of complicated logical blocks,
dedicated circuit, dedicated wiring and so on. In order to cope with such require-
ments, the VPR development team introduced device definitions based on XML in
the VPR 6.0 version [14], and further started the VTR (Verilog-to-Routing) project
[13] in 2012. Lately, VTR 7.0 (Current Version: 7.0—Full Release—Last updated:
April 22, 2014) has been released as an open source FPGA development framework
[22, 23].

5.5 Low Power Design Tools

Up to now, we have looked at the basic operations of the FPGA design tool, but the
recent major trends require low power consumption. There are various problemswith
FPGAs, but among them, large power consumption is an obstacle when considering
implementations on SoCs. Therefore, methods for reducing the power consumption
from technologymapping to clustering, and placement and routing have been studied,
for example the technologymapping toolEMapofWilton et al. ofUBC, the clustering
tool P-T-VPack, and the P-VPR place and route tool [5]. In this section, we take these
as examples and introduce the low power consumption methods and their effects.

First, we briefly explain the FPGA dynamic power consumption. Equation (5.1)
is the general equation for calculating dynamic power consumption in LSIs. V is
the power supply voltage, fclk is the clock frequency, Activi t y(i) is the switching
activity5 of the node i , Ci is the load capacitance of the node i . Activi t y(i) in
Eq. (5.1) indicates the transition probability of node i in fclk and takes a value of
0.0–1.0. This value indicates how much the target node switches on average. Charge
and discharge to this capacity cost energy consumption, and its time/space integration
effects the power consumption. That is, in order to reduce the power consumption,
it is necessary to lower the power supply voltage, the operating frequency, the load
capacity of the circuit, or the activity. Reducing the power supply voltage is the
most effective method, but this has an impact on the manufacturing process and the

5The switching activity has almost the same meaning as the toggle rate (TR). The toggle rate is the
number of transitions from the logic value 0 to the logic value 1 of the target node and the transition
from the logic value 1 to the logic value 0 per unit time.
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peripheral circuits. On the other hand, dropping the frequency is often not the most
efficient option because it directly results in performance degradation. Therefore, in
reducing the power consumption using design tools, we focus on reducing the load
capacity and activity.

Powerdynamic = 0.5 · V 2 · fclk ·
∑

i∈nodes
Activi t y(i) · Ci (5.1)

In addition, since FPGAs use SRAMs, the static power consumption, such as
leakage current, is also large; however, current low power consumption design tools
(EMap, P-T-VPack, P-VPR) only consider the dynamic power consumption.

5.5.1 Emap: Low Power Consumption Mapping Tool

The research presented by Wilton et al. is consistently aiming to reduce Activi t y(i)
in Eq. (5.1). In technologymapping, it is possible to optimize the power by taking the
high activity wiring to the inside of the LUT in the post-mapping netlist. Figure 5.10
shows an example of mapping process considering the switching activity in Emap.

The circuits in Fig. 5.10a, b map the same netlist to three 3-input LUTs. The
number next to each wiring is the switching activity value. In Fig. 5.10a, by moving
the wires with high switching activity to the inside of the LUT, the average value of
the activity is minimized. On the other hand, in Fig. 5.10b, the number of stages of
LUT corresponding to the delay time is the same. However, since the wiring with
high switching activity value is outside the LUT, even though the delay performance
product is the same, the power consumption consequently increases.

Another way to reduce power consumption is to minimize the duplication of
nodes. In technologymapping, nodes are duplicated for delay optimization or the like.
However, the number of nodes increases due to the replication, and the power con-
sumption also increases because the number of branches of wirings further increases.
Therefore, in Emap, duplication of critical paths is allowed; but, in other wiring, the
duplication is suppressed. Also, the duplication of a node occurs when nodes with
multiple fanouts are inside the cone, so Emap adopts measures such as making nodes
with multiple fanouts as root nodes. As a result, any increase of nodes is suppressed
when compared to conventional FlowMap.

Figure 5.11 shows an example of nodeduplication. InFig. 5.11a, cutting is selected
so that node 3 becomes the vertex (root node) of the cone. However, in Fig. 5.11b it
is in the middle. At the time of the cut selection, both Fig. 5.11a, b are the same for
both the number of cuts and the number of LUT stages. But in Fig. 5.11b, since the
fanout of node 3 is 2, the duplication of the node results in the generation of an LUT.
That is, the LUT increases by one. Emap suppresses the duplication of such nodes.
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Fig. 5.10 Mapping procedure of Emap

5.5.2 P-T-VPack: Low Power Consumption Clustering Tool

P-T-VPack, a low power consumption clustering tool, basically uses the samemethod
as Emap to reduce the activity. Considering the load capacity of the wiring existing
inside and outside the BLE, the wiring outside the BLE has a large wiring length. In
addition, since many transistors such as a connection block and a switching block are
also connected, the capacity is generally large. Therefore, it is more advantageous for
power consumption to includewiringswith higher activity asmuch as possiblewithin
the cluster (within BLE). Figure 5.12 shows an example of P-T-VPack clustering.

In this example,when the combinationof clustering inFig. 5.12a and the clustering
in Fig. 5.12b are compared, the activity of the wiring connecting between clusters is
lower (0.1) in (a) than in (b) (0.4). Therefore, when the load capacities of the wirings
between the clusters are the same, the power consumption of (a) is lower.
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5.5.3 P-VPR: Low Power Placement and Routing Tool

The basic idea of P-VPR, a low power consumption placement and routing tool, is
also similar to P-T-VPack and Emap. However, sincewiringwith high activity cannot
be hidden in placement and routing, connection for such nets should be as short as
possible. When priority is given to the switching activity, there are cases where a
signal line, whose switching activity is low but its timing is critical, may eventually
be detoured and the delay may increase. Such a trade-off is adjusted with the weight
parameter in the cost function to find the balance that minimizes the energy.

5.5.4 ACE: Activity Measurement Tool

As in previous mentioned tools, it is possible to reduce the power at the design tool
level by considering the activity. However, what is important here is how to accurately
obtain the activity of each node. Wilton et al. proposed a tool called ACE (Activity
Estimator) for activity measurement.

There are two ways to roughly calculate the activities: The first one is a dynamic
methodbasedon simulation, and the second is a staticmethod stochastically obtained.
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Generally dynamic methods have high precision; but, they are time consuming.
Furthermore, the accuracy is easily affected by the test pattern. On the other hand,
the static method based on probability is low in accuracy, and the execution speed is
fast. Also, since the probabilistic method reacts sensitively to setting the transition
probability of the input signal, the initial value is an important factor determining
the accuracy.

ACE is a tool to statically analyze netlists. The netlist can calculate activities from
any of the netlists at gate level when used for technology mapping, netlist at the LUT
level for clustering, and BLE level netlist for placement and routing. There are two
types of values that this tool calculates: static property (SP: rate of signal “High”)
and switching activity (SA: probability of signal transition).
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5.6 Summary

In this chapter, we have briefly summarized how the FPGA design tools are made
and how the research was carried out in the background. All of them aimed at opti-
mizing delay, implemented area, and power consumption. Even if the optimization
is performed independently in all processes, it is not necessarily the optimum in the
final circuit. That is, cooperation between processes is necessary. For example, it is
possible to improve the performance by simultaneously optimizing the technology
mapping and clustering, and by also processing the clustering and placing and rout-
ing in multiple processes simultaneously. Future FPGA design tools are expected to
progress with the aim of simultaneous optimization of such multiple processes.
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Chapter 6
Hardware Algorithms

Kentaro Sano and Hiroki Nakahara

Abstract Just implementing with hardware is almost nothing to contribute to
achieve high performance. The performance of FPGA computing is depends on
how to use efficient hardware algorithms for the target application. This chapter
introduces various types of hardware algorithms useful for FPGA implementation.
First, pipelining is the most popularly used technique. Recently, it is often automat-
ically formed with HLS design tool. Then, general parallel processing techniques
are introduced along Flynn’s classic taxonomy. Systolic algorithms and data-flow
models are also classic methods researched in 1970s’ and 1980s’, but they have been
practically used after large-scale FPGAs are available for computation. Then, stream
processing, simple but powerful framework, is introduced with a practical example.
Next, cellular automaton, hardware sorting and patternmatchingwhich are important
in network processing a killer application of FPGAs are introduced.

Keywords Pipeline processing · SIMD processing · Systolic algorithm
Data-flow machines · Streaming processing · Cellular automaton · Hardware
sorting · Pattern matching

A hardware algorithm is a procedure suitable for hardware implementation and
the target hardware model. This chapter presents an outline of several hardware
algorithms used for processing implementation in hardware, with specific emphasis
on parallelism, control, and data-flow of processing.

K. Sano (B)
RIKEN, Kobe, Japan
e-mail: kentaro.sano@riken.jp

H. Nakahara
Tokyo Institute of Technology, Tokyo, Japan
e-mail: nakahara@ict.e.titech.ac.jp

© Springer Nature Singapore Pte Ltd. 2018
H. Amano (ed.), Principles and Structures of FPGAs,
https://doi.org/10.1007/978-981-13-0824-6_6

137

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0824-6_6&domain=pdf


138 K. Sano and H. Nakahara

6.1 Pipelining

6.1.1 Principle of Pipelining

Pipelining is a technique for speeding up many processing iterations done contin-
uously. The flow production at a production plant is a typical example. Figure6.1
presents the pipelining concept. Figure6.1a depicts the non-pipelining case where
processing iteration 2 is done sequentially after the completion of iteration 1. With
the pipelining shown in Fig. 6.1b, we divide a processing iteration into n stages of
uniform proportion. The processing iterations start without waiting for the comple-
tion of all stages of a preceding processing iteration. Figure6.1b portrays an example
of five-stage pipelining in which each processing iteration has five stages: n = 5. In
the non-pipelining case, each processing iteration is completed within a time length
L. In pipelining, a processing iteration is started in each time length of L/n after the
processing of iteration 1 has finished. Therefore, throughput speedup is achieved by
five times at most, where five is the number of processing iterations per unit time.
In the five-stage example shown in Fig. 6.1b, six processing iterations are done in
two time lengths of the non-pipelining case. Parallel processing with different parts
of the entire sequential process is the principle of pipelining, which is understood
as five stages processed in parallel when stage 5 of processing iteration 1 is started
[1, 2].

Fig. 6.1 Overview of pipelining
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6.1.2 Performance Improvement by Pipelining

Actually, n stage pipelining does not necessarily mean five times speedup. Here,
we develop the expression of the speedup factor, a measurement of performance
improvement using pipelining, for a time length of one processing iteration L , N
processing iterations to be done, and n stages in a single processing iteration.

Figure6.1a shows that N processing iterations by a non-pipelining operation
require T (N ) = LN time length for completion. We can derive the time length
Tpipe(N ) for completion of N processing iterations for pipelining with n stages,
as described below. First, the completion of processing iteration 1 requires L time
length. However, the next processing iteration finishes L/n later after the comple-
tion of processing iteration 1. Consequently, N − 1 processing iterations, except for
processing iteration 1, complete at intervals of L/n. These N operations end after
Tpipe(N ) = L + (N − 1)L/n = (n + N − 1)L/n time length.

The speedup factor by pipelining described above, Spipe(N ), is the ratio of T (N )

to Tpipe(N ), and can be calculated as:

Spipe(N ) = T (N )

Tpipe(N )
= nN

n + N − 1
= n

1 + n−1
N

If n � N , then Spipe(N ) ∼= n and the speedup factor over non-pipelining is n: the
number of stages. However, this just means that n times higher throughput can be
achieved while the latency of each processing iteration is not shortened. Although n
times improvement of performance means the reduction of the whole time length for
N processing iterations, it does not bring about the shortening of the time length for
each processing iteration. If this is compared to the flow production in the automotive
industry, then the car production per day (throughput) might increase by dividing a
processing iteration into segments. However, the time between the car order and the
delivery of the parts of that car to factories and the completion of production of that
car (latency) does not change.

If the number of stages, n, is not much greater than that of processing iterations
N , then the speedup by pipelining remains much smaller than n. For pipelining with
n = 6 and N = 5, for example, Spipe(5) is 6/(1 + 1) = 3 and the time of processing
iteration is reduced to just one-third. Considering that the maximum speedup by
pipelining with n stages is n, the pipelining efficiency, which is the percentage of the
actually achieved speedup to the maximum, is given as:

Epipe(n, N ) = Spipe(N )

n
= 1

1 + n−1
N

= N

N + n − 1

For the example presented above, Epipe(6, 5) is 5
5+6−1 = 0.5. This means that the

speeding up is just 50% at maximum. A long time length of insufficient parallelism
has led to this small decrease in efficiency. In Fig. 6.1b, only one process is executed
at the first stage of iteration 1. When the fifth processing stage of iteration 1 starts,
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the number of parallel processing iterations never attains 5, the maximum degree
of parallelism. Consequently, at the beginning of pipeline processing, there exists
a prologue period where perfect parallelism is not achieved. Quite similarly, at the
end of pipeline processing, there exists an epilogue period during which the degree
of parallelism decreases step by step. Perfect elimination of the prologue and epi-
logue periods is impossible. However, if the number of processing iterations, N, is
sufficiently large, then the lengths of the prologue and epilogue periods are dimin-
ished in comparison to the total processing time. Consequently, the speedup factor
approaches the maximum value of n. In contrast, if N is small, then the effects of
prologue and epilogue periods are greater in a relative sense. Therefore, the speedup
factor is smaller.

For other several reasons not mentioned above, hardware pipelining can intrinsi-
cally block the performance improvement. Thus, a lot of attention must be devoted
during the pipelining design. The hardware configuration for pipelining is depicted in
Fig. 6.2. Figure6.2a presents the hardware configuration for a non-pipelining-based
system, where the total processing is implemented by one combinational logic cir-
cuit. When the register of the preceding processing iteration is updated at the rising
edge of the clock signal, a new data is outputted to the combinational logic circuit
after the propagation delay of the register. Inputted data propagates through the com-
binational logic circuit. Then, the processed data arrive at the register of the next
processing iteration after a certain delay in the critical path. Here, the critical path
is that which provides the maximum delay in the circuit. After the period of setup
time, which is necessary to secure correct latching of the arrived data by flip-flop,
the processed data are written in the register by inputting a clock signal. Thereby,
the processing iteration terminates. Consequently, one cycle time, which is equal to
the time interval between two successive clock signal inputs, must be longer than the
sum of the propagation delay, the delay in the critical path of the combinational logic
circuit, and the setup time. This sum represents the upper bound of the maximum
operation frequency.

Pipelining a circuit boosts the throughput by increasing the maximum operation
frequency. Figure6.2b depicts an example of a circuit with four pipeline stages: n =
4. A circuit can be divided into stages by inserting pipeline registers. With them, the
combinational logic circuits onwhich the datamust propagate are shortened. Even the
critical paths of combinational logic circuit could be perfectly divided into uniform
circuits, the cycle time might not be shortened to 1/n because of the existence of
clock skew, which is the misalignment of clock signals supplied to each register, and
because of the propagation delay and setup time in pipeline registers. Furthermore,
dividing a combinational logic circuit into n uniform stages is sometimes impossible.
Such a case is illustrated by the third pipeline stage in Fig. 6.2b. In this situation, one
stage usually has a longer delay time than others and becomes the critical path, which
happens quite often. Consequently, n = 4might not increase the operation frequency
by four times because the maximum delay is longer than one-fourth.

These difficulties generally becomemore deleteriouswith an increasing number of
stages. Although an operation frequency improvement can be obtained by increasing
the number of stages of shallow pipelining with a few stages, fine divisions such as
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Fig. 6.2 Hardware structure for pipelining

dozens or hundreds might halt the operation frequency augmentation and might
even degrade the performance due to clock skew and other factors. However, adding
few pipeline stages instead of finely dividing the already existing ones is different.
Actually, the increase in the entire circuit’s latency by pipelining when compared to
non-pipelining-based systems should be carefully investigated. Such delay can be
caused by overhead related to pipeline registers or non-uniform staging, as shown in
Fig. 6.2b.

6.2 Parallel Processing and Flynn’s Taxonomy

6.2.1 Flynn’s Taxonomy

To design high-performance hardware, we should consider processing parallelism.
The taxonomy of architectures which Flynn proposed in 1965 is useful for consider-
ing parallelism for hardware [2, 3]. Hereafter, we refer to this as Flynn’s taxonomy.
Flynn’s taxonomy classifies general-purpose computer architectures in terms of the
concurrency degree in an instruction stream for control and a data stream to be pro-
cessed (Fig. 6.3). It includes Single Instruction stream Single Data stream (SISD),
Single Instruction streamMultiple Data stream (SIMD), Multiple Instruction stream
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Fig. 6.3 Flynn’s taxonomy

SingleData stream (MISD), and theMultiple Instruction streamMultipleData stream
(MIMD). Although this taxonomy is oriented to architectures of general-purpose
processors that execute a sequence of instructions intrinsically, it is useful for clas-
sifying more general architectures of parallel processing hardware if we recognize
the instruction stream as control in a broader sense.

In Flynn’s taxonomy, computer architecture comprises the four components of
the processing unit (PU), control unit (CU), data memory, and instruction memory.
In SISD shown in Fig. 6.3a, one CU controls one PU based on the instruction stream
read from the instruction memory. PU executes processing for a single data stream
read from the data memory based on the controls directed by CU. Consequently,
SISD does not perform parallel processing and represents the architecture of general
and sequential processor without parallel processing. In the following, the other three
items in the taxonomy are explained.

6.2.2 SIMD Architecture

In SIMD in Fig. 6.3b, a single CU reads out an instruction stream and controls mul-
tiple PUs simultaneously. Each PU executes common processing based on common
controls but for different instruction streams. Consequently, SIMD is an architecture
making use of data parallelism. The data memory can be accessed by all the PUs as
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local memories of the PUs or a single-shared memory common to all the memory.
Because the SIMD architecture is suitable to process numerous data synchronously
with a single sequence of instructions, it is used as the designated processor for image
processing.

In addition, a microprocessor can incorporate SIMD instructions to provide itself
with the function of parallel data processing. For example, Intel Corp., aiming at
speeding up 3D graphics, designed a microprocessor, the Pentium MMX, with
SIMD-type extended instructions. It was commercially produced in 1997 [4, 5].
TheMMX Pentium can perform four 16-bit integer operations simultaneously based
on one SIMD instruction. Furthermore, AMD Corp. introduced a new product of
K6-2 processors equipped with 3DNow! Technology, which provides SIMD-type
extended instructions for floating-point operations in 1998. Later, Intel processors
were augmented with Streaming SIMD Extensions (SSE), an SIMD-type instruction
set for floating-point operation. Then, Pentium III includedSSEextended instructions
and Pentium IV received extended instructions SSE2 and SSE3. Currently available
microprocessors have been augmented with instructions of 128-bit integers and dou-
ble precisionfloating-point operations in addition to other operations for compression
of video images, as outlined above. They are prevailing as mainstream microproces-
sors. Now it is indispensable to make use of these SIMD-type extended instructions
to take full advantage of the operational performance of microprocessors [5].

6.2.3 MISD Architecture

In theMISDs shown in Fig. 6.3c, multiple CUs read out instruction streams that differ
from each other and which control multiple PUs. Although each PU works based
on different controls, MISD processes a single data stream successively, regarding
it as a whole. It is difficult to find a commercial product of this type in the market. A
coarse-grained pipeline, in which in-line PUs work as stages of the pipeline and one
provides each stage with different controls, might seem to be an MISD architecture.
Because we recognize that CUs provide different functions to PUs in performing
parallel processing with MISD, it earns the designation of architecture for functional
parallelism. Application-specific hardware such as an image processor array that
executes different processes of conversion of pixel values, edge detection, cluster
classification, and others form each stage of pipeline corresponds to MISD-type
architecture if each processing iteration is controlled by an instruction stream [6, 7].

6.2.4 MIMD Architecture

Regarding MIMD in Fig. 6.3d, multiple CUs read out instruction streams that differ
fromeachother andwhich controlmultiplePUs independently.Different fromMSID,
each PU performs parallel processing based on different controls and for different
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data streams. Accordingly, MMID has an architecture simultaneously accommodat-
ing data parallelism and functional parallelism. It might perform different processes
for multiple data based on different instruction streams. A tightly coupled multipro-
cessor like a symmetric multiprocessor (SMP), for which multiple processors and
multiple processor-cores are connected on a commonmemory system, is an example
of MIMD-type architectures. A cluster-type computer in which computation nodes
made of memory and microprocessor are connected by the interconnection network
is another example of MIMD-type architectures.

6.3 Systolic Algorithm

6.3.1 Systolic Algorithm and Systolic Array

Systolic algorithm is a general name for algorithms in which a systolic arrays [8, 9]
are used to realize parallel processing. A systolic array is a regular array of many
processing elements (PEs) for simple operations. It has the following characteristics:

1. PEs are arrayed in a regular fashion: they have the same structure or a few
different structures.

2. The neighboring PEs are connected allowing the data movement to be local-
ized with the connection. If a bus connection is used in addition to the local
connection, then the array is designated as a semi-systolic array [8].

3. PE repeats simple operations and related data exchange.
4. All PEs perform operations in synchronization with a single clock signal.

Each PE performs its own operation in synchronization with the data exchange
between neighboring PEs. Data to be computed flow into an array periodically, and
the pipeline and parallel processing are performed while the data propagate in the
array. Operations in the PE and the data stream caused by the data exchange between
neighboring PEs resemble a bloodstream driven by the rhythmic systolic movement
of the heart, hence the name systolic array. A PE is also designated as a cell.

Because the systolic array can scale the performance according to the array size
by arranging PEs with simple structures and localized data movement, it is suitable
for the implementation in an integrated circuit. Many applications were proposed for
systolic arrays in 1980s and 1990s. Figure6.4 portrays typical systolic arrays and
systolic algorithms [9]. Systolic arrays have three types: 1D arrays having a linear
array, 2D arrays having a lattice-like array, or a tree structure array with a tree-like
connection.Many systolic algorithms for these arrays have been suggested, including
signal processing, matrix operation, sorting, image processing, stencil calculation,
and calculation in fluid dynamics.

Although the initial systolic array assumed hardwired implementation of fixed
structures and functions, a general-purpose systolic array with a programmable or
reconfigurable structure was proposed later [10]. Classification of systolic arrays in
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Fig. 6.4 Representative systolic arrays and systolic algorithms [9]

terms of general versatility is shown in Table6.1 [10]. In this table, “Programmable”
denotes the capability to dynamically change the function of the circuit by program-
ming the fixed circuit. The “Reconfigurable” is the capability to statically change the
circuit function by circuit reconfiguration. With the increasing scale of the systolic
array, high-frequency operations with globally maintained synchronization become
difficult sue to the propagation delay of the clock signal and other factors. Kung pro-
posed the wave-front array, introducing data-flow to a systolic array to cope with this
difficulty [11]. In his method, a PE, designed as an asynchronous circuit, operates
with its own speed without the synchronization to a single clock signal. Furthermore,
the data exchange between neighboring PEs is done using the handshake method.

Examples of systolic arrays and algorithms for 1D and 2D systolic arrays are
introduced in the following sections.

6.3.2 Partial Sorting by 1D Systolic Array

An operation of rearranging a given data row according to a given order is referred to
as sorting. Sorting operations are important and are used in many applications. Here,
we introduce a systolic algorithm that rearranges a given data row of n numerical
elements in the descending order and returns the upper N data. Figure6.5a depicts
a 1D systolic array and its PEs, which partially rearrange the upper N data [12].
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Fig. 6.5 Systolic algorithm of partial sort

Each of N PEs arrayed in the one-dimensional row has a register keeping the tem-
porary maximum value, Xmax. Furthermore, if the input Xin is greater than Xmax,
then Xmax is replaced with Xin. Consequently, the temporary maximum value is
updated. If the update is made, the former temporary maximum value is sent to the
right PE. If not, then Xin is sent to the right PE. When the last input data are sent to
the Nth PE repeating the procedure described above, the upper maxima N are kept
in the registers beginning with the left-end PE. An example of these operations is
illustrated in Fig. 6.5b. Partial sorting of n data takes (N + n – 1) steps using a systolic
array with N PEs.

Figure6.5a shows that three control signals of reset, mode, and shiftRead are
inputted to the systolic array. When the reset signal is asserted, the temporary max-
imum numbers in all PEs are reset to the possible maximum negative value. The
mode control signal specifies a request: either the sorting operation or the reading
out of the sorting result. In the former, 1 is inputted, whereas 0 is inputted in the latter.
The shiftRead control signal asks to read out the result of sorting one by one in the
descending order. As presented at t = 6 in Fig. 6.5b, the maximum values are lined
up in a descending order starting with the left-end PE which has input and output
ports. These values are read out by a systolic array used as the shift register through
Zout and Zin connections. The control signal for shift is shiftRead.
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Fig. 6.6 Systolic algorithm of matrix-vector multiplication

6.3.3 Vector Product of Matrices by 1D Systolic Array

A 1D systolic array can perform the operation of vector product Y = AX. The
operation of an N × N matrix requires N PEs. The systolic algorithm used for
vector product of N = 4 matrices is depicted in Fig. 6.6. In PEs arrayed in the 1D
row, the operation proceeds as follows: elements in X enter the left-end PE, whereas
elements in matrix A enter each PE from above, both successively. Each PE has a
register yi to keep a temporary value of the element in theY vector in addition to input
x element of vector X and an element of matrix A. All PEs execute the calculation
of yi = yi + ax at each step and output x to the right neighbored PE.

At the beginning of the operation, yi of each register is initialized to 0. Then,
y1 = 0 + a11x1 is calculated in PE1. In the next step, y1 = y1 + a12x2 is executed
in PE1 and y2 = 0 + a21x1 in PE2, both being done in parallel. The inputs to PE1
through PE4 are done in a manner where the input to a PE occurs one step later than
that to the left neighboring PE. This sends the data to the PE in a timelymanner.When
these operations are repeated until PE4 keeps the last matrix element, all elements
of vector Y, from y1 to y4, are stored in the PE array. The columns of matrix A are
inputted one element after another. Therefore, the total steps of operations become
2N − 1.
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Fig. 6.7 Systolic algorithm of product of matrices

6.3.4 Product of Matrices by 2D Systolic Array

By extending the 1D systolic array discussed in the previous section to a 2D systolic
array (with a lattice of PEs), it is possible to perform product operations of two
matrices: C = AB. An N × N matrix multiplication requires an N × N systolic
array with N 2 PEs. Figure6.7 is an example of such an operation with N = 4. As in
the vector product of matrices done by 1D systolic array, row and column elements
are input from left and above top, shifting rows and columns. The function of a PE is
the same as that in the previous section. All the internal registers are to be initialized
to 0 at the beginning of the operation. When the last matrix elements of PE44, a44,
and b44, are input, all the resulting elements of Matrix C are in all the PEs. The
number of required steps is 3N − 2.

6.3.5 Programmable Systolic Array for Stencil Computation
and Fluid Simulation

Although the examples introduced in the previous sections were those of simple PE
operations, programmable systolic arrays oriented tomany stencil computations, and
applications for computational fluid dynamics (CFD) and others have been proposed
[13–15].

The structure of a systolic computational-memory array and its PE designed for
stencil computation is shown in Fig. 6.8. This array has a 2D scheme of vertically and
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Fig. 6.8 Systolic computational-memory array and processing element

horizontally connected PEs. As shown in Fig. 6.8b, a PE comprises a computation
unit, a local memory, a switch to send data to all directions of (W, E, S, and N) and
a sequencer to control these elements using a microprogram. Because each PE has a
large local memory and because the whole array is a memory not only for operations
but also for data storage, this systolic array is considered as a computational memory.
The computation unit can execute floating-point multiplications and additions. The
computational sub-lattice data are stored in the local memory. A PE can perform
various computations with a microprogram by repeating data read operations from
the local memory or the neighboring PEs.

As shown in Fig. 6.8a, the systolic computational-memory array operation ismade
from many control groups (CGs). PEs in the same CG are controlled by a common
sequence. They perform parallel processing of SIMD style. In this example, there
are nine CGs inside the 2D array, with four sides and four corners because, in fluid
dynamic computation and others, the computation in a regular pattern is done inside,
whereas computation of different types is done for the boundary condition.

Figure6.9 depicts pseudo-codes for stencil computation and an example of a 2D
lattice with a 3 × 3 star-stencil computation of. As shown in Fig. 6.9b in stencil
computation, an operation for a lattice point is done using data from neighboring
points and the data on which the lattice point is renewed. The neighboring domain,
where the data is referred, is designated as a stencil. The 3 × 3 star stencil shown in
the figure, a fundamental one, is widely used. In 2D operations, the data at all lattice
points are renewed after the same operations with the same stencil are performed
over the lattice.

Figure6.9a shows pseudo-codes for the 2D stencil computation. It has a triple
loop structure consisting of loops for vertical and horizontal directions, and one
for iterating them in a time step n. Function F(), the loop body, represents any
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Fig. 6.9 2D stencil computation [13–15]

operation using data stored in a stencil. The product-sum operation using a weighting
coefficient, shown below, is commonly used as F().

v(i, j) := c0 + c1v(i, j) + c2v(i − 1, j) + c3v(i + 1, j) + c4v(i, j − 1) + c5v(i, j + 1)

Here “:=” stands for the value update after the operation is written at the right-hand
side. The PE in Fig. 6.8b performs the operation shown above for the partial lattice
stored in the local memory, by using a microprogram in a sequencer. Sano et al. have
derived the stencil algorithm by a fractional-step method for fluid dynamical phe-
nomena. There, they repeated stencil calculations with different coefficients shown
above and proved the calculations executionwith the systolic computational-memory
array. Further details can be found in [13–15].

6.3.6 Data-flow Machine

A data-flow machine [16, 17] is a computer architecture that directly contrasts the
traditional von Neumann architecture or control flow architecture. It does not have
a program counter (at least conceptually), and the executability and execution of
instructions is solely determined based on the availability of input arguments to the
instructions, so that the order of instruction execution is unpredictable. Figure6.10
compares the data-flow machine with the von Neumann one. Since the data-flow
machine has no instructions, it can eliminate the bottleneck caused by the instruction
memory fetch of the modern computer execution time.

Although no commercially successful general-purpose computer hardware has
used a data-flow architecture, it has been successfully implemented in specialized
hardware such as in digital signal processing, network routing, graphic processing,
telemetry, and more recently in data warehousing.

A data-flow machine executes the data-flow graph for a given program as shown
in Fig. 6.11. “Fork” copies the given data, “Primitive Operation” outputs the result of
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Fig. 6.10 A Comparison Von Neumann machine (Left) with a data flow machine (Referred by
[16])

Fig. 6.11 Examples of a data flow node

the executed operation, “Branch” executes the conditional jump corresponding to the
signal (True or False), and “Merge” selects the signal corresponding the conditional
signal. Figure6.12 shows the data-flow graph which executes the operations shown
in Fig. 6.10. In Fig. 6.12, “©” denotes the data to be executed, and it is called by the
“Token.” Here we show the value of token in the circle. First, the adder starts the
operation, since two tokens have their values. Then, it generates the execution result.
Next, the latter multiplier and subtractor starts the operation since it has received the
input token. In this manner, it is possible to easily know the inherent data parallelism
in the program to be processed.

Similar to the von Neumann machine, the data-flow machine can realize the con-
ditional jump and loop operations. Figure6.13 shows an example of the conditional
jump. It can be realized by the Branch and the Merge nodes. When the token arrives
at the Branch node, it executes the branch operation, then, it sends the token to the
selected operational node. Finally, the Merge node selects the output correspond-
ing conditional signal. Figure6.14 shows an example of the loop operation. While



6 Hardware Algorithms 153

Fig. 6.12 An example of a data flow node

Fig. 6.13 A branch
operation for a data flow
graph

updating the initial value at theMerge node, it repeats the execution node through the
Branch when the condition is satisfied. There are two types of data-flow machines
that realize programs including loops. One is a static data-driven method, and the
other is a dynamic data driven one. The static one expands all the loops and repre-
sents them as a flatten data-flow, while the dynamic one shares the executing unit
with the processing of the subsequent loops using the data-flow of the loop body.
The static data-driven method is based on a concept of a pure-driven method with a
static data-flow graph. However, in many cases, since the size of the data-flow graph
becomes too large to realize it with a data-flow machine which has a limited hard-
ware resources. On the other hand, in the dynamic data-driven method, execution
nodes in the loop body are shared by computing units, such as adders, subtractors,
and multipliers. Thus, a control circuit must be provided. Otherwise, if multiple
tokens between iterations exist, it is not possible to guarantee the computation result.
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Fig. 6.14 A loop operation
for a data flow graph

Figure6.13 and 6.14 explains such a scenario. If y is updated before updating x in
the loop, the computation result will differ from the expected one.

In the dynamic data-driven method, a tag is attached to the token in order to
distinct present/next tokens in the iteration. It is called a tagged token method, or a
colored (tokenized) one. By using tagged tokens, operations on tokens with the same
tag can be guaranteed.

6.3.7 Static Data-Driven Machine

In the static data-driven method, it is often used to represent the operation and the
operand of a node in a mixed manner. In the data-driven machine proposed by
Dennis [18], the node information of the data-flow graph has the necessary data
for the operation, the storage type of the calculation, and the destination for the
storage. By using this node information as a token packet, the data-driven processing
is realized. Note that, the token does not have tag information. It focuses on the static
data-flow which does not include the loop processing. Figure6.15 shows a hardware
structure and each operand cell for the static data-driven architecture. In Fig. 6.15a,
the operand cell stores the above information, and it represents the data-flow graph
as an instruction of the data-driven machine in the whole instruction having valid
information.

Hereafter, we explain the processing steps. When the operands are complete, the
operation packet is sent through the arbitration network (ANET).This packet includes
all information of the instruction cell, the operation type, and the storage destination
for the result. The operation’s result is transformed as a data token through the
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Fig. 6.15 A static data flow machine (Referred by [17])

distribution network (DNET). Then, it is written to the operand part in the instruction
according to the storage destination (d1, d2, in Fig. 6.15b). Next, the instruction with
the operands sends the operation packet at any time. By following these steps, a
series of data driving driven processes is done.

6.3.8 Dynamic Data-Driven Machine

In the dynamic data-driven method, it separately represents the execution unit and
the operation of the node. This representation can separate the flow graphs and data.
Therefore, there is an advantage that loop processing can be considered by using a
tagged token.

As shown in Fig. 6.16a, Arvind proposed a data-driven machine [19], which con-
sists of N PEs with an N × N crossbar. Figure6.16b shows the operand for the
machine; “op” denotes an operation, “nc” denotes the number of constant to be stored,
“nd” denotes the number to destinations, “constant 1” and “constant 2” denote the
destination address, “s” denotes a statement number for the destination operand, “p”
denotes the input port number for the destination operand, “nt” denotes the number
of tokens for the destination operand, and “af” denotes an assignment function to be
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Fig. 6.16 A dynamic data flow machine (Referred by [17])

used for the determination of a PE assignment. The af has four parameters. Operands
only represent a data-flow, while the execution data are represented by data tokens.
That is, the program (data-flow) and the data are separated. The data token consists
of the statement number for the destination operand, the tag (color), the input port
number, and the destination operand data. By changing the tag, the data-flow graph
can execute the loop operation.

Figure6.16c shows the structure of the PE and the execution steps are conducted
as follows. The input unit receives the data token from the interconnection network
or the output of its own PE. It is executed until receiving the operand data which are
necessary for the execution of the operation. That is, associative search is performed
on the operand memory for the statement number and tags of the data token. Two
operands are necessary considering the case of performing binomial operation. If one
operand has already been received, it is stored in the register. By associative search,
it is possible to check whether the necessary operands for the operation are received.
When the reception of the necessary operands is completed, the next instruction
fetch unit reads the operation information from the instruction memory using the
statement number of the storage destination. The newly arrived operand is read from
the waiting part. At the same time, another received operand is read from the operand
memory. As a result, the necessary information is completed. Then, the calculation
is performed in the ALU. Finally, the operation result as a data token is sent to the
destination storage following the instruction.
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Note that, the “I structure,” which is similar to an array, provides a queuing
function for a simple data structure. In array access in data-driven method, the data
reading of certain array elements may occur before the data generation of ones. After
data writing, a 1-bit existence (presence) bit is used for each element of the memory
in order to guarantee reading. If its value is 1, it indicates that it has been written;
otherwise, it is unwritten. If the presence bit is zero at the reading, it is suspended
until the writing is completed. Thus, it is possible to guarantee synchronous data
access with hardware.

The above is an overview of two data-driven methods and architectures, i.e., static
and dynamic ones. Both of them are different when it comes to arithmetic opera-
tion control. This chapter outlined the earliest first-generation data-driven machines;
however, regarding the second-generation machines, refer to [20].

6.4 Petrinet

A petrinet (also known as a place/transition (PT) net) is a directed bipartite graph, in
which the nodes represent transitions and places. For example, events may occur, and
they are represented by bars, while conditions are represented by circles. The directed
arc denotes pre- and/or post-conditions for the transitions specified by arrows. The
petrinets were introduced in 1939 by Carl Adam Petri for the purpose of describing
chemical processes. A variation of the petrinet is a signal transition graph (STG),
which is used to describe parallel or asynchronous systems.

By converting the data-flow graph shown in Fig. 6.17 to a petrinet, we have a new
graph as shown in Fig. 6.18. The place corresponding to the input data has a token
which represents the data. A condition to activate the transition, which represents
the operation, is that there are at least more than one token on all the input places
connecting the transition. After the activation, it generates a token to the place corre-
sponding to the output. This means that the petrinet can easily represent both the data
flow and its operation for the data-driven method. Figure6.19 shows basic operations
for the petrinet, e.g., parallel operation and synchronization. For more details about
the petrinet and its parallel description, please refer to [21].

6.5 Stream Processing

6.5.1 Definition and Model

A processing method by which successive operations are done for successively
inputted rows of data is referred to as stream processing [22–24]. The data element
might be a single scalar data or a vector data including several words. Although the
processing time is proportional to the number of elements (stream length), because
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Fig. 6.17 An example of a data flow graph

Fig. 6.18 An example of a Petrinet

only one iteration of the processing is executed at a given time, it can process any
giant dataset in a sufficient time. The device for stream processing is not equipped
with memory for all stream data. Data are supplied usually from an external mem-
ory, a network, or sensors. The device is used to process data that are too large to be
stored in its own memory. A use case can be found in statistical information where
inquiries are coming to a server through the Internet. In addition, when using stream
data stored in external memory, an efficient use of data bandwidth by reading out
data regularly with continuous addresses might be expected.

The processing of one element of stream data is designated as a processing kernel.
Figure6.20 depicts a model of stream processing by a single kernel. Here, the input
is a data stream, but the output might be a data stream or might not be dependent on
processing. Additionally, stream processing might be done by connecting processing
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Fig. 6.19 Basic operations for a Petrinet (Referred by [21])

Fig. 6.20 Stream processing
with a single kernel

kernels according to their dependency, as shown in Fig. 6.21. This is an expression
of stream processing by a data-flow graph where the processing kernel is a node in
the graph.

6.5.2 Hardware Implementation

Severalmethods exist to realize the stream-processing concept. As ameans to accom-
plish streamprocessing of high throughput by implementing software, it is possible to
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Fig. 6.21 Stream processing
with multiple kernels

incorporate vector instruction or SIMD instruction into a general-purpose micropro-
cessor. These instructions can rapidly process vector data of definite length. How-
ever, a general-purpose microprocessor presents many limitations on parallelism
and inefficient input and output data streaming caused by deep memory hierar-
chy. Consequently, high-performance stream processing generally requires hardware
implementation.

Designing a high-throughput stream-processing hardware usually depends on a
structure that performs many operations included in a unit processes in parallel. This
structure requires a hardware design based on a parallel processing model such as
pipelining, systolic algorithm, and data-driven approaches. As shown in Fig. 6.21, to
realize stream processing for multiple kernels, given sufficient hardware resources,
kernels designed as pipeline modules can be connected to each other and thereby
statically implement a giant pipeline. If sufficient hardware resources are available to
implement all necessary kernels simultaneously, high-speed stream computing can
be achieved where we can input and output stream elements at each cycle.

What should be managed if sufficient hardware resources are not available? In
such a case, not all the necessary processing kernels can be implemented. Hardware
designers might opt for a design where different kernels share the same hardware
resources and the processing of one stream data element is performed over a longer
time. One discussing an example of such a case, shown in Fig. 6.21, the question that
could be asked is: Where can we implement only half of the hardware resources for
processing kernels? In this case, we can implement amodule for kernel 1 and kernel 2
and another module for kernel 3 and kernel 4, and then we switch the mode, as shown
in Fig. 6.22a. This resembles folding the original data-flow graph to get a smaller
one and making the hardware mapping on it. Therefore, this method is referred
to as folding. When using folding, the hardware works in time-sharing mode, as
shown in Fig. 6.22b. First, the processing of kernel 1 for the input data occurs. Then,
the mode is switched to execute kernel 2. Similar processing is done for kernels 3
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Fig. 6.22 Resource-saved implementation by folding kernels

and 4. Although the cycle time is doubled and the throughput decreases by half, with
a small amount of hardware resources, stream processing can be accomplished.

In the example given above, all kernels work all the time and the operation rate
is 100%. In this case, the operation rate of the folded processing kernel node is
greater than 100%. The throughput decreases as a result. However, as in the case of
conditional branching processing, the rate of operation is naturally less than 100%.
Some kernels might have an operation rate less than 100%, even if aggregated with
the operations of other kernels. Under these circumstances, the hardware resource
consumption might be reduced without lowering the rate of operation in expense of
a complicated control. Figure6.23 demonstrates a simple example of folding with a
rate of operation which is less than 100 Fig. 6.23a including conditional branching,
two operations x + y ∗ z and x ∗ y + z are performed simultaneously. The signal
selector outputs the results of the operation in two kernels with proportions of 90%
and 10%, respectively. Accordingly, the real operation rates of both kernels are less
than 100%. For this case, a module that can process both formulae, while consid-
ering common operations, can be implemented. The computation unit is shared in
this design. Figure6.23b illustrates an example. A multiplier and an adder are imple-
mented for each formula, and one selector is inserted to switch the operations of the
formulae. Only one operation is necessary for one formula. Therefore, the consump-
tion of hardware resources can be reduced without increasing the number of cycles
for one processing iteration of one element of stream data.

In addition, a stream-processing iteration, where some dependence relations
exist between successive elementary processing iterations, might be implemented
by inserting a delay buffer memory. This buffer sends intermediate data of stream
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Fig. 6.23 Folded implementation of underutilized stream processing

Fig. 6.24 Folded
implementation of
underutilized stream
processing

processing to the next elementary processing iteration in a delayed fashion. In the
example presented in Fig. 6.24, in addition to the current output result from process-
ing kernel 1, delay buffer memories to send past data of to processing kernel 2 are
inserted. Stream processing of stencil calculation applying delay buffer memory is
introduced in the next section.
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Fig. 6.25 Stream-processing
hardware for averaging a
series of scalars

Fig. 6.26 Stream-processing
hardware for 3× 3
star-stencil computation
(Fig. 6.9)

6.5.3 Examples of Stream Processing

An example of stream processing to find the average of a scalar array is depicted
in Fig. 6.25. The processing kernel has two registers: acc and numtotal. They are
initialized to zero at the beginning of the operation.Whenever scalar data are inputted,
it is added to acc and numtotal is incremented by 1. At the end of one cycle, acc is
divided by numtotal to get avg; it is outputted as the average of the input data up to
that moment.

Figure6.26 displays an example of hardware for stream processing of 2D iter-
ative stencil computation. This example is for the 2D iterative stencil computation
shown in Fig. 6.9. It generates data stream of lattice data vi, j by traversing the 2D
computational lattice, as shown in Fig. 6.9b in the x direction. In the processing
kernel, the value at lattice point (i, j) is evaluated by function F() using 5 data of
vi, j+1, vi+1, j , vi−1, j , vi, j−1 in a 3 × 3 star stencil. In this case, a delay buffer memory
is used because the previous and subsequent elements are necessary in addition to
the current input element of input data [25]. This buffer memory is referred to as the
stencil buffer memory.

Let X be the width of a 2D computational lattice. The stencil buffer is a 2X + 1
long shift register with a five readout ports for vi, j+1, vi+1, j , vi−1, j , vi, j−1 as shown
in Fig. 6.26. After X cycles, after inputting the data at the current lattice point (i, j),
the data appear exactly at the center of the stencil buffer. The five data in the star-
stencil become readable simultaneously. The operation module makes use of this
data and outputs calculated values at lattice point (i, j). A stencil computation for
2D lattice requires buffers that are proportional to the lattice width. Although the 3D
lattice requires buffers that are proportional to the cross-sectional area of the lattice, it
needs more buffer memory than the 2D one does. Therefore, on-chip memory cannot
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Fig. 6.27 Computational algorithm of incompressible fluid dynamics and its stream-processing
hardware

provide sufficient capacity for a large 3D lattice. In this case, the calculation lattice
can be divided into smaller partial lattices which are then computed one by one.

Ahardware example ofmultiple computing stages for streamprocessing of incom-
pressible fluid dynamics is shown in Fig. 6.27. As depicted in Fig. 6.27a, the algo-
rithm, based on the fractional-step method used in CFD, comprises four stages of
operations [13, 26]. It is known that each stage is of stencil computation, which refers
to neighbors of each lattice point in the orthogonal lattice. For this reason, each step
is implemented by stream-processing hardware which is composed of the stencil
buffer memory and the computation module, as shown in Fig. 6.26. It is possible to
construct stream-processing hardware to perform fluid computation for a single time
step by the in-line connection of hardware for each computing stage [26]. Part of the
iterative solution of a Poisson equation is implemented using a fixed construction
with an n element array of hardware for one-iteration stencil calculation. This result
is based on the experience that, although sufficient implementation has been done
with conventional iteration methods to reduce the residual to a sufficiently small
magnitude, the iterations were normally less than a definite number. The description
above is a proposed solution to the case in which there is no definite number of
iterations. However, the method and conditions should be thoroughly examined to
address any practical problem.
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Fig. 6.28 Von Neumann
neighborhood

6.6 Cellular Automaton

A cellular automaton is a discrete model studied in computability theory, mathemat-
ics, physics, complexity science, theoretical biology, and microstructure modeling.
The concept was originally discovered in the 1940s by von Neumann [27]. It consists
of a regular grid of cells, each in one of a finite number of states, such as on and
of f [28]. The grid can be in any finite number of dimensions. For each cell, a set
of cells (referred to as neighborhood) is relatively defined to the specified cell. An
initial state (time t = 0) is elected by assigning a state for each cell. A new generation
is created according to some fixed rules that determine the new state of each cell in
terms of the current state of the cell and the states of the cells in its neighborhood.
Typically, the rule for updating the state of cells is the same for each cell and does not
change over time and is applied to the whole grid simultaneously, though exceptions
are known.

Figure6.28 shows an example of the neighborhood. Let K be the number of
states for each cell. Then, five cells including the center have K5 states. Thus, there
are KK 5 rules of cellular automaton based on the neighborhood. The well-known
cellular automaton is a life game which can be specified with the following rules for
K = 2.

• Born: If there are more than or equal to three living cells around the dead cell, then
it lives in the next step.

• Living: If there are two or three living cells around a living cell, then it survives
in the next step.

• Dead: Otherwise, it dies in the next step.

A finite cell is widely used to simulate the cellular automaton. Generally, although
it is implemented assuming a finite rectangle, an implementation of the boundary
becomes a problem. There is a method of treating all boundaries as a constant; how-
ever, the disadvantage is that the number of rules increases. Another way is to make
it as a torus [29], which simulates an infinite rectangle by connecting upper, lower,
left, and right respectively, and filling an infinite plane with the same rectangle in the
same plane. Figure6.29 shows a cellular automaton circuit using a torus connection
by placing PEs in a 3 × 3 grid pattern. In the case of the game of life, the PE has the
state of each cell, and it executes the above rules for each step. Then, it updates the
state of the cell in the next step.
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Fig. 6.29 Cellular automata
circuit using a 3× 3 PE

Since all the inputs and outputs in a cellular automaton circuit are parallel, it is
highly compatible with FPGA implementation. Also, it has the possibility to surpass
the existing von Neumann architecture. In practice, as the number of rules to be
computed increases, the throughput can be improved using pipeline circuits. In recent
years, an attempt has been applied to build more physical cellular automata from the
viewpoint of materials, rather than circuits or devices [30]. It is expected to replace
the existing vonNeumann-type architecture by applying these realizations to FPGAs.

6.7 Hardware Sorting

In computer science, a sorting is an algorithm that puts n elements of a list in a
certain order. The most-used orders are numerical order and lexicographical order.
FPGA-based hardware accelerations for sorting are widely used for database, image
processing, and data compression. Here, we introduce a sorting network and a merge
sort tree that are suitable for hardware implementation.

The simplest sorting algorithm for hardware implementation is the sorting network
[31], based on the bubble sort. This algorithm sorts the neighboring elements in
parallel. Figure6.30 shows the sorting network of four elements. It consists of the
exchange units (EUs)which sort the neighboring elements. In this circuit, the number
of wires is n. Each element passes at most n − 1 EUs. In this case, since it can be
performed in parallel, we can realize a fully pipelined EU circuit to increase the
throughput. Note that, since it requires n-parallel wires, the amount of hardware
tends to be large. The known sorting network on FPGA is the Batcherfs odd–even
merge sort [32].

The other type of hardware sorting algorithms is the merge sort tree [33], which
is based on the binary tree structure where each vertex is realized by the EU. This
circuit has many FIFOs in the input and output, and performs the sorting in parallel.
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Fig. 6.30 A sorting network for four elements

Fig. 6.31 An example of a marge sort tree for four elements

Figure6.30 shows an example of the merge sort tree for four elements. In the merge
sort tree, the input is a sequence to be sorted, and in each level of the tree, the
sorted sequence is sent to the next level through the FIFO. Therefore, it is possible
to increase the throughput by inserting a pipeline register for each level. To realize a
high speed and small area on the FPGA, a combination of sorting network and merge
sort tree shown in Fig. 6.31 has been proposed [34].
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6.8 Pattern Matching

One of the killer applications for FPGA is the pattern matching which finds a given
pattern in the data. Pattern matching algorithms are roughly categorized to an exact
matching, a regular expression matching, and an approximate matching. In this
section, we introduce the different algorithms for these matchings.

6.8.1 Exact Matching

An exact matching finds a fixed pattern; however, each element of the pattern takes
three values, i.e., one, zero, and don’t-care which can take both zero and one. Typi-
cally, the exact matching can be realized by a content addressable memory (CAM)
[35]. Here, we introduce the index generation unit (IGU) N6.8-3 which is a CAM
emulator, then we implement it on FPGA.

Let us suppose that the index generation function f is as shown in Figs. 6.32 and
6.34 shows the decomposition chart for f. In Fig. 6.34, the label in the right side
denotes X1 = (x2, x3, x4, x5), the label in the left side denotes X2 = (x1, x6), and the
entry denotes the function value. Note that, each column has at most one nonzero
element. Thus, f can be realized by a main memory whose input is only X1. The
main memory maps a 2n sets to k + 1 sets. This is an ideal case; however, in most
cases, we must check X2 since f may cause mismatch. To do this, first, we store the
correct X2 to an auxiliary (AUX) memory. Then, we use a comparator to generate a
correct f when f is equal to X2; otherwise, it generates zero. Figure6.33 shows the
IGU. First, we read the q from the main memory corresponding to p bit X1. Then,
X02 is read from the AUX memory corresponding to q. Next, q is generated if X02
is equal to X2; otherwise, it generates zero.

Figure6.35 shows an example of the IGU realizing the index generation function
shown in Fig. 6.32. When (x1, x2, x3, x4, x5, x6) = (1, 1, 1, 0, 1, 1), the index “g6”
corresponding to X1 = (x2, x3, x4, x5) = (1, 1, 0, 1) is read. Then, X02 = (x1, x6) =
(1, 1) corresponding to X02 = (x1, x6) = (1, 1) is read. Next, the correct signal is sent

Fig. 6.32 An example of an
index generation function
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Fig. 6.33 An index generation unit (IGU)

Fig. 6.34 An example of a decomposition chart for an index generation function

Fig. 6.35 Operation for an IGU

to the AND gate, then “g6” is generated. Since the IGU realizes a mapping which
generates k + 1 sets from given 2n sets, its memory size is drastically reduced from
O(2n) to O(2p). The theoretical analysis of the IGU is introduced in [36], and the
applications for the IGU are presented in [37, 38].
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6.8.2 Regular Expression Matching

A regular expression consists of a character and a metacharacter which represents
a set of a strings. Various network applications use regular expression matchings
to detect malicious data in incoming packets. Regular expression matchings spend
a considerable fraction of the total computation time for these applications. The
throughput using the Perl compatible regular expression (PCRE) library on a general-
purpose MPU is up to hundreds of megabits per second (Mbps), which is too slow
for most applications. Thus, a dedicated circuit for regular expression matchings is
required. For network applications, since the high-mix low-volume production and
the frequent update for new protocols are required, FPGAs are widely used. With
the advent of FPGAs embedding dedicated high-speed transceivers for high-speed
networks, we expect extensive use of FPGAs in the future.

Regular expressions are detected by finite automata (FA). In a deterministic finite
automaton (DFA), for each state and each input, there is a unique transition. While in
a non-deterministic finite automaton (NFA), for each state and each input, multiple
transitions may exist. In an NFA, there exist ε-transitions to other states without
consuming input characters.

Most of the proposed regular expression matching circuits are based on finite
automata. An Aho–Corasick DFA (AC-DFA) [39] is a known algorithm. A combina-
tion of the bit-partitioned AC-DFA and theMPU is proposed [40]. Also, Baeza-Yates
proposed the NFA algorithm based on a shift and bitwise AND operations [41], and
its hardware realization on an FPGA is proposed [42]. A resource-efficient FPGA
realization by prefix and postfix sharing of regular expressions [43], and mapping
repeatedly appearance parts of regular expressions into a Xilinx FPGA primitive
(SRL16) [44] have been also published.

Hereafter, we introduce the NFA-based regular expression matching algorithm
which is suitable for FPGA realization. Figure6.36 shows a conversion from a regular
expression toNFA. In Fig. 6.36, ε denotes the ε-transition, and the gray circle denotes
the accept state. Figure6.37 shows the NFA representing the regular expression
“abc(ab) * a”, and shows the state transition for the input string “abca”. For each
element in the vector corresponding to the state in the NFA, and ‘1’ denotes the active
state. Figure6.38 shows the circuit for the NFA shown in Fig. 6.37. To emulate this
NFA, a memory is used to detect a corresponding character, and the detection signal
is sent to the matching element (ME). The ME emulates the state transition, and
generates the match signal. In the ME, the FFs store the vector shown in Fig. 6.37,
where i denotes the transition signal from the previous state; o denotes the transition
signal to next state; c denotes the character detection signal from the memory; ei and
eo denote the in/out signals from the ε-transition.

Figure6.39 compares the NFA [42] with the DFA [40] with respect to the com-
plexity of the parallel execution hardware. Even if we apply the bit-partition which
reduces the amount of hardware, the complexity still holds O(Σ sm). When the num-
ber of rules for the regular expression increases, the amount of memory tends to be
exponentially large for the DFA based realization, while the NFA-based one does
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Fig. 6.36 Conversion from a regular expression to an NFA

Fig. 6.37 An NFA accepting ‘abc(ab) * a’

Fig. 6.38 Circuit for an NFA
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Fig. 6.39 Comparison of
complexities

not increase the amount of memory. Thus, the NFA-based one is suitable for FPGA
implementations.

6.8.3 Approximate Matching

An approximate matching consists of finding an edited pattern in a text. It finds a
corresponding pattern in the text while deleting, replacing, and inserting a character.
Many approximate matchings are based on dynamic programming. Approximate
matching is used in bioinformatics to evaluate similarity between theDNAsequences.

Let “ACG” be a text, and “TGG” be a pattern. Then, we compute the edit distance:

1. Delete “A” from the text “ACG,” then we have “CG.”
2. Delete “C” from “CG,” then we have “G.”
3. Insert “G” to “G,” then we have “GG.”
4. Insert “T” to “GG,” then we have the text “TGG,” which corresponds to the given

pattern.
5. Terminate.

In this example, we set the editing score for both the insertion and deletion to
1. Since the replacement includes insertion and deletion, its score is 2. The above
example showed that the editing score between “ACG” and “TGG” is 4.

Figure6.40 shows a system for an approximate matching. The host PC sends a
text and a pattern. The matching system reads the text from the buffer memory, and

Fig. 6.40 System for an
approximate matching
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Fig. 6.41 An example of an
approximate matching graph

then the editing calculating circuit computes the editing score for a part of the text
and the pattern. The controller stores the address whose position of the text and its
minimum editing score to the FIFO. The system shifts the text for calculating the
score.When all the text is matched, the host PC reads the position of thematched pat-
tern and its minimum score from the FIFO. Then, the edited pattern is computed. For
approximate matching, since the calculation time for the editing score is dominant,
FPGA accelerators are desired.

The editing score between two strings can be calculated using dynamic program-
ming. The Needleman–Wunsch (NW) algorithm [45] computes the minimum value
of the editing score of the entire text and a pattern, while the Smith–Waterman (SW)
algorithm [46] computes the editing score of a part of text and a pattern. Here, we
introduce the basic algorithm for calculating the minimum value of the editing score
between two strings using dynamic programming.

Let P = (p1, …, pn) be a pattern, and T = (t1, …, tm) is a text. Suppose that
the matching graph for an approximate string, which has (n + 1) × (m + 1) vertices
labeled by each column and row. For a coordinate (i, j), a vertex vi , g j is placed. We
assume that the upper-left vertex is set to (0,0), and the coordinates (i, j) increase
toward the lower-right vertex (n, m). For 0 <= i <= n − 1 and 0 <= j <= m − 1,
there are edges connecting vi, j to vi+1, j and others connect vi, j to vi, j+1. Also, there
are diagonal edges connecting vi, j to vi+1, j+1. Figure6.41 shows an example of the
approximate matching graph for the text ACG and the pattern TGG.

Let sdel be an editing score for deletion, sins the score for insertion, and ssub
the score for replacement. Here, we set sdel = 1, sins = 1, and ssub = 2. For each
vertex vi, j , we must make sure to edit score of a subpattern Pt = (p1, p2, . . . , pi )
and subtext T t = (t1, t2, . . . , t j ). We define that the vertex score denotes the editing
score for each vertex. The minimum vertex score for vi, j is obtained by the following
expression:
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vi, j = min

⎧
⎪⎪⎨

⎪⎪⎩

vi−1, j−1

vi−1, j + sins +
{
0 i f pi = t j
ssub otherwise

vi, j−1 + sdel

(6.1)

By applying the above expression recursively from the vertex v0,0 to vn,m , we can
obtain the minimum editing score. The following algorithm shows how to obtain the
minimum editing score:

Algorithm

Input: Text T with length m, and pattern P with length n.
Output: Minimum editing score at vertex vn,m .

1: vi,0 ← i, (i = 0, 1, . . . , n), v0, j ← j, |( j = 0, 1, . . . ,m)

2: for j ← 1 until j ≤ m + n − 1 begin
3: for i ← 1 until i ≤ n begin
4: if 0 < j − i + 1 ≤ m, compute vi, j−i+1 with Eq.6.1.
5: i ← i + 1
6: end
7: j ← j + 1
8: end
9: Let vn,m be edit distance and stop.

Here, we assume that n � m. For example, for an alignment in bioinformatics,
n = 103 and m = 109. An algorithm, which calculates the minimum editing score
by dynamic algorithm, is called the Naive method. It uses a processing element (PE)
[47] to calculate each column of the approximate matching in parallel. Figure6.42
shows the architecture of the PE for the Naive method. In this figure, s denotes the
number of bits for each character, n denotes the number of characters in the pattern.
To directly perform recurrent expression, the naive method receives a text (t in) and a
pattern (p in). Then, it selects the replacement score or not through the corresponding
detection circuit. At that time, for each vertex, it calculates the editing score. Then,
it selects the minimum score selector to generate the minimum one.

Each PE calculates the score corresponding vertex, then outputs it in parallel.
Note that, t denotes the time stamp. We consider the data dependency to compute
the vertex vi, j by the PEi. To compute vi, j , three pieces of data for vi, j−1, vi−1, j ,
and vi−1, j−1 are necessary. At time (t – 1), since vi, j−1 is the output value of the
PEi , it is obtained by the feedback loop. Also, vi, j−1 is obtained by the output of
PEi−1. At time (t – 2), vi−1, j−1 is obtained by PEi−1 and is retained by a register.
The cascaded PEs shown in Fig. 6.42 computes the approximate matching graph in
parallel. In other words, it performs the naive method shown in steps 3–6 of the
above algorithm. Thus, its computation complexity becomes O(m). More details of
the circuit on FPGA have been demonstrated in [48].
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Fig. 6.42 A processing element (PE)
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Chapter 7
Programmable Logic Devices (PLDs)
in Practical Applications

Tsutomu Maruyama, Yoshiki Yamaguchi and Yasunori Osana

Abstract Until the 2000s, FPGAs were mostly used for prototyping of ASIC chips
or small-quantity products for limited application areas. Nowadays, FPGAs are used
in various applications: high-performance computing, network processing, big data
processing, genomics, and high-frequency trading. This chapter picks up the most
exciting applications of FPGAs.

Keywords HPC · Network processing · Big data processing · Genomics
High-frequency trading

7.1 Introduction

7.1.1 History Summary of PLD

The concept of a programmable logic device (PLD) appeared in the late 1960s.
The programmability of a chip called “reconfigurability” attracted a lot of engineers
and academics and placed big hopes on PLDs. However, it was still early to start
discussing the shift from application-specific integrated circuits (ASICs) to PLDs
because PLDs did not reach the level that satisfies industrial demands such as size,
computational speed, power consumption, reliability, and chip cost.

The quick growth of semiconductor industries [1, 2] has moved PLDs from inad-
equate to good in terms of size, computational speed, and power consumption. For
example, the transistor count of the latest and largest PLDs reaches over 20 billion,
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and therefore, PLD engineers can freely design their circuits on PLDs [3, 4]. Regard-
ing operating frequency, high-speed PLDs, whose working frequency reaches 1.5
GHz, were introduced to the market [5]. The power consumption of PLDs has been
reduced by bias voltage reduction, new technology node, thin-oxide gates, and so
on.

Besides, some coarse-grained reconfigurable devices [6–11] and dynamic recon-
figuration [12–14] have been proposed to contribute to the improvement of the energy
performance ratio of PLDs [15, 16]. The increase of reliability enables PLDs to be
used in finance [17], aerospace [18], and automobile systems [19]. The number and
kinds of PLD products have been increasing, and the unit price has been dramatically
decreased. Moreover, some nonvolatile technologies such as Spin-Transfer-Torque-
Switching MOSFET (STS-MOSFET) [20] and atomic switch [21] begin to come
into the practical use of PLDs. Thus, many industries start to reaffirm the increasing
significance of PLDs furthermore.

7.1.2 PLD Market Size and Future Prospects

The estimate of the size of future PLD markets is a good measure to evaluate the
growth potential of PLDs. Engineers and academics expect that PLDs will be widely
accepted in various fields in the future.

The average annual growth rate of PLD markets is about 8.1%, and experts esti-
mate that the market size will reach 10 billion USD in 2020 [22]. Indeed, PLDs
are spreading in the Internet of Things (IoT), artificial intelligence (AI), big data,
autonomous driving, and robot applications. If we consider not only PLDs (chips)
but also PLD products, the market size including those PLD-related products will be
beyond 100 billion USD. It is inevitable that these estimates enhance the significance
of the research and development of PLDs to lead to future IT systems.

The remaining parts of this chapter examine the needs and features of FPGAs
in modern applications. Section7.2 presents high-performance computing (HPC)
systems, including the HA-PACS/TCA. FPGAs have been used as communication
acceleration chips to improve the effective performance dramatically. Section7.3
deals with an FPGA-based network switch and discusses the advantages and lim-
itations. Sections7.4 and 7.5 present FPGA-based systems for search engine and
genome informatics, respectively. Section7.6 is dedicated to the acceleration for
high-frequency trading in electronic trading (e-trading), and Sect. 7.7 shows how an
FPGA-based system finds space debris efficiently.



7 Programmable Logic Devices (PLDs) in Practical Applications 181

7.2 PLDs/FPGAs in High-Performance Computing (HPC)

7.2.1 High-Performance Computing (HPC) Overview

The TOP500 and Green500 lists represent the ranking of the 500 fastest and energy-
efficient supercomputers in the world since 1986 [23] and 2007 [24], respectively.
Green500 requires not only the power-performance efficiency but also the absolute
performance. Therefore, the list requires that the system must be ranked in TOP500.
These rankings have been updated twice a year: in June and November. Figure7.1
shows the TOP500 performance development between 1993 and 2015. In this figure,
FLOP/s means floating-point operations per second.

The TOP500 list is often compared to Formula One car racing, and therefore, it
conjures the image of a computational speed competition between supercomputers.
Although it may remind us of the development of an acceleration chip such as GPU,
a parallel computing system, called supercomputer, requires not only the computa-
tional performance but also how to connect computation units tightly. To be clear,
the TOP500 is a three-legged race for computers; the total performance decreases
rapidly when the performance of one system is slow. A supercomputer requires not
only a high-speed accelerator but also a high-speed communication framework. For
example, the K computer, manufactured by Fujitsu, adopts a highly dimensional
communication topology [25]. The interconnect, called Torus fusion (Tofu), is a
three-dimensional torus three-dimensional mesh interconnect. Using the Tofu inter-
connect, theKcomputer efficiently usesmore than 88,000processors simultaneously.
The following section describes an HPC system with a tightly coupled architecture
on FPGAs.
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7.2.2 HPC System with CPU, GPU, and FPGA

TheHPC system series, of the Parallel Advanced system for Computational Sciences
(PACS/PAX), is a supercomputer familymanufactured by theUniversity of Tsukuba.
The PACS/PAX series has pursued a tightly coupled architecture between CPU and
memory formore than 30years. For example, the performance ratio ofCPU,memory,
network achieved 1:4:1 on the sixth generation called CP-PACS, which brought the
fastest performance in the TOP500 in November 1996.

The eighth generation, HA-PACS, adopted GPUs as computational nodes [26],
and it was the first attempt in this family. In the early GPU period, GPUs could not
share the data efficiently. For example, each GPU had to move the shared data twice
between main memory and local memory1 for each computation. Moreover, the data
transfer required protocol translation for the communication, and it made the latency
larger. Thus, for efficient parallel GPU computing, HA-PACS tried to implement a
high-speed communication architecture between GPUs.

To solve these problems, tightly coupled architecture (TCA) was proposed, based
on PCI Express Adaptive and Reliable Link (PEARL) [30], and then PCI Express
Adaptive Communication Hub (PEACH) [31] was developed and implemented
on an FPGA. Figures7.2 and 7.3 show the PEACH2 board and HA-PACS/TCA,
respectively.

FPGAs have sufficiently brought performance improvement for HA-PACS. The
actual and ideal performances of the HA-PACS base cluster were 421.6 TFlop/s
and 778.128 TFlop/s, respectively. The actual and ideal performances of the HA-
PACS/TCA were 277.1 TFlop/s and 364.3 TFlop/s, respectively. Thus, PEACH2
could improve the performance efficiency from 0.541 to 0.761. In November 2013,

1Current GPUs have proposed many solutions for parallel computing such as GPU direct commu-
nication (GPUDirect) [27], high-speed interconnect (NVLink) [28], and large cache/local memory
such as adopting HBM [29].
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Fig. 7.3 HA-PACS/TCA system

the HA-PACS/TCA took the 134th place at the TOP500 and the third place at
the Green500 since it can achieve 3.52 GFlops/W. Also, in June 2014, the HA-
PACS/TCA took the 164th place at the TOP500 and the third place at the Green500.

In the HA-PACS/TCA, PEACH2 provides the framework which enables a GPU
to communicate with another GPU directly. To be more specific, PEACH2 extended
the PCIe link to GPU communication.2 Technically, PEACH2 is a router that extends
the communication between PCIe root complex and endpoints to GPU communi-
cation, as shown in Fig. 7.4. Thus, as illustrated in Fig. 7.5, the GPU data transfer
was simplified from “GPGPU mem → CPU mem → (InfiniBand/MPI3) → CPU
mem → GPGPU mem” to “GPGPU mem → (PCIe/PEACH2) → GPGPU mem”.
Moreover, PEACH2 could also achieve low-latency communication thanks to using
only PCIe protocol.

The question that may arise now is: how efficient was the communication perfor-
mance of PEACH2? PEACH2 has four PCIe Gen2 ports which has eight lanes.4 The
number of PCIe ports is limited by the used FPGA and not from PEACH/PEARL.5

In the ping-pong latency, it was 2.0µs when GPU-to-GPU direct communication
was used in PEACH2. It is sufficiently small because the ping-pong latency of CPU-
to-CPU communication is 1.8µs. Thus, it has enough competitive power compared
to MVAPICH2 v2.0-GDR whose latency with GDR and without GDR are 4.5 and
19µs, respectively [35]. In the ping-pong bandwidth, the CPU-to-CPU performance

2Some switch products adopt the same concept, and Bonet Switch [32] is a PCIe Gen2 off-the-shelf
product.
3Message Passing Interface (MPI) is a parallelization application programming interface (API) for
distributed memory-based architectures. Please refer to [33].
4The link speed is equivalent to InfiniBand 4× QDR (32 [Gbit/s] = 4 × 8 [Gbit/s]).
5PEACH3 project is running [34], and it supports PCI Express Gen3.
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on PEACH2 is around 3.5 GBytes/s and the performance efficiency achieves about
0.95 of the ideal performance, 3.66 GBytes. Also, the GPU-to-GPU performance on
PEACH2 is around 2.8 GBytes/s; however, the performance of MVAPICH2 v2.0-
GDR becomes higher than PEACH2 if the payload size becomes larger than 512
KBytes. In the operation of HA-PACS/TCA, both PEACH2 and MVAPICH2 v2.0-
GDR are used on a case-by-case basis [36]. To make a breakthrough in the HPC
field, such technological trials are further required.
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7.3 PLD/FPGA in a Network

7.3.1 Role of Switches in a Network

In a computer network, a network switch is a computer networking device that
establishes the communication among computers and network switches. Specifically,
it carries small data blocks called packets that include the source, destination, data.
These network switches can be classified into two broad categories: layer-2 switches
and layer-3 switches from the viewpoint of functionality.

Figure7.6 shows an example where a packet is transported from PC0 to PCz by a
layer-2 switch. In this figure, a packet sent by PC0 is transported to PCz according to
process 1© to 6©. The network bandwidth increases when switches that construct a
network can use MAC address tables efficiently. For example, multiple packets can
be transported by switches simultaneously if all destinations and all sources were
registered on tables.

The question is: how can we further increase the network bandwidth? Embed-
ded CPUs can be replaced by high-end CPUs for the packet control. However, the
processing overhead is more than 1µs [37], and thus not software implementation,
but hardware implementation is required. PLD/FPGA is one good candidate for the
reduction of the network latency. An efficient hardware implementation can expect
further reduction of the switching latency [38].

7.3.2 FPGA Performance Upgrade as a Network Chip

FPGAs have introduced high-speed transceivers for high-speed serial interfaces since
around 2000. Table7.1 shows the FPGA performance upgrade from the standpoint
of a network chip. In Table7.1, the speed per transceiver has increased by about
ten times in the past decade, reaching 32.75 Gbit/s in 2015. However, it is hard
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Table 7.1 Performance upgrade of high-speed transceivers on Xilinx FPGAs

Year Family Transceiver (maximal I/O
speed, # of transceivers)

2002 Virtex 2 Pro Rocket IO (3.125 Gbit/s, ×24)

2004 Virtex 4 Rocket IO MGT (6.5 Gbit/s,
×24)

2006 Virtex 5 Rocket IO GTX (6.5 Gbit/s,
×48)

2009 Virtex 6 GTX (6.6 Gbit/s, ×48) + GTH
(11.18 Gbit/s, ×24)

2010 Virtex 7 GTH (13.1 Gbit/s, ×72) +
GTZ (28.05 Gbit/s, ×16)

2013 UltraScale GTH (16.3 Gbit/s, ×60) +
GTY (30.5Gbit/s, ×60)

2015 UltraScale+ GTY (32.75 Gbit/s, ×128)
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to keep the high signal integrity of high-speed transceivers at a higher frequency.
Therefore, it is difficult to increase the transceiver speed at the same pace as before
in the next decade. Toward high-speed and low-latency switching, the number of
transceivers per FPGA chip has to increase, and efficient hardware IP cores should
also be supported.

Figure7.7 shows the relationship between the total bandwidth and the size of on-
chip memory per FPGA, where the memory size of UltraScale+ is the sum of BRAM
and UltraRAM. The size of on-chip memory affects the performance of not only the
bandwidth but also the packet filtering/classification, and it is positively correlated
with the total bandwidth. Thus, it is not an exaggeration to say that FPGA is a network
chip because it has been equipped with the latest transceivers and sufficient on-chip
memory in every generation. There are many network products with FPGAs such as
Exablaze [38], Arista [41], Cisco [42], Mellanox [43], Simplex [44].
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7.3.3 PLD/FPGA and Software-Defined Networking (SDN)

First, a network flow is composed of network packets that include a packet header
and a payload. A packet header contains the information of communication type
such as destination, used network port, and protocol. If a network packet were a
postal package, the packet header would express the address and the postal type of
the package. Thus, by using network switches, we can control the network flow.

During the packet transfer, network switches autonomously collect routing infor-
mation based on the information of packets already carried. The collected data can be
summarized in Fig. 7.6, and a cache table can be used to reduce the control processes
for the same header that has been already sent. However, it is hard to realize network
virtualization, dynamic rule change, and network simulation for secure communica-
tion based on the current framework. Thus, a new framework called software-defined
networking (SDN)6 has been proposed [45].

SDN has been proposed since the 1990s [46] and widely accepted since Open-
Flow [47] protocol were established by Open Networking Foundation [48]. FPGA
vendors and third-party companies are also interested in its hardware implementation
as is the case for SDNet by Xilinx [49] and SDN CodeChip by Arrive [50]. There
are a lot of research of SDN on FPGAs [51–57]. The packet classification problem,
as shown in Fig. 7.8, is one of the main issues.

A network switch receives a packet and transfers it to an appropriate port, though
it might be discarded by the rule stored on the switch [58]. Thus, the packet clas-
sification problem is how efficient a switch can complete these controls. To realize
high-speed and highly reliable networks, we need to consider latency, bandwidth,
and rule complexity. FPGAs are expected to overcome these problems by direct
hardware computing and reconfigurability.

6Software-defined networking (SDN) is also known as software-defined infrastructure (SDI) or
software-defined data center (SDDC).
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7.3.4 Packet Classification and Its System Configuration

This section gives an overviewof system configurationwith FPGA.Anetwork switch
must store received packets on a storage such as on-chip or off-chip memory during
the analysis of a packet. Figure7.9 shows the difference between off-chip and on-
chip memories. The current off-the-shelf system is commonly composed of memory
chips, a CPU, and a network engine.

Figure7.9 follows this current situation, but SoC-FPGA may soon change it.
The left portion of Fig. 7.9 shows a CPU-based implementation where the CPU

analyzes and classifies the received packets. All the packets are stored in thememory,
at least once. Here, the computation based on network protocol difference (such
as Transmission Control Protocol (TCP), User Datagram Protocol (UDP), Internet
Control Message Protocol (ICMP), and Address Resolution Protocol (ARP)) is a
bit complicated. Thus, the computation on a CPU can provide the answer and the
feasibility of CPU implementation can be evaluated by how it solves the memory
bottleneck [59]. The center and right sides of Fig. 7.9 show the system configuration
where a network engine (NE) is the main computation unit of packet classification.
In these cases, the main unit is implemented on ASICs or FPGAs. It enhances further
the performance improvement, but the system cost also increases.

Table7.2 shows a particular flow of computing a packet classification. In the left
side of Fig. 7.9, a network packet comes to a network port, and it passes through
the NE (Lcpu0), CPU (Lcpu1), and memory (Lcpu2). CPU reads the packet from the
memory (Lcpu3) and identifies the packet header. Then, the packet goes back to the
NE (Lcpu4) and is forwarded to the network through the appropriate network port
(Lcpu5).

If the latency of a packet transfer between two chips is 500 ns, the latency of the
left, center, and right sides in Fig. 7.9 are 3, 2, and 1µs, respectively. The network
packets go through many switches, and the latency should be minimized for efficient
communication. The latency of each switch should be within 1µs in high-speed
networks. Thus, the type of current off-the-shelf network switches is the center and
right architectures in Fig. 7.9.

Intel has announced a new FPGA that integrates a Xeon E5-2600v2 (Ivy Bridge)
and a Stratix V FPGA [60]. Furthermore, FPGAs start to support high-speed memo-
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Table 7.2 Comparison of latency in Fig. 7.9

Left Center Right

Network → network
engine

Lcpu0 Ccpu/ne0 Rcpu/ne0

Network
engine → CPU

Lcpu1 Ccpu1 Rcpu1

CPU → memory Lcpu2 N/A N/A

Memory → CPU Lcpu3 N/A N/A

CPU → network
engine

Lcpu4 N/A N/A

Network
engine → memory

N/A Cne1 N/A (on-chip)

Memory → network
engine

N/A Cne2 N/A (on-chip)

Network
engine → network

Lcpu5 Cne3 Rne1

ries [61, 62] such asHybridMemoryCube (HMC) [63] andHighBandwidthMemory
(HBM) [29]. This movement accelerates the shift of network switches to the right
side of Fig. 7.9.

7.3.5 Content-Addressable Memory (CAM) and FPGA

The packet classification on FPGAs has applied some approaches, such as hash
table implementation [64] and n-branch tree search [65]. This section introduces
another implementation, called content-addressable memory (CAM) [66, 67], which
is highly compatible with FPGAs.7

The behavior of CAM differs from that of standard memories. For example,
CAM returns address(es) but not data onto the memory. Figure7.10 illustrates such
a difference. In packet classification, a network switch compares a destination IP
with the IP list on the CAM, and then the appropriate port is selected by using the
returned address and some rule sets stored in standard memories.

In general, IP address search is little to use an exact match search; instead, a part
of the target address is used, such as subnet. Thus, CAM can be roughly classified as
binary CAM (B-CAM) and ternary CAM (T-CAM). As shown in Fig. 7.3, T-CAM
can treat don’t-care (“x”) in the comparison. Here, T-CAM may propose multiple
address candidates due to the presence of the “x”. In general, T-CAM outputs the

7The history of CAM can be traced back to the 1950s when memory appeared. Since it is a funda-
mental concept of memory implementation, it has always been discussed in FPGA companies [68,
69] and academics [70]. Besides, the latest CAM chip [71] is attractive to implement network
applications.
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lowest address among these candidates. For instance, in Fig. 7.10, T-CAM has two
candidates “00”, and the lower address “01” which is output. Efficient algorithms of
data store and read will be a challenging research topic if the lowest address is not
appropriate for a given application. However, the question that remains is: how fast
is a CAM in search problem?

In a network search engine, R8A20686BG-G by Renesas [72, 73], that includes
T-CAM, the performance achieves two billion searches per second. The theoretical
performance is 300 Gbit/s because it has two Interlaken LA ports. One search request
runs a single CAM access, and the search time is constant regardless of the bit width
of the search word and the number of registered entries. The latest Xilinx FPGA has
nine Interlaken IP cores, and some studies have proposed a proper implementation
for CAM [64, 65]. Although CAMs require a larger number of transistors compared
to a standardmemory, as discussed in [74], the advantage of CAM seems to outweigh
the drawbacks soon. The implementation with FPGA and CAM will be one option
to implement network processing.

7.4 Big Data: Web Search

Web search engines have enabled easy search for basic and essential knowledge, by
allowing access to numerous documents distributed in different Web sites in all over
the world. Once a search keyword is entered, huge databases are scanned to find the
Web pages containing this keyword. Then, the Web pages are scored and sorted in
terms of their relevance with the keyword, before the list is displayed on the user
screen.

Originally, search engines were built on PC-based server clusters. But now, they
are facing the “power wall” that limits the scale of data centers. So, to avoid stopping
the continuous evolution of Web search engines, breakthrough in power efficiency
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is an urgent requirement. This section briefly reviews Microsoft’s Catapult FPGA
accelerator in Bing search engine.

7.4.1 Overview of Bing Search

Queries (or search terms) from user is received by the front-end of the Bing engine.
The front-end searches the query cache and then transfers the query to another server
called Top Level Aggregator (TLA) on cache miss. Then the TLA transfers the query
to 20–40Mid Level Aggregator (MLA) servers again. Each server rack has oneMLA
server, thenMLAqueries 48 Index FileManagers (IFM) nodes in the same rack. Each
IFM performs rank calculation of the query on about 10,000–20,000 documents, and
the results are aggregated byMLAs and TLA on their way back to the front-end [75].

The IFM first picks up documents containing all words in the query and then
chooses the final candidates. During this process, a vector stream called “Hit Vector”
represents the locations query terms in the generated document. After Hit Vectors are
generated, the documents’ scores for ranking are calculated based on the Hit Vectors.
This ranking process is computation intensive; thus, an FPGA-based accelerator can
be introduced.

7.4.2 Ranking Engine Acceleration

The first stage of ranking is feature extraction (FE), to calculate some “feature”
scores from the Hit Vector. In the FPGA accelerator, custom scoring FSMs are
implemented for each feature and all FSMs work on a given Hit Vector in parallel (as
stated in [76], 43 feature extraction FSMs extract 4,484 features). Because multiple
pipelines work on a Hit Vector, it is called a “Multiple Instruction, Single Data
(MISD)” architecture [76]. The FE process takes 600µs in software, but the FPGA
implementation requires only 4µs.

The next stage is to calculate the “hybrid feature” scores, using feature scores from
FE stage. This process is called Free-Form Expression (FFE). As the name implies,
this process consists of various arithmetic operations including floating-point arith-
metic. Because this stage requires high flexibility, custom-designed soft processor
cores are implemented. The soft processor cores form amany-core architecture, with
60 cores, on a Stratix V FPGA.

Hybrid features from the FFE stage are sent to the Machine-Learning Scoring
(MLS) to calculate the final, single floating-point score of the document. The details
of this stage are not open, but the algorithm seems to be frequently updated. Such
frequent updates are a good use of FPGA’s flexibility.
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Fig. 7.11 Macropipeline structure of Catapult

7.4.3 Organization of Catapult Accelerator

Microsoft developed the Catapult FPGA board as the ranking accelerator described
above. The board has an Altera’s Stratix V FPGA, an 8GB DDR3 SDRAM SO-
DIMM, and PCI Express interface toward the server host. In addition to PCI Express
interface to the host, Catapult board has 10Gbps bidirectional serial links to form
6 × 8 torus network.With this network, a “Macropipeline” spanningmultiple FPGAs
is formed.

As illustrated in Fig. 7.11, eight FPGA boards construct a rankingMacropipeline.
The FE stage is implemented on the first FPGA, and the FFE and MLS stages are on
the FPGAs located at the downstream. Because these eight FPGAs are connected to
each different IFM nodes, the FPGA-to-FPGA link transports not only datastream
in Macropipeline, but also datastream between IFM–FE or MLS–IFM.

In Fig. 7.11, the datastream inMacropipeline flows from left to right. On the other
hand, IFM–FE and MLS–IFM datastreams flow from right to left. So, the traffic
always goes clockwise; thus, the bidirectional link bandwidth is fully utilized in all
segments.

Furthermore, the 6 × 8 torus can contain other accelerator macropipelines for
several different applications, such as computer vision [77]. These macropipelines
are also available in IFM through the FPGA-to-FPGA links.

7.5 Genomics: Assembly and Mapping of Short Reads

Any organism has its own genome, composed by only four DNA molecules denoted
by: A (adenine), T (thymine), C (cytosine), and G (guanine). Different species have
much different in genome size: 1.5 × 106 base pairs for several microorganisms,
3.2 × 109 for human, or 17 × 109 for bread wheat.

Because a genomic DNA sequence consists of only four molecules, various string
processing algorithms can be applied for genome analysis. FPGAs are suitable for
the analysis acceleration by using hardware implementation of custom statemachine.
Especially for genomic DNA sequence, the FPGA implementation is advantageous
when compared to the CPU implementation because the component can be coded in a
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smaller number of bits than 8. Thus, various FPGA-based accelerators for genomics
have been implemented since Splash 2 [78] in the early 1990s.

For a long time, genomes had been sequenced usingDNA sequencers based on the
“Sangar sequencingmethod”, invented in 70s.With the emergence of next-generation
sequencing (NGS) technology in the early 2000s, the throughput of genome sequenc-
ing has dramatically improved. NGS reads short fragments of DNAs in a massively
parallel way (the result of sequencing of each fragment is usually called just a “read”).

To sequence a genomic DNA, the DNA chain is randomly fragmented bymechan-
ically using supersonic wave, or chemically. Most of the randomly fragmented DNA
chains usually have overlaps to some other fragments in both ends. So, the whole
original DNA chain can be “assembled” by coalescing the fragmented DNA chains
together. However, this process requires a vast string matching workloads to find the
overlaps between two or more reads. Especially with NGS, the assembled workload
is much heavier than with the Sangar sequencer since NGS reads a massive number
of very short reads.

NGS is also useful in personal genome sequencing, a promising technology in
tailor-made medical treatments. In personal genome sequencing, sequenced frag-
ments are “mapped” on already known human genome (or, “reference”) sequence.
Everyone has a slightly different genome sequence, and sometimes the small differ-
ences attract medical interests. Although the read mapping is a lesser computation-
intensive task than the genome assembly, it still is a large workload. Hereafter, FPGA
implementation examples for short read assembly and read mapping to reference
genome are presented.

7.5.1 De Novo Genome Assembly from Short Reads

De novo sequencing or assembly consists of assembling the whole genome without
any previously known sequences, but just using short reads. With the emergence
of NGS technology, several de novo assembler softwares specialized in using short
reads have appeared. Every short read assembler requires a long computation time
to find overlaps between the reads.

FAssem [79] is anFPGA-accelerated implementation ofVelvet [80], awell-known
short read assembler. Velvet finds read overlaps first and then generates De Bruijn
graph to obtain the final assembly. FAssem does the first stage on an FPGA and
then executes the second stage using the Velvet’s original software implementation.
With the FPGA acceleration on a Xilinx’s Virtex-6 LX130T, 2.2x to 8.4x speedup is
achieved compared to the software-only version on a 2.6 GHz Core 2 Duo E4700.
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7.5.2 Short Read Mapping on a Reference Genome

We are allHomo sapiens, but everyone (except identical twins) have a slightly differ-
ent genome sequence. These personal variations are attracting medical interests to
evaluate personal risks in specific diseases, or to make tailor-made medicine possi-
ble. For example, many single nucleotide polymorphisms (SNPs) are already known
as “markers” of personal genetic variations.

Toobtain a personal genome sequence, theDNAreads aremappedon the reference
human genome sequence. Because this human genome sequence is already available,
it is not necessary to assemble the whole genome sequence again, but just mapping
the reads on the already known reference sequence is enough. The reads will be
different from the reference sequence at several locations:This is the personal genome
variation.

Basically, mapping is much faster than assembling, and faster is always better
because this technology is expected to be used in the medical domain. The map-
ping process is not simple since there will be mismatches in molecules, insertion or
deletion of sequences between the sequencer reads and reference sequence.

Several read mapping tools have been developed and published, such as Bowtie
[81] and BWA [82]. The work in [83] is an FPGA-accelerated implementation of
BWT, using Burrows–Wheeler transform. The FPGA implementation on Altera’s
Stratix V board achieved 21.8x speedup compared to a 4-core microprocessor.
Both FAssem- and FPGA-accelerated BWA have an array of many string match-
ing modules, and parallel string matching on these modules contributes to their high
throughput.

7.6 High-Frequency Trading (HFT)

High-frequency trading is a prominent part of electronic trading (e-Trading) and
requires low-latency computing. Thus, from the standpoint of low-latency comput-
ing, this section introduces stock trading and then explains how FPGAs are used
there.

7.6.1 Stock Trading Overview

The earliest roots of stock markets can be traced back to the sixteenth century.8 The
stock has been introduced to reduce the risk of funders and to gather capitals effi-
ciently and widely. Figure7.12 shows how to efficiently raise capitals and distribute
the benefits based on stocks. In that era, stocks have not been traded so frequently.

8The company’s name is Vereenigde Oost-Indische Compagnie, called the United East India Com-
pany in English, and was founded in 1602.
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Table 7.3 Rough classification of stock tradings

Time priority (first-in first-out trading)

Yes No

Price priority Yes Continuous limit order
during a trading
session

Limit order
before/after a trading
session

No Market order during a
trading session

N/A

The holders needed to have their stocks for several months or more because their
purpose was to obtain the dividend brought by each voyage.

As the number and kinds of stocks have been increasing, the holders began to
choose a better stock carefully. This has increased the stock trading, and some holders
start to focus on the margin of stock transactions. Hence, stock markets and various
trading methods have been generated based on a wide range of requests. Although
trading methods are becoming more complex, they inherit the same core principles,
“price” and “time”.

Table7.3 shows a rough classification of stock tradings from the viewpoint of price
and time. This table does not consider all trading methods using other conditions,
such as the conditional order.

In Table7.3, a limit order is an order to buy or sell a stock. When buying, each
order can only be executed at the limit price or lower. When selling, each order
can only be executed at the limit price or higher. A market order is an order to
be executed immediately at the current market price. It is enabled while a trading
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Fig. 7.13 Double auction: both buyers and sellers bid a price that each wants

session is working because the price is decided by the market. During the continuous
trading session, any orders can continuously be executed under price and time priority
conditions.

7.6.2 Continuous Limit Order to High-Frequency Trading
(HFT)

Fig. 7.13 illustrates the overview of a stock trading under limit orders. Both buyers
and sellers order prices that each wants, and then the information is published. This
trading is one of the open-outcry double auctions.

Nothing is done when there is no overlap between selling orders and buying
orders. When an overlap happens, the deal starts. In Fig. 7.13, an overlap happens at
the price of $433, and transactions are made based on the first-in-first-out queue of
the $433 buying order.

In stock trading, a person who has a higher priority will obtain a larger margin
in a transaction. Thus, the most important thing is how to get the highest priority.
From the perspective of price, a good stock value is expected in the future. Stock
trading can apply value prediction algorithms, and artificial intelligence approaches
have received a lot of attention recently. From the perspective of time, it is important
to shorten the time for sending an order. This requires to accelerate the recognition
of the current market situation and to send the trading request as quickly as possible.
Advances in information and communications technology (ICT) have enabled to
dramatically reduce the trading time since the 1990s. For example, the order response
time in the London Stock Exchange, Tokyo Stock Exchange, and Singapore Stock
Exchange are around 690µs [84, 85], 500µs [17], and 90µs [86], respectively.9,10

Consequently, high-frequency trading (HFT) has emerged as a new market to obtain
the significant margin within a short duration. Table7.4 shows an example of the
speed and volume of HFT.

9µs (microsecond): one millionth of a second.
10In 2017, the New York Stock Exchange has announced the introduction of a delay mechanism,
and the speed bump is 350µs [87]. The concept has been introduced in [88].



7 Programmable Logic Devices (PLDs) in Practical Applications 197

Table 7.4 Average time per order and the number of price changes (June 26, 2008)

Average time (ms/order) Price changes in one day

Citigroup 2.238 12,499

General electric 4.244 7862

General motors 7.843 9016

This table was made by reference to Table1 in [89]

7.6.3 HFT Speed Bump and the Value of Latency

The latency in computer systems is a top priority issue in the battle against the
opportunity loss in ICT world. Viraf Reporter [90] reports that at least one percent
of the reward could be lost if a trading order is 5 ms behind the competition. Also,
Google loses 20% of its traffic if a search page load requires additional 500 ms, and
Amazon loses 1% of their sales if an extra 100 ms is required [91].

However, the fact remains that the core process of HFT is straightforward, and
therefore, the speed of a software implementation such as C language may be suffi-
cient. In [92], an HFT approach, called tradeHFT, was implemented in C language,
and the execution time was around 750 ns.11 If the current situation continues, a lot
of hardware-based systems will go back to a CPU-based system [93].

On August 1, 2012, Knight Capital Americas LLC experienced a significant error
and lost over $460 million from unwanted positions [94]. Stock exchanges start
to re-evaluate HFT after this accident, and the New York Stock Exchange decided
to implement a delay mechanism in 2017 [87]. The speed bump directly reduces
ultra-high-frequency trading, but complex andmiddle-to-high-frequency tradingwill
increase. Consequently, future HFT will employ new algorithms customized to the
limitations of each market. At that time, for sophisticated computation, external
accelerators such as GPUs and FPGAs can be adopted since the current speed bump,
350µs, in NYSE is sufficiently long.

The semiconductor industry cycle between standardization and customization is
known as theMakimoto’sWave [95]. Also in HFT, the era of FPGAswill come again
soon after the current CPU era.

7.6.4 HFT System Integration on an FPGA

Figure7.14 shows the evolution of FPGA systems.
All the computation are processed on a CPU of a standard system, as shown

in Fig. 7.14. In this implementation, high-level programming languages such as C
language are used for implementing HFT approaches. If lightweight and simple pro-
cesses with less data transfer are treated, this configuration can be sufficient [92].

11ns (nanosecond): one billionth of a second.
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An acceleration chip will be required when there is high computation for a targeted
approach. Then, FPGA can be a good candidate of low-latency streaming computing,
such asHFT. This is because the latency is smaller compared to other systems, includ-
ing GPUs.12 However, the communication latency cannot be sufficiently reduced
in this implementation. In fact, one-way latencies of a standard system, a system
with embedded FPGAs, and an FPGA-based all-in-one system are around 12.8µs,
4.1µs, and 2.6µs, respectively [96]. Furthermore, newer FPGAs with 10GbE ports
can reduce the latency within 1µs [97, 98]. Eventually, all components will be inte-
grated on an FPGA as done in [99]. The latest FPGAs have powerful processors.
For example, both Xilinx Zynq Ultrascale+ [4] and Intel Stratix10 FPGAs [3] have
a quad-core ARM processor. Intel has also integrated an FPGA fabric into an Intel
Xeon package [60]. In addition, FPGA vendors and third parties start to support
high-level synthesis such as [100–102]. Finally, the Arrowhead Systems Inc. in the
Tokyo Stock Exchange applies FPGAs, called SimplexBLAST FPGA [44], and also
network vendors like [103] are interested in the acceleration by FPGAs.

7.7 Image Processing: Space Debris Detection

Since the first satellite has been launched in 1955, a large number of rockets sent
satellites and space probes around the earth. As a result, thousands of artificial objects
are on their orbit.Many of them fulfilled their role or are already broken. The velocity

12A bottleneck of GPU is the communication between a host PC and a GPU board through PCIe
bus. See Sect. 7.2.
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of objects are as high as 8km/s in low orbit; thus, such objects have large kinetic
energy. Because even a very small fragment has enough kinetic energy, collision
with satellites or spacecraft can cause a critical accident. Moreover, collisions make
more fragments in the orbit.

This kind of fragments are called “space debris,” and they are observed and tracked
by the space exploration agencies of many countries since they pose a large threat
to the operations of satellites, spacecraft, and space stations. For example, North
American Aerospace Defense Command (NORAD) is always tracking over 8000
debris in low orbit. There is no efficient way to collect space debris safely for now.
So, high precision detection, tracking, and collision avoidance are required for the
safe operation in outer space.

This section introduces an FPGA-accelerated approach, developed by Japan
Aerospace eXploration Agency (JAXA), to detect space debris with high-resolution
optical telescopes.

7.7.1 The Method Overview

JAXAdeveloped this systemwith optical telescopes inNyugasa-yamaOpticalObser-
vatory in Ina city, Nagano. The telescopes have 2K2KCCDand 4K4KCCDcameras.
These cameras serve to take a series of pictures of the sky with a constant interval.
The trajectory of “known” objects such as known stars, satellites, or the International
Space Station (ISS) can be calculated and mapped onto the pictures. After mapping
known objects, “unknown” objects remain on the picture. These objectsmay be space
debris or newly found asteroids.

However, because unknown objects have unknown trajectories, it is difficult to
detect and track them. To make the problem worse, they are often dark so they are
hard to find. JAXA resolved these problems by an image processing algorithm called
“stacking method” [104].

This method detects dark, unknown objects from noisy telescopic images by
stacking them with a constant offset, then taking the median value of each pixel.
When the images are stacked with no offset, as shown in Fig. 7.15a, the trajectory of
known objects can be traced. However, we have no knowledge on how to trace other
unknown objects.

To detect unknown objects, images are stacked with various offsets in the X and
Y directions, as depicted in the example of Fig. 7.15b, c. Because the direction and
speed of debris or asteroids are constant, they appear as a bright dots when the
stacking offset matches with the object’s speed.

However, performing the stacking for all possible directions and speeds is a heavy
task. For example, to find an object that moves within 256 × 256 pixels between two
images, 256 × 256 = 65,536 stacking patterns must be investigated. Fortunately,
the number of stacking patterns remains constant even with more telescopic images,
because the direction and speed of an object are basically constant.
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(a) (b) (c)

Fig. 7.15 Detection of space debris with stacking method a Stacking with no offset b Stacking
with offset, to match with trajectory of A c Stacking with offset, to match with trajectory of B

According to JAXA’s report in 2001, analyzing 16-bit grayscale images, by per-
forming the stacking in 65,536 ways, requires 280 h on a CPU. 280 h of image
processing is not realistic for application use, so an accelerator has been developed
using an FPGA board.

7.7.2 FPGA Acceleration

To easily handle the image data on an FPGA, the 16-bit grayscale image is binarized
to make the dataset compact. In general, binarization makes S/N ratio worse; but, the
result of thismethoddoes not degrade.This is because the stacking effectively reduces
the noise. Image binarization also enables the replacement of the gray-level median
calculation with bright dot counting. This makes the FPGA implementation simple
and fast, but controlling the threshold values is crucial for both image binarization
(grayscale to bright/dark) and object detection (counter value of object/background).

The FPGA version of this method is implemented on Nallatech H101-PCMXM
board with Xilinx Virtex-4 LX100 FPGA and Nallatech’s C-based high-level syn-
thesis tool. As results, 1200x speedup is achieved when compared to the original
software, and the method can be used in practice. This speed constitutes a large con-
tribution to high precision and high sensitivity detection of space debris with optical
telescopes.
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Chapter 8
Advanced Devices and Architectures

Masato Motomura, Masanori Hariyama and Minoru Watanabe

Abstract The last chapter of this book is for advanced devices and brand new
architectures around FPGAs. Since the basic logic blocks of FPGAs are consist-
ing of LUTs, they are called fine-grained reconfigurable architectures. In contrast,
coarse-grained reconfigurable architectures use processing elements to improve the
performance per power for computation-centric applications. Dynamic reconfigura-
tion is also easily done in such an architecture, and the configuration data set is called
a hardware context. By switching hardware context frequently, they can achieve bet-
ter usage of semiconductor area. The next part is asynchronous FPGA which can be
a breakthrough of high-performance operation with low-power consumption. The
handshake mechanism, a key component of such architectures, is explained in detail.
3D implementation is another new trend, while 2.5D is now in commercial use. The
last part of this chapter is for activities of optical techniques around FPGAs for drastic
improvement I/O and reconfiguration performance.

Keywords CGRA · Hardware context · Asynchronous FPGAs
Optical I/O · Optical reconfiguration

8.1 Coarse-Grained Reconfigurable Architecture

As was explained in Chap.1, FPGAs started as devices for prototyping small-scale
logic circuits. As they become larger in accordance with the shrink in transistor
size, the idea to use FPGAs as acceleration devices is getting more popular, as
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demonstrated in Chap.7. This approach, known as reconfigurable computing or
reconfigurable systems, is becoming more important as CPUs performance improve-
ment are slowing down. It is natural to use an array of LUTs when the main purpose
of an FPGA is prototyping.

As a device for reconfigurable computing, however, it may make more sense to
use other primitive elements. To fit better for the acceleration of computing functions,
such elements might be less versatile, but they should be more efficient in computing
than LUTs. This is how coarse-grained reconfigurable architectures (CGRAs) have
been proposed and investigated.

8.1.1 CGRA Basics and History

Starting from the 1980s, CGRAs have been mostly presented by universities and
startups. The well-known ones are PipeRench from CMU and XPP from PACT, in
addition to others [1]. Recently proposed good examples of such architectures, both
in Japan, are CMA from Keio University [2] and LAPP from NAIST [3]. As shown
in Fig. 8.1, a CGRA can be represented as an array of operation units and memo-
ries, associated with a network structure connecting them. As for the operation units
granularity, there are varieties such as: 4, 8, 16, and 32 bits. The finer the architecture
is the more it becomes like an FPGA. On the other hand, the coarser it is the more
it becomes like a traditional parallel processor. As for the instruction set, traditional
arithmetic logic operations are commonly found, as well as extended instructions
for customized acceleration of target applications. The array configuration may not
necessarily be a two-dimensional one as in FPGAs, but also a one-dimensional array
when a target application is sufficient with linear processing. Either dynamic switch-
ing on-chip routing networks or static switching interconnection fabrics are used for
the network in Fig. 8.1.

8.1.2 CGRA Design Space

Since CGRAs are equipped with operation units customized for given applications,
they surpass FPGAs, in general, in processing performance and density. High density
means more parallel operation units can be integrated into the same area. This also
translates into better processing performance. In addition, configuration information
can become much smaller compared to FPGAs. It is known that a major portion of
configuration information is spent on interconnections: FPGA architectures require
specifying bit-level interconnections. While in the CGRA case, interconnections are
bundled to the coarse granularity specified by the architecture. Another important
CGRA merit to note is its familiarity to design tools. This is very important since
software programmers, in the reconfigurable computing field, are the users who map
target applications onto the CGRA architecture.

http://dx.doi.org/10.1007/978-981-13-0824-6_7
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Fig. 8.1 Generalized CGRA architecture

There are also drawbacks in the CGRA approach. First, they become less gen-
eral purpose when compared to FPGAs because of their structure. Considering that
FPGAs have occupied a large portion of the market, because it is a general-purpose
device (at least from the HW prototyping point of view), this is a major issue to
be carefully considered. Many CGRA architectures ended up being just research
prototypes because of this reason.

Another issue to carefully consider when defining the CGRA architecture is to
efficiently utilize the hardware-based computation as much as possible. For example,
when choosing a single bit from an 8-bit data, an FPGA needs just to wire the desired
bit. Whereas in the CGRA case, an 8-to-1 selector or shifter is required. This means
that an overhead is incurred both in performance and area.

Based on considerations such as the ones above, CGRA architectures are mainly
considered as a tightly coupled accelerator to a CPU core, but not a replacement to
FPGA. For example, CMA and LAPP allow the CGRA core to directly access CPU
registers so that it can accelerate sub-tasks of a CPU (such as frequently executed
loops).
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8.1.3 Dynamically Reconfigurable Architecture

When an FPGA is used as a computation device, a resource limitation issue may
rise; i.e., what should be done when the required computation does not fit within the
hardware resources of a given FPGA? This problem is easy to solve when FPGAs
are considered for prototyping: Just increase the number of FPGA chips and make
the connection between them. If only computation is concerned, just like software
does, a reconfigurable computation solution should robustly account for variously
sized applications. This is the reason why dynamically reconfigurable architectures
were investigated.

One of the earliest works in this area is WASMII from Keio University, Japan [4].
Thiswork proposed quite an advanced conceptwhere hardware is considering as a set
of pages, which can swap in and out (Fig. 8.2). In conventional operating systems, a
virtual memory allows a largememory space that does not fit in a physically available
memory, to be allocated to applications using a page-by-page swapping method.
Similarly to virtual memory, in WASMII, the page-oriented hardware architecture
allows virtual hardware, where a virtually large hardware can be put on a physically
existing small reconfigurable device.

Fig. 8.2 WASMII execution
model
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8.1.4 Case Study: DRP

Dynamically Reconfigurable Processor (DRP) is a coarse-grained, dynamically
reconfigurable architecture proposed by NEC Corporation in 2002 [5]. The archi-
tecture was mainly developed for an IP core integrated into an SoC. This section
overviews DRPs as an example of dynamically reconfigurable architectures (they
are also an example of a CGRA described in the previous section).

Figure8.3 shows its basic architecture. A processing element (PE), that constitutes
a two-dimensional array, is composed of two general-purpose 8-bit ALU, register
file, and instruction memory. The two ALUs have bit-manipulation instructions such
as bit mask/select, so that it can cover bit-level operations that FPGA can handle
well. PEs are interconnected to each other with an 8-bit-width hierarchical bus. Bus
selectors connect those ALUs and a register file with vertical/horizontal buses.

An instruction memory stores a set of hardware configurations, from which one
configuration is selected, i.e., hardware dynamic reconfiguration. Each instruction
includes operation codes for the two ALUs, as well as control bits for the bus selec-
tors. For example, it is possible to bypass the register file in a PE and connects the
ALU outputs to inputs of other PEs in a flow-through manner. Ordinary processors
store outputs produced at one cycle into registers and then read those registers for
following cycles. The PEs in a DRP, on the other hand, spatially connect plural PEs
for constructing a customized datapath.

The PE array is associated with an state transition controller (STC), which is
responsible for managing the dynamic reconfiguration. A basic role of an STC is to
dispatch instruction pointer to the array: Each PE receives the pointer, then selects,
and reads a specified instruction. The STC has a sequencer which keeps track of
the state transitions of a given application. When a new pointer is dispatched, all
the instructions of PEs, as well as all the interconnections in the PE array, change at
once. This operation can be interpreted such that the hardware configuration changes
among the datapath contexts stored in the memory. This makes it similar to theWAS-
MII’s concept explained in Fig. 8.2. Conditional state transitions require branches
which need to examine branch conditions. Information required for this examination
is returned back from the datapath as event signals to the STC.

A DRP core is made up of multiple tiles of PEs. Each tile has its own STC to
control the reconfiguration. Hence, multi-tiled DRPs can runmultiple state machines
in parallel. There is also a mechanism to connect multiple tiles and control them by
a single state machine.

The execution model of DRPs is usually learned from high-level synthesis tool
which is a tool to compile a program written in high-level language like C to an
executable hardware. Generally speaking, a program has control flows which are
composed of conditional branches and loops, etc., and data flows which are trees of
data handling operations. High-level synthesis tools compile control flows to finite-
state machines, and data flows to hardware datapaths. DRP architectures feature
clear one-to-one correspondence with this generic high-level synthesis model: STCs
manage finite state machines, and PE arrays handle datapath. Here, a datapath asso-
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Fig. 8.3 DRP architecture

ciated with each state is called “context.” Contexts are generated when (1) they are
associated with states in the control flow, or (2) when there is a resource limitation
and a context should be divided into multiple ones.

DRPs feature GUI-based high-level synthesis-oriented tool flow (Fig. 8.4). Con-
text generation is all handled by this tool, and designers do not have to worry about
how to decompose hardware datapaths. TheDRP core, which is now owned by Rene-
sasElectronics and a commercially used dynamically reconfigurable architecture, has
been used in products such as video cameras and digital cameras.
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Fig. 8.4 DRP design tool

8.1.5 Relation to Parallel Processors

An important consideration in conducting dynamic hardware reconfiguration is the
need to load large amount of configuration information at once. Typically, dynam-
ically reconfigurable architectures feature one to several clock cycle latencies for
this hardware context switch (for DRP, it is less than a single cycle). This is the
reason why such architectures, including DRPs, adopt CGRAs in order to reduce
configuration information.

Dynamically reconfigurable CGRA hardware may look very similar to on-chip
many-core parallel processors (such asXeon Phi from Intel). The difference becomes
clear when their execution models are examined:

• Dynamically reconfigurable CGRA: A block of instructions are first spatially
mapped on an array of processing elements (it constitutes a hardware context).
Then, the hardware contexts are multiplexed in time (space to time order).

• On-chip many-core parallel processor architecture: It first assigns a block of
instructions to a single processor as a thread. Then, multiple threads are mapped
onto a processor array among which the synchronization will take place from time
to time (time to space order).
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8.1.6 Other Architecture Examples

FPGA-based (i.e., fine-grained) dynamically reconfigurable hardware architectures
were proposed in Tabula [1]. Tabula exploits dynamic reconfiguration for speeding
up FPGA operational frequency. That is, it divides the critical path into several
segments and maps them to different hardware contexts. Tabula was proposed for
realizing over-GHz rangeFPGAfor high-end applications (the projectwas suspended
in 2015).

8.2 Asynchronous FPGA

8.2.1 Problems of Conventional Synchronous FPGAs

In conventional synchronous circuits, some serious problems become obvious as
the miniaturization of semiconductor process continues. Figure8.5 shows the global
clock network of synchronous FPGAs. The global clock network is connected to
the clock inputs of all registers. A register loads data only at the rising edge of the
clock pulse. As soon as the data is loaded, it appears on the output. The data on the
register output is used as the input of the logic circuits. The result of these circuits is
used as the input of the following register. FPGAs usually have much larger circuits
and have much more registers than application-specific integrated circuits (ASICs).
Therefore, conventional synchronous FPGAs have larger parasitic capacitance of the
global clock network and require much more clock buffers to reduce clock skews.
This causes the following problems:

• The clock network consumes larger power.
• The speed is limited by the clock skews.

As for conventional synchronous FPGAs, lowering the power consumption is not
so easy compared to ASICs due to the following reasons:

Difficulty to use clock gating: Clock gating is a major technique to reduce the power
consumption in ASICs. It prevents the input of a circuit from causing unnecessary
signal transitions when the circuit is unused. When using clock gating for ASICs,
designers should carefully design the customized clock network to avoid clock skews,
and the clock network is fixed at the manufacturing phase. As for FPGAs, the clock
network cannot be customized for a certain circuit since various circuits are imple-
mented on FPGAs. Moreover, it is not recommended to use the clock network that
can be reconfigured for the clock gating, since reconfiguring the clock network causes
faults due to clock skews.
Difficulty to use power gating: Power gating is another major method to reduce the
power consumption in ASICs. It turns the circuits power off when they are not in use
and wake them up just before being used. The power gating requires control circuits



8 Advanced Devices and Architectures 215

Fig. 8.5 Global clock network of synchronous FPGAs

and dedicated connections to distribute these control signals. Especially in FPGAs,
these overheads are significantly large due to the flexibility of FPGAs.

8.2.2 Overview of Asynchronous FPGAs

In order to solve the problems of the synchronous FPGAs, FPGAs based on asyn-
chronous circuits are proposed. Figure8.6 shows the basic behavior of an asyn-
chronous circuit. Data transfers between processing modules are done using a hand-
shake protocol as follows. At first, the sender sends the data and a request signal to
the receiver. The request signal is used to inform the receiver of the data arrival. After
receiving the request signal, the receiver takes the data in and sends the acknowledge
signal to the sender. The acknowledge signal is used to inform the sender that the

Fig. 8.6 Basic behavior of
an asynchronous circuit
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receiver has completed receiving the data. After the acknowledge signal reception,
the sender sends a new data in the same manner.

The advantages of asynchronous circuits over synchronous ones are summarized
as follows:

No dynamic power consumption in the inactive state: An asynchronous circuit
does not consume power consumption when not processing data. This is because it
does not have the global clock network that always transfers the clock pulse.
Low peak power or peak current: In asynchronous circuits, processing modules
start to process data after they receive it. Since the data arrival times vary from
each other, the durations of the power consumption peaks (and current peaks) of the
modules vary from each other as well. As a result, the average power consumption
of the whole circuit becomes low.
Low-Level electromagnetic radiation: Since the peak current is low as described
before, the level of the electromagnetic radiation is also low.
Robust to the fluctuation of the supply voltage: Even when the supply voltage
decreases slightly, it is guaranteed that the output of the circuit is correct thanks to
its clock-less operation.

The major disadvantage of asynchronous circuits is their larger amount of hard-
ware for control, e.g., circuits that detect data arrival, and the additional wires for
acknowledge and request signals.

In asynchronous circuits, there are three major types of handshake protocols [6]:

(1) Bundled data protocol,
(2) Four-phase dual-rail protocol, and
(3) Level-encoded dual-rail (LEDR) protocol.

The bundled data protocol is also called single-rail protocol. It represents one
bit of data by using a single-rail-like synchronous circuits. A word to be transferred
consists of multiple data bits and 1-bit request signal. Hence, the overhead for control
is only 1-bit per word, which can be considered as very small. The disadvantage of
the bundled data protocol is that it requires a timing constraint for the request signal;
the request signal must arrive at the receiver module after the data. In order to ensure
this, a delay buffer is usually inserted into the request signal wire as shown in Fig. 8.7.

Figure8.8 shows the data transfer and the encoding of the four-phase dual-rail
protocol. In this protocol, a word to be transferred from the sender has 2 bits: 1
bit for data and 1 bit for the request signal, as depicted in Fig. 8.8a. The receiver
sends the 1-bit acknowledge signal back to the sender. In general, 1-bit acknowledge
signal is enough for multiple words. Figure8.8b illustrates the encoding. Data “0”
and “1” is represented by code words (Dt , D f ) = (0, 1) and (Dt , D f ) = (1, 0),
respectively. As a separator between data, the spacer (Dt , D f ) = (0, 0) is used.
Note that (Dt , D f ) = (1, 1) is invalid. Let us consider an example of data transfer
represented in Fig. 8.8c, where data “1”, “1”, “0”, and “0” are transferred. Since the
sender sends a code word and the spacer alternatively, the receiver can detect the
data. In the four-phase dual-rail protocol, the racing problem caused by the arrival
timings of data and the request signal does not occur. In other words, Dt and D f do



8 Advanced Devices and Architectures 217

Fig. 8.7 Bundled data
protocol

Fig. 8.8 Four-phase
dual-rail protocol

(a)

(b)

(c)

not change at the same time. This is because the code words are designed such that
the Hamming distance between any two code words is one. Hence, the four-phase
dual-rail protocol is more robust for timing variations than the single-rail protocol.

The circuit of the four-phase dual-rail protocol is simpler than that of the LEDR
protocol, described below, since the data corresponds to a single code word. The
disadvantage of the four-phase dual-rail protocol over the LEDR protocol is its lower
throughput due to the insertion of the spacer.

The LEDR protocol is suitable for high-throughput data transfer. Figure8.9 shows
the data transfer and the encoding of the LEDR protocol. The way of data transfer
is the same as the four-phase dual-rail protocol, as presented in Fig. 8.9a. The big
difference between the four-phase dual-rail and LEDR protocols is the encoding,
as demonstrated in Fig. 8.9b. Data “0” is encoded by two different code words:
(V, R) = (0, 0) in phase 0 and (V, R) = (0, 1) in phase 1. Data “1” is also encoded
by two different code words: (V, R) = (1, 1) in phase 0 and (V, R) = (1, 0) in
phase 1. Let us consider an example of a data transfer using the phases, as shown in
Fig. 8.9c, where data “1”, “1”, “0”, and “0” are transferred. In the LEDR protocol,
the code word in phase 0 and the code word in phase 1 are alternatively transferred.
The receiver can detect the change of data by detecting the change of phases. Since
the LEDR protocol dose not need spacers, it can achieve high throughput. The dis-
advantage of this protocol is that it requires larger circuits since one data value has
two different code words.
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Fig. 8.9 LEDR protocol (a)

(b)

(c)

Hereafter, we explain asynchronous FPGAs. Asynchronous FPGAs using the
bundled data protocol have been proposed [7, 8]. Although they benefit from the
used small circuits, the main disadvantage is their low performances due to the large
delay buffers inserted in the request signal wire to ensure the correct behavior for
various datapaths.

As for asynchronous FPGAs protocol, the dual-rail protocol is ideal since it can
avoid the racing problemmentioned above without any timing constraints on the data
nor the request signal. Figure8.10 shows a basic architecture based on the dual-rail

Fig. 8.10 Asynchronous FPGA based on the dual-rail protocol
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Fig. 8.11 LUT for the four-phase dual-rail protocol (2-input LUT)

protocol [9]. Similar to conventional synchronous FPGAs, logic blocks (LBs) are
connected to each other via connection blocks (CBs) and switch blocks (SBs). An
interconnection unit consists of wires for code words and the acknowledge signal.

Among the dual-rail protocols, the four-phase dual-rail protocol is employed to
implement small circuits [10, 11]. Figure8.11 shows the structure of an look-up table
(LUT), where, for simplicity, the numbers of inputs and outputs are limited to two and
one, respectively. The four-phase dual-rail protocol is suitable for dynamic circuits
which are used for area-efficient design. This is because the pre-charge signals and
the evaluation signal are easily generated from the spacer. The number of bits of
the configuration memory is 2N for an N -input LUT like conventional synchronous
FPGAs. In the case of Fig. 8.11, the 2-input LUT has a 4-bit configuration memory
(M00, M01, M10, M11). The output (OUTt , OUTf ) is determined according to the
configuration memory and the external inputs (At , A f ) and (Bt , B f ).

8.2.3 Design for Low Power, High Throughput,
and Modularity

For low power, asynchronous circuits can provide some design information, and
intelligent control is realized based on this information. For example, the receiver
module can detect the data arrival by using the request signal; the sender module
can know whether the receiver module is ready to load data. In [12], fine-grained
adaptive control of the supply voltage is proposed to reduce the dynamic power
consumption. According to the state of the receiver module, the sender module
adaptively controls its supply voltage and processing speed. In [13], fine-grained
power gating is proposed to reduce the static power consumption caused by the
leakage current of transistors. Each module detects the arrival of its inputs data by



220 M. Motomura et al.

using the request signal that is sent from the sender module. If the inputs do not arrive
within a predefined time, the module automatically turns the supply voltage of the
core circuit off. When the inputs come, the module wakes its core circuit up [13].

In order to achievehigh throughput, fine-grainedpipelining is frequently employed
for high throughput datapaths [11, 14–16]. From the point of view of data trans-
fer, the protocol hybrid architecture is proposed, where the LEDR protocol is used
for high-throughput data transfer and the four-phase dual-rail protocol is used for
simple datapaths [9, 17]. Moreover, the hybridization of synchronous circuits and
asynchronous circuits is proposed [18]. When a significant amount of input data
continuously arrives, synchronous circuits are considered to be efficient in terms
of power consumption. On the other hand, asynchronous circuits are efficient for
the case when the data arrival is less uniform. Based on this observation, an LUT
is designed to be used in both asynchronous circuit and synchronous circuit while
sharing the circuit. Depending on the used applications, the blocks of LUTs are con-
figured as asynchronous or synchronous circuits. Note that both of asynchronous and
synchronous circuits can coexist on a single FPGA. High throughput and low power
can be optimally achieved by combining the asynchronous and synchronous circuits
based on their aptitudes for different applications.

One major problem in asynchronous circuits is their difficulty to program. The
reason is that the design for modularity is not easy in asynchronous circuit. To solve
this problem, design methods using handshake components are proposed for general
asynchronous circuits [19, 20]. Handshake components are basic building blocks to
describe the data flow and control flow, including arithmetic/logic operations, condi-
tional branch, and sequence control. Designing circuits is easily done by connecting
such handshake modules. In [21], an asynchronous FPGA is proposed whose logic
blocks are suitable to implement the handshake components.

8.3 3D FPGA

As described before, FPGAs consist of a configurationmemory, programmable inter-
connection units, and programmable logic circuits to achieve a high degree of flexi-
bility. Such redundant resources lead to a lower area efficiency compared to ASICs.
Moreover, the complex interconnection causes a large delay and degrades the per-
formance. These problems will be more serious in the near future since the minia-
turization of the semiconductor manufacturing process nears the physical limit.

Based on this background, applying 3D integration technologies such as TSV
(Through Silicon Vias) [22–24] to FPGAs is strongly desired. 3D FPGAs are clas-
sified into two types: heterogeneous and homogeneous.

Figure8.12 shows the conventional 2D FPGA architecture and the 3D heteroge-
neous architecture. As shown in Fig. 8.12 (bottom), different resources such as logic
blocks, routing blocks, and a configuration memory are distributed into different lay-
ers; the resources in different layers are connected by using interconnections such as
TSV. Therefore, the heterogeneous architecture can increase the resource density per
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Fig. 8.12 3D FPGA (heterogeneous architecture)

footprint [25–28]. The scalability along the vertical direction of the heterogeneous
architecture is lower than that of the homogeneous architectures, described below,
since the number of layers is limited by the number of resource types.

Figure8.13 shows the 3D homogeneous architecture. Each layer has the same
functions as a 2D FPGA, that is, logic blocks, routing blocks, a configuration mem-
ory. The routing block is designed such that it connects the logic blocks in the same
layer and also connects the routing blocks in different layers via vertical connec-
tions [29–32]. Hence, the homogeneous architecture is an extension of the 2D FPGA
architecture to the third dimension. When the number of stacked layers increases
in accordance with the progress of the 3D integration technology, the total circuit
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Fig. 8.13 3D FPGA (homogeneous architecture)

size of a 3D FPGA can also increase linearly. Moreover, the performance could be
improved compared to 2D FPGAs. When mapping circuits with complex topology
onto a conventional 2D FPGA, the connected circuit blocks are not always mapped
onto near logic blocks. As a result, it may result in mapping with long wires. 3D
FPGAs can map such circuits onto near logic blocks by using different layers.

Hereafter, the issues of 3D FPGAs are summarized. The first issue is the challenge
facing the technologies to use for the vertical connections, which should be cheap and
highly reliable. Moreover, when increasing the number of layers in the homogeneous
architecture, the thermal radiation can be critical as well as CAD support [33–39].

8.4 High-Speed Serial I/O

Microsoft recently announced a server using the Stratix V FPGAs to be used in its
data center for Bing search engine [40]. Although the introduction of FPGAs has
increased the power consumption by 10%, it enhanced the throughput by 95% when
compared to the software implementation. Thus, this has emphasized the effective-
ness of FPGAs. In this implementation, the 10-Gbps high-speed communication port
of the FPGA is used for a mutual network that is indispensable in a data center. In
recent years, this case underscores the further emerging importance of networks that
can leverage FPGA applications.

As described in Chap.3, recent FPGAs provide many general-purpose inputs/
outputs (GPIOs) that can accommodate various devices such as memories. GPIOs
readily realize an interface with various devices connected to an FPGA at a high
bandwidth. Recent FPGAs are equipped with serial I/Os that allow high-speed com-
munications of Gbps order in addition to GPIOs, as highlighted in the data center
case described above. Accordingly, short-distance communications between FPGA

http://dx.doi.org/10.1007/978-981-13-0824-6_3
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chips, middle-distance communications between systems including FPGA chips,
and long-distance network communications between systems including FPGA chips
have been implemented at higher speeds. Xilinx Inc. and Altera Corp. mutually com-
pete in terms of performance, and they are locked in a development race to mount
more high-speed serial I/Os on their own cutting-edge FPGAs. As a result, FPGAs
communication performance has improved rapidly in recent years. The importance
of serial I/Os in FPGAs is anticipated to further increase in the future. Therefore,
this section describes these high-speed serial I/Os in the Stratix family devices, as
an example.

8.4.1 LVDS

The Stratix family supports differential interfaces of small amplitude such as Low
Voltage Differential Signaling (LVDS) [41], Mini-LVDS [42], and Reduced Swing
Differential Signaling (RSDS) [43]. Mini-LVDS and RSDS are standards derived
from LVDS for computer displays, formulated, respectively, by Texas Instruments
Inc. and National Semiconductor. This section describes LVDS, which has been
standardized by ANSI/TIA/EIA-644. The Stratix family adopts LVDS that satisfies
this standard [44, 45].

LVDS is a one-way signal transmission standard under which a signal is trans-
mitted from a transmitting side to a receiving side using two lines, as indicated in
Fig. 8.14. For example, in cases where a signal “1” is transmitted from the trans-
mitting side, transistors (1) and (2) in Fig. 8.14 are turned ON for transmission. In
this event, the current flows from the current source on the transmitting circuit to the
upper line via transistor (1). A terminator is mounted on the receiving circuit. The
great portion of the current flows into the terminator and returns to the transmitting
circuit via the other line to flow into VSS via transistor (2). At this time, the poten-
tial between both terminals of the terminator on the receiving side rises to about
+350 mV. A differential amplifier on the receiving circuit detects this state. Then,
the receiving circuit determines it as a signal of “1”.

On the other hand, when transmitting a signal of “0”, transistors (3) and (4) on the
transmitting circuit are turnedON. Thereby, the current flows from the current source
through the lower line. Similarly to the description above, the current passes through
the terminator, returns to the transmitting terminal via the upper line, and flows into
VSS via transistor (3). At this time, a potential of−350 mV occurs at the terminator.
Consequently, the current flows in an opposite direction according to the transmitted
value of “1” or “0”, and a potential of +350 mV occurs on the receiving circuit. The
receiving circuit judges whether the transmitted value is “0” or “1” by detecting this
potential. This small amplitude allows high-speed and low-power communications.

The Stratix IV GX 40-nm FPGAs are equipped with 28–98 LVDS ports that sup-
port high-speed communications up to 1.6 Gbps [46]. The number of ports described
above is expressed by the number of full-duplex channels through which transmis-
sion and reception are conducted simultaneously; e.g.,“28 ports” denote that there
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Fig. 8.14 Schematic view of LVDS transmitting and receiving circuits

are 28 LVDS ports for transmission and 28 LVDS ports for reception. The number
of available ports might be different depending on the package, even for FPGAs of
the same size. Meanwhile, the Stratix V manufactured by the 28-nm TSMC process
supports LVDS ports up to 1.4 Gbps [44]. The Stratix V GX device is equipped with
66–174 full-duplex LVDS ports [45].

The Stratix family I/Os for high-speed communications have a built-in hardmacro
serializer/deserializer (SerDes) circuit up to 10 bit. It is difficult to build a commu-
nication circuit that can directly operate as fast as 1.4–1.6 Gbps inside an FPGA.
However, the hard macro of the serializer can easily convert a signal from a parallel
transmitting circuit using, for example, a 10-bit FIFO operating at a low clock fre-
quency into a high-speed serial signal as fast as 1.4–1.6 Gbps. The block diagram of
a transmitting circuit is presented in Fig. 8.14. The deserializer at a receiving circuit
can convert a 1-bit high-speed serial signal to a 10-bit parallel signal in the sameway,
so that a receiving circuit can be constructed with a FIFO operating at a low clock
frequency. Furthermore, a resistance of 100� that terminates the differential signal
at the receiving side of an LVDS is programmable in the Stratix V, so that high-speed
communications between FPGA chips can be easily implemented without extra parts
just with the board design considering the impedance. A guideline for board design is
provided from Altera. One report of the relevant literature is particularly useful [46]
in describing the board design (Fig. 8.15).

8.4.2 28-Gbps High-Speed Serial I/O

Stratix still supports more high-speed serial I/O in addition to LVDS. For instance,
Stratix V GX FPGA and Stratix V GS FPGA are equipped with up to 66 high-speed
communication ports that operate at 12.5 Gbps. The Stratix V GT FPGA is equipped
with four 28-Gbps high-speed communication ports in addition to 32 14.1-Gbps
communication ports.
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Fig. 8.15 Schematic block diagram of LVDS transmitting circuit of Stratix V

Fig. 8.16 Stratix V 28-Gbps transmitting circuit

The Stratix has an embedded hard macro of a serializer/deserializer between
128 and 1 bit, so that 128-bit parallel data (provided via FIFO) is converted into
a 1-bit high-speed serial signal by the hard macro of the serializer. Finally, the sig-
nal is transmitted via a driver circuit in the same manner as the LVDS, previously
described in Fig. 8.16. Similarly, at the receiving side, the deserializer parallelizes the
received 28-Gbps high-speed serial signal into 128 bits to pass it through low-speed
FIFO. An error-free receiver circuit includes a clock data recovery (CDR) circuit
which can detect a phase shift between the internal clock and received data and can
correct it continually. Xilinx also supplies FPGAs that support such high-speed serial
communications. For example, the Virtex-7 HT FPGA has 28-Gbps communication
ports, which provide excellent communication performance.

8.4.3 FPGA with 120-Gbps Optical I/O

As described above, a transfer rate of the order of Gbps can be implemented even
withmetal wiring. However, optical communications are beneficial in terms of power
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Fig. 8.17 Appearances of 0.7424-mm pitch LGA sockets mounted on Stratix IV package (left)
with MicroPOD optical modules (Avago Technologies Ltd.) (right)

consumption for a distance of 10 m or more, as indicated in a report by Altera.
Optical modules have been adopted by Xilinx and Altera and have been mounted
on FPGA boards in recent years to support optical communications on the board
level. However, Altera and Avago Technologies developed and announced a more
pioneering optical FPGA with an optical communication interface mounted on an
FPGA chip in March, 2011 [47]. Although it is only a trial chip, and no plans for
marketing have been announced, its advanced architecture is introduced hereafter.

This optical FPGA is prototyped based on Stratix IV GT FPGA with 11.3-Gbps
I/Os for high-speed communications. The salient difference in this optical FPGA
from conventional FPGAs is that two of the four corners on its package are provided
with sockets of a 0.7424-mm pitch land grid array (LGA), as presented in Fig. 8.17:
one for transmission and the other for reception. Each socket is plugged with a
dedicated optical module for optical communications supplied by Avago.

This Stratix IV GT FPGA has 32 full-duplex I/O ports for high-speed communi-
cations, 12 of which are allocated to these optical I/Os. Twelve 11.3 Gbps high-speed
serial I/Os on the FPGA are connected to the sockets for transmission, and 12 11.3
Gbps high-speed serial I/Os are connected to the sockets for reception. The optical
communication module is as small and compact as 8.2mm × 7.8mm, as illustrated
in Fig. 8.18.

Twelve vertical cavity surface emitting lasers (VCSELs) are embedded in opti-
cal communication modules of the transmitting side, whereas 12 GaAs PIN pho-
todiodes are mounted in the optical communication module of the receiving side.
Optical communications are conducted through a 12-core fiber cable. The VCSEL
lasers can be aligned in two dimensions like common transistors on an integrated
circuit. The VCSEL can build a compact laser array [48]. This optical module allows
10.3125-Gbps data transfer per channel consisting of one VCSEL and one GaAsPIN
photodiode. In all, 12 channels in the module realize an overall transmission speed of
120 Gbps. In spite of such high-speed communications, a multimode fiber of OM4
grade accommodates long-distance transmissions as far as 150 m. It is highly likely
that such optoelectronics will become indispensable when ultra-high-speed I/Os over
28 Gbps become necessary in the future.
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Fig. 8.18 A MicroPOD optical module is mounted on an FPGA package with an LGA socket. Its
packaging area is 8.2mm × 7.8mm

8.4.4 Optically Reconfigurable Architecture

Optically Reconfigurable Architecture by Caltech: Caltech announced an opti-
cally reconfigurable gate array (ORGA) using a holographic memory in April,
1999 [49]. This ORGA, the world’s first FPGA that can be reconfigured optically,
consists of a holographic memory, a laser array, a photodiode array, and an FPGA
component. Because its gate array component has a fine-grained gate array structure
that is identical to that of conventional FPGAs, its fundamental function appears to
be the same as that of the existing FPGAs to device users. However, unlike conven-
tional FPGAs, its programming method is optical reconfiguration. The holographic
memory of this optically reconfigurable gate array is used as a read only memory
(ROM). Multiple circuit information can be stored in the holographic memory in
advance. Then, this circuit information is addressed by the laser array. It is read out
as a two-dimensional diffraction pattern. This diffraction pattern is then recognized
by the photodiode arrays, transferred serially to the FPGA, and reconfigured. Studies
at Caltech have demonstrated the benefits of this optically reconfigurable gate array:
It can use large-scale properties of the holographic memory, it can carry multiple
circuit information, and its circuit information is programmable within 16–20µs
(Fig. 8.19).

8.4.5 Japanese-Made ORGA

Research on ORGAs was also started at Kyushu Institute of Technology in Japan
in January 2000. The research base was later moved to Shizuoka University. The
research is still in progress. Since Caltech has reported no research on optically
reconfigurable devices since, Japan is presumably the only research base for ORGAs
in theworld at present. JapaneseORGAsunder development are introduced hereafter.

Several types of ORGAs are undergoing research and development in Japan,
including ORGAs that adopt an electrically rewritable spatial light modulation



228 M. Motomura et al.

Fig. 8.19 Optically
reconfigurable gate array
(Shizuoka University)

element as a holographic memory [50, 51] and ORGAs that employ a laser array and
microelectromechanical systems (MEMSs) together to address a holographic mem-
ory [52]. An ORGA of a simple architecture, similar to that by Caltech, consisting
of a holographic memory, a laser array, and a gate array VLSI is introduced here.

ORGAs under development in Japan adopt a fine-grained gate array like Caltech’s
ORGA, so that the function of the gate array is the same as the existing FPGAs.
However, Japanese devices employ a fully parallel configuration, different from Cal-
tech’s, where the gate array has many photodiodes. Two-dimensional light patterns
generated by the holographic memory are read in a fully parallel mode by these
photodiodes. This optical reconfiguration approach allows dynamic reconfiguration
of the gate array in a cycle of 10 ns using large amounts of circuit information stored
in advance in the holographic memory. To date, ORGAs with circuit information of
256 types have been developed.

An ORGA stores circuit information in a holographic memory. Theoretically, a
holographic memory can store as much as 1 Tbit of information within a volume
of one lump of sugar. So, its high capacity is expected to be promising also for the
next-generation optical memories [53]. The aim of the ORGA is to implement a
virtual large-scale gate array by storing much circuit information in a holographic
memory using its high capacity [54, 55].

A holographic memory has no fine structures as it is the case for those of existing
SRAMs, DRAMs, or ROMs. It can be made simply by consolidating materials such
as photopolymers. Accordingly, its production is extremely simple and inexpensive.
Information is written on a holographic memory with a dedicated writer using the
interference of light. The writer splits a coherent laser beam into two optical paths,
an object light representing the binary pattern of circuit information and a reference
light, and records the interference pattern of these two light waves on the holographic
memory. Greater amounts of information can be recorded by varying the incident
angle of a reference light and the irradiation position on a hologram. The stored
information can be read out using a laser beam with the identical coherent light as
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the reference light. In the case of an ORGA, circuit information is usually written in
with a writer before the device starts to operate. Its holographic memory is used as a
ROMwhile the device is in operation. Because a large amount of circuit information
can be stored in a holographic memory, it is possible to select it with a laser array
and to dynamically conduct the reconfiguration.

The holographic memory has a characteristic that it can be used even if it has been
contaminated by impurities or partial defects. Holographic memory is usually irradi-
ated with a coherent laser beam as a reference light when reading information. This
light undergoes phase modulation or amplitude modulation in the holographic mem-
ory and is read out from it. The intensity of light at an arbitrary point is determined
by the phase of the gathered light from the whole holographic memory. A collection
of lights in phase brightens the point, whereas a collection of lights of diverse phases
darkens it. Because information is read out by the superposition of many light waves,
the holographic memory has long been known as a robust memory that is useful even
if it has defects. Research on radiation-hardened ORGAs is in progress using this
characteristic of robustness of the holographic memory. The optoelectronic device
has not been used widely yet. However, it might overcome obstacles that are difficult
to resolve solely by using integrated circuits in the far future.
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