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Learning Any Time, Anywhere: Big
Educational Data from Smart Devices

Mark A. Riedesel and Patrick Charles

Abstract For many people, especially young people, a smartphone is a constant
companion. Mobile apps which allow individuals to use a smart device to enhance
their learning have the potential to be very useful for mastering basic educational
material. In order to evaluate and enhance the effectiveness of such applicationswhen
deployed at large scale, an infrastructure designed specifically for the collection of
educational analytics data from such mobile apps is required. We detail here a set
of applications and their associated infrastructure which was developed to allow
students in courses using digital textbooks to enhance their knowledge of the basic
course content anywhere and anytime by using their smart device to do spaced
practice of the knowledge components of a course. Thepower of current smart devices
allows the entire application, including content and adaptive algorithm to be hosted
and run locally on the user’s smart device, so it functions fully even when no network
connection is available. The infrastructure for the collection and analysis of the
educational analytics data is entirely cloud-based, using AWS S3 for data collection
and storage, and the Apache Spark parallel computing framework for data analysis.
Thus, the entire system requires only laptop computers for the mobile developers
who create the applications and this is also sufficient for the learning scientists who
analyze the data. Both the data collection system and the data analysis system can
scale to handle the data from many millions of users with no modification to their
architecture. Similar architectures are now used for the Internet of Things (IOT)
but have not yet been widely used for educational applications. These applications
have currently been deployed to thousands of users’ smart devices and analytics data
is being received from these users’ smart devices from a wide range of locations
on several continents. In our highly connected world, this type of application will
become much more common. We describe here the type of infrastructure, security,
and analytic methods needed to use these apps to advance learning and learning
science.
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Keywords Spaced practice · Adaptive flashcards ·Mobile learning
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1 Introduction

For many subjects, memorizing basic facts is an important first step in learning
and mastering content. In learning a foreign language, for example, basic vocabulary
must be memorized as an essential part of learning syntax and grammar. In medicine,
it is still considered essential for doctors, nurses, medical assistants, and EMTs
to have basic knowledge of anatomy and physiology, pharmacology, and medical
terminology memorized for immediate recall in critical situations. Even for subjects
which involve higher levels of cognition, retention of basic knowledge is commonly
the foundation upon which higher levels of abstraction are built (Bloom, Engelhart,
Furst, Hill, & Krathwohl, 1956).

Applications designed for long-term memorization are often conceptually based
on models for human memory which grew out of early work on how memories
decay with time but can be reinforced by repetition spaced in time (Ebbinghaus,
1885). Further research, particularly in the past 20 years, has shown that three related
methods can help optimize the memorization of material: spaced practice (Cepeda,
Vul, Rohrer, Wixted, & Pashler, 2008), active retrieval (Roediger & Karpicke, 2006;
Karpicke & Roediger, 2008), and interleaving (Brown, Roedinger, & McDaniel,
2014).

Spaced practice is a method where material one wants to learn is repeated on a
schedule designed to reinforce decaying memories. Ideally, an item (an atomic piece
of knowledge) would be repeated just before it would otherwise be forgotten. Using
very specific models for the forgetting process allows mathematical optimization
methods to be employed to produce optimal schedules for spaced practice (Pavlik
& Anderson, 2005; Pavlik & Anderson, 2008; Mozer & Lindsey, 2016; Settles &
Meeder, 2016).

Active retrieval is the principle that requiring a learner to recall material in
response to a challenge is more effective than re-reading material. This is true even
when there is some active involvement when reading, such as highlighting the most
important parts of a passage. Thus, requiring a learner to respond to a question is
significantly more effective than having the learner re-read a text containing the same
basic piece of knowledge. Questions can be in several modes such as multiple-choice
single-answer, multiple-choice multi-answer, fill-in-the-blank, or matching.

Interleaving is a method where questions on different topics or subtopics are
intermixed. It has been shown in learning arithmetic problems, for example, that
mixing up different types of problems in practice sessions is more effective than
concentrated drill on just one type (Rohrer & Taylor, 2007).

A learning program which can easily incorporate all three of these methods is
through the use of flashcards. Flashcards always require active retrieval and can also
be timed and sequenced to incorporate spaced practice and interleaving. Manual
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methods of doing this have been used at least since the 1970s (Leitner, 1972) but to
implement a system which can optimize the user experience, a computer program
is an especially effective way to accomplish this. In a computer-based flashcard
system, algorithms can be employed to create schedules for spaced practice which
incorporate the user’s record of correct and incorrect responses, the subject matter
of each question, and the timing of the appearance of each item.

Several such systems have been deployed over the past 25 years or so. These
are typically designed for learning hundreds or thousands of facts overtimes
extending over weeks, months, or years. Such applications include SuperMemo,
Anki, Duolingo, Brainscape, FireCracker, and Memorang (http://www.supermem
o.com, http://ankisrs.net, http://www.duolingo.com, http://www.brainscape.com,
http://www.firecracker.me, http://www.memorangapp.com). Most of these applica-
tions require a web browser with an active network connection. Those which have
self-contained mobile versions which can operate offline do not allow a centralized
collection of user interaction data. More academically based applications which do
allow this have not yet been widely deployed (Kam, Kumar, Jain, Mathur, & Canny,
2009; Pavlik, Kelly, & Maass, 2016).

With the smart devices currently available, it is possible to develop self-contained
mobile applications which include all of the educational content and which have the
software needed to adaptively schedule spaced practice completely independent of a
central computational service. Such applications can generate user interaction data
messages which can be sent to a central collection point. Such data is needed for
learning scientists to evaluate student performance and to further refine scheduling
algorithms.This allowsusers tomakeoptimal use of their time in learning thematerial
with these applications. As large datasets accumulate, such data will also be very
valuable for advancing basic understanding of the learning process.

2 Mobile Practice of Course Content

The Higher Education division of McGraw-Hill Education (MHE) was interested in
away for students in a course using one ofMHEs online, interactive textbooks, called
SmartBooks (http://www.mheducation.com/highered/platforms/smartbook.html), to
be able to use their smartphones to memorize some of the declarative knowledge
presented in a title. They quickly realized that a mobile phone application which had
been developed to allow candidates in India to study for the U.S. Medical Licensing
Exam (USMLE), called StudyWise, could be adapted for this purpose.

This application was developed to utilize the existing homework questions from
medically related titles and present them as flashcards on a smart mobile device.
The application was entirely self-contained, with the content, the user interface, and
the scheduling algorithm all entirely contained on the smart device. This allowed
the application to function even when a network connection was not available, a
requirement for use in areas with spotty WiFi or cellular coverage.

http://www.supermemo.com
http://ankisrs.net
http://www.duolingo.com
http://www.brainscape.com
http://www.firecracker.me
http://www.memorangapp.com
http://www.mheducation.com/highered/platforms/smartbook.html
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It was recognized that this software could be re-targeted to provide optimized
practice of course material within the time frame of a college semester by modifying
the scheduling algorithm to optimize for practice of dozens to hundreds of items over
a few weeks or months rather than the USMLE application which was designed for
study of thousands of items over the course of 1 to 2 years. By leveraging published
research on learning andmemory, a new algorithmwas successfully developedwhich
fit this use case (Riedesel, Zimmerman, Baker, Titchener, & Cooper, 2017).

2.1 Smart Device Mobile Applications

As currently deployed, each of eight separate content titles has its own IOS and
Android app. Each app presents the homework questions in a title as an electronic
flashcard, grouped by topic. The questions, known as probes or items, come from
MHE’s existing SmartBook database of probes. There are currently about 1500
SmartBook titles on a wide range of subjects. For all of these titles combined, there
are some 2,350,000 distinct probes with almost three billion recorded answers for
them from the web-browser-based SmartBook system.

In SmartBook, each probe is associated with a knowledge component called a
Learning Objective (LO). The LOs are organized by topic, which in turn are related
to the title’s subject. In a course that uses a SmartBook title, the instructor creates an
assignment for a specified set of LOs. Students see only probes associated with the
LOs for that assignment, which they do online through a web browser.

StudyWise was designed as a mobile application which would allow students
to practice all of the LOs in a title, organized by topic. The mobile nature of the
applications allows users to learn and master material whenever they have a few
spare moments and wherever they happen to be. The algorithm is designed to allow
the learner to master each LO by repeated practice. Once an LO’s associated probes
have been answered correctly three times, it is considered learned.

The fact that it is entirely self-contained on the mobile device means that it can
be used whenever the user has a few spare minutes. The pattern of session durations
suggests shows that these applications are indeed being used primarily for a few
minutes at a time, as can be seen in Fig. 1. This is rather different from the originally
envisioned usage model, which was for dedicated 30 min sessions each day.

At present, there are separate IOS and Android apps for each of eight titles in sub-
jects includingAnatomy and Physiology,Medical Terminology, Psychology, Human
Resources Management, American History, Majors Biology, Human Anatomy, and
Medical Assisting Certification Prep.
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Fig. 1 A histogram of session duration times in minutes. More than one-fourth of all sessions are
just one minute or less

2.2 User Interface

The StudyWise apps are all native applications specifically written for smartphones,
with an IOS and an Android version available for each title. When a user opens an
app for the first time, they are asked if they want to register with an email address.
This information is used only to allow the synchronization of a user’s progress in the
app between two different devices, such as, for example, an iPhone and an iPad or
between an Android phone and an iPhone. There is a hamburger menu in the upper
left-hand corner of the screen which allows the user to (a) study, (b) get help, or (c)
create an account for synching between devices and to also check for updates to the
app’s content.

To start a learning session, the user goes to the “Study” page, which gives the
app’s name at the top of the page and has two modes: “Targeted” which presents a
list of Topics from which the user then chooses a topic from which questions will be
drawn or “Review” which presents an overall measure of progress through the app
and then will present questions from the set of Topics a user has previously studied
(Fig. 2).

Once a topic is selected, the algorithm selects the first LO and one of that LO’s
probes is then chosen at random. This first probe is then displayed on the next
screen. The question presented will be one of several types found in SmartBook:
multiple-choice single-answer (as shown in Fig. 3), fill-in-the-blank, multiple-choice
multi-answer,matching,matching-rank, or deconstruction (a special type formedical
terminology).

At the bottom of the page, a question about the learner’s confidence about their
knowledgeof the question appears: “Doyouknow the answer?”,with the twopossible
choices “Yes, I know it” or “I’m unsure”. The user must answer this question in
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Fig. 2 The Topic selection page for the IOS anatomy and physiology for StudyWise app, with
targeted mode selected

order to move on to the next page. For fill-in-the-blank, matching, matching-rank,
and deconstruction questions, answering the confidence question submits the answer
for grading.

For multiple-choice single-answer and multiple-choice multi-answer, the next
page is the answer selection page (Fig. 4). For this case, the user can then either
scroll back to the question page and update their confidence after seeing the possible
answers (after which the answer page is again displayed) or simply select their
answer(s) from those shown.

Once the user’s answer is submitted, the answer is checked against the correct one
and an answer response page is then shown (Fig. 5). This page reiterates the user’s
answer and indicated confidence, whether or not the answer was correct, and then
gives additional background information on the question’s content. The level of this
additional information varies from question to question depending upon how much
such background the author of the SmartBook probe included when it was originally
created.
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Fig. 3 The question
presentation page

The user then can select the “NEXT” button at the bottom of the page to move on
to a new LO’s probe chosen by the algorithm or the user can hit the back arrow in the
upper left-hand corner to return to the Topic selection page, ending that session. At
that point, the user can again choose a Topic or can hit their device’s “Home” button
to exit the application.

2.3 Algorithm Self-contained Within the Smart Device

Akey element of effectivememorization is repeating an item often enough for it to be
remembered. However, we do not want to waste the learner’s time by repeating items
already well learned. The algorithm used in StudyWise is a proprietary one that uses
a mathematical algorithm which has adjustable parameters that vary the appearance
time of the questions associated with each LO. This spacing also depends on whether
or not an LO’s previous question was answered correctly or not, if this was not the
first appearance of that LO. For an LO to be considered learned, a total of three
correct answers to that LO’s associated questions is required.
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Fig. 4 The answer selection
page for multiple-choice
questions

When an LO first appears, it will be repeated frequently until the first correct
answer is given. After this, the LO is repeated somewhat less frequency, and after a
second correct answer, the repetition interval is lengthened even more. The spacing
also depends on the number of LOs included in a given topic. The desired practice
schedule was specified by subject matter experts, who wanted topics of a particular
size to fit within a specified practice schedule. A sample pattern of LO appearances
with time is shown in Fig. 6, for a Topic with 100 LOs (Riedesel et al. 2017).

This algorithm is compact in both size and computational complexity and is
easily self-contained within a learner’s smart device. The learner’s complete record
of progress through each topic within a title is also stored locally. This means that the
full adaptive experience can be presented to the learner even when not connected to
the Internet. A learner can practice for hours, days, weeks, or even months without a
network connection. This was originally motivated by the desire for medical students
in rural India to be able to use this application but it also means that it can be used
seamlessly even on an airplane flight or other locations where cellular data service
is not available.
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Fig. 5 The answer response
page

3 Data Messaging System

The availability of cloud-based computing and storage allows a smart device to
return information on user interactions with StudyWise apps without the need for
a database to present the user interface or to store data messages produced by user
interactions. In this way, smartphones hosting StudyWise operate in the same way
as devices which are part of the Internet of Things (IOT). The particular architecture
used for StudyWise is based on Amazon Web Service’s “Serverless Computing”
technology (http://aws.amazon.com/serverless/), which is frequently employed for
IOT systems.

This architecture works very well for applications which are designed to stand
alone on a user’s smart device, and it is also at the heart of how Internet-connected
sensors and devices which are part of IOT return the data used in machine learning
and other predictive analytics. Using this type of architecture, as noted, there is no
database behind the application. This means that the usual methods of doing both
business and educational analytics by querying relevant data from an OLTP database
are not available. All of the data that business analysts and learning scientists use
must come from a custom-designed system of messages which are sent as learners
interact with the system.

http://aws.amazon.com/serverless/
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Fig. 6 Plots of the first 30 LOs from a 100 LO deck. Five 30-min sessions were needed to complete
100 LOs. Red dots indicate incorrect answers, as computed by the model, and blue dots are for
correct answers. The start times for the sessions are separated by 24 h

When designing the messaging system, we solicited input from both the business
owners of the application and learning scientists.Wewanted to ensure the availability
of the data needed for an understanding of the frequency and patterns of use needed
for business analytics and for doing the Learning Science related to spaced practice
and active retrieval. Both types of information can be used to improve the user
experience and the educational effectiveness of this suite of applications.

By design, as little personally identifiable information (PII) is ever solicited from
the users as possible and none is transmitted to the data collection system. The only
PII information StudyWise is the email address used to synchronize a user’s progress
between devices. Even this information is contained in the JSONmessaging data only
as a non-reversible hash of the input email address.

3.1 Questions for Business Analytics

To determine what data might be needed for business analytics, we asked the Higher
Education group for a list of the type of reports theymight want to be able to construct
from the messaging data. They provided a list which guided our design.
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Here are some examples of the types of questions the business analysts wanted to
be able to address:

– How much was each application used in terms of questions answered per unit of
time (hour/day/week/month)?

– What is the pattern of usage in terms of time of day, in local time?
– How is usage correlated with the time of year, such as the start, middle, or end of
a semester?

– How many learning objectives have been answered for each topic for each title?
– What is the average user progress through each topic?
– What is the usage of IOS versus Android for each title?

One field added specifically to address some of the business questions was the
local time zone, in terms of offset from UCT.

3.2 Questions for Learning Science

In addition to data for business analysis, we also wanted to be able to measure the
efficacy of the apps and to be able to gain insight into the learning science related to
spaced practice and active retrieval. To be as comprehensive as possible, we consulted
with theMHEDataScience teamandwith academic learning scientistswhile defining
the messaging fields.

Among the types of questions we would like to be able to address in this area
include:

– Which app (i.e., which Title) is the learner using?
– Which question (including its Topic and Learning Objective) has just been
answered?

– Which answer was selected and was it the correct answer?
– How long did it take to answer the question?
– How long was spent looking at the explanation of the answer?
– What do the learning curves look like for each learning objective and or each
student?

– What confidence level was chosen and how does it correlate with the correctness
of the answer?

– How do performance and confidence vary as a given LO is repeated?
– How far through a given topic has the user progressed?

3.3 Data Fields and JSON Schema for the Messaging System

To be able to answer all of the above questions, the data fields in Table 1were created.
There are also several fields to identify the version of each app overall and the version
of the adaptive algorithm which are not shown in this table. As the application is in
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Table 1 Data messaging schema

Item Type Example Source

IOS version number String 9.0.1 Mobile OS

Device type String iPhone 6+ Mobile OS

IP address String 10.10.10.10 Mobile OS

StudyWise application String A&P App

Software version String 1.0.0 App

Algorithm version String 1.0.0 App

Topic IDs String [224562,135283,252034] App

Topic titles List string [“Countries and capitals”,
“Present tense irregular
verbs”, “Past tense of verbs”]

App

StudyWise topic size Number 68 App

User ID String 315352FD-44B1-406E-
A785-B74100A0B2A9

App

Session ID String 3B20792D-F46B-48B4-
8F45-AA79AE620EA

App

Date/time session start String 2015-08-01T06:00:00.000Z App

Event type String One of “targeted” or
“review”

App

Learning objective ID String CL323778e1-8d23-425f-
8be4-996f20ae4933

App

Question identifier Number 589823749 App

Question type String Multiple-choice/MCQ App

Date/time presented String 2015-08-01T06:00:00.000Z Mobile OS

Date/time answered String 015-08-01T06:00:00.000Z Mobile OS

Answer selected String CL323778e1-8d23-425f-
8be4:243565606:0

App

Success/failure Number 0 for failure, 1 for success App

Confidence List 1 or 2 [1, 2] App

User interrupted details List or string [“phone”, “other”] Mobile OS

Session progress Number 53% App

Product title String Anatomy and physiology App

Product Id Number 151514 App

Local time zone String −5 Mobile OS

Date/time session end String 2015-08-01T06:00:00.000Z App

use, each time an answer to a question is submitted, information is sent. Fields which
are directly linked to a user’s practice session come from the StudyWise “App” and
those which give information on the user’s device, time zone, and other information
on the session’s context come from the mobile devices “Mobile OS” and hardware.
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Although both IOS and Android mobile devices can transmit a user’s location,
the business owners were concerned that asking the user for permission to include
their location would be seen as unnecessarily intrusive and might also raise student
privacy issues, so this information is not collected. Local time zone information is
collected for determining the time of day an app is being used.

3.4 JSON Schema

JSON was specified by MHE’s data engineering group for encoding the messages in
order to be compatible with a company-wide standard for data messaging systems
for future educational software products. IMS Caliper was considered as the basis
for this API, but at the time this API was designed (in mid-2016). Caliper lacked a
number of fields needed to satisfy both the educational and business requirements,
and MHE’s data architects approved the schema shown here.

One great advantage of using JSON is the ability to query a collection of JSON
documents using standard SQL query commands. This can be done either through
systems such asApacheSpark (http://spark.apache.org), jQuery (https://jquery.com),
or other similar tools. Even quite complex queries have worked successfully and
an experienced database analyst can fully leverage their background in the SQL
language while analyzing this type of data. In analyses done thus far, essentially all
SQL queries attempted using Apache Spark SQL have worked on this dataset.

3.5 Online and Offline Modes

The first version of StudyWise was created to allow medical students overseas to
study for the United States Medical Licensing Exam (USMLE). Such students could
possibly be in areas where network coverage was spotty, so StudyWise was designed
to be fully usable when the user’s mobile device had no cellular data connection. This
means that all of the logic and code needed for a fully adaptive experience needed to
be contained in JavaScript code on the mobile device. Similarly, all of the questions,
answers, explanations for incorrect answers, and ability to determine if an answer
was correct or incorrect are included in the mobile app.

However, it was still desired to have a record of user interaction data, even for
sessions done offline. In order to accommodate this, the JSON analytics datamessage
for each interaction is either (1) buffered and then sent to the collection server in
MHE’s AWS virtual private cloud (see below) if the user is connected or (2) stored
locally on the mobile device for later transmission if a network connection is not
currently available. Stored data from offline sessions is later sent to the collection
server when a user is running the StudyWise app and has a network connection. At
present, this is the only widely available mobile educational application of which we
know that has this capability.

http://spark.apache.org
https://jquery.com
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3.6 Receiving System

As an app is in use, each time a learner answers a question and a JSON record is
generated. This record is stored locally in a buffer and when this buffer is full or
the session ends, the buffer of records is securely transmitted to a receiving service
running on an AWS instance. The receiving service validates the data, as described
below, and stores it in a flat file in a secure location in AWS S3 file storage.

The storage is a simple directory hierarchy organized by year, month, day, and
hour. Many utilities exist to read JSON data stored in this way, including in Apache
Spark. As noted above, this type of JSON file system can also be directly queried
using SQL just as if it was a relational database.

This method of collecting and storing the data is limited in speed by the trans-
mission time of the Internet but otherwise is capable of very high data throughput
and can be set up in parallel to scale almost arbitrarily, if necessary. Total storage
available is essentially limited only by the ability to pay for it.

Thismeans that this data system could handle potentiallymillions of users daily by
simply scaling out the receiving and storage systems, with no change in architecture.
Using the capabilities of AWS means that no server or storage hardware need be
purchased to set up such a system.

4 Security and Privacy

As a systemwhich is used in education, it is very important to maintain the privacy of
eachuser’s data. This requires an architecturewhichprotects the integrity and security
of the data at each step of the collection and analysis. An important first step, as noted
above, is to store no personally identifiable information in the analytics data stream.

4.1 Data Encryption

Data encryption is a critical element of security. Strong encryption of data both at
rest and in transit prevents an attacker who might gain access to a storage system
or communication channel from obtaining sensitive information. In StudyWise, this
means that all communications between the mobile application, the data collection
end point, and the processing pipeline are encrypted using HTTPS/SSL.

Data stored for analysis, and the derived datasets that comprise the output of
those analyses, are encrypted in cloud storage. Amazon S3 supports multiple mecha-
nisms including SSE-S3 (transparent server-side encryption), SSE-KMS (server-side
encryption using AWS key management), and SSE-C (server-side encryption using
customer-provided keys).
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Furthermore, the pipeline runs in a virtual private cloud on infrastructure not
directly accessible from public networks.

4.2 Access Policies and Controls

User authentication controls who can access the analytics environment. Integrated
identity management can simplify user management by leveraging a service to
authenticate users. Examples include SAML2.0 and Active Directory.

In order to ensure that only authorized users can access data stored and pro-
cessed in the analytics pipeline, role-based access provides fine grain controls on
storage (who can access data sources in the processing environment), on clusters
(who/what is authorized to configure/launch/terminate/restart clusters), on process-
ing jobs (who/what can attach and run processing on clusters) and the environment
(configuration and settings).

Auditing and logging provide the ability to alert on, monitor, and review key
events in the environment.

4.3 Data Integrity

In the compute layer, within Apache Spark, the RDD (see below) provides data
immutability and fault tolerance by design. In the storage tier, AWS S3 provides not
only an extremely high level of durability (99.999999999%) but also the ability, via
the optional Content-MD5 request header, to verify the integrity of data stored there.

4.4 Certifications

An end-to-end data analytics pipeline, especially one reliant on third-party managed
or cloud services, is a system based on the integration of many components. No
matter how strong the data encryption and access policies in place, the system is
only as secure as its weakest link. Managed service and cloud providers certify their
platforms according to documented compliance standards.

The FERPA (Family Educational Rights and PrivacyAct) standard governs access
to educational information and records. Other standards, many originating in the
financial and health industries, are also relevant in education.

AWSdocuments their compliance at (https://aws.amazon.com/compliance/). Cer-
tifications include FERPA, HIPPA, GLBA, FISMA, RFR, and PCI DSS.

https://aws.amazon.com/compliance/
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Databricks, the computing environment used here for data analysis, documents
their platform security and compliance at http://go.databricks.com/. Their security
measures are based primarily on SOC2 Type-1 Certification. SOC2 Certification
encompasses five key areas: security, availability, processing integrity, confidential-
ity, and privacy.

5 Data Processing and Analysis

In order to use the data collected for either educational or business insights, we need
to set up a system to read, clean up, and analyze the JSON data produced originally
on each user’s device which has been sent to the AWS S3 collection system. It is
possible to do all of this entirely in the cloud using AWS and other services, and this
is the approach that we have taken with StudyWise.

In particular, we would like a system which has the following characteristics: (1)
straightforward to access, use, and maintain and (2) powerful and scalable enough to
handle increasing amounts of data as StudyWise is more widely deployed. In the past
10 to 15 years, several systems have been developed which have been designed to
satisfy these types of needs. All are based on horizontally scalable clusters of servers
to allow computing to be done in parallel.

Many high-performance computing systems in use by the academic and govern-
ment research communities use the Message Passing Interface (MPI) to do parallel
computing. This requires writing code in either C or Fortran. This is scalable to the
very largest systems in existence and can be used for themost complex types of paral-
lel computing but it requires a very high level of specialized knowledge and expertise
to use. MPI can be used not just for processing large amounts of data in parallel but
also for doing very large parallel theoretical calculations for such applications as
global climate models and modeling the interiors of stars.

A system designed to make parallel computing more accessible to a wider range
of users is the Apache Hadoop/MapReduce system of software developed for the
parallel processing of large amounts of data. This system is simpler than MPI but
still requires the use of the Java programming language and also requires writing
intermediate results in its processing pipeline to disk, which can make it rather slow.

To overcome the limitations of MPI and Hadoop/MapReduce, a system called
ApacheSpark (http://spark.apache.org/) has been developed by the open-source com-
munity which allows all of the computation to be done in a compute node’s memory
and which also combines some of the steps in map/reduce processing, making the
writing of code to process large amounts of data in parallel considerably easier than
previous systems. Apache Spark has come into widespread use in just the last 3 to
4 years but is becoming the dominant method of processing very large amounts of
data.

http://go.databricks.com/
http://spark.apache.org/
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Spark also is available with APIs for programming in Scala, Python, R, and
SQL, making it accessible to a much wider audience. On a practical level, a Spark
program can be many, many times faster (x100, in some cases) than an equivalent
Hadoop/MapReduce program, as long as all of a given subset of data in a parallel
processing job can be fit into the memory of one of the servers in a Spark computing
cluster.

In this section, we show how Apache/Spark can be used to process and analyze
large-scale data with examples of its use in StudyWise.

5.1 Apache Spark

Apache Spark is both an engine and API for large-scale data processing, making very
large-scale parallel computing accessible to a much wider range of users than previ-
ous parallel computingmethods.Largeorganizations havedeployedApacheSparkon
clusters consisting of thousands of nodes, processing petabyte-sized datasets which
grow on the order of terabytes per day (Tsai, 2017).

The main abstraction in Apache Spark is the “RDD”, or resilient distributed
dataset.

“Resilient” refers to redundancy of data across compute nodes, Apache Spark’s
fault tolerance and ability to continue processing when compute nodes fail.

“Distributed” refers to the fact that data is partitioned acrossmanymultiple cluster
nodes. More importantly, computations are moved to the data, rather than the tradi-
tional approach of moving data to central location(s) for processing. This eliminates
I/O bottlenecks and allows processing to scale in a linear fashion as the amount of
data grows.

“Dataset” refers to large-scale collections of data. An important attribute of these
datasets in Apache Spark is immutability. Immutability drastically simplifies the
cost and complexity of coherently processing distributed data. Spark represents pro-
cessing steps in a directed acyclic graph. This traversable graph, combined with the
immutability of data at each intermediate step in the process, allows datasets to be
easily reconstructed on failure, contributing both to the resiliency and distributed
characteristics of the system.

More recently, Apache Spark has added an additional abstraction layer on top of
the RDD called a dataframe. The dataframe makes the manipulation and processing
of the data conceptually simpler than is the case for RDDs and it is very similar to
dataframes found in Python Pandas and in R (where the concept was first developed).

Data streamingApache Spark supports both batch-oriented and stream processing
using a single unified API. The use of streaming allows essentially up to the second
processing to be done on the analytics data as it arrives from the user’smobile devices,
if desired.
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The Apache Spark Structured Streaming API mimics the Apache Spark batch
API, but behind the scenes it utilizes the SparkSQL engine to continuously update
data as new information arrives. The same SparkSQL queries and operations that
work on batch-loaded information can also be performed on streaming dataframes.

In the concrete examples below, Spark Structured Streaming is used to perform
event-driven processing.

APIs and Analysis Tools Apache Spark’s processing API supports multiple lan-
guages, including Scala/Java, Python, and R as well as a dialect of SQL. In the
following example, data is ingested into a Spark dataframe. Here are brief exam-
ples of how to read JSON flat files into a Spark dataframe for the different Spark
languages:

Table 5.1. Scala
val eventSampleDf =  spark.read.json ("pathBatch /  * . json")

Table 5.2. Pyspark (Python)

eventSampleDf =  spark.read.json ("pathBatch /  * . json")

Table 5.3. SparkR (R)

even tSa mple Df  =  read .df (sq lContext , "pa thBatch / . j son", "json")

The Apache/Spark API also allows SQL-like operations to be performed on
dataframes.

A simple select/filter operation in Scala using the SparkSQL API:

Table 5.4. SQL query using Scala
val a p Df  =  even t sBa tchDf  .

f i l t e  r ($"sess ion .studywiseAppl icat ion"  = = =  "A&P")

The same operation expressed in Spark SQL syntax:

Table 5.5. SQL query directly in Spark SQL

% s q l select f rom a p Df whe r e sess ion .s tudywiseAppl ica t ion  =  ’A&P’
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5.2 Processing Pipeline

Pipelines typically have at least three layers: input, processing, and output. These
are shown in Fig. 7.

In StudyWise, these layers coordinate with software components that facilitate
user authentication, data collection, transmission, and persistence.

Layers of Processing

Ingestion via messaging system: The input layer is preceded by event hooks instru-
mented in the clientmobile application. These event hooks trigger calls toRESTAPIs
that authenticate the user and transmit events to an event collector and cloud-based
storage.

Once these events are persisted (in AWS S3, for example), the Apache Spark
datasources API can be used to ingest the events into a dataframe for processing.

The Apache Spark API supports both batch and streaming semantics via the same
interface.

Read all events in a bulk batch read:

Table 5.6. Batch Read of a JSON file

val eventsBatchDf =  spark.read.schema(schema). json ("path / . json")

Stream events as they arrive via streaming.

Table 5.7. Streaming Read of a JSON input stream

val eventStreamDf =  spark.readStream.schema(schema). json ("path / . json")

In the case of a batch read, all source events presented at the time of the read oper-
ation will be read in a bulk read operation and stored in an Apache Spark dataframe.

In the case of the streaming read, all source events present at the time of the
read operation will be initially loaded into the target dataframe. The dataframe is
unbounded, however. As new events arrive, new rows are added to the dataframe.

Data Cleaning and Transformation: Cleaning and transformation consists of
Apache Spark and SparkSQL operations on the source dataframe. As discussed,
dataframes in Spark are immutable. Every operation on the dataframe creates a new
dataframe. Operations are distributed across the worker nodes in the cluster.
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Fig. 7 The processing
pipeline for analytics data for
the mobile apps
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Table 5.8. Filtering out unwanted data fields
// filter out events based on criteria,
// in this case columns not used in the processing 

val 2Df = eventsStreamDf.drop("legacyData")

// use SQL−like syntax to group events based on some criteria
// in this case, by application and product title
// counted and sorted
// to produce a continuously updated dataframe containing
// the most common application/title combination

val activityByProductTitlesandApplicationStreamDf =
v2Df

. groupBy("session.studywiseApplication", "session.productTitle")

. count

. sort (desc ("count"))

Intermediate Storage: Whether transforming data for subsequent analysis, or pro-
ducing a set of potentially valuable insights, it is useful to persist these results. The
Apache Spark datasources API can write the data back into S3 cloud storage in a
variety of formats including JSON or to a more optimized and compact format such
as Parquet. These operations can also be performed in batch or streaming modes.

Table 5.9. Creating a Parquet File from raw JSON data
v2Df

. writeStream

. format ("parquet")

. option ("path", "targetPath/v2DfStream . parquet")

. start

5.3 Filtering

The data stream can also be filtered in order to produce more compact datasets for
specific types of analysis and also to clean up the data. For example, during the test
phase of the initial StudyWise deployment, the appswould sometimes produce dupli-
cate records. By applying a filter to the stream, these duplicates can be eliminated.
Other minor data issues have also been filtered out in a similar way.
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It is also possible to filter the data based on any of the data fields in Table 1. A
common filter used is to look at a particular title, type of question, correctness of
answer, or level of confidence. Spark SQL makes the construction and application
of such filters to dataframes straightforward.
Time Windowing: A very common way to want to filter data is by time. To facilitate
this, a daily time stamp is added to the StudyWise data stream. With this, Spark SQL
has a built-inWindow function which allows the data to be grouped by user-specified
time windows, such as hourly, daily, weekly, or monthly using SQL-like command.
Operations of many types can be done within these windows, including calculating
moving averages and ranking rows, operations difficult to do with standard SQL.

We have used SparkSQL Window functions, for example, to look at daily usage
of each app and also to prepare data for calculating learning curves. While these
types of calculations can be done by spreadsheets, such as Excel, Spark can do this
on many millions or billions of records using parallel computation.
Versioning:Versioning components of the pipeline is a usefulmethod for tracking fea-
tures and compatibility as the pipeline evolves. Versioning applies to API endpoints
and message/event schema. Increments to the major version number indicate “break-
ing” changes, while increments in the minor version indicate backward-compatible
changes.

An example of a minor version change would be the addition of a new field that
can be safely ignored. More drastic changes to an interface, such as a change in
structure or names of existing fields, require a major version increment.
SchemaChanges: By including versioning information in the event envelope, the pro-
cessing pipeline can programmatically handle disparate versions of message formats
through a process of transformation and normalization.

Table 5.10. Filtering events based on a specific software or message version.
val eventSampleDf.filter ($"session.softwareVersion" === "2.1.5")

Table 5.11. Defining a function to conditionally process events based on version.
// event normalization, Scala function
def normalizeEvent (version:String, event:String): String = {

if ( version == "2.0" | | version == "2.1") {
// transformation specific to v2

}
else if (version == "1.0" | | version == "1.1" | | version == " 1.0.1 ") {

// transformation specific to v1
}
else {

// other or unrecognized versions
}

}
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Table 5.12. Registering a function as a UDF for event processing in SparkSQL
// event normalization, as registered UDF function

val  normalizeEventUDF = spark.
udf.
register ("normalizeEvent", normalizeEvent)

Table 5.13. Applying the UDF to transform events in a dataframe
val dfTransformed =

dfEvents
. select (normalizeEventUDF($"session.softwareVersion", $"event", $"*"))

6 Managed Computing Environments and Cloud
Computing

Managing the infrastructure associated with a processing pipeline can be complex
and expensive.

A variety of resources must be managed in a processing environment. These
include compute clusters, storage, processing code, recurring jobs, and users. In a
secure environment, roles and permissions are enforced to limit access to resources.

In a self-hosted environment, administrators provision and manage these
resources. In a managed environment, the service provider simplifies and automates
the administration of these resources.

Each of the resources needed for a processing pipeline can be set up in one of
several ways. An organization can do all of this in their own datacenter on their
own hardware, with their dedicated staff to manage it. An alternative is to use cloud
services to provide some or all of the storage, computing, and data management
using such providers as AWS (https://aws.amazon.com/) and Azure (https://azure.m
icrosoft.com).

Similarly, the software, such as Apache Spark, can also be installed, maintained,
and managed by an organization’s own personnel, either by directly obtaining it
from the open-source repository or by using commercially packaged software distri-
butions, such as Hortonworks (http://hortonworks.com/) or Cloudera (http://www.c
loudera.com/).

There are also cloud-based providers, such as Databricks (http://datab
ricks.com/) and Qubole (http://www.qubole.com/) which provide large-scale
computing as a service, with data typically stored in Amazon S3 or on
Azure.

Our organization chose to host its storage within its own Virtual Private Cloud
(VPC) in AWS and to use Databricks for large-scale data processing and analysis.

https://aws.amazon.com/
https://azure.microsoft.com
http://hortonworks.com/
http://www.cloudera.com/
http://databricks.com/
http://www.qubole.com/
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6.1 Databricks

Databricks offers a managed, scalable, and enhanced cloud implementation of
Apache Spark including tools to simplify and automate administration of the envi-
ronment and also includes a notebook-oriented user interface to facilitate the orga-
nization, exploration, and analysis of large datasets. Among the features Databricks
offers includes the following:

– graphical UI layer;
– cluster and job management;
– user, role, and permission management;
– improved scalability and elastic/autoscaling;
– compute cost optimization;
– vendor-specific enhancements to the processing pipeline;
– enhanced security; and
– RESTful APIs for user, job, and cluster management.

7 Data Storage and Formatting

Whenworking with very large amounts of data, the specifics of how the data is stored
and formatted can have a very large impact upon overall performance. Using the
most efficient methods can greatly broaden the scope and types of analysis which are
possible and expand the range of learning science questions which can be addressed.

7.1 Raw JSON in AWS S3 Cloud Storage

As the JSON data message packets arrive from each user’s mobile device, they are
validated and processed by an input server running inAWSand then stored in a flat file
hierarchy in AWS S3. The files are stored within a Unix-like directory hierarchy with
levels by/year/month/day with each file labeled with a timestamp which describes
the data records within the packet.

This JSON directory hierarchy can be directly read into a Spark dataframe, with
the system able to infer the data schema from the JSON records. However, reading
the JSON directly from S3 files can be quite slow and for the large amounts of data
that will be generated by StudyWise as usage grows, it was necessary to reformat
the data into a more compact, easily read binary format, Parquet.
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7.2 Parquet Binary Files and Streaming to Improve
Efficiency

Parquet is a columnar, binary file format specifically developed to facilitate the pro-
cessing of large amounts of data (http://parquet.apache.org/). This can be done both
at the streaming and static file level. So, the JSON stream can be directed into a
processing stream, the output of which is a Parquet formatted stream with the same
content. For situations where the data does not need to be continuously updated,
static Parquet files can be written.

Reading the data from a static Parquet file can considerably speed reading the
data into Spark. For example, reading the raw JSON for the total data available at
the moment of this writing takes about 45 min. To read the static, binary Parquet file
of the same data takes 30 s. Thus, both in terms of time and in terms of cost, the use
of Parquet has considerable benefits. As the dataset expands in size, these benefits
will increase.

8 Learning Science and Analytics

A wide range of analysis can be done to advance learning science and to provide
feedback to learners using themessaging data fromStudyWise.At present, the Study-
Wise data is accessible only through Spark clusters specifically configured to do this
within MHE’s Databricks environment. Thus, all analysis, thus far, has been done
within Databricks using Apache Spark.

Analysis which can be done includes constructing learning curves using well-
knownmethods such as Bayesian Knowledge Tracing and Performance Factor Anal-
ysis.We have also looked at difference in performance as a function of question type.
There are, for example, significant differences seen in performance between single-
answer multiple-choice, fill-in-the-blank, and multiple-choice multi-answer modes
of questions.

8.1 Learning Curves for Learning Objectives

One of the main methods for measuring learning in assessment systems, including
StudyWise, is to look at how the performance of the users of a system improves
with each attempt at answering the questions associated with a particular knowledge
component or learning objective. For StudyWise, this is shown in Fig. 8, with shows
that performance improves significantly between the first and second and the second
and third appearances of an LO, at which point the LO can be said to be learned.

There are several methods of analysis to statistically estimate the probability of
improved performance at each step in the learning process. One of the most widely

http://parquet.apache.org/
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Fig. 8 Percent correct for all users as a function of appearance number for all LOs

used of these is Bayesian Knowledge Tracing, which was developed in the mid-
1990s (Corbett & Anderson, 1994). Another commonly used method for measuring
the growth of knowledge as study progresses is Performance Factor Analysis and
its variations (Pavlik, Cen & Koedinger, 2009). Studies are currently in progress to
apply both of these methods to the data being produced by StudyWise.

8.2 Confidence and Metacognition

One of the specifications for StudyWise which was agreed upon early in the develop-
ment process was the desire to record not just the users’ answers but to also ask the
users to estimate their level of confidence in the answers they chose. This falls into
the area of learning science called metacognition, the subject of which is a learner’s
self-awareness of their own level of knowledge. There is growing interest in study-
ing the relationship between a learner’s self-confidence and self-knowledge and their
overall learning performance (Aghababyan, Lewkow, & Baker, 2017).
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9 Data Visualization

A very important part of the exploration and analysis of large datasets in education
is the use of visualization. In the environment we are using for the StudyWise data,
there are a range of tools available for this. The Python and R computer languages
have several powerful visualization packages available. All of these are available
from within the Databricks environment.

9.1 Data Exploration and Visualization Using Built-in Tools

Avery commonmethod of organizing the analysis of large datasets is through the use
of computing notebooks. In this model, computations in Python, R, Scala, or SQL
can be interspersed with visualizations and graphs, which facilitates the exploration
of the data. This can include basic plots of daily usage of the system and extend to
very sophisticated learning science and statistical analysis.

Computing languages such as Python, R, and Scala have computing note-
book systems available such as Jupyter http://jupyter.org (an outgrowth of the
earlier iPython notebooks). Another open-source notebook, Apache Zeppelin
(http://zepplin.apache.org), supports Apache Spark, Python, and SQL. In order
to optimize the use of their computing environment, however, Databricks has
developed their own proprietary notebook which can run Apache Spark code
through the use of Scala, Python (Pyspark), R (SparkR), or SQL (Spark-
SQL).

The Databricks environment also includes a file system, called the Databricks
File System (DBFS) which is a front end for Amazon S3 and which facilitates the
organization of and access to very large datasets. Through DBFS, data can be read
into a notebook for analysis. The notebooks also include built-in plotting routines
which allows the quick construction of histograms, scatter plots, line plots, bar charts,
pie charts, pivot tables, geographic maps, and others.

In addition to the quick, built-in plotting methods, the notebooks also have
available the very powerful plotting routines built into Python, such as Matplotlib,
Seaborne, and Bokeh and ggplot2 in R and Python. Thus, the exploration, analysis,
and visualization of large dataset can be done within the context of a Databricks
notebook. This facilitates the organization of the research as well as making it very
easy to share results and to collaborate on research without having to duplicate code.
There is also an interface to Github (https://github.com/) to allow detailed tracking
and versioning of software.

http://jupyter.org
http://zepplin.apache.org
https://github.com/
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10 Relationship Between Research and Production

Much of the research done on large educational datasets is done with the goal of
making improvements to existing products. Such research can result in updates to
the dataAPI, adaptive algorithm, or educational design of a product. Product-targeted
research projects may result in analyses which can directly provide feedback to users
to help improve their educational outcomes.

In other cases, the outcome of the research could be a contribution to fundamental
learning science which might not be immediately incorporated into the product from
which the data was produced but will inform future development of other educational
products.

The computing environment used for StudyWise allows for all of these possibil-
ities. Cloud computing, such as AWS and Databricks, allows separate computing
clusters to be set up for each project. Cloud storage, such as S3, can also be managed
to direct data streams for a particular purpose and to also set up secure, isolated
storage locations so that access can be carefully controlled. This allows projects that
must use PII data, for example, to be clearly distinct from those that do not.

10.1 Development, Test, and Production Environment

StudyWise is a commercially available software product and has been developed in
a way consistent with its commercial nature.

In particular, each of the components of the data transmission and processing
pipeline has separate development, test, and production versions. This includes data
intake, verification, and storage, with separate servers and S3 storage for each func-
tion. There are also unique data streams and processing computing clusters for each
stage of development.

This allowed the developers to send trial data messages to a development area
while the Analytics API was being developed and refined. These messages would
vary in format, while the API was being finalized and refined.

During acceptance testing, a separate test area would have only data messages
which, ideally, conform to the final format but which were not produced by actual
users. This area can also be used to test the scalability of the application without
interfering with end users.

The production area is reserved for actual user data from the end users. It is also
the area which will need to be able to scale up as usage expands, although this
functionality can be prototyped in the test environment.

This separation of environments allows modifications to be made to the software,
the analytics data API, and the overall infrastructure without interfering with use
by the real users. The fact that all of these components were built upon cloud-based
servicedmeans that each could be implemented and testedwithout the need to acquire
dedicated hardware for either storage or computing.



Learning Any Time, Anywhere: Big Educational Data … 29

10.2 Software Development Life Cycle for Educational Apps

Up until recently, the research upon which an educational application was based
would have been done on systems quite different from those upon which the produc-
tion versionwould run. In particular, research groups often used computer languages,
such as Matlab, which work well for doing research but are not designed to scale up
for production systems.

A great advantage of using a framework like Apache Spark is that it can be used
by data scientists and learning scientists to design and produce new algorithms and
new processing streams which can then be moved into a production system with far
less modification than was often the case previously.

Spark supports the use of Scale/Java, Python, R, and SQL on data from a common
source and in a common format. So if researchers find that their research requires a
particular data format, the production system can, if desired, adapt this. In the case
of StudyWise, for example, the use of JSON was required by the data engineering
group for company-wide compatibility, but the specifics of the API were developed
jointly between learning scientists, business analysts, and data engineers.

Similarly, if the data engineers working on production systems find better ways
of handling large amounts of data, their experience can be leveraged by researchers
for their work because they are working within the same framework and using the
same set of tools. The adoption of the Parquet file system to speed learning science
analysis is an excellent example of this. Software engineers also have tools such as
those for carefully tracking the version of software that can be very useful for keeping
track of research.

With software engineers, data engineers, data scientists, and learning scientists all
working in the same computing environment, the transfer of work from research to
development to testing to production is greatly facilitated. Experience and expertise
can also be shared in away that has not been possible until the development of systems
such as Apache Spark and Databricks. Each group can have their own separate areas
and separate environments, but the transfer of algorithms and reporting tools between
groups is much easier. And the development of shared expertise between groups
benefits everyone.

11 Summary

Mobile devices such as smartphones and tablets can host educational applications
which can be used anywhere, anytime, at the user’s convenience. Such applications
can be instrumented to emit data messages which can provide data on a user’s learn-
ing progress. The data transmission, storage, security, and analysis used for such
applications can be very similar to that which has been developed for the Internet of
Things, where smart devices produce data messages on how the device is used.
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Unlike most IOT devices, smartphones and tablets can also utilize on-device
storage to allow the user interaction data messages to be stored for later transmission
if a network connection is not available at the moment it is generated. This allows
these educational apps to truly be used anywhere and anytime, including on airplanes
or in very isolated areas where cellular data connections may not be available.

The infrastructure implemented for these mobile educational apps is now being
used by about 5000 users who are answering several thousand questions per day.
However, this infrastructure is designed to scale out to handle tens of millions of
users answering millions of questions per day with no changes needed at any stage.
Using cloud computing, this can all be done without the need to have a data center
or to purchase any server or storage hardware. One only needs a checkbook backed
by a large enough bank account to pay for the cloud storage and computing charges.

Given the great flexibility this allows students, teachers, developers, data engi-
neers, and learning scientists, we expect that StudyWise is just the first of many
applications like it to come. It puts learning directly into the hands of the users,
directly alongside their social media apps, text messaging, games, email, and—for
the old-fashioned—phone calls.

StudyWise uses recent results from learning science to help studentsmaster course
material in an optimal way, all in the palm of their hand. At the same time, these
apps are producing large amounts of educational data which will allow the continued
improvement of the educational experience and also provide fundamental insight
into the learning process.
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Framing Learning Analytics
and Educational Data Mining
for Teaching: Critical Inferencing,
Domain Knowledge, and Pedagogy

Owen G. McGrath

This chapter reviews key challenges of learning analytics and educational data
mining. It highlights early generation learning analytics pitfalls that could compro-
mise the future of their use in technology-delivered instruction, especially if teachers
are not well trained and adequately equipped with both technical and sociocritical
literacy of this new field. Among the issues are potential for bias and inaccuracy
in the algorithms involved, the propensity toward closed proprietary systems whose
algorithms cannot be scrutinized, and the paucity of learning models typically con-
sidered. The new learning analytics and educational data mining systems bring with
them a set of claims, aspirations, and mystique. These underlying technologies could
be harbingers of future breakthroughs: a new generation of artificial intelligence
systems adaptively responding to students’ interactions with online teaching envi-
ronments. However, current system implementations and research studies reveal an
immaturity of methods and a tendency to focus narrowly on a small range of easily
tracked user behaviors that are only indirectly associated with learning (Blikstein,
2013). The initial wave of studies and proof-of-concept systems seem at times like
technologies in search of a problem, i.e., hammers in search of nails. There is a
familiar risk here in allowing the technology developers to set the agenda—a risk
that doomed previous generations of intelligent learning systems. Unless domain
experts and stakeholders (i.e., teachers and teacher researchers) are trained up to
critique and shape the design of these new technologies, the resulting systems will
likely repeat the failures of the past: deployed as black box “expert systems” that
confuse, constrain, or supplant teachers altogether while also jeopardizing the pri-
vacy and agency of students. Instead, this chapter argues, these technologies need to
be conceived and designed within a broader context of supporting teaching, particu-
larly teacher decision-making. The promise these systems hold can only be realized
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if they are designed for the domain experts, i.e., teachers. Teacher training programs,
in turn, need to add data science to the curriculum.

By many accounts, a measurement revolution is taking place in global secondary
and tertiary education (Long & Siemens, 2011; Daniel, 2015). As with earlier tech-
nology movements in education, the actual outcome will depend on how well teach-
ers are trained to understand, influence, and make use of the technology (Cuban,
2001; Jung, 2005; Kenny, 2006; Kozma, 2008). The risks around decision-making
systems-based big data algorithms are only just starting to be understood, despite
their widespread use in many industries (Jagadish, 2015; O’Neil, 2016). Given the
black box approach to commercial learning analytics systems, the algorithms and
models used for sorting and labeling students could also go by uninspected like a
proprietary secret sauce. It would be all too easy for educators to stand aside as
unquestioning and passive end users of these opaque systems deployed at the insti-
tutional level. Instead, this chapter argues, learning analytics and educational data
mining systems should be designed for and by the domain experts, i.e., teachers and
they should be implemented with transparency and openness so that their algorithms
can be scrutinized and tested for fairness. If designed from the start to support the
actual needs of teachers, these systems could be engineered to support teachers’
inquiry and decision-making in pursuit of instructional effectiveness (Kumar et al.,
2015). With data-driven information technologies as the key enablers, the learning
analytics and educational data mining movement could offer new ways of asking
questions about what gets taught and learned in school settings.

This technology-supported inquiry could yield a new understanding of learning
outcomes, teacher effectiveness, personalization of learning, and perhaps even the
core assumptions of requiring in-person education, which has been an organizing
principle for most institutions of higher learning for centuries (Brown & Kurzweil,
2017). But how to engineer such systems reliably, what to measure, and how best
to support teaching? These key questions are only just starting to be asked at this
early stage. Early implementations and research studies of learning analytics and
educational data mining reveal a narrowness of methods and a tendency to focus
narrowly on a small range of easily tracked user behaviors such as the number of
times they logged in, visited a web page, or lingered on a display of information.
These limits have constrained the context and variables considered, and even so far,
the new field has tended toward peripheral (albeit measurable) variables and narrow
range of models of teaching and learning.

This chapter makes a case for teacher training and teacher research programs
to engage with learning analytics and educational data mining not only to be crit-
ically aware of the key challenges revealed in early generation efforts but also to
help shape the future of these new technologies. First is the need for teachers, as
social scientists, to be critically literate in terms of the new technology: the role of
algorithms, the means of inferencing, and the methods training with data. Learn-
ing analytics and educational data mining certainly bring with them a set of claims,
aspirations, and mystique. Teachers in particular and teacher researchers as well
need to consider critically key questions of fairness, reliability, and validity that lurk
within these technologies. Critical literacy of these technologies, when used in sup-
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porting decision-making around instructional attainment and effectiveness, must be
built upon familiar fundamental concerns with bias, model selection, validity, and
reliability. In particular, teachers should feel empowered to consider critically the
quality and provenance of the massive data used in these systems, the models of
successful and failed learning used, the rate and accumulation of error, etc. More-
over, professional educators—as data scientists—also need to be empowered to call
for the ongoing audit and scrutiny of the algorithms and data models employed. A
second key area discussed in this chapter involves the theoretical models of teach-
ing and learning upon which these new decision-making support systems are built.
To date, most of the systems in this new era of learning analytics and educational
data mining system are limited by their sources and methods to dealing only with
a narrow range of directly observable online actions of learners, their outward digi-
tal behaviors, and some institutionally recorded categorical attributes. The data for
these online behavioral traces are typically then analyzed in terms of correlates with
assessment data, academic achievement measures, or normative digital behaviors of
“successful” students.

Largely missing from the current focus on students’ recordable interactions with
online systems is much in the way of significant theorizing or even informed specu-
lation about the relationship of teaching to student behavior in the broader contexts
(e.g., classroom, institution), teacher attributes, or the material being taught. Teach-
ing strategies, interactions, decision-making, attributes, etc., are absent as data or
variables. Instead, the typical educational contexts considered are limited in scope
to traces of online interactions, formative or summative assessment measures, and
institutionally held categorical data (e.g., grade level, gender, SES, standardized
achievement score history). The resulting approach toward teaching and learning
that are implied in most early generation learning analytics and educational data
mining systems is a simplistic, teacher-free view of learning as incremental behav-
ioral pathways online that are either rewarded or remediated based on norms formed
and update along the way through correlates of online success.

As advocated in this chapter, an alternative and more promising approach for the
future envisions the scope and design of these learning analytics and educational
data mining systems framed more broadly around questions and variables that more
relevant to practitioners in the domain. These would include areas in which teachers
bring together their content and pedagogical knowledge to design and carry out
instructional activities: e.g., their structuring of material, selection of media and
sequencing, the teacher/student discourse patterns, etc. The fields of teacher research
and teacher training can bring to bear the domain knowledge to provide a crucial
research and advocacy role that promotes and advances attention to such models,
as opposed to the rather limited pedagogy (e.g., online lectures interspersed with
computer-marked assignments) focused upon thus far (Daniel, 2010, 2012). What
is needed are teaching and learning paradigms of content knowledge such that the
design and use of the systemwill be based on a framework that considers both content
knowledge and pedagogy (Shulman, 1986; Carlsen, 2001; Kleickmann et al., 2013).
Priority should go to teachers’ reflection and decision-making with helpful insights
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into the relationship between their understanding of subjectmatter and the instruction
they provide to students.

As we will see in Section 1, to take up such an agenda would be a timely move for
the fields of teacher training and research on teaching, given the rise of technology-
augmented instruction in all levels of schooling. Indeed, as Section 2 will show, the
convergence of networked information technology underlying learning analytics and
educational data mining offers significant opportunities for expansive improvements
to teaching and learning whether in traditional or virtual schools. Section 3 points
particularly to the need for developing in teachers and teacher researchers the abil-
ity to consider critically both how these systems work and how educational data is
mined. Section 4 looks at some guiding principles for the teacher training and teacher
research fields’ appropriate roles in the learning analytics and educational data min-
ing era. These principles, framed in terms of teaching and learning, require paying
attention to both when turning data into knowledge useful for decision-making.

1 Wired and Virtual Schools

Underlying and enabling the rise of learning analytics and educational data min-
ing are the networked information technologies now reaching into formal educa-
tion worldwide. In North America, secondary and tertiary education teaching and
learning activities are increasingly carried out through and supported by Informa-
tion and Communication Technology (ICT) both inside and outside the classroom.
A convergence of enabling technologies (e.g., the Internet, mobile phones, tablet
computing devices, cloud computing, satellite-based Internet access) has opened up
transcendent possibilities for using networked computing and communications tech-
nologies to extend teaching and learning opportunities in unprecedented ways. In
particular, the coming decades of ICT for education will likely be remembered as
the dawn of technology-augmented teaching and fully online instruction. Accred-
ited secondary and tertiary school systems delivering and managing instruction via
technology within the classroom and blended or fully online instruction outside is
becoming commonplace. With the rise of cyber-infrastructure in secondary and ter-
tiary education, new opportunities surface when it comes to understanding learner’s
online activities. How, where, and when learner activity is captured and analyzed in
academic online systems is particularly critical in these networked systems. On the
flipside, the flexibility that Internet-based systems allows for in promoting easy inte-
gration of different technologies and platforms has repercussions for the engineering
of these new systems: around the clock access to a multitude of distributed users can
result in huge volumes of online learning data.

Whether it is online learning in traditional schools virtual schools ormega-schools,
ICT-based online teaching and learning offer compelling opportunities to consider
new approaches to teaching and learning, as a diverse and growing group of educa-
tional leaders and analysts agree (Moe & Chubb 2009; Daniel 2010). Whole books
could be written in describing the many key enabling technologies that are allowing
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for online learning: the Internet, mobile phones, tablet computing devices, cloud
computing, satellite-based Internet, etc. Whole books have been written about the
wide range of possible teaching and learning modes, methods, and models that
online teaching and learning might use. Vigorous debates and wide-ranging propos-
als already abound for possible organizational structures, methods of delivery, modes
of institutional alignment, and assessment models for best implementing ICT-based
online schools and ICT-based teacher training for secondary and tertiary education
(Bramble & Panda, 2008). Across many of these varied proposals is also a shared
sense that the sophistication and reachof ICTcreates a historic opportunity to focus on
designing personalized learning environments with revolutionary support for teacher
decision-making.

2 Learning Analytics and Educational Data Mining

With the spread of networked information technology into secondary and tertiary
education, the fields learning analytics and educational data mining emerged in the
late 2000s as subfields of a wider movement toward web analytics and online usage
data mining (Bach, 2010). It would be difficult to overstate the importance that
web usage analytics and data mining already have as constitutive components of
today’s web-based e-commerce models and social computing paradigms. Tremen-
dous amounts of money and research are being directed toward the art and practice
of probing deeply into the mountains of activity data users leave behind in visit-
ing online material. More controversial is the increasing deployment of browsing
analytics and data mining for surveillance and profiling of users. Debates about the
pros and cons of these kinds of tracking and monitoring technologies are only just
beginning.

Although they are subfields of web usage analytics in general, learning analytics
and educational data mining are not the same; it should be conceded. Nevertheless,
they are paired throughout this chapter mainly because of the shared set of issues
and challenges they present in their common implementations so far. The terms
learning analytics and educational data mining have come to refer generally to a set
of somewhat overlapping techniques for probing deeply into mountains of e-learner
data. This informal use of the terms glosses over the extensive data structures and
innovate techniques used to do the probing. The common use of the terms generally
refers to computational techniques applied in order to uncover patterns in huge data
sets about online teaching and learning. The underlying techniques draw on a variety
of sophisticated and ever-improving machine learning algorithms. Encompassing
a wide range of goals and approaches, learning analytics and data mining of user
activity in e-learning systems have become research fields in their own right in recent
years (Siemens & Baker, 2012). Typical approaches focus on how to find patterns
in learner online behavior. Arranging various patterns into groupings (e.g., based on
the activities, roles, and timing involved) can shed light on issues such as how to
evaluate student progress or recommend learning pathway options. The variety of
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learning analytics and educational data mining investigations is also broad and ever
increasing, but some of the better-known approaches include clustering, association
analysis, and predictive analytics (Romero & Ventura, 2010).

As related fields, learning analytics and educational data mining also represent
burgeoning research and policy areas where the teacher training and teacher research
fields’ traditional thought leadership and policy expertise will bemuch needed. A fair
generalization can be made that much of the inquiry and practical wisdom developed
so far center on applying computational techniques to large data sets about students.
Applying tracking and data mining techniques in online teaching and learning con-
texts, learning analytics and educational data mining encompass a unique range of
research questions and policy issues. Learning analytics and educational data min-
ing efforts in secondary and tertiary education settings have served as the basis for
discovering categories and characteristics in student enrollment patterns. In the con-
text online learning environments, data mining projects have examined similarities
across thousands of online sessions to reveal useful characteristic aspects of stu-
dents’ interaction with e-learning content as well (McGrath, 2009). The influence of
learning analytics and educational data mining on secondary and tertiary education
is potentially enormous. The easy response to this new technology, i.e., unwavering
acceptance of it as a black box technology would be a tragic mistake in the face of
required demand. With or without the teacher training program’s involvement, many
learning analytics and educational data mining-based attempts at creating metric-
driven smart school will spring up in the coming decade. Within the context of
online learning, an important set of strategy and policy considerations arises. With
teaching and learning activities increasingly moving online, important research and
policy questions surface as to how users are to be studied, how their usage patterns
should be captured, how that user data will get analyzed, by whom and for what
purposes.

3 Implications for Teacher Training Validity
and Inferencing

With the early generation of learning analytics and educational data mining systems,
important warnings have already been raised about both the myriad privacy concerns
and the tremendous sociopolitical implications of the data mining revolution on a
global scale. Comprehensive surveys of the privacy issues can be found in Ferguson
(Ferguson et al., 2016). An overview of the critical data studies field is provided by
Kitchin and Lauriault (2014) and Illiadis and Russo (2016). For education, some
of the particularly salient concerns raised here include the ownership and commod-
ification of learner data (Pardo & Siemens, 2014), governance and policy (Slade
& Prinsloo, 2013), and the emerging data “divide” that mirrors the socioeconomic
digital divide of previous decades (Dalton, Taylor, & Thatcher, 2016).
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Meanwhile, even as we are rightly concerned about these critically important
issues (e.g., confidentiality of learners’ activities and the longer term data inequities),
it is important in the near term to recognize as well a fundamental set of methodolog-
ical problems within the emerging data sciences disciplines driving this movement.
Namely, there is a significant methodological gap between the promise of the new
technology and its ability to deliver reliable results. Learning analytics, educational
data mining, and data science, in general, are beginning to experience growing pains
as technology implementationsmove from the research environment to the realworld.
As recently acknowledged in a watershed report from the National Academies, the
immaturity of data mining and data analytics as disciplines is a potential crisis if not
quickly addressed. The data sciences, according to this report, are years away from
being reliably principled reliability from an engineering perspective and conclusion
validity from a statistical perspective (Jordan, 2013).

As a result, one immediate area in which learning analytics and educational
research would benefit from more engagement from the fields of teacher training
and teacher research would be in bringing statistical rigor to the information frame-
works being deployed. Indeed, the common technical challenges that are bedeviling
early generation learning analytics and educational data mining systems are age-
old familiar issues for educational research and statistical inferencing: measurement
error, sample size, over-fitting, etc. (Baker & Inventado, 2014). While e-commerce
and social media system for search engines and recommender services may be able
to tolerate high order error rates in their results, a system focusing on the fate and tra-
jectory of individual student learners can scarcely tolerate fractional error rates. This
typical challenge faced by designers of learning analytics and educational data min-
ing systems stems in part from the relentless combining of disparate data sources—a
technique that undergirds all web analytics technology. Digital systems cut across
a wide range of teaching and learning activities in secondary and tertiary education
today. The scope and reach of digital systems now increasingly extend to activities as
they occur both inside and outside of physical classrooms, labs, and informal study
areas. Electronic books, learning management systems, interactive student response
systems, lecture capture systems, and digitally controlled smart classrooms are just a
few examples of technology trends that potentially bring alongwith them an unprece-
dented amount of instrumentation quietly collecting lots of data about teacher and
learner activities in and across these various spaces. In snapshots, these usage streams
offer data that can be helpful for understanding and supporting teaching and learning.
If combined across time and location, the varied data sources open windows onto
even more interesting activity patterns and relations.

These mosaics, however, are very difficult to create and analyze in ways that meet
traditional approaches to reliability and validity assumptions about data (Birgersson,
Hansson, & Franke, 2016; Zhu et al., 2014; Doan, Domingos, & Halev, 2001). The
reliability of traditional parametric statistical methods, for instance, requires as a
starting point some assumptions about estimators and requirements about the prob-
ability distribution of the overall population from which data samples are drawn.
In contrast, data mining approaches typically make no assumptions about models
in the underlying data. Not making assumptions about models and distributions is
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partly seen as a way of allowing for serendipity. The exploratory knowledge discov-
ery nature of data mining is valued for finding hidden patterns. More practically, the
application of traditional parametric methods to big data can make exploration infea-
sible, resulting in either the discarding of much data or a computational complexity
that makes timely results prohibitive. So data mining approaches relax the rigorous
requirements of traditional parametric methods as a necessary cost in reliability and
controlling uncertainty of achieving good enough results in a timely fashion (Larose,
2007). As a consequence divining rods, many implementers stray from inferential
rigor and resort instead to heuristic techniques. These heuristic techniques such as
nearest neighbor machine learning algorithms for classifying data by membership
into groups. As the algorithm “learns” from training set data, it improves in its abil-
ity to assign class membership at some practical level of reliability that is often
quite functional and suitable for some applications, such as profiling users of an e-
commerce system or selecting customers as the audience for a marketing campaign.

Where the risks and consequences involved in misclassifying some of the data are
acceptable, data mining’s departure from traditional guidelines of reliability, error,
and bias are deemed acceptable in some contexts (Glymour et al., 1997; Dasu &
Johnson, 2003). Misclassifying a consumer for inclusion in a marketing campaign
involves little impact. Someone getting a pop-up advertisement that turns out to be of
no interest to them can dismiss it and move on. In contrast, misclassifying a learner
regarding their progress in school may have a lasting impact. A student getting
classified as needing remediation may find it very difficult to shake such a label
(Prinsloo & Slade, 2016). While teaching itself involves plenty of informed guesses
within the moment, the field of education has long embraced inferential methods for
the many situations where informed guessing is not good enough. It is important, for
example, to quantify certainty in deciding whether a learning outcome has been met,
a new instructional method is effective, or a student should matriculate. The main
and simplest point here is that basic notions of confidence intervals, sampling, and
proportion estimates are already part of the traditional teacher training and teacher
research toolboxes. The field of education can bring to the educational data mining
and learning analytics conversations a balanced perspective on requirements for
quantifying the degree of uncertainty and the use of statistical decision-making. As
learning analytics and educational datamining are increasingly becoming available as
mainstream research topics in educational research, there are plenty of opportunities
to expand the focus to consider to engineer them better as reliable decision support
systems (Pardo, 2014).Meanwhile, teachers, teacher training candidates, and teacher
researchers alike must specifically develop critical and reflective perspective and
stances toward these new technologies.
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4 Implications for Teacher Research—More Theory,
Thicker Description

As we’ve seen, teacher training programs and the field of teacher research need to
become more critically engaged with learning analytics and educational data mining
particularly regarding the reliability and validity of the answers being given. The
second reason for critical engagement, we will see next, stems from the kinds of
questions being asked. Many of the early generation systems developed and studied
so far focused heavily on technology development and proof-of-concept prototypes,
with the teaching and learning settings serving as mere background. Indeed, the edu-
cational questions, subjects, and issues in many studies, it seems, are chosen simply
to provide algorithmic testbeds based on the convenient access to log data. As we
will see, even in the case of production systems that have seen some success, the
learning analytics and educational data mining approaches employed have demon-
strated useful albeit very narrow insights: most commonly in detecting students who
are in need of intervention or remediation.

This narrowness starts to make sense if we consider that typically is analyzed
in early generation learning analytics and educational data mining systems: the so-
called click streams left behind by students visiting, browsing, and interacting with
e-learning content and tools. While the strength of the new technologies can be
found in their ability to deal with huge and diverse data sets, a potential weakness
stems from this same reliance on gathering pre-existing usage data. Behind the typical
early generation learning analytics and educational data mining systems are evolving
efforts to bring together more usage data regarding both source and volume. Most
of these efforts, however, face practical hurdles: pulling together whatever usage
data is available from disparate online tools and services and combining them by
using loose-coupling and lightweight data standards. To accomplish these tasks, the
functionality for combining and analyzing learning activity and learner information
often gets boiled down to even simpler common denominators. Obviously, the scope
of the patterns, arrangements, or groupings to be discovered depend heavily on the
breadth and depth of the user activity streams in the original clickstream data.

Looking at some prominent research studies in the field, we can start to see the
constraining effect of the data source availability. In the case of the Purdue Univer-
sity’s Course Signals, for instance, the key data element used as a proxy for “effort”
was simply the student’s overall usage pattern in the course site within learning man-
agement system (Arnold and Pistilli, 2012). These traces of usage activity, combined
with other educational analytics (e.g., test scores, GPA, standardized test scores, unit
load, age, etc.) were mined to produce “actionable intelligence.” Visualized in a
rudimentary green, yellow, red dashboard rating for each student’s potential risk
of failure, the actionable information thereby gives instructors and support person-
nel high-level signals about student progress. The same constraining effect of the
available data sources can also be seen in the units of analysis studied so far in the
promising Open High School of Utah (OHSU) project, where learning analytics play
a crucial role in mediating teacher and student interaction (Tonks, Weston, Wiley,
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& Barbour, 2013). Given that students and teachers are not copresent in a physical
school building, online analytics become essential in this virtual school situation for
recording and monitoring individual student access to course materials, discussion
forum activity, and their assessment results. In an online school, the volume from
the various forms of user activity data captured grows by quickly by the day. In the
context of the Moodle learning management system deployed for OHSU, instructors
are provided with some monitoring capabilities as well as some predictive learn-
ing analytics about the students as derived from the thousands of hours of students
accessing the virtual school’s course sites and tools. Nevertheless, the breadth and
quality of the data analytics here still depend on the what’s available in the data
source—in this case, Moodle activity logs.

A large cross-institutional open source project such as Moodle, for instance,
involves scores of developers around theworld over the years contributing to a shared
code base. To facilitate distributed development, the design of theMoodle framework
places minimal requirements on those who might want to create or integrate a new
tool. By minimizing the overhead of tool creation and rewrites, however, the Moodle
framework offers very little out-of-the-box functionality in the area of usage report-
ing, as Romero points out in his data mining study of Moodle use at the University of
Cordoba (Romero, Ventura, &Garcia, 2008). The behind-the-scenes view ofMoodle
in operation reveals a piecemeal and heterogeneous affair. In particular, since respon-
sibility for logging information about users’ interaction within a running instance of
Moodle is largely left up to individual tool developers, the usage data is inconsis-
tent. In the case of OHSU, these limits have meant that learning analytics system
is necessary but not sufficient for instructors in supporting teacher decision-making
(Borup, Graham, &Drysdale, 2014). In the OHSU example, the deployment of these
new technologies in a virtual school setting was shown to provide some benefits in
narrow cases: monitoring, identifying students at risk, remediation, just-in-time alert
systems, etc.

Of course, teaching and learning involve far more than just monitoring student
presence and mitigating situations in which some students risk failing (Macfadyen
& Dawson, 2010). First-generation learning analytics and educational data mining
system have been shown to succeed in small online focused areas of early alert and
remediation, but how to extend these new approaches to broader theoretical models
and concerns of teaching and learning?Here,most observers do not yet have answers.
For George Siemens, a major leader in the field, such issues are the main challenge
for learning analytics and educational data mining if they are to survive. The next
generation of learning analytics and educational data mining must focus aspects of
pedagogy, he argues. To overcome the early generation limitation, argues Siemens, a
new design approach for developing learning analytics and educational data mining
for development must include learning from the start:

Some analytics techniques, such as early warning systems [12, 13],

attention metadata [14], recommender systems [15], tutoring

and learner models [16], and network analysis [17], are already in

use in education. A few papers in LAK11 presented analytics
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approaches that emphasized newer techniques, such as

participatory learning and reputation mechanisms [18],

recommender systems improvement [19], and cultural

considerations in analytics [20]. Beyond these, however, there are

limited first-generation LA techniques. The lack of defined

identity of LA tools and techniques with an explicit learning focus

is reflected in how analytics are described in papers and

conference venues: “It’s like Shazam”, or “It’s like Amazon or

Netflix”, or “It’s like Facebook friend recommendations”. This is

not to criticize appropriating techniques from other fields for use

in learning. Instead, it is a reflection that LA-specific approaches

are still emerging and more research is required.

(Siemens, 2012, p. 6)

Siemens does not say how to achieve a more theory-driven approach. However, he
does correctly pinpoint a key relation where many of these factors would come into
play at the earliest stage of learning analytics and educational data mining systems
design: the tensions between bottom-up approaches based on available data and top-
down approaches based on theoretical inquiry. Some new set of design processes is
needed, Siemens asserts, for balancing local needs against the top-down constraints.
What Siemens has put his finger on here, a process by which system functionality
and data source descriptiveness would be better shaped by theory-driven questions,
rather than the reverse.

Wider recognition of the need for more theory-driven approaches has begun to
emerge as the single most important concern of the new these new fields (Daw-
son, Mirriahi, & Gasevic, 2015). Regarding learning analytics and educational data
mining study results connecting to theoretical models of teaching and learning, the
constraints of the data sources have limited the scope and power even in the few
studies that have attempted modest theoretical claims (Tempelaar, Rienties, & Gies-
bers, 2015; Pardos, 2015). So another reason for teacher training programs and the
field of teacher research to become more directly engaged in the future develop-
ment of learning analytics and educational data mining include the need for more
theory-driven approaches in these new fields (Dawson et al., 2015).

5 Conclusion

This chapter has considered the future of the learning analytics and educational data
mining. The two fundamental shortcomings of these newfields are the limited instruc-
tional models considered and the relative immaturity of these new technologies when
viewed from traditional perspectives of inferencing. In terms ofmodels of instruction,
the barriers preventing these systems from developing deeper insights into the teach-
ing and learning activities seem mundane but vexing: the limited data sources upon
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which these systems can draw. In terms of the immaturity of these new technologies
when viewed from traditional perspectives of inferencing and decision-making sup-
port, the potential for bias and inaccuracy in the algorithms involved is not merely
an engineering problem. It points ahead to a perpetual need for transparency and
openness so that algorithms are not concealed in proprietary black boxes where they
might avoid scrutiny. Issues around the validity of inferential approaches employed
and the narrowness of underlying data beingmined point to political and policy ques-
tions that must be raised as learning analytics and data mining as decision-support
systems are proposed for use in secondary and tertiary education. As we have seen,
the challenges and issues seen in the early generation of learning analytics cannot
simply be dismissed as growing pains.

This chapter has also pointed to the need for educational professionals to consider
not only how such systems are designed and implemented, but also how they could
be built better in the future. The influence of learning analytics and educational data
mining on secondary and tertiary education is growing quickly. For the field of teach-
ing, a passive response to this new technology, i.e., acceptance of it as a black box
technology that cannot be questioned would be a mistake. Indeed, teacher training
programs have before them a historic opportunity to influence fundamentally how
learning analytics and educational data mining will be deployed and used. This is
a role for which the teacher training and teacher research programs are uniquely
suited: to influence research agendas, to form, fund, and nurture critical perspec-
tives (Baepler & Murdoch, 2010). Bringing to bear wisdom from a century’s worth
of scholarship on teaching and learning would well befit educational research and
teacher training programs, given their long-standing leadership in researching and
assessing technology initiatives in teaching and learning. An important technology
convergence is at hand again, one that holds out the promise of tracking, monitor-
ing, measuring, and adapting teaching and learning activity in schools as a means
of designing and assessing instructions with adaptive personalization. The field of
education could bring to the educational data mining and learning analytics devel-
opment not only domain expertise but also a balanced perspective on grounding the
risks around of statistical decision-making. Finally this central role of the educa-
tion domain experts, in turn, would necessarily require that educators become more
literate in data science as well.

With or without the engagement from the fields of teacher research and teacher
training, many learning analytics and educational data mining-based attempts at cre-
ating metric-driven smart schools will spring up in the coming decade try to address
secondary and tertiary schooling from the perspective of measurement, accountabil-
ity, and access (Daniel, 2012). The teacher training and teacher research fields’ tradi-
tional roles as thought leaders in educational research have stemmed historically from
their methodological expertise in collecting, managing, and analyzing data about
teaching and learning. Teacher training and teacher research fields should extend
that tradition by contributing to the evaluation and design of these new systems,
bringing along core expertise in methods of educational research and inferencing.
Teacher training and teacher research fields also possess unique capacity as a leading
contributor to educational policy. By engaging more directly with learning analytics
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and educational data mining, the fields could develop teachers’ critical literacy and
expertise, while also shaping and advancing policies geared toward ensuring open-
ness and transparency in how these new knowledge domains of learning analytics and
educational data mining are implemented and managed. Professional educators in
general also have a responsibility to serve policy advocates around best practices and
watchdogs on the lookout for privacy and bias problems. These need already exist.
Many more issues and opportunities will become known in the context of virtual
school implementations. If professional educators take the leadership role in help-
ing design and create model implementations of learning analytics and educational
data mining, the fields of teacher training and teacher research would be in a strong
position to ensure that the technology development and implementation are guided
systematically by open debate, ethical policies, and grounded understanding of best
practices.
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Abstract It is widely acknowledged that writing is a process and should be taught
as a process. However, it is still assessed as though it is a product. Educational
technology makes now possible for teachers to become observers of the writing
process of their students to discover how theirwriting competences (e.g., grammatical
accuracy, topic flow, transition, and vocabulary usage) develop over time. The present
research proposes an innovative technique to identify the actual drivers of writing
performance through a formal causality framework, unleashing a new source of
potential insights to scaffold more effectively the writing process and guarantee
more reliable success at the end.

Keywords Analytics of writing process · Causality · Competence · Big data
Natural-language processing · Learning analytics

C. Clemens · V. Kumar (B) · D. Boulanger · J. Seanosky
Athabasca University, 1200, 10011—109 St., Edmonton, AB T5J 3S8, Canada
e-mail: vive@athabascau.ca

C. Clemens
e-mail: clayton.clemens@gmail.com

D. Boulanger
e-mail: dboulanger1@athabasca.edu

J. Seanosky
e-mail: jeremie@rsdv.ca

Kinshuk
University of North Texas, Discovery Park, Suite E290D, Union Circle, Box 311068,
Denton, TX 76203-5017, USA
e-mail: Kinshuk@unt.edu

© Springer Nature Singapore Pte Ltd. 2018
J. M. Spector et al. (eds.), Frontiers of Cyberlearning, Lecture Notes in Educational
Technology, https://doi.org/10.1007/978-981-13-0650-1_3

49

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0650-1_3&domain=pdf


50 C. Clemens et al.

1 For Big Data in Education

Big data in business and industry come from a variety of sources: messages, tweets,
likes, purchases, and other transactions. In education, the source of big data mostly
comes from learning traces: low-level records of student activity within an online
learning system. Educational big data are a comparatively new idea. The Internet
has produced distributed online learning environments, which have in turn begotten
a new paradigm, different from the centuries-old doctrines of instruction.

Learning traces themselves may be collected from a swath of different activities.
The most basic kind of learning trace is a page-visit trail in an online learning
environment. Page visits and link clicks, associated with timestamp information,
comprise the most basic kind of trace: a student’s path through a series of learning
objects.

While navigational traces are helpful to assess how engaging the content is, learn-
ing traces may also be specific to individual subjects of instruction. Within each
learning domain, there are particular actions that, when recorded, can be instrumen-
tal in determining a student’s development in that subject. Similarly to navigational
traces, virtual environments are ideally suited to gather these types of domain-specific
actions within a system.

The ability to gather such granular information is new to education. In traditional
settings, creating a log of every action a student took to construct an essay or complete
a programming assignment would be an impossible task. As such, we have now
entered an era where it is possible to view students’ process, the exact series of steps
they take to complete their assignments in their domain of study.

In English composition, the gap between process-based and product-based
instruction was identified decades ago (Murray, 1972). As a result, writing has been
taught as a process, but because of the limitations of traditional classrooms, it was
never actually assessed as a process. Learning traces on a granular level allow instruc-
tors to begin to understand the nature in which learners and their work respond to
the inputs of the curriculum and the environment, and lay the foundation for the
generalized measurement of student competence in a subject.

With an arsenal of competence values based on the quantitative nature of stu-
dent learning traces, it is possible to examine how, when, and why competences
develop, and how they develop together as a collective ecosystem. It becomes possi-
ble to examine student cognition in regard to development of skills and knowledge.
Moreover, understanding instruction as being a system of interventions to increase
competences, and knowing the potential effects of increasing a particular skill, has
enormous pedagogical value.
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2 Competence

More broadly, competence is defined as having a required skill, knowledge, qual-
ification, or capacity1. Sampson and Fytros (2008) condense definitions given by
multiple authors in the literature to one specific definition: “A competence can be
defined as a set of personal characteristics (e.g., skills, knowledge, attitudes) that an
individual possesses or needs to acquire in order to perform an activity within a spe-
cific context.” This definition captures the various aspects of competence, allowing
for the definition of frameworks to evaluate competences in a structured and formal
manner.

A large body of work surrounds the classification and quantification of compe-
tence. The aspects of competence (skills, knowledge, attitudes, and context) are often
accounted for in these models, along with some rating or numerical assessment of
the level of competence an individual may have. When models such as RDCEO2 or
HR-XML3 are used consistently across a corporation or educational institution, they
can standardize assessment and storage of individuals’ competences, and optimize
them in roles that best work with their existing skills and develop them further. Com-
petence models also exist in conjunction with curriculum in the form of rubrics4, or
as universal tests for knowledge such as language (Verhelst, Van Avermaet, Takala,
Figueras, & North, 2009).

The problem persists that students are usually tested for knowledge rather than for
competence. Students are required to ingest a large amount of information, and then
repeat or apply that information in the form of some assignment. While this format
works for some subjects, many skills are reliant not only on the final outcome, but on
the process of creation. Someonemay be capable of creating the required deliverables
for a test, but with a method that creates unseen systemic problems that maymanifest
in future work.

In themodern virtual environment, however, learning traces can inform the process
of competence development at the assignment, topic, or course level. Where an
instructor cannot sit on a student’s shoulder, a software agent can sit in a text field
or in a word processor and silently gather their keystroke input. This low-level data
collection is a pure process. Useful in its own right, it is nonetheless maximized
when combined with analysis and synthesis techniques into models of competence
that track and quantify changes in competence.

1Dictionary.com (2017). Definition of “competence.” Retrieved Aug. 10, 2017, from http://www.d
ictionary.com/browse/competence/.
2IMSGlobal Learning Consortium. IMSReusable Definition of Competency or Educational Objec-
tive Specification. Retrieved Aug. 10, 2017, from https://www.imsglobal.org/competencies/index.
html.
3IEEE Standard for Learning Technology-Data Model for Reusable Competency Definitions.
(2008). IEEE Std 1484.20.1-2007, 1–32. http://doi.org/10.1109/IEEESTD.2008.4445693.
4Alberta Education, Canada (2000). English Language Arts K - Grade 9. Retrieved Aug. 10, 2017,
from http://www.learnalberta.ca/ProgramOfStudy.aspx?lang=en&ProgramId=404703#.

http://www.dictionary.com/browse/competence/
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3 Learning Traces

Learning traces represent the source ofmost educational big data. Learning traces are
minute granular snapshots of student activity in a particular domain. As mentioned
above, this is a description of each student’s learning and creative process. Similar to
how business intelligence has emerged for enterprises in response to large volumes
of data (Cohen, Dolan, Dunlap, Hellerstein, & Welton, 2009), learning analytics
has become the field for analyzing educational big data. The accepted definition of
learning analytics is actually, “the measurement, collection, analysis and reporting of
data about learners and their contexts, for purposes of understanding and optimizing
learning and the environments in which it occurs.”5

For some domains, even measurement and collection of data are a challenge.
Some data are easy to measure, and some are difficult. At one extreme, navigational
traces through a learning environment are very simple to log and track. Number of
visits, time of visits, and path through the system tree all represent easily quantifiable
aspects of that domain. On the other extreme lie physical activity andmusic, normally
not considered to be programmatically traceable at all. However, even at these diffi-
cult extremes, research exists to quantify aspects of the activities. Wearable fitness
technology is becoming ubiquitous inWestern culture, and musical performance can
be captured via MIDI controllers (Guillot, Guillot, Kumar, & Kinshuk, 2016). In the
middle are activities that can be performed on the computer directly. Learning traces
from activities like these only require that a listener be set up to capture the informa-
tion as the student enters it. This could be a keylogger for writing-based assignments,
or a method to capture the abstract syntax tree of the code from each compilation in
a programming environment (Johnson et al., 2003; Kumar et al., 2015).

For writing particularly, it is simple to record each event that comprises a user’s
process. The layer of analysis and quantification is available in the form of natural-
language processing (NLP) tools. Several aspects of English composition can be
quantified, and NLP provides access to a swath of functionalities to aid in doing
so. Part-of-speech taggers (Toutanova, Klein, Manning, & Singer, 2003) tag each
word in a sentence or composition with a part of speech. Counts of different parts of
speech provide a measure of how connected a document is (number of connecting
words), how personal it is (number of personal pronouns), or how much imagery
is present (number of adverbs and adjectives). Natural-language parsers (Klein &
Manning, 2003) can break sentences down into their core components like noun
phrases and verb phrases, giving a measure of average complexity. Sentiment ana-
lyzers can check the degree of positivity or negativity in individual words, phrases,
or sentences (Nasukawa & Yi, 2003; Pang & Lee, 2008; Socher et al., 2013; Yi,
Nasukawa, Bunescu, & Niblack, 2003). With knowledge of word lemmas and syn-
onym sets (Miller, 1995) and other relations between words, it is possible to identify
which related words and phrases are repeated between sentences and throughout the
document. These semantic distances provide a measure of topic flow between sen-

5Siemens, G. (2011). 1st International Conference on Learning Analytics and Knowledge 2011.
Retrieved Aug. 10, 2017, from https://tekri.athabascau.ca/analytics/.

https://tekri.athabascau.ca/analytics/
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tences and paragraphs (O’Rourke, Calvo, & McNamara, 2011). Matching systems
can count the number of grammatical errors (using rule-based analysis of the text)
and spelling errors (checking each word against a dictionary). Even simple word
and syllable counts give a measurable impression of general complexity or readabil-
ity using simple formulae (Flesch, 1948; Kincaid, Fishburne, Rogers, & Chissom,
1975).

NLP metrics, when associated with each learning trace event, provide a numeric
evolution of student progression, not just a descriptive path. The metrics can be
further combined to construct higher level measures of competence for different
areas within the domain. As a simple example, taking the ratio of spelling errors in
the document to the total number of words provides a measure of average spelling
accuracy. The ratio of unique words in the document compared to the total number
of words provides a measure of lexical diversity, and so on. With each event, these
metrics and their competence derivatives will shift and flux, and hopefully grow as
the student learns.

Certainly, tracking these competences over time is helpful for students and instruc-
tors. However, with this new wealth of statistical information, it is possible to go one
step further and measure the effects of interventions upon different competences.
Doing so requires the use of a set of tools to examine causal interactions from data.

4 The Next Step: Causal Models

The idea of causality is intrinsic to the human experience. It is part of humans’
intuitive understanding about the way the world works (Russell, 1912). If a person
takes a certain action, he or she can expect that it will have a certain effect. This
intuition allows human beings to function through a variety of tasks in normal life
despite the fact that notions of causation are often biased by perspectives, beliefs, and
values. In order to make objective scientific statements about causality, its definition
must be formalized.

The core concept of causation is that the occurrence of an event creates another
event. If an action occurs, something reacts. If the first event did not occur, then the
secondwill not, orwouldhappendifferently.Thus, the standardmethod for evaluating
causal effects is by having an intervention (or treatment) and a counterfactual (what
would have happened if the intervention did not take place).

It is not possible to see the effects of the intervention and the counterfactual simul-
taneously. The events are mutually exclusive. Therefore, the scientific way to test
for causal effects is a randomized experiment. The treatment is randomly assigned
within the sample, representing the intervention, and the remaining untreated por-
tion of the sample represents the counterfactual. By comparing the two groups, the
experimental and the control, it is possible to estimate the net causal effect of treat-
ment: the difference in response from the two groups. Randomized experiments are
ubiquitous throughout the sciences (Peirce & Jastrow, 1884).
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In many situations, however, it is impossible to produce a randomized experiment
to intervene. The real-world is often not as well controlled as a randomized exper-
iment must be, and it is difficult to separate the real variables from confounders.
Moreover, the variables experimented upon may not be the only ones present in
the causal system. Finally, sometimes, it is simply impossible to intervene on certain
populations. In these cases, the only tool at the researcher’s disposal is data, a number
of variables about the population that can be measured.

Statistics can be used on data to examine how two variables correlate. Correlation
presents some of the same problems as randomized experiments, however, in that
there may be more variables in the system confounding the results.

The solution is an even deeper formalism to causation, bringing it into mathe-
matical notation and defining each of its properties in an axiomatic way (Spirtes,
Glymour, & Scheines, 2000). One of the most important properties of causation is
the notion of independence, that is, two variables have no effect on one another. Inde-
pendence and conditional independence are also properties of probabilistic systems,
which are extremely well defined and form the basis for many reasoning systems.

Causal systems can be represented by directed acyclic graphs (DAGs). A → B
in a causal graph means that A causes B. A → B ← C means that A and C are
common causes of B, and A and C are independent of one another. Causal DAGs
are similar to the kinds of graphs used in Bayesian network systems.

There are three important axioms and one graphical relation that govern the con-
nection between causality and probability. The Causal Markov condition assumes
that each variable is independent of all of its non-descendants conditional upon its
parents. The Causal Markov condition has a parallel in the realm of probability,
which states a similar constraint for probabilistic systems.

Minimality is the second condition, and it assumes that there is no subgraph of a
given causal system that also meets the Causal Markov condition. That is, that the
causal system is the minimal representation of the Causal Markov condition.

Together, these two assumptions constrain the possible causal systems to the
structures that aremost common in science. Save for a few exceptions, all randomized
experiments and all valid causal studies conform to these conditions.

A third axiom, faithfulness, enforces a stronger assumption. Faithfulness assumes
that the conditional independence relationships in a probability distribution are the
same as those present in the causal system that generated it. Faithfulness is more
likely to be violated in the real-world systems than the Markov condition. Certain
subsets of problems cause faithfulness to fail, and these generally fall under the
banner of Simpson’s paradox (Simpson, 1951).

Applying the Causal Markov and minimality conditions to a causal system pro-
duces a number of independence relations in the system, but it is not the entire set.
A graphical relationship called dependence-separation or d-separation (Geiger, Paz,
& Pearl, 1991) defines all and exactly the independence relations given by a causal
graph. In formal terms, d-separation is defined as follows.

If X and Y are distinct vertices in a directed graph G, and W is a set of vertices
in G not containing X or Y , then X and Y are d-separated given W in G if and only
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if there exists no undirected path U between X and Y , such that (1) every collider
on U has a descendent in W , and (2) no other vertex on U is in W .

Causal inference uses these axioms and relations to produce a number of potential
causal graphs from the conditional independence relations calculated from a dataset
(Cramir, 1946; Fisher, 1915). These sets of graphs are called equivalence classes.

The condition of causal sufficiency separates algorithms into two broad types.
Causal sufficiency is an assumption that the variables given in the data represent all
of the common causes in the system. Namely that there are no confounders. Because
this is so often the case, there is a class of algorithms that assumes causal sufficiency
does not hold.

Causal algorithms (the PC algorithm in particular) begin with the complete undi-
rected graph, and then remove adjacencies between variables if they are independent
given any set. Two tests are conducted on triples of nodes, based on d-separation,
to orient the nodes. The first is the collider test, which checks a triple of the form
X − Y − Z to see if the set that separated X and Z contains Y . If not, then the nodes
can be oriented X → Y ← Z . Following this, any remaining triples of the form
X → Y − Z are oriented as X → Y → Z because they cannot be colliders.

Undirected nodes are considered to be uncertain in the equivalence class. This
means that the arrowhead could be at either end of the line, and the causal structure
would be equivalent according to our principles and assumptions.

When the causal sufficiency condition is relaxed, algorithms can search for con-
founders. In order to properly represent latent variables, additional notation is needed.
The equivalence classes or patterns for algorithms that do not assume causal suffi-
ciency are represented as partial ancestral graphs (PAGs), which add a circle symbol
(◦) to the ends of arrows to indicate possible latent confounders. A circle means that
there could be an arrowhead at that location, or that there could be a latent common
cause between the two variables.

The FCI algorithm works similarly to the PC algorithm but begins with all adja-
cencies set to ◦−◦. In the same way, arrowheads are oriented during the collider test,
but the ◦ symbol still remains on one side. The away-from-collider test becomes pow-
erful in FCI because it can determine when a legitimate one-way cause is occurring.

Equivalence class patterns, PAGs, andDAGs can show causal structure in terms of
directions and which causes are responsible for which effects; however, they cannot
in themselves show causal strengths and the nature of the effects. In order to discover
this information, another statistical structure is needed.

For continuous variables, structural equation models (SEMs) can mathematically
represent the causes and effects as a series of linear equations. For example, the
structure X → Y ← Z has the following SEM model:

X � εX

Z � εZ
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Y � β1X + β2Y + εY

SEMs are produced from an equivalence class and instantiated from the original
data. That is, the causal structure determines the equations in an SEM, based onwhich
variables cause others. The data are used to apply values to the equation parameters.
The error terms for each independent variable are the mean and standard deviation,
accounting for the random variation.

Together, the causal DAG, the data, and the SEM produce a model of causality
that is mathematically viable and can be tested for accuracy and goodness of fit
(Bentler, 1990; MacCallum, Browne, & Sugawara, 1996; Schwarz, 1978). These
methodologies can be applied to any statistical dataset. The next section will cover
a case study in which these causal methods were applied to the learning analytics of
writing competence.

5 The Case Study

The study in question (Clemens, 2017) made use of a custom-built simulator called
WriteSim that takes completed papers from corpora (or any other source) and outputs
a series of time-stamped records (also called writing events) for each document
that represent a trace of the word-level transactions that might occur if a student
had composed it. WriteSim used synonym sets to create deviations from the main
text as the simulated “students” wrote. The simulator was programmed based on
previous studies (Waes & Schellens, 2003) done in writing behavior and profiles. In
these studies, students were asked to complete writing tasks. Their keystrokes were
individually logged and placed into long streams, which were then painstakingly
analyzed to determine a number of writing behaviors. The study examined how,
when, andwhy students paused duringwriting, andwhen andwhy they revised errors
in their writing. For each composition, and each student, the number and length of
pauses were considered, the location of the pauses within the linguistic area, and
whether the pauses were due to formulation (the writer considering what to write
next) or revision (correcting existing errors in the document). Pauses and revisions
were broken up by the point in the document at which they were completed: whether
mid-sentence, mid-paragraph, or at the end of the main composition. The level or
linguistic structure of each revision was determined: word, sentence, or paragraph.
Additionally, revisions could be mechanical or structural (correcting mechanics like
spelling and punctuation vs. reorganizing the document for better topic flow). All
these parameters were taken into account by WriteSim and randomly generated in
normal distributions during the creation and assignment of writing profiles to the
essay writers. These writing profiles drove the writing process simulation for every
student.

It is nevertheless important to acknowledge the scope of the simulator’s limita-
tions. The objective of the present research through this simulation is to highlight
the potential of this new source of insights that would be unleashed by applying this
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formal approach to causality to the writing process. While this research claims that
the causal analytical process is valid, the presented claims are only hypothetical given
that the simulation process is not fully representative of the actual writing/revising
process, that is, it does not do large-scale structural reconfigurations or does not
change the order of phrases, sentences, or paragraphs. For example, this limitation
will have the effect of making the topic flow information smoother than it would be if
the real-world data were used. As students move and manipulate phrases, it is likely
that metrics related to topic flow would tend to spike into local peaks and valleys
more often throughout the process. Structure changes could be integrated into future
iterations to make the simulator more comprehensive. Again, the hypotheses formu-
lated in this study will only highlight directions for further research in the causal
analysis of the writing process.

The result of the simulation was a batch of 744,848 writing events generated by
simulating the writing process of 391 essays from the British Academic Written
English corpus (Nesi, Sharpling, & Ganobcsik-Williams, 2004) written by 390 dis-
tinct students in higher education. As can be seen in Table 1, WriteSim generated
in average for each of the 391 essays 1905 writing events, a little greater than the
mean number of words per essay, that is, 1786 words. The average processing time
per essay was calculated to be approximately 3 h and 20 min. To process all the
744,848 writing events generated from the 391 essays, it took, for a single server
instance, 1304 h (54 days) of computing. Thewriting events were processed in a first-
in-first-out (FIFO) queue since the competence assessment downstream attempted
to reconstruct the timeline of competence growth. The data were simulated in this
setting because of the large amount of time and computational power necessary to
generate metrics for each of the events.

The SCALE (Smart Competence Analytics for Learning) (Boulanger, Seanosky,
Clemens, Kumar, & Kinshuk, 2016; Boulanger et al., 2016) suite was the processor
that assembled 65 metrics and competence information for each of the events in
the dataset. Basic metrics included structure counts (number of words, sentences,
paragraphs, etc.), word length counts (number of words longer than or equal to 5, 6,
7, or 8 characters), part-of-speech counts, specific word qualities, and error counts.
These were combined into ratios and averages, indexes, rubric and essay scores, and
finally six writing competences. The table of competences from the study is shown
in Table 2.

Table 1 Descriptive statistics of the distributions in terms of the numbers of words, sentences,
characters, writing events, and processing time per essay

Min Max Q1 Q3 Median Mean SD

Writing events 1000 2229 1789.0 2019.5 1905 1904.98 143.70

Words 51 2162 1694.5 1926.0 1799 1785.55 219.24

Sentences 4 124 58.0 77.0 67 67.76 15.80

Characters 248 10120 7818.0 8964.0 8408 8270.22 1053.43

Processing time (h) 0.53 49.12 1.66 3.24 2.17 3.34 3.79



58 C. Clemens et al.

Table 2 Writing competences from SCALE

Competence Description

Grammatical accuracy Grammatical accuracy measures the student’s competence in
writing correct grammatical structures. It is based on the ratio of
instances of incorrect grammar (based on grammar rule violations)
to the total number of words in the document (length)

Spelling Spelling measures the student’s competence in spelling correctly. It
is based on the ratio of misspelled words to the total number of
words in the document

Topic flow Topic flow is a measure of student competency in relating ideas to
one another throughout the text. Topic flow is specifically based on
the number of sentence-adjacent content words. Semantic distances
are calculated for content words, and the competence is computed
by comparing the content words to an ideal standard for topic flow

Transition Transition is similar to topic flow but measures the overall
connectedness of the student’s composition. Transition
competence is calculated by analyzing the number and distribution
of connective words in the document

Vocabulary complexity Vocabulary complexity is a formulaic manipulation of the
Flesch–Kincaid readability index to measure the student’s
competence in creating a readable composition

Vocabulary usage Vocabulary usage is a measure of the student’s competence in using
different kinds of words. It is based on the ratio of unique words to
the total number of words in the document (using word lemmas)

The complete data were divided into 6 subsets, and upon each, 2 different causal
inference algorithms were run, for a total of 12 causal models. The causal models
were produced in TETRAD V, a program from Carnegie Mellon University that
implements the algorithms from the literature on statistical causation (Spirtes et al.,
2000). The six data segments consisted of both a vertical and horizontal split: each
was a combination of a subset of metrics and variables, and a subset of events. The
details from the study are shown in Table 3.

Out of these segments, the two most statistically significant results were the ones
in which a minimal number of variables were used (Rows 2 and 5): namely, where
only the competences were considered for causal analysis.

The results of the search over the final essay events using only the competence
variables (Fig. 1) demonstrate several important relationships, both intuitive and
surprising.

Intervening to increase vocabulary use increases essay score, but reduces tran-
sition. This phenomenon may indicate that increased vocabulary usage lowers the
number of connective terms in the document. Intervening to increase grammatical
accuracy increases essay score, and increases vocabulary complexity. If there are
fewer grammatical errors in the document, its readability and overall grade will
increase. Intervening to increase topic flow has a positive effect on essay score and
transition. The more a composition flows well semantically, the more connective
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Table 3 Data segments

Data included Variables included Description Causal searches

Final record of each
simulated student
(390 events)

All available All variables
examined on a small
sample size: the
analysis expected
from an automatic
essay scoring
system for
traditional settings

Fast Greedy Equivalence
Search (FGS) assuming
causal sufficiency to obtain
causal equivalence class.
SEM constructed from a
DAG within the FGS pattern.
Estimation of SEM to
determine fit to data. FCI
search to examine potential
latent common causes

Final record of each
simulated student
(390 events)

Competences and
essay score only

Competence
variables examined
on a small sample
size to use for
comparison on the
denser models

FGS search assuming causal
sufficiency to obtain causal
equivalence class. SEM
constructed from a DAG
within the FGS pattern.
Estimation of SEM to
determine fit to data. FCI
search to examine potential
latent common causes

Final record of each
simulated student
(390 events)

Competences, essay
score, and
first-order
adjacencies as
identified in Row 1

Expanded version
of the competence
set to include some
clues about latent
variables between
competences

FGS search assuming causal
sufficiency to obtain causal
equivalence class. SEM
constructed from a DAG
within the FGS pattern.
Estimation of SEM to
determine fit to data. FCI
search to examine potential
latent common causes

All event records
(744,848 events)

All available The fully
determined model,
expected to be dense

PC pattern search with α�
0.001 to obtain causal
equivalence class assuming
causal sufficiency. SEM
constructed from a DAG
within the PC pattern.
Estimation of SEM to
determine fit to data. FCI
search to examine potential
latent common causes.
Regression tables for each
competency and its direct
adjacencies

(continued)
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Table 3 (continued)

Data included Variables included Description Causal searches

All event records
(744,848 events)

Competences and
essay score only

Competence
variables examined
in isolation to
determine causal
effects

PC pattern search with α�
0.001 to obtain causal
equivalence class assuming
causal sufficiency. SEM
constructed from a DAG
within the PC pattern.
Estimation of SEM to
determine fit to data. FCI
search to examine potential
latent common causes

All event records
(744,848 events)

Competences, essay
score, and
first-order
adjacencies as
identified in Row 1

Expanded version
of the competence
set to include some
clues about latent
variables between
competences

PC pattern search with α�
0.001 to obtain causal
equivalence class assuming
causal sufficiency. SEM
constructed from a DAG
within the PC pattern.
Estimation of SEM to
determine fit to data. FCI
search to examine potential
latent common causes

Fig. 1 Causal model of competence for completed essays

words are present to bring the ideas together. Intervening to increase spelling has a
positive effect on vocabulary complexity. The better a document’s mechanics, the
more readable it is. Interesting to note is that essay score is always an effect of other
competences, never a cause, lining up with intuition. Also interesting is that inter-
vening on vocabulary complexity directly has no direct effect on essay score. It is
better to focus on mechanics like spelling and grammar that will increase vocabulary
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Fig. 2 Causal model of competence for all writing events

complexity, while simultaneously increasing essay score. Finally, spelling and topic
flow have some sort of causal relationship, but its direction is uncertain. It is possible
that when words are incorrectly spelled, it can confuse the calculation for semantic
distances, and therefore reduce topic flow. It seems likely from intuition that spelling
increases topic flow.

Adding in the developmental structure of the full set of events, the graph becomes
muchmore complex, and some of the relationships change, illustrating the difference
between final products, and the net effect of development (Fig. 2).

There are a number of relationships that remain consistent in this model. Essay
score remains endogenous, fully qualified by other competences. This is expected, as
the essay score will only grow as the document becomes more complete. Intervening
on vocabulary use has a negative effect on transition, as in the previousmodel, but also
is detrimental to essay score and topic flow. Vocabulary use is the only variable for
which intervention produces negative effects. The result appears to be that students
should focus on other competences during the development of the essays, rather than
going for a diverse selection of words.

There are also a number of important differences with the complete data. The
independent variables are uncertain because of the nature of the equivalence class.
The effects between grammatical accuracy and spelling, and between grammati-
cal accuracy and vocabulary complexity are ambiguous. In the complete data, it is
evident that topic flow is a significant contributor to essay score, making it an impor-
tant developmental competence. If a student maintains topic flow, his/her essay will
steadily become better. The relationship between transition and topic flow is reversed
in development. More connectivity results in better semantic flow. While this makes
sense, it is conceivable that the causation could be in either direction. Both tran-
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sition and topic flow are primarily effects of other competences, but both of them
increase the essay score when intervened upon directly. Grammatical accuracy still
increases essay score, but also has a positive effect on transition (possibly because
correcting some types of grammatical errors leads to better use of connective words)
and a negative effect on vocabulary use (perhaps because of the rule-based nature of
the grammar checker, where correcting grammar can reduce the amount of creative
words available). The causal direction between vocabulary complexity and spelling
is reversed, and vocabulary complexity now affects essay score directly. Finally, the
causal direction between spelling and topic flow is fixed in the direction that makes
intuitive sense. Spelling also has a positive effect on transition.

6 Big Data Architecture

This research underscores the reality that capturing and analyzing thewriting process
of English essays is computing-intensive for a relatively small batch of 391 essays,
and it demonstrates the need for more scalable solutions adapted to the writing pro-
cess instead of only the final writing product. A related project (Lewkow et al., 2016)
proposed a big data architecture that measured the writing competences of students,
where the analytical solution focused only on assessing the students’ competences
overmultiplewriting activities and re-updated the assessment on any reattempt by the
student of any of these activities. On the other side, the present case study reassessed
the student’s writing approximately every time a new word is added to the text. Con-
sequently, many portions of the essay are unnecessarily and redundantly processed
again and again. To adapt and scale natural-language processing to the writing pro-
cess, it is proposed, as displayed in Fig. 3, to apply the Map-Reduce paradigm at the
sentence level since sentences are the smallest units that NLP usually works with.
This would provide the advantage of distributing the processing across a cluster of
computing resources, while also avoiding reprocessing all the sentences that have not
changed since the last edit. In general, the difference between two writing events is
tiny and consists of the addition of a newword. In Fig. 3, it can be noted that the black
arrows correspond to two map functions where (1) the text of an essay is split into its
constituent sentences, and (2) each sentence is then analyzed by a part-of-speech tag-
ger, named entity recognizer, lemmatizer, stemmer, spellchecker, etc., to derive and
compute a set of writing metrics. The gray arrows correspond to reduce functions,
where the various writing metrics are aggregated together to describe higher-level
essay parts, such as pairs of consecutive sentences, paragraphs, the actual essay, and
finally the set of all essays pertaining to a student. It means that every sentence or
essay constituent, no matter the level, will ultimately be associated with a set of writ-
ingmetrics as well as data describing (1) the essay to which it pertains, (2) the writing
event fromwhich it was calculated (e.g., the 300th writing event), and (3) its position
within a higher-level essay part (e.g., second sentence within first paragraph). For
example, an essay may consist of 10 sentences and 3 paragraphs. A student may
want to add an adverb in Sentence 2 to enhance the meaning of an action verb. With
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Fig. 3 Applying Map-Reduce framework to scale and adapt natural-language processing to the
writing process

the proposed architecture, the updated essay text will again be sentence-split. Every
sentence will then be compared against the sentences of the previous writing event
to identify which sentences will have changed. In this case, only Sentence 2 will be
required to be parsed again by the suite of NLP solutions (instead of re-parsing all 10
sentences), only the metrics of Paragraph 1 will have to be updated, and finally, the
metrics of the encompassing essay will be recalculated. It is important to note that
the map functions are significantly more computationally expensive than the reduce
functions, which are merely aggregating functions.

Anothermeasure of optimization that this research proposes is to unify the various
disparate NLP solutions that often redo what other solutions have already performed.
For instance, the SCALE suite consists of a conglomerate of NLP tools such as
Stanford CoreNLP, Apache OpenNLP, and LanguageTool, which all need to perform
part-of-speech tagging separately to feed their features that are unique to them.
For instance, Stanford CoreNLP is the only tool that provides the lemma of every
word, while OpenNLP, although less powerful than CoreNLP, gives the possibility
to extract the n-grams of a text. Given that most of these software packages are open
source, centralizing and reconciling certain NLP tasks become priority to improve
the efficiency of writing analytics systems.

Figure 4 shows the implementation architecture and workflow of a big data writ-
ing analytics system, where data are ingested by the input API and placed into a
distributed queueing system, which is implemented using Kafka. A collection ser-
vice, implemented in Scala, pulls data from the queue and stores them in long-term
storage, which is implemented using Hadoop Distributed File System (HDFS). The
compute cluster runs models in parallel on the data in long-term storage and persists
output views to the results store, implemented in MongoDB. Output views can then
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Fig. 4 Big data writing analytics architecture

be accessed through the output API. Both the input and output APIs are RESTful
and coded in Python using Flask (Lewkow et al., 2016).

7 Conclusion

The case study presented in this chapter demonstrated the application of formal
causal models to a set of 391 essays, whose writing processes were simulated by a
tool called WriteSim. More than 744,000 writing events were generated to recon-
struct the writing process of this batch of essays. Despite the fact that the conclusions
drawn from the causal analysis performed on this dataset are only hypothetical given
the limitations of WriteSim to fully represent the actual writing process, the use of
formal causal inference and its resulting models represents another tool that educa-
tors can reliably use to determine how competences are built and developed. These
types of systems, based on intervention, provide a powerful use case for educational
big data. Learning traces represent powerful snapshots of student process and devel-
opment, and leveraging them to gain pedagogical insights will pay dividends in the
understanding of how learning works. This chapter concludes by proposing a big
data architecture to scale and adapt NLP solutions for the analysis of the writing
process in large-scale writing analytics systems.
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QUESGEN: A Framework for Automatic
Question Generation Using Semantic
Web and Lexical Databases

Nguyen-Thinh Le, Alexej Shabas and Patrick McLaren

Abstract Semantic web and lexical databases offer multifaceted purposes. In this
chapter, we present an automatic question generation framework for teachers that
deploys semantic web and lexical databases for generating questions for a specific
lesson topic. This framework is intended to assist teachers in preparing questions for
their lessons. We investigated two research questions: (1) “which semantic/lexical
database ismore appropriate for which learning domain?” and (2) “can a vector space
model-based ranking algorithm enhance the relevance of generated questions?”

Keywords Semantic database · Term frequency · Term relevance
Vector space model · Question ranking

1 Introduction

Asking questions is one of the most important techniques in teaching and learning
(Mason, 2011; Schank&Cleary, 1995;Dewey, 1966). In 1912,Leven andLong found
that teachers spent approximately 80% of the school day by asking questions. This
fact was replicated by their study of classroom teachers and their use of questioning
in the 1980s (Leven & Long, 1981). Several studies confirmed the high usage of
questions in the classroom. Tofade, Elsner and Haines (2013) found that 80% of a
teacher’s school day was taken up asking questions to students, and Fischer (2005)
reported that instructors asked more than 300 questions per day.

However, many studies have reported that most of the teachers, tutors, and stu-
dents do not use deep questions, which are supposed to evoke high-order cognitive
requirements (Chafi & Elkhouzai, 2014; Graesser, Ozuru, & Sullins, 2009). Thus,
students have a limited exposure to more beneficial inquiry. Approximately, 60% of
teacher’s questions evoke lower-order cognitive requirements, whereas 20% invoke
higher-order cognitive requirements, leaving 20% that represent procedural day-to-
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day questions (Dickman, 2009). Despite the prioritization of higher-order questions
in theory, teachers actually ask a disproportionate number of lower-order questions
(Dickman, 2009; Harvey & Goudvis, 2007; Myhill & Dunkin, 2005). A recent study
conducted in Germany with 143 school teachers (Le & Pinkwart, 2016) shared a
similar picture of question usage. The study found that teachers used questions to
enhance understanding (22.83%), to stimulate interaction (19.8%) between teachers
and students, and to motivate students (19.29%). The remaining questions used by
teachers were categorized as recalling knowledge (12.69%) and stimulating reflec-
tion (6.6%). A small proportion of questions were used to enhance the analytical
ability of students (6.6%) and to assess their learning progress (8.13%).

Training teachers to ask effective questions at the right moment is desirable in
the learning process. While teachers can attend training seminars for improving
questioning skills (e.g., Chicago Center for Teaching, 2016; Ontario Ministry of
Education, 2011; Department for education and skills, Cambridge University Press,
2004; Intel Teach Program, 2007), such training programs will cost them time and
money. Can a computational technology-enhanced framework be deployed to help
teachers better prepare questions and use more higher-order questions?

In the next section, we briefly review question generation systems for education.
Section 3 is devoted to describe the adaptive question generation framework and its
application. In Sects. 4 and 5, we investigate the research question “which semantic
database is more apt to which learning topic?” and “Can a vector space model-
based ranking algorithm enhance the relevance of generated questions?” Section 6
summarizes the conclusions.

2 Technology-Enhanced Question Generation Systems

Numerous question generation systems have been developed over the past two
decades. Le et al. (2014) reviewed and classified question generation systems into
three classes according to their educational purposes: (1) knowledge/skills acquisi-
tion, (2) knowledge assessment, and (3) educational systems that use questions to
provide tutorial dialogs. Since this chapter focuses on question generation systems
aimed at enhancing questioning skills and supporting teachers in preparing ques-
tions, knowledge/skills acquisition question generation systems are briefly reviewed.
Several automatic question generation systems aim at improving reading and writ-
ing skills. The LISTEN tutor generates questions automatically to enhance student’s
reading comprehension of English texts (Mostow, Nelson, & Beck, 2013). Questions
are used for various reasons in this reading tutor such as assessing comprehension and
engagement, aiding comprehension, teaching self-questioning, modeling and assess-
ing self-questioning, and helping learn vocabulary (Mostow, 2011; Mostow et al.,
2010). For Japanese, a reading tutor was developed to provide comprehension ques-
tions (Kawamura, 2012). This system has been online since 1999 and was accessed
1500 times per day as reported by Kawamura (2012). While these two review ques-
tion generation systems aimed at enhancing the reading skills of students, Liu, Calvo
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and Rus (2012) introduced a system (G-Asks) for improving students’ academic
writing skills (e.g., citing sources to support arguments, presenting the evidence in
a persuasive manner). Evaluation studies have shown that the system could gener-
ate questions as useful as human supervisors and significantly outperformed human
peers and generic questions inmost qualitymeasures after filtering out questionswith
grammatical and semantic errors (Liu et al., 2012). Other systems are intended to
develop student’s knowledge of in specific learning domains. For example, Chaudhri
et al. (2013) deployed a structured database, constructed by biologists consisting of
5500 biology concepts. Based on this concept database, the authors used 30 question
templates to generate questions. Along this line, Jouault, Seta and Hayashi (2016)
recently proposed generating semantics-based questions by querying information
from the large linked open data sources DBpedia (http://dbpedia.org/) and Freebase
(https://www.freebase.com/) to facilitate learners’ self-directed learning. Using this
system, students in self-directed learning were asked to build a timeline of events
of a period in history with causal relationships between these events given an initial
document. The system’s concept map is updated with every student modification
and enriched with related concepts that can be queried from both linked open data
sources. Using these related concepts and their relationships, the system generates
questions for the student to lead them to a deeper understanding without forcing
them to follow a fixed path of learning. Jouault et al. (2016) reported that the gen-
erated questions could cover more than 80% of the questions generated by humans
to support knowledge acquisition. Similarly, Le and Pinkwart (2015) proposed to
use WordNet (Miller, 1995) in order to generate questions that aim at stimulating
brainstorming for argumentation. We have selected WordNet as a semantic source
for our question generation, because it is a rich lexical database that is able to provide
hyponyms (related concepts) to a queried concept.

Most existing question generation systems have demonstrated their usefulness for
enhancing students’ reading, writing skills or knowledge. They lack the capability
to support teachers in preparing effective questions that can be used in a classroom
setting, particularly for classroom discussions. In the following, we propose a frame-
work for question generation for teachers.

3 A Framework for Generating Adaptive Questions

3.1 The Conceptual Design

During the design phase of a framework for generating questions, Le and Pinkwart
(2016) studied the practice of classroom questioning of 143 teachers in German
schools. The study reported that the Bloom’s question taxonomy (Anderson&Krath-
wohl, 2001) is known and used by 31.25% of teachers. The only other known tax-
onomy, Wilen’s taxonomy (Wilen, 1991), is used by only 3.25%. The rest (65% of
teachers) do not know any other question taxonomies. This is despite there being

http://dbpedia.org/
https://www.freebase.com/
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more than 21 question taxonomies available (Wilen, 1991). The aim of this adaptive
question generation framework is to provide teachers (especially pre-service teach-
ers) with a tool to apply one of these systematic question taxonomies (e.g., Bloom’s
taxonomy, Wilen’s taxonomy, Socratic taxonomy, etc.). Being familiar with and
using these question taxonomies gives teachers awareness of the cognitive level of
their students and lets them ask appropriate questions (i.e., low-order or high-order).
Based on one study’s result (Le & Pinkwart, 2016), the framework for generating
adaptive questions is designed to support teachers in three steps.

First, teachers are able to modify initial question templates, which have been pre-
specified in the framework. Since in a study by Le (2015) found that people from
different groups perceive questions differently, teachers should adapt the question
templates to their individual group of school students. These question templates are
used to generate questions (in the next section, we explain how question templates
are used). Figure 1 illustrates how to adapting question templates for an individual
student group. It shows a teacher selecting Bloom’s taxonomy among other avail-
able supported question taxonomies. For each question taxonomy, the framework
provides a list of initial question templates according to each type of question. For
example, for Bloom’s taxonomy, initial question templates for the classes “knowl-
edge”, “comprehension”, “application”, “analysis”, “synthesis”, and “evaluation”
have been specified in advance. The teacher can choose the most appropriate ques-
tion taxonomy for the specific purpose the teacher has in mind.

Next, a teacher inputs a lesson topic as a term into the question generation
framework. When generating questions, the teacher has two options: selecting a
semantic/lexical database [e.g., WordNet (Miller, 1995), ConceptNet (http://concept
net.io), DBPedia (Bizer et al., 2009)] or choosing to generate questions without using
a semantic/lexical database. If the teacher chooses a semantic database, the question
generation framework connects to the semantic/lexical database, forwards the lesson
topic as input, and retrieves semantically related terms. The retrieved terms are used
to fill the question templates in order to generate questions. If the teacher chooses the
optionwithout using a semantic/lexical database, the question templates will be filled
with the lesson topic they entered. Figure 2 shows an example of a user generating
questions for the topic “graph” of a lesson in computer science. The teacher inputs
the lesson topic “graph” into the system, chooses Bloom’s question taxonomy, and
selects the option without using any semantic/lexical database and the questions for
the lesson topic “graph” are generated accordingly, as illustrated in Fig. 2.

After generating questions, the third step for the teacher is to choose questions
that may be relevant and useful for his/her specific lesson topic and add them to a
memory list. Then, he/she can print out the list of selected questions that can be used
in the class (cf. Fig. 3).

http://conceptnet.io
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Fig. 1 Step 1: Adapting questions according to an individual student group

3.2 The Template-Based Question Generation Approach
and Implementation

In order to support teachers in generating questions of different cognitive levels,
we propose using the template-based question generation approach, which is widely
employed in question generation systems (Le et al., 2014). For each question taxon-
omy, the system is initialized with a set of question templates. For example, Fig. 1
illustrates some question templates for Bloom’s taxonomy, which has six question
levels. Each template has a placeholder, which is to be filled with the lesson’s topic
or with a semantically related term.

The architecture of the question generation framework consists of front-end and
back-end, which are divided by the dashed horizontal line (Fig. 4). The front-end
is implemented as a single page user interface. The back-end represents a RESTful
web service, which performs business logic and provides the data for the front-end.

Figure 4 shows three main functionalities of the framework: question template
view, question generator view, and question watchlist view. The question template
view enables the teacher to prepare the phrasing of questions according to the individ-
ual student group (e.g., age of the students). He/she can choose appropriate question
taxonomy and modify the initial question templates. The question generator view
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Fig. 2 Step 2: Generating questions for the lesson topic “graph”

Fig. 3 Step 3: A list of selected relevant questions for the lesson topic “graph”

represents the central functionality of the application (Fig. 2). Here, the teacher has
two options: (1) generate questions using a semantic web or a lexical database; (2)
generate questions without using a semantic web database. Using a semantic web
[e.g., ConceptNet, DBPedia (http://de.dbpedia.org)] or a lexical database [WordNet
for English (Miller, 1995) and GermaNet for German (http://www.sfs.uni-tuebinge
n.de/GermaNet)], the lesson topics can be filled with other meaningful semantically
related concepts. When using a semantic web or lexical database, the lesson topic

http://de.dbpedia.org
http://www.sfs.uni-tuebingen.de/GermaNet
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Fig. 4 The architecture of a question generation framework

is sent to the selected database through the corresponding external API. The current
implementation supports integration with WordNet and ConceptNet for the English
language as well as DBPedia and GermaNet for the German language. Next, the
framework retrieves a list of related semantic terms from the chosen semantic/lexical
database (e.g., “graph” yields “echocardiogram”, “echoencephalogram”, “ballisto-
cardiogram”, etc. from the WordNet API). Each question template for the selected
question taxonomy is then filled with one of the retrieved semantically related terms.
The filled question templates result in questions that may be relevant and useful for
a given lesson topic.

When generating questions with no database selected, the term representing the
lesson topic (e.g., “graph”) is used to fill the question templates (these may have
been adapted by the teacher to suit their particular student group).

The question watchlist view allows the teacher to choose appropriate questions,
to view, and to print out a list of chosen questions.

4 Term Relevance Analysis

Semantically related terms retrieved from the semantic/lexical databases may have
little relation to an intended lesson topic and may create semantically meaning-
less sentences. In this section, we investigate the research question “which seman-
tic/lexical database yields themost relevant semantically related terms for each learn-
ing domain?”
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4.1 Methodology

In order to investigate the research question specified above, we take three learning
domains: Computer Science,History, and Politics.We choose these learning domains
as case studies because Computer Science is a common subject of STEM (Science,
Technology, Engineering, andMathematics), andHistory and Politics are two typical
candidates in social science. In this study, we compare two databases: WordNet and
ConceptNet for lesson topics to be held in English (we are aware that there also exist
other semantic/lexical databases in English, but at this moment, only two databases
in English have been integrated in the question generation framework).

To analyze the relevance of retrieved semantically related terms from a seman-
tic/lexical database with respect to the specific learning domain, the statistical mea-
sure TF-IDF (term frequency—inverse document frequency) is applied. TF-IDF is
a technique that measures the relevance of a word in a particular document in rela-
tion to the inverse proportion of that word over the whole document corpus. This
technique is usually used to measure the relevance of a word in document queries in
the area of information retrieval, e.g. in Koujalagi (2015) and Ramos (2003). Term
frequency refers to the proportion of occurrences of a word to the total number of
words in a document. Since somewords, e.g., stoppingwords, articles or prepositions
would occur more frequently and inflate this measure, inverse document frequency
is used to punish generally common words’ high frequency (Manning, Raghavan, &
Schütze, 2009). The TF-IDF relevance score for a term t in a document d of a corpus
of N documents is calculated by the formula:

TF - IDF(t, d) � tf(t, d) × idf(t)

where tf(t,d) is the term frequency of the term t in the document d and idf(t) is the
inverse document frequency of a term in the corpus of N. The inverse document
frequency is calculated by the formula:

idf(t) � log(N/df(t))

where df(t) is the document frequency is defined to be the number of documents in
the corpus that contain the term t.

TF-IDF scores increase the frequency of a term occurring in that document scaled
down by the frequency the word occurs in a document corpus. Therefore, the higher
the term frequency value in a document and lower the frequency the word occurs in
a document corpus, the higher the TF-IDF value is.

In order to calculate the TF-IDF measure, a corpus of documents is required. We
assemble three corpuses from textbooks for three learning domains. These textbooks
are downloaded as text files from the Internet Archive (https://archive.org/) including
21 computer science textbooks, 20 politics textbooks, and 8 history textbooks. Each
textbook was 100 KB or larger.

https://archive.org/
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In each learning domain, a sample of 10–20 lesson topics is collected for the
analysis. These lesson topics are randomly selectedwords from the alphabetical index
of each textbook. These selected words are then input into the question generation
framework to generate questions using only the English semantic/lexical databases
(WordNet and ConceptNet). The terms retrieved from the semantic/lexical databases
are used to measure their TF-IDF relevance in a specific learning domain, each is
represented by a corpus of collected textbooks. The TF-IDF relevance of each term
is averaged over the documents in the corpus of each learning domain.

4.2 Results

For the learning domain “politics”, the following words were collected as lesson
topics: “government”, “law”, “authoritarian”, “aristocracy”, “libertarian”, “prop-
erty”, “power”, “sovereign”, “left”, “right”, “justice system”, “state”, “negotia-
tion”, “monarchy”, “corruption”, “executive system”, “constitution”, “warfare”, and
“democracy”. These lesson topics were input into the question generation framework
QUESGEN.

Figure 5 shows the TF-IDF relevance scores (that are averaged over many docu-
ments) of terms that were retrieved after inputting the lesson topics into the question
generation framework. WordNet produced a high number of terms with non-zero
TF-IDF relevance score for the learning domain “politics”, but ended up with lower
TF-IDF relevance scores for the non-zero results. That means, WordNet returned a
longer list of semantically related terms including more false positives (i.e., terms
whose TF-IDF scores are 0). In another word, from WordNet the system retrieved
many non-relevant related terms. On the contrary (Fig. 6), ConceptNet did not return
as many semantically related terms as WordNet, but the retrieved ones from Con-
ceptNet had higher TF-IDF scores on average over documents. This indicates that for
the learning domain “politics”, ConceptNet provides more relevant concepts (66%)
than WordNet (34%), when it does, in fact, and then delivers any.

For the learning domain “history”, the following words were used as input for
lesson topics: “Latin”, “archaeology”, “region”, “past”, “humanities”, “historian”,
“Greek”, “document”, “primary source”, and “period”. ConceptNet only found one
semantic-related term for each of the lesson topics “Greek”, “document”, and “peri-
od”, and every retrieved term had the TF-IDF score of 0. This shows that ConceptNet
did not have many relevant terms in the learning domain “history”, and that the terms
it could find had low TF-IDF relevance score. This means, the terms retrieved from
ConceptNet were not relevant to the input lesson topics. WordNet produced about
30 semantically related terms for the 10 input lesson topics. For six lesson topics,
the retrieved terms had non-zero relevance TF-IDF score (Fig. 7). This indicates
that WordNet returns more relevant terms than ConceptNet in the “history” learning
domain.

For the learning domain “computer science”, the following words were used
as lesson topics: “artificial intelligence”, “binary”, “heuristic”, “computer vision”,
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Fig. 5 Average TF-IDF for retrieved semantically related terms from WordNet for the learning
domain “politics”

Fig. 6 Average TF-IDF for retrieved semantically related terms from ConceptNet for the learning
domain “politics”

“data structure”, “machine learning”, “formalmethods”, “database”, “performance”,
“complexity”, “operating system”, and “computer architecture”. In this learning
domain, ConceptNet outperformed in terms of the TF-IDF relevance (ConceptNet
78%, WordNet: 22%). ConceptNet returned more relevant terms than WordNet.
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Fig. 7 Average TF-IDF for retrieved semantically related terms from WordNet for the learning
domain “history”

Fig. 8 Average TF-IDF for retrieved semantically related terms from WordNet for the learning
domain “computer science”

Figure 8 shows that WordNet returned a larger amount of semantically related
terms with non-zero TF-IDF score than ConceptNet (Fig. 9). However, the TF-
IDF score of most of retrieved terms from WordNet is not high. On the contrary,
ConceptNet returned less semantically related terms, however, these terms had high
scores of relevance (Fig. 9).
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Fig. 9 Average TF-IDF for retrieved semantically related terms from ConceptNet for the learning
domain “computer science”

4.3 Discussion

We have applied TF-IDF in order to find appropriate sematic/lexical databases for
three learning domains: “history”, “computer science”, and “politics”. WordNet is
more appropriate than ConceptNet to find relevant semantically related terms for
generating questions in the “history” domain. On the contrary, in the domains of
“politics” and “computer science”, ConceptNet provides more relevant semantically
related terms than WordNet.

Going forward, theTF-IDFanalysismay require a larger corpus size anddocument
size. This would create a more representative distribution of the words in the English
language and therefore make the statistic less sensitive to outlier documents. In
addition, the tradeoff between corpus size and corpus quality is certainly something
continued research.

5 Question Ranking Evaluation

One remarkable problem of question generation is that generated questions are not
always relevant to a given topic. This occurs when using semantic/lexical databases
as investigated in Sect. 4. Thus, a possible solution for selecting relevant questions
is ranking their relevance with respect to a specific topic. For ranking questions,
several approaches might be applied. The approach taken by Heilman and Smith
(2010) generated a large amount of questions from an input text and deployed a
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statistical ranker to rank the relevance of questions. Another approach filters out
appropriate sentences from a text using concepts, which have a specific semantic
similarity (Adamson et al., 2013) and questions are generated from these sentences.
The approach of Chali and Hasan (2015) assigns a topic to each text that contains
information about that topic. Then, questions about a specific topic are generated
using the assigned texts. Ranks are assigned using latent semantic analysis (Blei,
Ng, & Jordan, 2003). That is, the ranking algorithm searches for sub-topics in the
assigned texts andmeasures the semantic similarity between the identified sub-topics
in the generated questions. These three approaches all require an original text to rank
generated questions, and thus might not be suited to ranking questions generated
using the framework QUESGEN.

Which approach is most effective at ranking questions that are generated using
semantic/lexical databases? This is the research question we take a closer look at
in the following. For example, the lesson topic “computer” might generate “what
is mainframe for?” or “what is associated with voltage?” We investigate ranking
approaches to find most relevant questions for the lesson with the topic “computer”.

5.1 Methodology

There are several approaches we considered for ranking generated questions:
Latent Dirichlet Allocation (LDA, Blei et al., 2003), latent semantic analysis (LSA,
Bhagwant, 2017), vector space model (VSM, Turney & Pantel, 2010)

In order to discern how applicable each of these approaches is, we consider two
approaches to filling a question template with a concept word: one that represents
lesson topic or one that represents a term semantically related to a lesson topic. For
instance, the question “What is a compiler for?” is made up of “What is a _ for?”
and the concept word “compiler”. As the question template remains the same across
different concept words the LDA, LSA, or VSM rank of the question can be reduced
down to the concept word.

LDA is a technique that can be used to model topics in a document. LDA rep-
resents a document as a statistical distribution of different topics and each topic is
represented as a statistical distribution of words. LDA is used to rank automatically
generated questions (Chali & Hasan, 2015), text summaries (Arora & Ravindran,
2008), automatic completions for search engine queries (Li et al., 2017), and search
recommendations e.g., websites (Xu, Zhang, & Yi, 2008). Since LDA requires large
corpuses to derive statistical distributions of different topics, our generated questions
might not be well suited to be ranked with this method.

VSM is usually used to measure the semantic similarity in information retrieval
and is deployed in search engines, e.g., in Apache Lucence (http://lucence.apache.
org). In addition, this technique is also used in information filtering (Musto, 2010),
image retrieval (Magalhaes & Rueger, 2007), or searching for example code for a
specific API (Nguyen, Nguyen, Phan, Nguyen, & Nguyen, 2017). Since the vectors
of VSM in our scenario are easy to interpret, they can be manipulated.

http://lucence.apache.org
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Another approach is building a newmatrix structure. LSA is an extension ofVSM.
Where VSM represents documents as vectors and semantic similarity is calculated in
document vector space, LSA documents are transformed into smaller concepts using
the “singular-value decomposition” technique and semantic similarity is calculated
in concept vector space. Since singular-value decomposition does co-occurrence
analysis, the semantics of a document are reduced to a concept word. This makes the
co-occurrence analysis unnecessary. In the next section, we present a vector space
model-based algorithm for ranking questions that are generated based on a lesson
topic using semantic web/lexical databases.

5.2 Ranking Algorithm and Integration in the Question
Generation Framework

The ranking algorithm has the following input parameters:

• A lesson topic: e.g., “object”
• A subject: e.g., computer science
• A generated list of concept words that are related to the lesson topic: e.g., “class”,
“object-oriented programming” (OOP), “accusative object”

• A semantic/lexical database: e.g., ConceptNet.

The subject parameter is relevant, because the same lesson topic could be in the
context of both subjects, computer science and English. The following describes
how the ranking algorithm works:

• Input: a lesson topic, a subject, a list of concept words, a semantic/lexical database
• Output: concept words associated with relevance value.

– Step 1: filter concept words that belong to the context of the subject
– Step 2: create a matrix RK_M relation x concept word
– Step 3: calculate the relevance value for each concept word in the context of the
lesson’s subject using RK_M and cosine similarity

– Step 4: return a map of concept words and relevance values for each lesson topic.

The first step of the ranking algorithm is removing all concept words that are not
related to the subject. There could be some concept words that are not relevant to the
lesson topic. For example, given as input the lesson topic “object”, subject “com-
puter science”, a list of concept words (“class”, “object-oriented programming”, and
“accusative object”), we use the semantic relations of the chosen semantic/lexical
database (e.g., ConceptNet has been chosen to generate questions and has the rela-
tions: “IsA”, “RelatedTo”, “DerivedFrom”, “PartOf”, “HasA”) to check whether a
concept word is related to a subject. Since “accusative object” is not related to the
subject “computer science”, it can be removed.As a result, the output includes “class”
and “object-oriented programming”.
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The second step of the ranking algorithm is creating a matrix relation x concept
word. The columns represent the lesson topic and filtered concept words. The rows
of the matrix are created according to the following procedure:

– Look for words in the semantic/lexical database that are related to the lesson topic.
– For each word, a row in the matrix is created.

For example, given a lesson topic “object-oriented programming” and a list of filtered
concept words (“constructor” and “polymorphy”), the lesson topic “object-oriented
programming” is related to the following words in ConceptNet: “computer science”,
“constructor”, “polymorphy”, and “object”. The matrix is created as illustrated in
Table 1.

Each cell in the matrix is initiated with value 0. In each row, if the col-
umn name is related to the parameterized word x in a relation, then the
value in the corresponding cell of the matrix is incremented by one. For
example, following relations exist in ConceptNet: IsA(“polymorphy”, “com-
puter science”), RelatedTo(“polymorphy”, “modification”), RelatedTo(“computer
science”, “constructor”), RelatedTo(“constructor”, “object”), RelatedTo(“object-
oriented programming”, “computer science”), RelatedTo(“object-oriented program-
ming”, “constructor”), RelatedTo(“object-oriented programming”, “polymorphy”),
RelatedTo(“object-oriented programming”, “object”). The matrix would be filled as
follows.

The fourth step is to calculate the relevance value. Therefore, we apply the cosine
similarity measure, which is usually deployed in VSM, between the lesson topic and
the concept word. Continuing with the example above (Table 2), the concept word
“constructor” has the relevance value 0.71, “polymorphy” has 0.5. Based on these
values of cosine similarity, we can imply that “constructor” is more relevant than
“polymorphy” with respect to the lesson topic “object-oriented programming”.

In Sect. 3, we introduced the developed question generation framework QUES-
GEN. We extended this framework with the VSM-based ranking algorithm, which
returns the relevance value for each generated question in case a semantic web/lexical
database is employed. One could define a limit value and each concept word with a
relevance value less than the limit value should be removed from the list of concept
words. This way, we could use only the most relevant concept words to fill in the
question templates. The problem is that the relevance values could be very different

Table 1 A matrix is created based on Relation and Concept word

Object-oriented
programming

Constructor Polymorphy

Rel(x, Computer
Science)

0 0 0

Rel(x, constructor) 0 0 0

Rel(x, polymorphy) 0 0 0

Rel(x, object) 0 0 0
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Table 2 Matrix is filled with a number of relations

Object-oriented
programming

Constructor Polymorphy

Rel(x, Computer
Science)

1 1 1

Rel(x, constructor) 1 0 0

Rel(x, polymorphy) 1 0 0

Rel(x, object) 1 1 0

for different lesson topics, and thus it would be problematic to define a perfect static
limit value. Another approach is to select only a number k of best concept words.
This approach is also problematic, because potential good concept words that are
not among the k best concepts would also be eliminated. We propose combining
these two approaches to select relevant concept words. That is, the relevance values
are interpreted as a probability. Every time, when the concept words are filled in the
question templates, a concept word will be randomly selected, but a concept word
with a higher relevance value will be more probable. Based on the relevance values,
more relevant questions will be generated than less relevant ones.

5.3 Evaluation

The goal of the evaluation is to investigate the hypothesis that the question generation
framework using the VSM-based ranking algorithm (QuesGen V2) yields more rele-
vant generated questions than the version without ranking algorithm (QuesGen V1).
To test this hypothesis, the experiment was designed and consisted of three steps: (1)
working with one version of the question generation framework, (2) working with
the second version of the framework, (3) filling a questionnaire. Fifty percent of the
study participants were assigned the version QuesGen V1 for the first step, then the
version QuesGen V2 for the second step. Vice versa, another fifty percent of the
study participants were assigned with version QuesGen V2 first, then QuesGen V1.
For both steps, the participants were asked to choose some lesson topics in computer
science and to generate questions with the two versions using the same set of lesson
topics. The participants were asked to select the questions (using the tool of question
generation framework, see Sect. 3), which are useful for the chosen lesson topics.

The two versions of the question generation were web-based and available on
the Internet during the experiment period. The questionnaire was also hosted online,
so that the study participants could answer the questionnaire after finishing their
experiment with both versions of the question generation framework.
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Participants were sourced by contacting 25 schools in Berlin and via the “Bil-
dungsserver”1 platforms of each federal state in Germany. Each participant was
required to be a computer science teacher. We were able to acquire ten participants,
nine of which were computer science school teachers and one of which was a uni-
versity professor. Since the professor teaches computer science, this subject was also
included in the analysis. The participants had an average of 11.7 years of teaching
experience. One participant could not access version 2, hence, there were ten subjects
for version 1 and nine for version 2.

5.4 Results and Discussion

The answers for the questionnaire indicate the subjective impact of the ranking
algorithm for questions’ relevance. Table 3 shows that for both versions, the number
of useful questionswas 18. The total number of useful questions generated by version
V2 was less than version V1, because version V2 had one user less than version V1.

With respect to the relevanceof thegeneratedquestions to the lesson topics,Table 4
shows the distribution of participants’ ratings on the scale between 1 and 10, where
1 means “all generated questions are related to completely another lesson topic”
and 10 means “all generated are related to the chosen lesson topic”. It is remarkable
that for both versions, the rating value 2 dominated with 30% for QuesGen V1
and 55.56% for QuesGen V2 (cf. Table 4). The mean rating values for QuesGen
V1 and QuesGen V2 were 3.8 and 3.4, respectively. These mean ratings showed a
low relevance of generated questions for both versions and no significant difference
between the ratings for the two versions could be found. Thus, the hypothesis that the
VSM-based ranking algorithm improves the relevance of generated questions can be
rejected.

Table 3 Number of useful questions selected by participants

QuesGen V1 QuesGen V2

# Participants 10 9

# Total of useful questions 176 164

# Average of useful questions 17.6 18.22

Table 4 Subjective ratings of study participants for the two versions of QUESGEN

1 2 3 4 5 6 7 8 9 10

V1 (%) 10 30 10 10 20 10 0 10 0 0

V2 (%) 0 55.56 11.11 0 22.22 0 0 11.11 0 0

1On the Bildungsserver platforms in Germany, information about education in each federal state is
published.
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With respect to the monotony/diversity of generated questions, study participants
were asked to rate on a scale between 1 and 10, where 1 means “the generated
questions were the same or similar and the set of generated questions was very
monotonous” and 10 means “the set of generated questions was very divers and
contains many different interesting questions”. The mean values of the ratings for
QuesGen V1 and QuesGen V2 were 3.6 and 3.1, respectively. These values were
below the average value (5), and therefore seem to indicate that the generated ques-
tions from both versions of the framework were monotonous. In addition to the
option of answering specific questions, the study participants could also give their
comments in free-form. The following is a summarization of the pros and cons of
QuesGen V1:

• Pros: higher quality of generated questions; using more diverse concepts related
to the lesson topics; higher number of relevant questions;

• Cons: formany lesson topics, questions could not be generated, i.e., related concept
words could not be found in the semantic database (e.g., computer architecture,
HTML); the generated questions are semantically not related to the input lesson
topics.

The following is a list of pros and cons the participants gave for QuesGen V2:

• Pros: at least useful questions for a lesson topic; more generated questions;
• Cons: many lesson topics could not be found, however, better than QuesGen V1;
for the lesson topic “loop”, generated questions are totally not semantically related
to the lesson topic; many unknown/irrelevant concepts with generated questions.

From the participant’s comments, we can derive that QuesGen V1 generated more
relevant questions, while V2 coveredmore lesson topics. These comments also reject
our hypothesis that the developed question ranking algorithm would result in more
relevant questions. This result could be explainedby the fact thatConceptNet contains
little relations for the input lesson topics, and thus, the information the ranking
algorithm uses is incomplete. Note, that the conclusion that the ranking algorithm
did not enhance the relevance of generated questions is based on subjective answers
of study participants. More quantitative research is required to confirm this claim.

6 Conclusions

In this chapter, we introduced an automatic question generation framework, which
aims at helping teachers prepare lower- and high-cognitive level questions for
their lessons. The framework addresses the concern reported in many studies that
most teachers use lower-cognitive questions in their classes. Since semantic/lexical
databases are intended to be deployed to extend the number of generated ques-
tions related to a lesson topic, we investigated the appropriateness of several seman-
tic/lexical databases (WordNet, ConceptNet) for different learning domains: “his-
tory”, “computer science”, and “politics”. Using TF-IDF technique, we found that
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WordNet is more appropriate than ConceptNet in the “history” domain. However,
in the domains of “politics” and “computer science”, ConceptNet provides more
relevant terms than WordNet.

In order to enhance the relevance of generated questions, we developed a vector
space model-based ranking algorithm and hypothesized that it could result in more
relevant questions.However, an evaluation studywith nine teachers andone computer
science professor rejected this hypothesis. This result suggests to us that we must
improve our ranking algorithm, for example, by building a context model, which
specifies the context of a lesson topic.
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A Big Data Reference Architecture
for Teaching Social Media Mining

Jochen Wulf

Abstract The analysis of big data represents an important capability for compa-
nies and in research and teaching. Data scientists, confronted with complex system
configuration and implementation tasks, require affordable and state-of-the-art solu-
tions, which are flexibly configurable to enable diverse analytical research scenarios.
In this research, we describe an architecture for the collection, preprocessing, and
analysis of social media data based on Hadoop, which we used in a master-level
course. We demonstrate how to configure and integrate different components of the
Hadoop/Spark ecosystem in order to manage the collection of large data volumes
as social media data streams over Web APIs, distributed data storage, the definition
of schemas, data preprocessing, and feature extraction, as well as the calculation
of descriptive statistics and predictive models. Three exemplary student projects,
shortly described in this paper, demonstrate the versatility of the presented solu-
tion. Our results can serve as a blueprint for similar endeavors at other educational
institutions.

Keywords Analytics · Big data in education · Hadoop · Secondary data research

1 Introduction

Big data, i.e., the emergence of high volume, velocity, and variety data and technology
to generate insights from this data, is predicted to have a strong impact on industry
and society. There is rich evidence, where data-driven decisions indeed represent a
significant driver for competitive advantage and growth (Davenport, 2014). Social
media analytics, in particular, provides valuable customer insights, and competitive
intelligence (Weiguo & Gordon, 2014). In science and research, the extensive use of
secondary data sources, such as social media or sensor data, represents a foundation
for novel research questions and methods (Dhar, 2013) and allows the study of
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novel social phenomena that remain difficult to observe (Lazer & Radford, 2017).
Researchers are equipped with affordable means to collect and leverage data, which
is claimed to shift the scientific paradigm toward computational methods (Chang,
Kauffman, & Kwon, 2014).

The above-described shift requires novel capabilities for scientists and teaching
staff, which are often described under the term “data science” and include con-
siderable programming and system configuration skills (Davenport & Patil, 2012).
Information technology-related aspects represent a particular challenge, due to the
multitude, heterogeneity, and complexity of available technology options (Chen &
Zhang, 2014; Pääkkönen & Pakkala, 2015).

Scientist requires affordable state-of-the-art tools, which are flexibly adaptable
and extendable to the research contexts. Most data analytic instruments are designed
for clearly defined business contexts and lack such capabilities (Herschel, Linden,
& Kart, 2014). The analysis of social media data, in particular, involves high data
volumes and varieties that require scalability and cannot be handled by classic tools
for data management and analytics (Bello-Orgaz, Jung, & Camacho, 2016; Gandomi
& Haider, 2015).

Among the various technologies that address challenges related to data volumeand
variety, the Hadoop and Spark ecosystem has proven particular relevancy (Tambe,
2014). Hadoop is an open-source ecosystem for scalable distributed computing
(White, 2015), which supports the complete data management lifecycle (including
data acquisition, storage, transformation, and analysis). Spark is an important pro-
cessing component in this ecosystem and implements multistage in-memory primi-
tives (Zaharia et al., 2012).

Hadoop and Spark are fast-evolving and dynamic technologies, the implemen-
tation and configuration of which requires considerable knowledge and expertise.
Apart from sandboxes provided by commercial Hadoop distributors1 for testing and
learning purposes, there are no out-of-the-box solutions. Due to the constant further
development of the Hadoop and Spark platforms, application knowledge is sparse
and not well documented. Hence, there is a considerable demand for developing and
publishing big data analytics implementations (in terms of system configurations
and the programming of data analytics tasks). The prototype in this paper presents a
solution for collecting large-scale stream data from social media over the Web, data
preparation, and implementing different analytical scenarios. It is designed to process
volumes of over a terabyte of social media data.2 Our presented big data architecture
for social media analytics can guide infrastructure implementations in other educa-
tional institutions. Further, the described research projects provide inspirations for
designing and showcasing big data applications in the educational context.

1An example is the virtual machine provided by Cloudera (http://www.cloudera.com/content/ww
w/en-us/documentation/enterprise/latest/topics/cloudera_quickstart_vm.html, accessed on January
15, 2016).
2When connecting the Twitter Streaming API, for example, one terabyte is roughly 5 months of
tweet data.

http://www.cloudera.com/content/www/en-us/documentation/enterprise/latest/topics/cloudera_quickstart_vm.html
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2 Foundation

Hadoop is a general-purpose storage and analysis platform for big data, which is
managed as an open-source project by the Apache Software Foundation. It is con-
ceptually rooted in research on distributed file systems conducted at Google (Ghe-
mawat, Gobioff, & Leung, 2003), the first large-scale operational implementation of
Hadoop took place at Yahoo! in 2008 (Shvachko, Kuang, Radia, & Chansler, 2010).
Hadoop is a software framework written in Java, which supports the distributed
storage and processing of very large datasets on computer clusters, which are built
from commodity hardware. Whereas the Hadoop platform originally covered a dis-
tributed filesystem, a resource management platform and an implementation of the
MapReduce programming model, a variety of additional and alternative functional
components emerged, which is referred to as the Hadoop ecosystem. We will below
discuss those components, which are relevant for our prototype implementation.

The Hadoop Distributed Filesystem (HDFS) is designed for a reliable storage of
very large datasets and for the support of highly scalable processing tasks (Shvachko
et al., 2010). It consists of a namenode and multiple datanodes. The namenode main-
tains theHDFSnamespace, i.e., the hierarchy of files and directories, and themapping
of data blocks to datanodes. The content of each file is split into large blocks (default
is 128MB), which are independently replicated across multiple datanodes (default is
three). HDFS does not require a specific filetype or data format, which leads to a high
versatility. If an application wants to read a file, it contacts the namenode, receives
the locations of the data blocks, and reads the blocks from the datanodes, which
are closest to the client. During operation, datanodes send heartbeats to the namen-
ode. In case of datanode outages, a namenode coordinates the creation of new data
block replicates, enabling a high overall resilience against datanode outages. HDFS
is primarily applicable for the storage of immutable files, not for the management of
concurrent write operations.

Spark is an open-source cluster-computing frameworkwhich supports in-memory
processing (White, 2015).UnlikeHadoop’s traditional execution engine,which bases
on MapReduce, Spark keeps large working datasets in memory between processing
jobs and thus is particularly suitable for iterative algorithms (particularly used in
machine learning applications) and interactive analyses. A core concept of Spark is
Resilient Distributed Datasets (RDDs), which partition data across machines and are
created by referencing data in stable storage or other RDDs [so-called transforma-
tions, (Zaharia et al., 2012)]. Apart fromRDDs, Spark provides modules for machine
learning (MLib), graph processing (GraphX), stream processing (Spark Streaming),
and SQL (Spark SQL). Spark SQL supports a limited set of SQL syntax queries as
well as HiveQL (see below).

Flume supports the ingestion of high-volume event-based data into Hadoop data
storage (White, 2015, p. 381). In order to use Flume, an agent is required, which is
a long-lived Java process. The agent specifies the configurations for the three flume
components: source, channel, and sink. A source produces events and delivers them
to the channel, which is responsible for buffering the events and forwarding them to
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a sink. The source component describes where the data originates from. Flume sup-
ports popular network streams (such as Avro, Thrift, Syslog, and Netcat), spooling
directory sources, http sources, and outputs from executed commands (among oth-
ers). Channels are repositories, on which events are staged by the source. Events may
either by stored in-memory (memory channel) for a high throughput but with the risk
to lose staged data in case of agent failures. Alternatively, events are staged in a per-
sistent storage (file channel, JDBC channel, or Kafka channel). Although the primary
sink is HDFS, flume supports other destinations (such as HBase, Hive, Avro, and
Solr). A configuration for na HDFS sink includes the file type (either text or sequence
files), the approach for rolling the files (either time-, size-, or event-oriented), and
optionally data bucketing and directory and file naming policies.

Hive is an open-sourcewarehousing solution, which supports queries expressed in
a declarative language (HiveQL) (Thusoo et al., 2010). HiveQL statements are subse-
quently converted to Spark jobs. Hive supports schema-on-read, i.e., schemas are not
defined at the time of data extraction but after loading. HiveQL allows tables contain-
ing primitive types, arrays and maps, and nested compositions. Apart from simple
data manipulation statements (such as load, select, group by, and join), HiveQL
allows for user-defined functions, which enable complex text processing and maths
tasks.

H2O is an open-source frameworkwith an engine for parallel processing, libraries
for analytics, maths, and machine learning, as well as data preprocessing and evalua-
tion support (Landset, Khoshgoftaar, Richter, &Hasanin, 2015). H2O comes with an
own engine for parallel processing, which processes large data volumes completely
in-memory. However, it may alternatively run on the Spark execution engine. H2O
offers a web-based user interface and alternatively supports Java, R, Python, and
Scala.

3 Solution Architecture

For our big data analytics prototype, we used different components from the
Hadoop/Spark ecosystem. The solution architecture is depicted in Fig. 1. It contains
the key components of a big data reference architecture (see for example Pääkkö-
nen & Pakkala, 2015) and describes data sources, data extraction, data storage, data
loading, data processing, and data analysis.

At the data ingression layer, this architecture is generally flexible to connect to
multiple REST APIs. For demonstration, we connected two social media streams.
Twitter offers a stream of sample tweets, consisting of a random selection of around
1% of the complete firehose.3 Data is provided in JSON format and, apart from the
tweet text, contains contextual information about the tweet and the issuer.4 Meetup is
a social networking portal which supports the organization of offline group meetings

3https://dev.twitter.com/streaming/reference/get/statuses/sample (accessed on January 16, 2016).
4https://dev.twitter.com/overview/api/tweets (accessed on January 18, 2016).

https://dev.twitter.com/streaming/reference/get/statuses/sample
https://dev.twitter.com/overview/api/tweets


A Big Data Reference Architecture for Teaching … 95

Fig. 1 Solution architecture
for big data analytics

around the world. It offers various APIs,5 of which we connect to the RSVP stream
(providing real-timeRSVP notifications in JSON), the open events stream (providing
event information of public meetup groups in JSON), and the open comments stream
(providing real-time event comment notifications in JSON).

For data collection, we used Flume. In order to connect to the Twitter API, we
apply a prebuilt mechanism, which specifically supports accessing the Twitter sam-
ple stream.6 For connecting the Meetup streams, we created an exec source, which
launches a cURL command to connect to the API endpoint and consumes the output
(see Fig. 2). We use a memory channel, which stores events in the memory leading
to a high throughput while risking the loss of events in case of agent restarts. The
maximum number of events the channel will take from a source or give to a sink
per transaction (transactionCapacity) is 10,000 and equals the maximum number of
events stored in a channel (capacity). The maximum number of events processed in
a single batch (batchSize) is 10,000. The maximum interval at which a file is rolled
(rollIntervall) is 1800 s, and the maximum file size (rollSize) is 67,108,864 bytes.

In HDFS, data is stored as plain text (fileType: DataStream) with text values
(writeFormat). For naming, local timestamps are used and the files are stored under a
specific path each day (and hour respectively). We partition the data on HDFS by day
and hour, respectively, in order to enable the querying of meaningful data subsets.
The overall daily data volume from Meetup is about 500 MB, and Twitter accounts
for about 7 GB.

5http://www.meetup.com/meetup_api/ (accessed on January 18, 2016).
6https://github.com/cloudera/cdh-twitter-example (accessed on January 18, 2016).

http://www.meetup.com/meetup_api/
https://github.com/cloudera/cdh-twitter-example
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Fig. 2 Exemplary configuration for accessing the Meetup RSVP stream

Fig. 3 Exemplary Hive statements

Fig. 4 Execution of HiveQL statements in the Spark shell

We use Hive to subsequently process the data. As shown in Fig. 3, we create
a table with one event (as a raw string) per row before using the get_json_object
function, built in by Hive, to select the JSON objects, which are of interest to us.
Subsequently, we use different statements provided by the Hive Query Language for
retrieval (e.g., select, join, and group by), descriptive analyses (e.g., analyze table),
and text processing (e.g., explode and ngrams).

In order to execute HiveQL statements in Spark, we create a HiveContext, which
inherits from the SQLContext and adds HiveQL functionalities (Apache, 2015).
Figure 4 shows the code snippet required to execute HiveQL statements in the Spark
shell.

After data preparation in Hive/Spark, we can access and further analyze the data
in H2O. H2O can be executed as a regular Spark application. After launching H2O
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services in the Spark cluster, we can access H2O via a Web UI. As a first step,
the data (in this case HIVE tables) needs to be imported. Thereafter, we parse the
data (specifying among others data type, separator, and header). Further, we define
column types, which were not set automatically, prior to finalizing the parsing job. In
a next step, we can look at various descriptive statistics for data exploration. Finally,
we can select and define an analytical model, calculate it, and export the results.

4 Results

The above-described system architecture for big data analytics serves as a basis for
various research and student projects, of which we describe three in the following.

4.1 Analysis of Twitter Sentiment Data of a U.S. Presidential
Candidate

There is considerable research addressing whether and to which degree sentiment
analyses of social media data complements or even substitutes traditional polls.
Mueller (2015) implements a sentiment analysis of tweets related to the 2016 Repub-
lican candidate Donald Trump, in order to demonstrate basic concepts of sentiment
analysis. He starts by selecting tweets containing either the wordsDonald and Trump
or the hashtag@realdonaldtrump with Hive queries. He subsequently uses a dictio-
nary to calculate the sentiment scores for the individual tweets (again with a series
of Hive queries). The sentiment scores for each day were summed up with the built-
in aggregate function sum() and a group by statement. Figure 5 shows the results
for 4 days. The results were compared with poll data, providing weak evidence for
correlations.

4.2 Differences in the Usage of Twitter Between IOS
and Android Device Users

Besenbruch (2015) uses Twitter data to analyze whether there are differences in
the usage of Twitter between IOS and Android device users. To prepare for model
calculation, he extracted features about the tweet (e.g., # favorites and language), the
user (e.g., # followers and user verification), and the context (e.g., geolocation and
timezone) from the JSON objects. Further, he used hive text processing (e.g., rlike,
sentences, and explode), built-in aggregate functions and hive joins to calculate the
tweet length, the number of hashtags per tweet, and to distinguish IOS from Android
users. Thereafter, he used the percentile function and arithmetic operations to create
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Fig. 5 Overall sentiment
value over time (Mueller,
2015)

descriptive statistics. The prepared features were then used to calculate a regression
model, which predicts whether an IOS or an Android system is used.

Hive tables stored in HDFS can be imported and parsed by H2O. As part of
the generalized linear models module, H2O supports logistic regression models. A
binomial logistic regression for predicting system usage shows that language (par-
ticularly English-C8, Japenese-C9, and Spanish-C10, see Fig. 6) and time zone are
the strongest predictors, as IOS vs Android market shares vary considerably between
different regions.

4.3 Analysis of Meetup RSVPs: How About Fake RSVPs

Jung-Loddenkemper (2015) uses Meetup data and Hive to analyze whether individ-
uals manipulate the declared number of accompanying guests in order to increase the
attractiveness of events directed at singles.After extracting the relevant JSONobjects,
he uses Hive table-generating and string functions as well as relational operators to
select the events specifically addressing singles. He then uses aggregate functions
and arithmetic operations to calculate the distribution of accompanying guests per
RSVP. A comparison of single-specific events with all events shows conspicuous
differences for the maximum declarable number of accompanying guests of 99 (see
Fig. 7). The results provide evidence that hosts of single event indeed manipulate
the number of accompanying guests for an RSVP to make their events look more
popular, to attract more guests, and ultimately to generate higher revenues.
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Fig. 6 Standard coefficient magnitudes of logistic regression

Fig. 7 Distribution of accompanying guests per RSVP (totally compared to single-specific events)
(Jung-Loddenkemper, 2015)

5 Conclusion

The analysis of big data represents an important capability, not just for companies
but also in research and teaching. Data scientists, confronted with complex system
configuration and implementation tasks, require affordable and state-of-the-art solu-
tions, which are flexibly configurable to enable diverse analytical research scenarios.



100 J. Wulf

In this research, we implement the collection, preprocessing, and analysis of social
media data based on Hadoop. We demonstrate how to configure and integrate differ-
ent components of the Hadoop/Spark ecosystem in order to manage the collection
of large data volumes as social media data streams over Web APIs, distributed data
storage, the definition of schemas, data preprocessing, and feature extraction, as well
as the calculation of descriptive statistics and predictive models. Three exemplary
research projects, shortly described in this paper, demonstrate the versatility of the
presented solution.

Due to size limitations, we refrained from discussing the configuration and admin-
istration of the server cluster including the possible utilization of platform as service
offerings (such as Amazon’s Elastic MapReduce service7). For an initial discussion
of associated issues, we point to (White, 2015, pp. 283–344). The prototype can
serve as a blueprint for similar endeavors at other institutions supporting the analysis
of large and poly-structured secondary data sources. In the future, we plan to include
further data sources and to support a wider variety of analytical scenarios.
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Big Data in Education: Supporting
Learners in Their Role as Reflective
Practitioners

Sabine Seufert and Christoph Meier

Abstract Recent discussions on the topic of big data in education currently revolve
heavily around the potential of learning analytics to increase the efficiency and effec-
tiveness of educational processes and the ability to reduce dropout rates (with focus
on prediction and prescription). This chapter refers to the pedagogical perspective to
provide learners with appropriate digital tools for self-organization, and enable them
to further develop their competences and skills. The normative orientation towards
the reflective practitioner in the digital age highlights the necessity to foster reflec-
tion on big data approaches in education. For this, a conceptual framework for digital
learning support is introduced and illustrated via four case studies. This conceptual
framework can be applied in two ways: first, it serves as a heuristic model for iden-
tifying and structuring the design questions that must be answered by developers of
learning environments. Second, the conceptual framework provides guidance when
it comes to generating and detailing relevant research questions that can then be
transferred and processed in specific research designs.

Keywords Reflective practitioner · Big data · Learning analytics · Big nudging
Gamification

1 The Second Machine Age: Augmentation as a Key
Challenge

Digitalization in an advanced form is about the expansion of the Internet from web
initially connecting information (e.g. webpages), then people (social software) and
now objects (Internet of Things) (Seufert & Vey, 2016). It is, also, about processes
and control systems that work mostly digitally, Big Data, elaborate predictive and
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prescriptive analytics and growing use of artificial intelligence and digital assistants
in decision-making. And, lastly, it is about the discovery of hidden connections in
the enormous volume of data in the digital universe. Computing has moved from
mechanical machines that undertook simple arithmetic to those that could be pro-
grammed digitally to intelligent machines that can learn and reason from completely
unstructured data (machine learning).

With high hopes for a miraculous digital welfare economy on the one hand and
fears of the end of jobs and prosperity on the other, wemust not overlook the implica-
tions of human augmentation based on digital technologies. Currently, little attention
is paid to this aspect in the educational debate—even though there are already impor-
tant books out there on this aspect (e.g. Frank Pasquale’s “The Black Box Society”
(Pasquale, 2015) and Eli Pariser’s “The Filter Bubble” (Pariser, 2011)). There is a
risk that even digitally skilled teachers are overwhelmed by the intensive and fast
moving technological, social, and economic developments and not well prepared for
the upcoming technological advances such as transformative Artificial Intelligence.

Discussions on big data in education currently focus mostly on the potential of
learning analytics to increase the efficiency and effectiveness of educational pro-
cesses (for example, how to reduce dropout rates). Helbing et al. recently empha-
sized that our society is “at a digital crossroad” (Helbing et al., 2017): “If ever more
powerful algorithms would be controlled by a few decision-makers and reduce our
self-determination, we would fall back in a Feudalism 2.0, as important historical
achievements would be lost.” Helbing et al. argue for a shift from remote control
based on data-driven top-down decision making to self-control. Educational policy
makers have to develop a vision for the successful partnership of human andmachine
(in particular due to transformative Artificial Intelligence and emotional robotics),
with the aim to win synergies through complementary competences.

Against this background, this contribution develops a general discussion about
being competent in a digital world and about human augmentation as a key challenge
in the fourth industrial revolution. The overarching research question is how to pro-
vide learners with appropriate digital tools to enable self-organization and further
development of individual competences and skills: how to exploit the potential of
big data in education to support learners as so called “reflective practitioners”?

As a starting point, wewill elaboratewhat competent use ofBigData andArtificial
Intelligence means. Based on this discussion, we propose the normative orientation
of being a reflective practitioner in a digital society (“digital citizen”). This nor-
mative orientation provides the required foundational base for dealing with issues
related to the competent use of big data for learning system developers. We propose
a conceptual framework for digital learning support based on Big Data, Learning
Analytics and Gamification and illustrate this on the basis of 4 cases. The conceptual
framework allows for progress in two ways: First, it serves as a heuristic model for
identifying and structuring the design questions that must be answered by training
course providers. Second, it provides support for generating and detailing relevant
research questions that can then be transferred and processed in specific research
designs.
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2 Competent Use of Big Data and Artificial Intelligence

Big Data and analytics currently are a burgeoning field of research and development
(Abdous, He, &Yen, 2012; Ali et al., 2012; Dyckhoff et al., 2012).With regard to Big
Data in education, what does “being digital competent” mean in light of these devel-
opments? The European commission (EU, 2006) provides the following definition:
“Digital competence involves the confident and critical use of Information Society
Technology (IST) for work, leisure and communication. It is underpinned by basic
skills in ICT: the use of computers to retrieve, assess, store, produce, present and
exchange information, and to communicate and participate in collaborative networks
via the Internet.” TheEU framework of digital competences identifies the key compo-
nents of digital competence in 5 areas: information, communication, content creation,
safety and problem solving. To be competent requires knowledge and instrumental
skills, advanced skills and appropriate attitudes. However, with advanced cognitive
computing systems these key competence areas require higher order skills in terms
of complementary competences driven by augmentation. The following situation
provides an example of what it means to be digitally competent—here understood
as competent use of augmentation:

Imagine the following situation
You feel really bad physically and decide to visit the emergency service at a
local hospital. When it is your turn, two physicians enter, an elderly physician
on duty together with his youngish assistant. The elderly physician says he
commands 30 years of experience, he will find out what is wrongwith you. The
youngish assistant says he works with a computer database which comprises
the knowledge of 600 years of western medical practice.
Who would you rather turn to?

This (admittedly hypothetical) scenario demonstrates the developments in medi-
cal diagnoses andwhywe need to come to termswith the changes in human–machine
interaction (Holzinger, 2016). In the healthcare system, one person will soon gen-
erate 1 million GB of health-related data during her or his lifetime—equivalent to
about 300 million books (Karin Vey, IBM Research, personal communication). One
example of augmentation is interactive machine learning in health informatics. The
following quote demonstrates how in this field humans and machines interact with
complementary competences (Holzinger, 2016, p. 119):

The goal of Machine Learning (ML) is to develop algorithms which can learn and improve
over time and can be used for predictions. Most ML researchers concentrate on automatic
machine learning (aML), where great advances have been made, for example, in speech
recognition, recommender systems, or autonomous vehicles. Automatic approaches greatly
benefit from big data with many training sets. However, in the health domain, sometimes
we are confronted with a small number of datasets or rare events, where aML-approaches
suffer of insufficient training samples. Here interactive machine learning (iML) may be of
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help, having its roots in reinforcement learning, preference learning, and active learning. The
term iML is not yet well used, so we define it as ‘algorithms that can interact with agents
and can optimize their learning behavior through these interactions, where the agents can
also be human.’ This ‘human-in-the-loop’ can be beneficial in solving computationally hard
problems, e.g., subspace clustering, protein folding, or k-anonymization of health data,where
human expertise can help to reduce an exponential search space through heuristic selection
of samples. Therefore, what would otherwise be an NP-hard problem, reduces greatly in
complexity through the input and the assistance of a human agent involved in the learning
phase (Fig. 1).

Decisions on all management levels increasingly have to bemade in consideration
of computer-based data analyses as well as one’s own gut feeling. Decision makers
have to learn in what cases algorithms can help them to detect distortions in their
thinking and when intuition in form of condensed knowledge needs to come into
play. It is about being able to design flexible decision processes, understanding the
role of digital tools and using themwell versed. A cognitive assistant that is equipped
with artificial intelligence can make statistically sound proposals based on enormous
data volumes. Nonetheless, these results are limited. The proposals are valid only
for a specific area that we specify for the machine and a question that we trained
with the system. The human on the other hand is able to make a holistic evaluation
of the situation. A decision maker has to know about the different competences and
limitations of machines on the one hand and humans on the other hand and be able
to design adequate decision processes.

We argue that—as digitalization of knowledge work advances—not so much
workforce substitution through automation but rather augmentation of knowledge
work becomes the real new challenge. It is important to see work not as a zero-sum
game where machines gain an ever-increasing part. Many things that today cost a
knowledge worker a lot of time. For example, time-consuming search for sources of
information can be performed by computer systems in the future. However, signif-
icant improvement in research requires cooperation of machines and humans—so
that the sources and knowledge collected will be usable not only in new and better

Fig. 1 The phenomenon “Human-in-the loop” (HITL) (Rahwan, 2016)



Big Data in Education: Supporting Learners … 107

ways but also in a considerably more economically manner. This allows better sup-
port of decisions. However, without humans providing direction, machines provide
only fragmented or irrelevant results. Therefore, having humans in the loop (HITL)
in augmentation is important (Rahwan, 2016).

Today, many apps already learn from human behavior in order to improve their
ability to offload routine work (e.g. sms systems, cognitive automation). The same
is true for AI as for example in medical diagnosis. One of the main challenges in
developing such systems is that the AI engineers training the systems using huge
amounts of data (Big data) usually are not domain experts. Therefore, any biases
or errors in the data will create models that reflect those biases and errors. That is
the reason why Holzinger (Holzinger, 2016, p. 3) demands a human lens for AI:
“Human-in-the-loop machine learning (or interactive machine learning) is work that
is trying to create systems to either allow domain experts to do the training or at least
be involved in the training by creating machines that learn through interactions with
experts. (…) At the heart of human-in-the-loop computation is the idea of building
models not just from data, but also from the human perspective of data.”

Recently, Rahwan (2016) emphasized the need for a scaled-up version of HITL
in his blog: a “Society-in-the-Loop” approach for developing AI-systems with wide
societal implications. Similarly, Helbing et al. (2017) describe a future scenario: from
programmed computer to programmed society and programmed citizens: “Every-
thing started quite harmlessly. Search engines and recommendation platforms began
to offer us personalized suggestions for products and services. This information is
based on personal and meta-data that has been gathered from previous searches, pur-
chases and mobility behavior, as well as social interactions. (…) The more is known
about us, the less likely our choices are to be free and not predetermined by others.
But it won’t stop there. Some software platforms are moving towards “persuasive
computing.” In the future, using sophisticated manipulation technologies, these plat-
forms will be able to steer us through entire courses of action, be it for the execution
of complex work processes or to generate free content for Internet platforms, from
which corporations earn billions. The trend goes from programming computers to
programming people.”

Leaders, educational policy makers, and responsible educational developers
(including teachers who develop competences for digital citizenship), must under-
stand this connection and develop a vision for the successful partnership of human
andmachine—human values and big data/artificial intelligence—with the aim towin
synergy through complementary competences. In the next section, we will further
elaborate on these complementary competences in order to clarify the implications
for being digitally competent in the new domain of man–machine interactions.
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3 Digital Competences as Core Competences: What Is
Really New?

Imagine a situation where the amount of data about our world determines how well we can
see and understand it. It, then, becomes clear that we are moving from a time of darkness,
where we did not see enough to make good decisions, into a digital age where we tend to
be blinded by information, i.e. suffering from extreme information overload. To master this
situation, we will need suitable filters, something like ‘digital sun glasses’. Whoever builds
these filters will determine what we see [1]. This creates possibilities to influence people’s
decisions in such subtle a way that they would consider these decisions their own, while they
have been actually remote controlled. (Helbing, 2017)

In the last few decades, computers have posed a daunting challenge for us. In
particular, in order to achieve better results, we had to learn how to adapt to the
functioning of the machine. Now we are experiencing a radical change. The inter-
action with the system becomes increasingly natural. We can easily communicate
with the systems—through our language and our gestures. Nevertheless, there are
important differences in the communication with machines compared to the com-
munication with humans (Seufert & Vey, 2016). The former is purely objective
and specific in depth. A person, in contrast, would initiate a richer, more extensive
exchange—for example, introducemore context, associations, andmetaphors.More-
over, dialog between people includes three further levels: self-disclosure, relationship
level, and appeal character (Schulz von Thun, n.d.).

Big data and artificial intelligence challenge us to identify and develop our core
competences. This is about raising our cognitive-emotional skills to a higher level.
For us humans, it will be important in the future to be able to distinguish between
accessibility through language expression and the restrictions mentioned above with
respect to communication levels. We will be able to interoperate with data in a new
way, compensate for local data space, and navigate in hybrid worlds. For example,
we will make decisions in groups in immersive data spaces. This in many ways new
interaction with digital content requires new skills. AI challenges us to identify and
develop our core competences. It is about raising our cognitive-emotional skills to
a higher level (augmentation skills). Highly developed skills, such as abstraction
ability, generalization, creativity, and empathy are increasingly in demand.

Highly developed skills such as the ability for abstraction, generalization, creativ-
ity, and empathy are increasingly called for (OECD, 2016) as shown in Fig. 2.

The core competences represented above are interlinked with each other as all
three areas relate to changing interactions with machines, cognitive systems and
wearables of all kinds. However, for each of these three core competences several
important sub-competences can be pointed out:

Expertise Competence: “Critical Thinking”

– Rethinking Research: Finding the right information in huge amounts of data in an
efficient manner (e.g. by asking adequate questions based on a sound epistemo-
logical foundation).
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Fig. 2 Complementary Core Competences of digital competences (as transversal competences)
Source Seufert 2017

– Decision Planning: Comprehensive presentation of alternatives and recommenda-
tions, with confidence levels and transparent sources (evidence-based).

– Discovery: Finding and identifying hidden connections, or recombining data from
huge data spaces to create something new.

Social Competence: “Empathy”

– The capacity to place oneself in another’s position. Empathy is seeing with the
eyes of another, listening with the ears of another and feelings with the heart of
another.

– Identification/evaluation of moral competence in social robots as an emerging
category of collaborative machines (see e.g. http://www.hansonrobotics.com/rob
ot/sophia/)

– Willingness and ability to enhance empathy through the interaction with social
robots.

Self-Competence: “Creativity, Innovation Capability”

– Higher order learning competences, experimentation, and reflection as metacom-
petences.

– Lateral thinking, creative thinking, divergent thinking, and playful thinking.
– Dealing with uncertainty, risk taking, and rule breaking.
– Deliberate practice in the active maintenance of superior domain-specific perfor-
mance (in spite of general age-related decline).

http://www.hansonrobotics.com/robot/sophia/
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– New learning strategies in dealing with cognitive computing systems (e.g. inter-
active machine learning [HITL])

The competent use of big data in education depends on both, the competence of
developers on the one side and the competence of users (learners) in the educational
systems on the other side. In this context, information literacy is a major prerequisite
for self-directed learning. The Stanford History Education Group (Stanford History
Education Group, 2016) has analyzed civic online reasoning via online assessments,
focusing on “the ability to judge the credibility of information that floods young
people’s smartphones, tablets, and computers” The researchers described the infor-
mation competence of the students just with one word—“bleak”. They state: “we
worry that democracy is threatened by the ease at which disinformation about civic
issues is allowed to spread and flourish” (Stanford History Education Group, 2016,
p. 5).

Helbing et al. (2017) come to the conclusion to practice fundamental principles in
order to take the right decision at the digital crossroad. For that reason, the researchers
propose several fundamental principles, for example to support informational self-
determination and participation and to promote responsible behavior of citizens in
the digital world through digital literacy and enlightenment (Helbing et al., 2017).

For us, the challenge is how to transfer these fundamental principles to the educa-
tional system. For a start, we propose to clarify the normative orientation of learning.
In doing so, we will employ an “old model”, the concept of ‘reflective practitioners’.
Subsequently, we will clarify generic approaches to big data and learning analytics
in order to promote the role model of a reflective practitioner as a role model in the
digital world.

4 Normative Orientation: The Reflective Practitioner
in the Digital Age

The concept of ‘reflective practitioner’ was proposed by Schön (1983) and has
since become well established. It highlights reflective abilities of individuals. Such
reflective abilities are relevant, for example, in the process of preparing, realiz-
ing/delivering, and controlling work activities. Beyond that, reflection may also per-
tain to oneself and also to the environment of work activities. Being reflective, there-
fore refers to conscious, critical and responsible evaluations of (1) one’s ownactivities
and competences (e.g., personal knowledge and results of task performance), (2) the
personal process of competence development (e.g., formal and informal learning
and the outcomes) and (3) the conditions for performing work (e.g., organizational
structures or tools and resources available for task performance) (Dehnbostel, 2003,
S. 42).

In the context of digital transformation, being a reflective practitioner refers to
someone who reflects on her or his own competences (e.g., digital literacy), on
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relevant work environments (e.g., conditions and tools for remote collaboration) and
work results (Dehnbostel, 2003).

In many corporate sectors, specific knowledge and specific skills have become
a determining factor for the success of companies and organizations. Due to the
dynamic nature of these changes, it is virtually impossible to predict which require-
ments and demands companies will face in the future, and which skills will be
crucial for success. In consequence, traditional normative guidelines for the design,
structure, and promotion of learning and competence development need to be refor-
mulated (Seufert & Diesner, 2010). It is important that critical reflection necessarily
be ethical in the context of a radically technologized twenty-first century. While dig-
ital technology and the online world provide significant opportunities to education,
these same opportunities can be leading to new risks and less self-control (Helbing
et al., 2017).

The new points of departure for educational management can be developed on the
basis of contrasts between “old work/old learning” in a remote-controlled society
following the role model of a technocratic problem solver versus “new work/new
learning” in a self-controlled society based on critical reflection and balanced ethics
(see Table 1).

5 Analytics in Education: A Framework and Four Cases

In the context of amore general shift from “oldwork/old learning” to “newwork/new
learning”, learners—as reflective practitioners—need to take over more responsibil-
ity in managing the process of learning (Seufert et al., 2017a). Accordingly, greater
emphasis is placed on the importance of self-organization, self-control, and self-
determination. And there is a wealth of digital media available that support learners
in planning, organizing, and controlling their own learning—ranging from task man-
agement via mind mapping and note taking to gathering community support for
personal learning achievements (e.g. stikk.com).

Whilemuch of the interest inBigData andLearningAnalytics is currently focused
on prediction, reflection (i.e., monitoring and understanding) may in fact become
more widely relevant (Siemens & Gasevic, 2012; Gaviria et al., 2011). All the more
so, as learners take on more responsibility in managing their own learning processes.
However, those employing Learning Analytics (LA) applications need to be aware
that “competing methods, technologies and algorithms applied to the same set of
data, will result in different outcomes, and thus may lead to different consequences
in terms of decision making based on these outcomes” (Greller & Drachsler 2012,
50; Kelly et al., 2015).

Employing LA in order to support learning, therefore, requires specific compe-
tences—on the part of institutions, teachers/facilitators, and learners. Table 2 pro-
vides an overviewof relevant LAcompetencesmodeled on the taxonomyof cognitive
process dimensions (Anderson & Krathwohl, 2001).
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Table 1 Points of Departure for new working and learning environments (Seufert, 2013)

Remote-controlled society
Technocratic problem solvers

Self-controlled society
Reflective practitioners in the digital age

“Old Work/Old Learning” “New Work/New Learning”

Work & work environment

Stable and predictable environment with
clearly defined organizational units

Unstable, dynamic and unpredictable
environment and permeable organizational
boundaries

Physical presence in the defined work
environment

Real and virtual work environments as well as
work in distributed/virtual teams

Paternalistic and transactional leadership Transactional and transformational,
meaningful leadership

Employees� learners who are passive
(“consume” learning); “learning delivery”

Employees� learners who shape and
co-produce; co-creation in work and learning

Modalities of learning

Learning by individuals Learning by individuals, teams and
organizations

Formally organized, “off-the-job” learning
processes

Formal and informal learning “off/near/on-the-
job”

Externally controlled learning Autonomous and self-directed learning

leveling of heterogeneity in the learning
process

responding to and use of heterogeneity in the
learning process

Point of Departure and Objectives for Learning

Learning targeted exclusively to current needs Learning targeted to current as well as future
demands and needs

Learning and knowledge sharing according to
organizational guidelines (conveying answers)

Learning and knowledge exchange as part of
the culture of a learning organization (enabling
problem-solving)

Available content (e.g. courses/expertise) as
starting point for training

Complex and real problems as starting point

Knowledge transfer and development of
knowledge pool (behaviorist view of learning)

Developing skills and competence
(cognitive-constructivist perception of
learning)

Learning at specified times Learning as and whenever needed

Learning effected by ‘teachers’;‘Teachers’ as
“intermediaries”; instruction

Learning supported by ‘teachers’, managers,
colleagues and media (instruction and
construction)

Measurement of learning success Measurement of the success of knowledge
transfer and the impact of learning

Focus on utilization of existing
knowledge/existing skills

Balance of utilizing existing
knowledge/existing skills with the exploration
of new knowledge/new skills
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Table 2 A taxonomy for learning analytics activities

The cognitive process
dimension

Main Goal
Reflection by learner

Main Goal
Prediction (and prescription)
by system

Remember
Retrieve relevant information

Identify strategies to retain
access to information and
datasets

Information retrieval and
integration of data from
different sources

Understand
Construct meaning from
instructional messages

Interpret (visualized) datasets Visualization of datasets

Apply
Carry out/employ a procedure
in a given situation

Use of techniques that match
one’s own strengths

Instructional messages,
including feedback;
Resource suggestions;
Answers to frequently asked
questions;
Suggestions for novices

Analyze
Break material into constituent
parts and determine how parts
relate to another and to an
overall structure or purpose

Deconstruct own biases Learner stratification
Deviations from suggested
paths

Evaluate
Make judgments based on
criteria and standards

Engage in self-assessment
(e.g., reflect on personal
progress)

Computer-based Assessment;
Judgements based on learner
profiles

Create
Put elements together to create
a new whole, reorganize into a
new pattern or structure

Generate an innovative
learning portfolio using
personal datasets

Generation of personalized
learning paths; Algorithms for
learner profiles

With regard to employing Big Data and Learning Analytics as a means to support
(digital) learning, we propose a set of generic approaches based on a 2×2 matrix
(Fig. 3). One dimension is set up via the distinction of reflecting on past learning
activities on the one hand versus predicting next/future learner activities on the other
hand. Reflection here refers to critical self-evaluation on the basis of different datasets
(Greller & Drachsler, 2012, p. 41):

• OWN datasets created in the process of learning or supporting learning (in the
case of teachers respectively facilitators);

• Datasets created by OTHERS (e.g., a teacher reflecting on his or her own teaching
style based on datasets generated by the students).

Prediction refers to anticipating learner activities (e.g., further reducing invest-
ment in classwork or discontinuing with classwork altogether). Prediction is a pre-
cursor of prescription and interventions that aim at dealing with a predicted event
(e.g. a student discontinuing classwork) (Siemens, 2011).

The other dimension is set up via a distinction between learning activities by indi-
vidual learners on the one hand and social learning activities on the other.Muchwork
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Fig. 3 Generic strategies for approaches to learning analytics

in LA is oriented towards supporting and determining individual achievement, for
example by analyzing the data generated through summative assessments. Bucking-
ham Shum and Ferguson (Buckingham Shum and Ferguson, 2012) have argued, that
“new skills and ideas are not solely individual achievements, but are developed, car-
ried forward, and passed on through interaction and collaboration”. In consequence,
LA in social systems (e.g. in the context of a classroom in school) “must account
for connected and distributed interaction activity”. Buckingham Shum & Ferguson,
therefore, propose social learning analytics as a domain in its own right (Buckingham
Shum and Ferguson, 2012).

Similar, gamification or gameful design for learning is considered as an on own
domain (Deterding, Dixon, Khaled & Nacke, 2011) using LA in social systems, for
example to provide visible status and progress, social comparison and reputation
(e.g. with badges).

The focus on individual learners is focused on the goal of personalization and
individualization. In order to provide pedagogically valuable feedback, assessment
systems have to become intelligent and connected with higher order learning skills.
Adaptive learning systems (individual and prediction) represent an own, quite new
research field based on interactive machine learning.
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In the following sections, we will illustrate how this matrix framework can be
translated into specific use cases:

• Social learning analytics for reflection
• Individual learning analytics for reflection
• Social learning analytics for prediction
• Individual learning analytics for prediction and prescription

Use case 1: Social learning analytics for reflection

The first use case relates to conducting a social network analysis of students dis-
cussing in a forum, for example using the SNAPP tool developed by Dawson et al.
(Dawson, 2008; MacFayden &Dawson, 2010). This implies a shift in attention away
from summative assessment of individuals towards learning analytics of social activ-
ity (Buckingham Shum & Ferguson 2012, p. 5). Here, it is relevant to distinguish
between social analytics sui generi (e.g., social networks analysis or discourse ana-
lytics) from socialized analytics that are based in personal analytics while also being
relevant in a social learning context (e.g., analytics of user generated content, analyt-
ics of personal dispositions or analytics of contexts such as mobile computing and
the networking opportunities related to this) (Buckingham Shum & Ferguson, 2012,
p. 10–11).

The following example exemplifies the first type of social analytics sui generis
(Table 3).

Use case 2: Individual learning analytics for reflection

This use case is about LA with a focus on reflection at the individual level—for
example about assessment results. As Evans (2013) found out in a thematic analy-
sis of the research evidence on assessment feedback in higher education (over 460
articles from a time span of 12 years), effective online formative assessment can
enhance learner engagement during a semester class. Focused interventions (e.g.,
self-checking feedback sheets, mini assessments) can make a difference to student
learning outcomes as long as their value for the learning process is made explicit to
and is accepted by students and lecturers. The development of self-assessment skills
requires appropriate scaffolding on the part of the lecturer working with the students
to achieve co-regulation (Evans, 2013) (Table 4).

Use case 3: Social analytics for prediction

Themore environments for working and learning are becoming digital, the more data
is generated in the course of working and learning: accessing web pages, working
on short knowledge tests, posting in an online forum, commenting on a forum post,
etc. (Manouselis et al., 2010). Until recently, the availability of such data for analysis
has been mostly confined to what is going on inside a particular learning manage-
ment system (LMS). With the development of the xAPI specification for transfer of
interaction data, a much wider range of data from both inside and outside an LMS
can be made available for analysis (Berking et al., 2014).
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Table 3 Exemplary detailing of use case 1

Dimension Exemplification

Objective Reflection: Analyze student interactions in a
forum discussion, identify network
connections between students, and identify
isolated students as a prerequisite for remedial
action (aimed at helping these students to
create links to others)

Digital competences required/to be developed Interpretation: Do teachers/facilitators have the
necessary competences to interpret and act
upon the information available?
Critical thinking: Are teachers/facilitators able
to critically evaluate the data basis (e.g.,
missing data) when interpreting and/or
devising a path of corrective action?

Contribution to fundamental principles of the
digital agenda (Helbing et al., 2017)

— support informational self-determination
and participation;
— improve transparency in order to achieve
greater trust in strategies for
teaching/facilitation;
— support social and economic diversity (i.e.
success by diverse students);
— improve interoperability and collaborative
opportunities;
— create digital assistants and coordination
tools for the teacher;
— support collective intelligence on the basis
of visualizations of contributions and
interactions.

Constraints Privacy: Is the analysis in accordance with
privacy arrangements and are the students
properly informed?
Ethics: What are the dangers of
abuse/misguided use of the data?
Norms: Are there legal data protection or IPR
issues related to this kind of use of student
data?
Time scale: Is the analysis post-hoc or
just-in-time? Will students still be able to
benefit from the analytics outcome?

These developments help to enable gamified learning designs (Berkling &
Thomas, 2013). By this, we refer to the use of game design elements in non-game
contexts (Deterding et al., 2011, p. 10). Frequently, this takes the form of award-
ing points and badges for individual learning activities (e.g. posting in a discussion
forum) and displaying top performers (or rather point generators) on leaderboards
(Deterding et al., 2011; Mak, 2013). While there is some evidence that gamified
designs (can) lead to higher student engagement and improved learning (Dicheva
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Table 4 Exemplary detailing of use case 2

Dimension Exemplification

Objective Reflection: Evaluate objective and subjective
assessments; Identify knowledge gaps in order
to support improved learning strategies (e.g.,
preparation for an exam);
Provide opportunities for active learning
during/after lectures in order to evaluate the
impact of teaching.

Digital competences required/to be developed Students: self-assessment competences;
metacognitive learning strategies.
Teachers: scaffolding competences (help
students to interpret the data).

Contribution to fundamental principles of the
digital agenda (Helbing et al., 2017)

— increasingly decentralize the function of
information systems;
— support informational self-determination
and participation;
— improve transparency in order to achieve
greater trust in strategies for
teaching/facilitation;
— reduce the distortion and pollution of
information;
— enable user-controlled information filters;
— create digital assistants (for students);
— promote responsible behavior.

Constraints Privacy: Is anonymity (hiding of student
names) required for effective self-assessment?
Ethics: Is the potential for misinterpreting data
hindering the scaffolding process by teachers?
Norms: Is social comparison inducing
motivation or demotivation in students?
Time scale. Should the analyses be carried out
in-class or outside of class (trade-off with time
required for teaching time)?

et al., 2015, p. 83), the opportunity to engage in a more systematic motivation design
that also includes choices, social integration, team assignments as well as characters
and stories is often missed (Seufert et al., 2017b; Sailer et al., 2013).

The following use case focuses on gamified learning designs (Table 5).

Use case 4: Individual analytics for prediction and prescription

More than 30 years ago, Leonard Bloom demonstrated that individual tuition leads
to a 2-Sigma performance improvement in tests compared to standard expository
teaching techniques in classrooms with about 30 learners (Bloom, 1984). The idea
of individualized tuition for large numbers of learners is currently pursued in the
context of research and development of adaptive or intelligent tutorial platforms
(Romero et al., 2008) which in turn is based on advances in artificial intelligence
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Table 5 Exemplary detailing of use case 3

Dimension Exemplification

Objective The LA application based on a data-driven rule
system and a gameful design provides an
incentive system for different types of learners
in order to increase engagement and activity in
learning in general. Predict which learners will
respond to incentives by displaying more
desired behaviors (e.g., engagement/activity in
the course).

Contribution to fundamental principles of the
digital agenda (Helbing et al., 2017)

— improve transparency in order to achieve
greater trust in strategies for
teaching/facilitation (on the part of
teachers/facilitators);
— improve collaborative opportunities
(through targeting students at risk
and—hopefully—retaining them in class);
— create digital assistants and coordination
tools (for teachers/facilitators).

Digital competences required/to be developed Students: Readiness for (more) autonomy in
learning and for self-regulation based on
system feedback; ability to navigate gamified
environments; ability to interpret dashboard
information.
Learning designers: Realistic estimates of
ability and motivation of learners when
creating a gamified learning design.
Teachers/Facilitators: Ability to interpret
(visualizations of) levels of student activity.

Constraints Privacy: What are relevant authentication &
data security issues when points earned for
gamified activities are feed into final grades?
Ethics: What are dangers of abuse/misguided
use of a data-driven rule system?
Norms: Course gamification could be misused
for selling old designs in new terminology, for
example, by renaming assignments to quests
and scores to experience points, without
contributing to the students’ learning goals.
Time scale: What is the overall dramaturgy of
the design and how much time is required for
different phases (e.g. onboarding, scaffolding,
mastery)?
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and cognitive computing (Verbert et al., 2012). Adaptive learning systems aim at
supporting the development of conceptual structures in learners rather than merely
supporting the (repetitive) solution of problems as was the case in prior generations
of so-called intelligent tutorial systems. Adaptive Learning Systems closely track
student activities and student performance and, based on machine learning algo-
rithms and predictive models, provide students with adequate learning pathways and
adaptive learning resources (Butz, Sigaud & Gerard, 2003). However, more substan-
tial empirical research is needed to investigate, in particular, the appropriateness of
such algorithms in disciplines other than the typical mastery learning subjects (e.g.
biology, mathematics, and information science) and the effectiveness for reaching
higher learning outcomes.

The following use case focuses on adaptive learning designs (Table 6).

6 Conclusion and Outlook

In this chapter, we started out taking a wider perspective on big learning data and
learning analytics. Against a backdrop of alternative scenarios for a second machine
age and the possibilities of software obliterating management as a profession and a
field for education, we have pursued the issue of what it means to be competent in
digital learning—specifically in the use of big learning data and learning analytics.
We have taken note of scenarios for the use of AI that may lead from “programming
computers to programming people”. And we have pointed out how it is important
for humans to be in the loop and to provide judgment when it comes to working
with algorithms and AI-systems. We have pointed out that in collaborating with
powerful information systems and intelligent machines we need to focus on our
core competences as humans: critical thinking, empathy, and creativity/capability
for innovation. And we have alerted to a set of principles that should guide how we
design and work with information systems—such as big data and analytics systems
in education.

The discussion on big data in education is mostly focused on the potential of
learning analytics to increase the efficiency and effectiveness of educational pro-
cesses. A classic case is the endeavor to identify and support students at risk in order
to reduce dropout rates. Accordingly, prediction is in focus while the potential for
supporting reflection on learning is neglected.We proposed the concept of ‘reflective
practitioner’ as a guiding normative principle for both educators and (continuous)
learners. And we pointed out that in the context of a general shift from “old work/old
learning” to “new work/new learning” learners—as reflective practitioners—need
to take over more responsibility in managing the process of learning. Building on
both these concepts, ‘reflective practitioner’ and ‘new work/new learning’, we pro-
vided a rough overview on what competences are required when developing learning
analytics for reflection and prediction at different levels of cognitive processes.

In a next step we proposed a 2×2 matrix for learning analytics, differentiating
‘reflection’ and ‘prediction’ as relevant objectives and also the use in ‘individual’
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Table 6 Exemplary detailing of use case 4

Dimension Exemplification

Objective Prediction based on student model/learner
profiles and prescription of next learning
activities in order to facilitate comprehension
and retention.
Achieve learning outcomes more efficiently
(and possibly also outcomes at higher
cognitive levels) through continuous analysis
and guidance in the learning processes.

Contribution to fundamental principles of the
digital agenda (Helbing et al., 2017)

— improve transparency in order to achieve
greater trust in strategies for
teaching/facilitation (on the part of both
learners and teachers);
— support collective intelligence.

Digital competences required/to be developed Students: basic understanding of how such
systems work and acceptance of permanent
monitoring as well as suggestions by system;
Learning designers/institutions: deep
understanding of how such systems model the
domain, the students and the tutoring process
and where they differ in order to
select/configure appropriate solutions;

Constraints Problems may be caused by poor models.
Sensitivity, spurious correlations, meaningless
patterns, noise and classification errors (all
very common problems in Big Data analytics)
Data manipulation.
Privacy: What data are generated in closely
monitoring students’ activities and who has
access to these in what manner?
Ethics and norms: Is there a risk that students
guided by such systems will develop less
metacognitive abilities regarding monitoring
and planning their own learning?

and ‘social’ learning. The four fields set apart in this matrix we have subsequently
illustrated through four use cases: (1) social learning analytics for reflection; (2) indi-
vidual learning analytics for reflection; (3) social learning analytics for prediction;
(4) individual learning analytics for prediction and prescription. For each use case,
we have set out the objective, the digital competences required, the contribution to
principles of designing/working with information systems, and, last but not least,
relevant constraints.

When it comes to supporting learners as reflective practitioners through analytics,
it is not only important to enable them in their reflection on the different cognitive
process dimensions we have pointed out (remembering, understanding, applying,
etc.)—and the implications for their own studybehaviors and strategies.Asdeveloped
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at the beginning of this chapter, it is also important to alert learners to larger issues
related to machine learning, augmentation, and autonomy. Via small “nudges”—but
on massive scale—we as citizens (and learners) are steered towards healthier, safer,
and more environmentally friendly behavior in many domains: when selecting a
menu as well as when driving cars (Helbing, 2017). Learners, i.e. all of us, need to
be aware of the possible impact such nudging may have on our acting as reflective
practitioners. Big learning data and learning analytics should help us find the way to
our own (learning) goals. This is the support that learners should expect.

In order to deal with these issues, future research should focus on empirical eval-
uation methods of learning analytics tools (Ali et al., 2012; Scheffel, Drachsler,
Stoyanov & Specht, 2014) and on competence models for digital learning (Dawson
& Siemens, 2014). The LA taxonomy proposed in this paper provides a (small) start-
ing point for modeling required skills and attitudes as the needed implementation
requirements to guarantee successful exploitation of learning analytics. The concep-
tual framework can be further elaborated with the application of the four different
use cases by adjusting and integrating partial theories for the competence devel-
opment of students (e.g. mapping multiliteracies to learning analytics techniques
and applications (Dawson & Siemens, 2014), Student Tuning Model as a continual
cycle in which students plan, monitor, and adjust their learning activities (and their
understanding of the learning activities) as they engage with LA (Wise et al., 2016).
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Towards Big Data in Education: The
Case at the Open University
of the Netherlands

Hubert Vogten and Rob Koper

1 Introduction

When reviewing technology developments over the past centuries a pattern emerges:
the rate of these developments is not evenly spread over time, but rather, there seem to
be pivotal moments in time when some key developments and discoveries accelerate
and fuel a whole range of derived advancements. Some examples of this flywheel
effect are the harnessing of steam power, the introduction of electrical power, the
discovery of the transistor or the visionary work on user interfaces by Engelbart and
English (1968) and his team.

We argue that we have reached such a pivotal moment in time again, although this
time the field is data science. Data science is the emerging intersection of various
disciplines such as social science, statistics, and information and computer science.
The internet, social networks, new devices such as mobile devices and more recently
the internet of things are responsible for an explosion of digital data, which is increas-
ing exponentially each year. Some forecast predict we will produce and consume 40
Zetta bytes by 2020 (Gantz and Reinsel 2012). Data science is all about making
sense of these vast amounts of partly unstructured data, so-called ‘big data’. There
have been three key developments, which are intertwined, that spurred on the data
science field.

First, there is the rise of cloud computing, which makes data storage increasingly
cheap and ubiquitous while at the same time it provides us with cheap, on-demand
and virtually endless processing power. Cloud computing is also a double-bladed
knife, as it not only is the backbone for services that are the source of the big data

H. Vogten (B) · R. Koper
Open University of the Netherlands, Valkenburgerweg 177, 6419 AT Heerlen, Netherlands
e-mail: hubert.vogten@ou.nl

R. Koper
e-mail: rob.koper@ou.nl

© Springer Nature Singapore Pte Ltd. 2018
J. M. Spector et al. (eds.), Frontiers of Cyberlearning, Lecture Notes in Educational
Technology, https://doi.org/10.1007/978-981-13-0650-1_7

125

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0650-1_7&domain=pdf


126 H. Vogten and R. Koper

in the first place, but it also provides the computing resources, processing and stor-
age, needed for the data science services themselves. Secondly, there are the recent
advances and developments in distributed computing technologies. Google’s paper
on their MapReduce algorithm (Jeffrey and Sanjay 2008), resulted in a whole range
of distributed software systems, libraries and services with the common denomina-
tor that they scale very well and therefore are very suitable for processing big data.
Thirdly, there have been impressive advancements in field of machine learning. In
fact, to such a degree that nowadays artificial intelligence and machine learning are
considered synonymous. Especially deep learning, which in fact builds on the rela-
tive old idea of neural networks reaching back as far as the 1950s with the Perceptron
project (Rosenblatt 1958), has shown great promise because large amounts of data
combined with ample processing power made this old idea viable albeit with some
essential twists on the original idea.

All these developments, glued together via the internet, provide the necessary
means to do ‘clever stuff’ with these big data or phrasedmore eloquently, they enable
the development of smart services. These smart services will affect all of our society
and hence also education. The idea of educational smart services is not entirely new.
Educational datamining or learning analytics have been around for a while. However,
in practice, the data are primarily stemming from the learning management system
and are relative limited. Solutions often use traditional and proven technologies, such
as learning record stores that depend on relational databases. This approach may be
appropriate for now but is in our view is too limited for the next generation of smart
services, as relevant data continues to grow exponentially and are not restricted to the
LMS.We can expect that data will not merely be the result of human interactions but
also will be generated by smart devices such as wearables and the internet of things.
Research carried out at OUNL on the relation between some biometric variables and
learning effectiveness, showed that traditional learning record stores could not cope
with the large data streams produced in the experiment (Di Mitri et al. 2016)

The Open University of the Netherlands (OUNL) launched in 2016 a new project
called ‘Data Sponge’ (DS) with the ambition to research and develop an enterprise
level big data infrastructure forOUNL that will enable and stimulate the development
of educational smart services. OUNL is in a relative good position to do so, as in 2015
OUNLcompleted amajor step in restructuring their educationalmodel (Schlussmans
et al. 2016), moving from a guided self-study model for distance education towards
an activated learning model for distance education. This model change was accom-
panied by the introduction of a complete new learning management system (LMS)
(Koper 2014; Vogten and Koper 2014). The combination of this new educational
model and new LMS was also a major step towards a fully digital university and as
a result, OUNL has access to a fair amount data. Several departments at OUNL are
already making use of these data: the data warehouse of OUNL captures data from
various administrative systems mainly to produce information for the management;
faculties use the LMSwhich incorporates a proprietary data store tomonitor student’s
and tutor’s progress; the Welten Institute research center has developed an infras-
tructure for learning analytics that captures biometric data using Google services.
What becomes clear from this is that these efforts are dispersed and therefore are
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not as effective as they could be. Furthermore, these initiatives are bounded by their
respective departments and as a result, data is only sparsely available throughout the
wider organization. In other words, OUNL has no “single integrated version of the
truth” with respect to their data.

DS should overcome typical obstructions when trying to get hold of the dispersed
data across various source systems and departments. DS has the ambition to be the
single integrated version of the ‘truth’ for researchers, developers of smart services
and OUNL’s management. As a consequence, DS should collect as much data as
possible even though these data may be not used yet. One could argue that it makes
no sense to store these unused data as they can be retrieved later from their respective
source systems. This is a faulty assumption however, as we have to be aware that the
vast majority of today’s databases reflect designs from decades ago, when memory
and disks were very small and very expensive. Databases could simply not afford to
keep track of a so-called change log. Rather, these databases typically only contain
the last known state of an entity, which is the result of consecutively applying all
incoming changes. As a consequence, if we don’t take any measures, the history
of these changes is lost forever. This change log can be essential when developing
new smart services. Therefore, we need an infrastructure that keeps track of all these
changes, for a variety of data sources.

Furthermore, some event data are currently not stored in any of OUNL’s systems
but are still very relevant when developing smart services. Examples are mouse
clicks, browsing behavior, biometric data etc. DS should be capable to capture these
fine-grained event data as well, which will not only result in large amounts of data,
but will also affect the throughput requirements and characteristics of DS. The DS
architecture should be capable to deal with the backpressure arising from sudden
bursts of vast amounts of incoming data.

These immutable event and changelog data resemble journal entries in a ledger
for the enterprise. Obviously, as these data are immutable, the amount of data will
therefore only grow and therefore DS should be capable of dealing with a very large
ledger. Such a ledger for the whole enterprise is also known as an Enterprise Data
Lake. This ledger can be suitable for some statistical analytics, but most likely, it is
not very suitable formost smart services to be used directly. The ledger data have to be
transformed into different, more suitable formats, sub-selections and aggregations
for an effective processing by most smart services. The prompt transformation of
the event data in the ledger is an essential requirement for DS. The term ‘prompt’ is
relevant here as some of the smart services may have to provide virtual instantaneous
feedback, using the most recent data, while others are much more lenient and are
perfectly fineworkingwith data that is maybe a couple of days old. DSmust be suited
for both real-time and more batch oriented smart services. The resulting transformed
data of this transformation that can be queried by the smart services is called the data
factory.

Obviously, development of such smart services is an ongoing process. New smart
services will be developed while existing smart services have to be maintained
because, for example, the provided data formats have changed as a result of alter-
ations in one of the source systems. Furthermore, it must be possible to repair bugs



128 H. Vogten and R. Koper

in the data transformations without losing any data as a result. The DS architecture
should have provisions for updating existing and adding new smart services without
the risk of losing any data or producing incorrect results.

In addition, DS should facilitate the discovery and the development of new smart
services. For it is crucial that data analysts can get a good understanding of the nature
of the available data so they can develop new hypothesis and questions that could be
answered via new smart services. It should also be possible to develop prototypes
validating these assumptions in a very agile way. These are typically functions of
a Data Lab. The DS architecture must provide the required agility to support this
functionality as well.

Figure 1 depicts a high-level view on the resulting DS architecture. OUNL has
partnered with SURFsara, which will provide the infrastructure for DS, through its
high performance computing cloud platform (SURFsara, 2017). In the remainder of
this chapter we will derive the main none functional requirements of DS and see
how we can meet these requirements. Finally, we will describe the resulting DS
architecture in more detail.

Fig. 1 High level data sponge architecture
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2 Data Sponge Requirements

From the discussion in the previous sections, we can derive a set of non-functional
requirements which DS and its underlying architecture has to meet. We define four
major requirements: scalability, availability, reliability and flexibility.

Scalability is the term we use to describe a system’s ability to cope with increased
load. Load can be parametrized by the size of the data and the amount of data
packages. We shall define ‘coping’ as being able to deliver similar performance even
when the load metrics change. Performance can be measured by throughput, that
is: how much data can be processed on average within a certain time period. This
is a good indicator for the extent that the data are up to date. For near real-time
systems, such as online systems, latency is a very important performance indicator.
We define latency as the time it takes from the start of the request until the delivery of
the requested data. DS must guarantee scalability of both aspects: DS performance
should not deter when more, potentially much more, data is produced. DS latency
should not deter when data load increases.

Availability will be rather intuitively defined as the ratio of the total time DS is
operational during a given interval to the length of that interval. High availability of
DS is of utmost importance as downtime would lead not only to inaccurate data for
various smart services, but also to a potential permanent loss of data as incoming
data cannot be processed. This is especially the case when these data are not stored
by any other source system of OUNL or are exclusively fed into DS. The architecture
of DS should take into account that disturbances, such as hardware failures, will not
affect its availability.

Reliability is the measure of how far we can trust the data in DS to be correct and
up to date. There is an obvious relationshipwith scalability and availability. However,
a scalable and highly available DS does not in itself guarantee that data are correct.
We must expect incoming data to be erroneous from time to time for example due to
human error. The DS architecture is considered reliable when it provides means to
correct such errors once they have been detected.

Flexibility is a measure to what extent DS can handle changes in the system.
Data fed into DS will change over time as the source systems evolve. This not only
applies for new data types, but also for changes in existing data types. Similarly,
smart services may require different data types as the services evolve over time. DS
should be able to cope with these changes, without compromising availability and
reliability.

In the next sections we will discusses different architectures that can meet these
requirements and we look in more detail at the proposed architecture for DS.We will
address each requirement in more detail in the next section and discuss how these
requirements influence the architectural choices. Finally, we will present a high-level
overview of the DS architecture.
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3 Consequences for Data Sponge Architecture

The DS architecture must meet the scalability, reliability, availability, and flexibility
requirements. The first requirement, scalability, will affect the DS architecture most.
A major decision is what type technology stack we will use to meet the scalability
requirement, which for a large part determines the DS architecture. One option is
to use, what we will call ‘traditional’ technologies, which typically include a rela-
tional database and one or more application and/or web servers. Such a three-tiered
approach is very well understood as it is applied in numerous systems over last
decades. An ACID compliant database (Haerder and Reuter, 1983), usual SQL com-
patible, is essential in this type architecture, as the upper layers very much depend on
the transactions typically provided by these databasemanagement systems. This type
of architecture typically will scale well up to a certain point, when the underlying
database system becomes too slow. For incoming data, it will cause backpressure
issues and as a consequence eventually could lead to permanent data loss. This typ-
ically occurs when the amount of input data is greater than the system can handle
for a prolonged period of time. Another consequence is that database latency will be
high and this could also lead to a potentially unacceptable increase in overall system
latency, simply because the data cannot be retrieved in due time. Both situations,
backpressure on the input data and high latency in the data throughput are obviously
undesirable. We could fix such a situation by upgrading the underlying database
hardware, which is known as vertical scaling. Vertical scaling only goes so far as
what the best hardware has to offer, while at the same time hardware costs increase
exponentially when squeezing the last bit of performance out the server hardware.
However, there are alternative approaches that could help alleviate the database bot-
tleneck. Probably the first step would be to shard the database, which basically is
dividing the database into partitions which are hosted on different database servers.
But there is a high price to pay when sharding a relational database. A lot of the
logic behind this sharding has to be handled by the application layer and ordinary
operational tasks such as backing up, schema changes become much more difficult.
An example of the increased complexity introduced by sharding of the database is
the multi write problem. As data will be distributed over multiple database servers,
the application becomes responsible for the data integration, meaning it must keep
the databases up to date with the correct data. This data integration problem is com-
plex and race conditions can lead to faulty data which is very hard to detect and
correct. In other words, we have lost the benefits of having an ACID compliant
database. Alternatively, we could also introduce additional data caches and alterna-
tive storages to increases data throughput. However, such architecture will become
very complex very quickly, which is ultimately very difficult tomanage,maintain and
understand. In conclusion, using a ‘traditional’ three-tier approach has the advantage
that the underlying technologies are very well understood and have proven to work
well. Nevertheless, at a certain point the underlying database technology will not
scale anymore without additional measures, which in turn will quickly lead to an
architecture that is very complex, messy and very difficult to maintain.
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An alternative to these ‘traditional’ technologies are distributed data systems,
which are relative new and received a lot of attention when Google published their
paper ‘MapReduce: Simplified Data Processing on Large Clusters’. Since, an explo-
sion of environments has emerged including many NoSQL databases and numerous
variations on the original MapReduce data processing model. What these applica-
tions have in common is the way they approach scalability. Rather than relying on
more powerful computer hardware to address scaling as is typical in vertical scal-
ing, they are built around the concept of horizontal scaling. Horizontal scaling is
achieved by adding additional computing resources to a cluster of connected nodes
which allows the nodes in the cluster to work in parallel at the same tasks. The pro-
cessing and data load is spread amongst the available nodes in the cluster by one or
more supervisor nodes. This approach, theoretically, should scale limitless as long as
additional computing resources are available. Cloud computing fits very nicely into
this model as it provides themeans to increase and decrease the number of computing
resources in the cluster as needed.

Distributed data systems, having horizontal scalability in their DNA, are very
well suited to process large amounts of heterogeneous data. However, this does not
also imply that they are automatically suitable for real-time applications typically
having low latencies. For example, many MapReduce implementations are rather
batch oriented and therefore have not the required low latencies for near real-time
processing of data. We will discuss two different approaches that will address this
latency problem of batch oriented distributed data processing frameworks. The first
approach is known as the ‘Lambda architecture’ which we will discuss next.

4 The Lambda Architecture in a Nutshell

In ‘Big Data: Principles and best practices of scalable realtime data systems’ (Marz
and Warren, 2015) Marz and Warren describe an architecture that they dubbed
“Lambda Architecture’. This architecture not only addresses the issue of meeting
the low latencies requirements with batch oriented distributed data processing frame-
works such as Hadoop, but also addresses the reliability and flexibility requirements.

This architecture is made up by three distinct layers: a batch layer, a speed layer
and finally a serving layer. The serving layer combines the outcomes of the batch
layer and speed layer into multiple up to date views on the input data. Up to date
means that the latency of the serving layer is sufficiently low so data in the views
can act as input for real-time systems. Figure 2 depicts a high-level overview of the
Lambda architecture.

The batch layer uses an immutable master data set as input to re-compute, on
regular intervals, the data in views of the batch layer. This processing of the data
may take minutes or even hours. Clearly, the computed batch views are out of date
by the time this processing has been completed as under while new data has been
pouring into the master data set. For this reason, the architecture also includes the
speed layer. The speed layer is responsible for calculating exactly the same views as
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Fig. 2 The lambda architecture

the batch layer does, but with the distinction that the serving layer only processes the
input data that is not already processed by the batch layer. Because the batch layer
regularly catches up with the speed layer, the amount of data to be processed by the
speed layer at any given moment in time is fairly limited. This limited data set can
easily be processed with sufficiently low latencies. The speed layer can use a variety
of sub-architectures such as micro batch jobs, micro batched streams, or single item
streams.

Finally, the serving layer is responsible for merging the outcomes of the batch
views and the real-time views into up-to-date views on the input data. The Lambda
architecture solves two major problems. First, it provides the low latencies required
by near real-time applications, whilst at the same time allows the use of batch oriented
distributed technologies such MapReduce to do the majority of the data processing.
But maybe as important, the architecture introduces the necessary resilience against
faults in the data processing which could be caused for example by changing require-
ments, modified data formats, or programming errors. The key to this resilience is
keeping the original input data in an immutable data store. This ensures that no orig-
inal data is lost and each view can be recomputed at any time. Updating both the
programming for the batch and speed layer with the necessary changes and or fixes,
followed by the reprocessing of all input data in the master dataset will return the
system in a valid and correct state again. This meets our reliability and flexibility
requirement as it allows us to deal with faults and changed requirements.
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Although this architecture solves the low-latency demands of our scalability
requirement, it also introduces additional complexity. First, we need to synchro-
nize the speed layer with the batch on regular intervals, by unloading data from the
speed layer once the batch layer views have been updated. Secondly, andmore impor-
tantly, the speed layer does use a different technology stack from the batch layer and
as a consequence, the programming code of the batch layer cannot directly be reused
in the speed layer. Having two code bases increases the likelihood of interpretation
differences and programming errors, while maintenance efforts are at least doubled
because every piece of code has to be programmed twice.

The architecture and technologies used in the speed layer differs depending on
whether the real-time views are updated synchronously or asynchronously. In case
the speed layer views are updated synchronously, the updating process is stopped
until all processing has been completed. In most cases, this is undesirable, and an
asynchronous approach is therefore preferred in which a stream processor acts as
buffer avoiding backpressure in the data providers. The data provider will continue
immediately after the data is queued by the stream processor. This way, peaks and
sudden bursts of data can be easily accommodated. There are many stream pro-
cessing frameworks available, but in combination with big data processing Apache
Kafka (Kreps et al., 2011) is a very popular choice. Kafka provides a unified, high-
throughput, low-latency platform for handling real-time data feeds. The persistent
multi-subscriber message queue is built as a distributed transaction log. These fea-
tures make Kafka an appealing choice as streaming framework for the speed layer.

Interestingly, it is the main architect of Kafka, Jay Kreps who questions the
Lambda architecture (Kreps, 2014a) and proposes an alternative architecture exploit-
ing the unique properties of Kafka, while maintaining the resilience offered by the
Lambda architecture.

5 The Kappa Architecture, in a Nutshell

Jay Krepps argues in ‘I Heart Logs’ (Kreps, 2014b) that streaming micro services
using Kafka’s distributed persistent messagebus, could replace the batch layer of
the Lambda architecture. By doing so, one of the main drawbacks of the Lambda
architecture, the need tomaintain twodifferent application environments for the batch
and speed layer, can be overcome. This approach is dubbed ‘Kappa architecture’
with an obvious wink to the ‘Lambda Architecture’. Kreps recognizes that one of
the strong points of the Lambda architecture is it resilience to cope with changes and
bugs by exploiting its immutable master data set. The proposed ‘Kappa’ architecture
also provides this resilience, albeit in a slightly different and more implicit fashion,
by using Kafka’s unique persistent multi-subscriber message streams.

Figure 3 depicts the ‘Kappa architecture’ based onKafka. It becomes immediately
obvious that the batch layer has disappeared in this architecture. A stream processing
framework converts all input data, persisted through Kafka input topics into the
required views. This approach very much resembles a speed layer of the Lambda
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Fig. 3 The ‘Kappa’ architecture

architecture that is tuned for asynchronous data processing. However, in the case of
the Kappa architecture, all input data will be processed by the stream infrastructure
and not only the most recent data as it is the case with the Lambda architecture.

But how does this architecture achieve the resilience of the Lambda architecture?
To answer this question we have to look a little closer at the Kafka architecture.
Kafka is a distributedmessaging system, a real-time stream processor and distributed
data store in one closely integrated package. Kafka retains messages, by topic, as
an immutable log. The retention period can be configured by topic and may be
indefinite. Each topic can have multiple independent subscribers, meaning that each
subscriber is receiving all messages of the topic. Each subscriber maintains a pointer
to the last read message, which is simply the index of the last processed message
by that subscriber. The collection of immutable topic logs very much resembles
the immutable master data set of the Lambda architecture. Therefore, if we must
recalculate our output views as a result of programming errors or perhaps emerging
requirements, we can feed the complete topic log again to the stream processing
system by simply resetting the last read index of the relevant topic subscribers.
While this reprocessing is taking place, which may take many hours, the system
would be producing out of date, albeit correct, data. Depending on the type of defect
being fixed, it could be preferable to serve more up to date, but less correct, data
as long as the reprocessing has not yet had time to catch up. It therefore makes
sense not to overwrite the existing output views right away, but instead rename the
updated stream processes and the resulting output views by adding a version number
to them. This way the old views and the new corrected views coexists for a period
of time. Once the new streams are up to date, the consumers of the old views can
be configured to start using the latest versions of the output views containing the
corrected data. Because both versions of the stream processes and resulting views
are constantly being updated with the latest input, there is no immediate pressure
to switch all consumers simultaneously, which is essential in real life situations
where a centralized releasemanagement of various sub-systems is at best undesirable
and more likely unrealistic. Once all consumers have been adapted and configured
to use the latest versions of the streams and views, we can delete the old version
with its corresponding data and thereby free the used computing resources. This
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way the Kappa architecture achieves a similar resilience against erroneous data and
programming bugs as the Lambda architecture. Hence, the Kappa architecture also
meets the reliability and flexibility criteria of DS.

In the previous section, we did not address another major difference between
the two architectures that has to do with scalability. Although both architectures
can use a distributed message broker such as Kafka, the scalability demands of this
message broker are very different in the Lambda architecture compared to the Kappa
architecture. The Lambda architecture has a message broker in the speed layer, if
it has one at all. This speed layer only processes data not yet processed by the
batch layer and therefore the required low latency is relative easily achieved when
compared to the Kappa architecture where the message broker is responsible for
processing all incoming data. In other words, the Kappa architecture depends much
more on the scalability of the message broker compared to the Lambda architecture.
Is Kafka up to this task? Because Kafka is a distributed message broker, it will allow
vertical scaling by adding additional nodes to the cluster. Kafka is also a persistent
message broker. The persistence of the message streams is achieved via a distributed
NoSQL key/value store, which implementation can be changed via configuration.
This store will scale vertically as well. In fact, the developers of Kafka claim that the
system is capable of handlingmillions ofmessage per second in a properly configured
Kafka cluster with very low latencies. This should be ample to meet the scalability
requirement of DS. This leaves the availability requirement which we will discuss
next.

Kafka addresses the availability requirement by introducing a failover mechanism
for each topic in the Kafka cluster. A Kafka topic is split into one or more partitions,
and each partition is responsible for processing a shard of the total message stream.
The distribution is determined by the hash value of a unique message key. The
partitions themselves are distributed as evenly as possible over the available Kafka
nodes in the cluster. Each partition is replicated across a configurable number of
Kafka nodes for fault tolerance and each partition has one node which acts as the
‘leader’ and zero or more nodes which act as ‘followers’. The leader handles all read
and write requests for the partition while the followers passively replicate the leader.
If the leader fails, one of the followers will automatically become the new leader.
Each node acts as a leader for some of its partitions and as follower for others, so the
load and risks are well balanced within the cluster guaranteeing the availability of
the services provided by the cluster should one or more nodes in the cluster fail. In
case of a catastrophic failure where none of the replicas are available two alternative
recovery scenarios are available. Either wait for a synchronized replica to come back
to life and choose this replica as the leader or alternatively choose the first replica
that comes back to life, as the leader, which is not necessarily fully synchronized.
This is a tradeoff between availability and reliability. Kafka can be configured either
way, but by default, reliability is sacrificed over availability.

Sowhenproperly configuredwemayconclude thatKafka alsomeets the reliability
requirement of DS and thereby meets all four requirements. This combined with the
advantages of the reduced complexity through a single technology stack makes is
an appealing choice for DS. However, the message broker is only one, although
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very important, part of overall Kappa architecture. The stream processing system is
the other part and it must meet the scalability, availability, flexibility, and reliability
requirements as well.

6 The Stream Processing System

We didn’t pay much attention to the stream processing system so far, but it is an
essential component of the Kappa architecture. The stream processing system is
focused around so-called micro-services, which are responsible for small parts of the
transformation of the data, very similar to pipelines known from Unix (Kleppmann
and Kreps, 2015). There are various implementations of these stream processing
frameworks such asApacheStorm,ApacheSamza, SparkStreams, andmore recently
Kafka Streams (KS). Having a native stream processing framework integrated in
Kafka makes an interesting proposition for DS, as this reduces the learning curve
and ensures optimal integration. Next, we will have a more detailed look at KS and
review how KS meets our requirements.

Kafka stream processing applications are ordinary Java applications that can be
run everywhere without any special requirements. For packing and deployment, KS
relies on external specialized tools such as Puppet, Docker, Mesos, Kubernetes, or
even YARN. Therefore, KS does not rely on a proprietary deployment manager.
From a deployment perspective, a Kafka stream is just another service that may have
some local state on disk, which is just a cache that can be recreated at any time if it
is lost or if the streaming application is moved to another node. Kafka will partition
and balance the load over the running instances of the streaming application. This
partitioning is what enables data locality, scalability, high performance, and fault
tolerance.

So KS meets the scalability and availability requirements of DS, given it has been
be properly configured. How do KSmeet our reliability and flexibility requirements?
To answer this question, we must have a closer look at a concept known as ‘Stream
TableDuality’.Wehave seen thatKafka threatsmessages as an immutable changelog.
This changelog would therefore only be growing, which could become problematic.
To keep the changelog manageable, Kafka has a feature called log compaction.
Log compaction determines the most recent version of a changelog entry for every
key and discards all other changelog entries for that key. The compacted changelog
effectively can be regarded as a traditional state table. KS uses this duality of the
changelog to the fullest by interpreting a stream as a changelog of a table and tables
as a changelog of a stream.

Stream as Table: A stream can be considered a changelog of a table, where each
data record in the stream captures a state change of the table. A stream is thus a table
in disguise, and it can be easily turned into a ‘real’ table by replaying the changelog
from beginning to end to reconstruct the table.
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Table as Stream: A table can be considered a snapshot, at a point in time, of the
latest value for each key in a stream. A table is thus a stream in disguise, and it can be
easily turned into a ‘real’ stream by iterating over each key-value entry in the table.

Because of this duality, the Kafka message broker can used to replicate the local
state stores across nodes in the cluster for fault tolerance. It also provides amechanism
to correct mistakes, as the streaming applications also maintain an index to the
last processed changelog entry. Recalculating results is a matter of deleting some
intermediate topics and resetting the corresponding indexes. The framework will
handle the rest automatically and after some time it takes to catch up, the results
will be up to date again. So probably not unsurprisingly, KS fits well in the Kappa
architecture and meets the reliability and flexibility requirements of DS.

7 Cold Start Problem, CDC to the Rescue

Now that we have determined a basic architecture and corresponding implementation
framework for DS that meets our global requirements, we focus on something we
will call the cold start problem. The cold start problem refers to initial lack of data
that can directly be fed into DS. In an ideal world, all of OUNL’s source systems
would be extended with triggers, event listeners, and so forth that would provide
DS with all event data from these systems. However, this is not very realistic, as
this would require a tremendous effort. More realistically, the required modifications
will be implemented as these source systems develop over a prolonged period of
time. This process could take years to fully complete. How can we survive this data
drought in the meantime?

The most practical and least invasive approach is to develop applications that
monitor changes in the databases of the source systems and thus in effect creating
a simulated change log on these databases. The advantage of this approach is that
the source systems do not have to be affected by this at all, while some of the most
relevant data becomes available for DS straight away with a minimum of effort. This
approach is also known as Change Data Capture (CDC).

How we monitor DB changes very much depends on the available database tech-
nologies and the characteristics of the data involved. For example, some database
management systems have out of the box support for an actual changelog, which is
also used for replicating the databases for backup purposes. In these cases developing
a proprietary change listener feeding directly into DS is a realistic approach. If the
used database systems do not have support changelogs other scenarios are possible
as well. If data is not very volatile and relative limited in size, such as student course
registrations for example, it is possible to create a batch job that determines the delta
of the table values on a daily basis and sends its results to DS.

Obviously, CDC cannot capture data that is not stored in any of the databases
and this approach will eventually miss relevant data. So besides implementing CDC,
efforts must go towards capturing event data in the various systems as well. However,
by establishing a basic DS infrastructure solely based on CDC data, we can showcase



138 H. Vogten and R. Koper

DS and make a more informed case to emphasize the importance to make changes
to various source systems to capture the missing data.

The Confluent platform extends Kafka with a number of very useful additions
among which there is a framework for implementing our CDC requirements, called
Kafka Connect (KC). KC defines two basic interfaces: source connectors which
are producers that feed Kafka with new data and sink connectors which are con-
sumers that export data from Kafka to various other formats and systems. With this
framework, it is possible to develop proprietary connectors. However, the Confluent
platform also ships a number of standard connectors, among which is a JDBC source
and sink connector. These KC connectors can be configured to work in stand-alone or
in distributed mode. Distributed mode obviously is targeted at scalability and avail-
ability.Whether this is a requirement depends very much on the characteristics of the
data, such a volume and volatility. DS will make use of these connectors to overcome
the cold start problem by implementing a CDC solution for some of OUNL’s most
essential source systems.

8 Data Formats and Schemas

The format and semantics of data will change over time as systems continue to
develop. This is a major challenge for any data transformation process and therefore
also for DS. Semantic changes can be very hard to track and failure to do so can lead
to erroneous and unpredictable results in downstream consumers. Unfortunately,
besides very tight change management procedures, there is very little in terms of
technology that can be offered to overcome this situation. However, there are some
solutions that can help to keep track of changes in the data formats used.

Various standards have evolved that allow the formal definitionof data structures in
a programming language independent manner. Up until recent years XML and more
specifically XML DTD’s and XML schema’s where the representations of choice.
More recently, JSON has become very popular and is replacing XML as format of
choice. While XML schemas or XML DTDs allow to formal definition of the data
structures, JSON does not have any possibility to define data structures out of the
box. Furthermore, both formats are very verbose and therefore not very suitablewhen
processing and streaming large amounts of data. To overcome this issue several data
language and format independent serialization frameworks have emerged. Probably
the best-known ones are Apache AVRO, Apache Thrift and Protocol Buffers. These
frameworks provide ways to compact rich data structures into an efficient binary
format and describe the rich data structures by some sort of schema. Schemas not only
play an important role in the definition of the data structures, but also in the evolution
of these data structures. When applications evolve, the data structures change and
thereby the schemas must evolve as well. Merely detecting that data structures have
changed is useful by itself as it can trigger an alert that producers and consumers
are not compatible anymore. However, by designing these schemas cleverly, we can
achieve compatibility between older and newer versions of these data structures.
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Schemas can be backward compatible, meaning that the consumers using the latest
version of the schema can process data from producers using an older version. This
can, for example, be achieved by defining default values for data elements that are
added in the new version of the schema. Forward compatibility is achieved when
a consumer using an older schema version can still process data from a producer
that uses a newer schema version. This can be achieved by simply ignoring data
elements introduced by the newer schema. Forward compatibility is very important
when data is changed upstream and the downstream consumers can’t be updated
simultaneously. Forward compatibility helps to avoid the need of a big bang release
of the entire stack of stream processing applications. In addition, schemas can also
be both forward and backward compatible at the same time, which is obviously the
most flexible situation. Figure 4 depicts the four cases of producer and consumer
compatibility or the lack of it.

Kafka does not support any of the aforementioned serialization frameworks out
of the box. However, Kafka supports some basic stream serializers and de-serializers
(SERDE), which can be extended. The Confluent platform extends Kafka s standard
SERDEs with an Apache AVRO SERDE. In addition, the Confluent platform also
provides a schema registry that allows the versioned storage of AVRO schemas.

Fig. 4 Schema evolution and compatibility
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This allows the efficient serialization and deserialization of message data into their
appropriate formats, while also guaranteeing data compatibility between producer
and consumer. Incompatible data automatically trigger an error.

Schema compatibility andmore specific forward schema compatibility is essential
component to satisfy ourflexibility and reliability requirements. Thedata structures in
the source systemswill evolve over time, and the downstreamprocessing applications
should regardless be able to keep performing their task correctly. This allows for a
gradual upgrade of the downstream applications enabling them to start benefiting
from the new schema.

9 Data Sponge Architecture

In the previous sections, we discussed the general requirements DS has to meet
concerning scalability, availability, reliability, flexibility. We saw that the distributed
data systems can overcome scalability issues of more traditional multi-tier systems.
The low-latency issue, a scalability requirement for near real-time systems can be
overcome by incorporating a distributed streaming server into our architecture. We
reviewed two architectural approaches to overcome the low-latency issue and con-
cluded that the Kappa architecture using a Kafka only solution will meet our DS
requirements. We argued that sticking to a single framework solution is enticing as
it reduces the learning curve and simplifies operations. We also concluded that DS
is facing a cold start problem and that is not realistic to expect OUNL systems to be
adapted on the short term so they feed their data into DS. CDC using data connec-
tors can help overcome this cold start problem in a fairly elegant manner. Finally, we
reviewed schemas and schema evolvement and compatibility as ameans to guarantee
data correctness for producer and consumers.

For the first implementation of DSwewill restrict ourselves bymerely integrating
the most crucial of OUNL source systems in DS. This first implementation will act
as a proof of concept and will be a technical validator and pioneering platform on
the one hand and a means for generating awareness of the importance of data science
within OUNL on the other hand.

Figure 5 depicts the resulting DS architecture. The architecture is divided into
two distinct layers. The first layer contains the CDC infrastructure which is using
Kafka Connect to keep track of changes three source systems of OUNL:

• Student Administration: the administrative system of OUNL known as SPIL is the
source for student enrollments, course registrations, and student grades.

• yOUlearn: OUNLs proprietary LMS. It handles all in course processes and inter-
actions between tutors and students;

• IDM: OUNLs identity management system and provides all users with a single
identity across various OUNL subsystems. It also incorporates an access manager
handling the log-in and log-out to the OUNL.
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Fig. 5 The data sponge architecture

Integration of these three systems should provide DS with a first solid data set
data that can be for some interesting analyses. At a later stage, other systems can be
included in the CDC layer as well. The connectors will be hosted by OUNL itself
as the required hardware for running these connectors is fairly limited and available.
Another part of the first layer is handling user data stemming from external systems
and devices such as social networks and wearables. These systems will be connected
through their proprietary connectors. Although these external systems are important,
they will be out of scope for the first implementation iteration of DS.

The second layer of the architecture is formed by the stream processing frame-
work at which’s core is Kafka with some of the Confluent extensions. The Kafka
messaging component is the hub via which all other components communicate. The
Kafka message broker cluster is extended with a cluster of nodes that run the Kafka
stream processing jobs. Both clusters will be hosted by SURFsara as part of their
Big Data Services. An Avro schema registry acts as schema service for the various
data formats used. After the necessary processing of the incoming data, the results
are exported to views that act as inputs for the smart services. These views are refer-
enced as ‘materialized views’ because they contain data from several sources that are
combined into denormalized data storage. A materialized view might also contain
aggregates or data stemming from some business logic. The consumer of a mate-
rialized view determines which data should be available and the stream processing
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framework will be responsible for a continuous, low latency, delivery of these data
to that view. A special materialized view will be an event store that will basically
capture all input events into a standardized data format, which is not necessarily the
original format of data. This event store can act as input for the event streams in case
of cataclysmic failure of the total system. In theory, we should be able to rebuild all
materialized views, based on this event store.

9.1 Next Steps

The proposed DS architecture is a result of a journey investigating various solu-
tions for establishing an enterprise level version of the data ‘truth’ for various target
groups at OUNL. Practical experience so far is limited to a set of prototypes that
have shown the feasibility of various platforms. In this chapter, we have presented
the background and motivations for the proposed DS architecture. A prototype has
been built that connects to the copy of the yOULearn database via the standard JDBC
source connector. This resulting input stream has been processed by a stream pro-
cessing service that does some very basic joins and counts. However, the proof of the
pudding is in the eating. We are in process of launching a Kafka/Confluent cluster on
the SURFsara big data infrastructure. The first streaming applications will process
some basic data from OUNL’s source systems via Kafka connector, similar to the
prototype and will produce some basic materialized views. We intent to use the data
from the materialized view to construct an appealing info graphic of all learning and
teaching activities that are happening at OUNL. This graphic will be projected on
the OUNL’s information screens present in several buildings for all passing staff,
students and visitors to see. This serves a twofold purpose. First, for the first time
in OUNL’s history, it will provide a feeling of activity at OUNL campus, that other-
wise is a somewhat desolate environment characterized by a total lack of students.
Remember that OUNL is a distance teaching university and students do not reside on
the campus. The secondary goal is raising awareness of the importance and relevance
of the DS project within OUNL itself.

Real life experience will tell if the proposed architecture is up to the task, or
whether new insights will lead to adaptations. The whole data science field is still
very in turmoil at the moment as generally accepted practices are just start to come
into place. Time will tell.
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Learning Analytics in Practice:
Providing E-Learning Researchers
and Practitioners with Activity Data
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Abstract In this chapter, we describe a practical solution for providing all
researchers and practitioners in an online university with a unified learning analytics
database (LA-DB) containing evidence-based activity data. Our goal is to seamlessly
capture all relevant data generated within a virtual learning environment, using a very
simple learning record store containing only a few tables, trying to overcome the
typical problems in such a huge and complex scenario, namely data fragmentation,
duplicity, inconsistencies, and lack of standardization across different data sources
currently used by the university, without interferingwith current information systems
and procedures. In order to do so, some technological and organizational changes to
promote a “data culture” within the institution have been considered. The system,
implemented entirely using cloud services, allows researchers and practitioners to
pose and answer questions using a simple activity-driven datamodel, combining data
from three different levels of analysis, ranging from session-based (short-term) to
institutional (long-term). Available data includes navigation, interaction, communi-
cation, and assessment, as well as high-level indicators that aggregate and summarize
learner activity. Finally, we also present some preliminary actions taken for fight-
ing early dropout as an institutional project using the proposed infrastructure and
gathered data.
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1 Introduction

Nowadays, most educational institutions use online/web platforms as a tool, provid-
ing learners with additional support and extending the traditional teaching process,
generating plenty of research data from very different perspectives (Oncu & Cakir,
2011). This is especially true in higher education, as predicted a long time ago by
Taylor (1999). In some cases, some of these universities are even completely vir-
tual/online, with reduced or no face-to-face interaction at all (Sangrà, 2002). It is
important to note, however, that massive e-learning adoption does not turn online
higher education into a commodity (Chau, 2010), literally avoiding “technology-
enhanced non-learning” (Kinchin, 2012). Therefore, there is a real need to evaluate
the use of e-learning platforms and tools in order to really understand their impact
on teaching/learning processes (Kirkwood & Price, 2013).

The use of virtual learning environments (VLE) to support teaching and learning
processes involves the automatic capturing and gathering of all the activities done
by students and teachers. The amount of available data waiting to be analyzed is
larger than ever, surpassing the analytical capabilities of any educational institu-
tion. Nevertheless, the simple existence of available data does not imply success in
decision-making, as some authors have pointed out, especially if such data are not
analyzed according to an institutional strategic plan (Macfadyen & Dawson, 2012).

Currently, VLEs are very complex and integrate a wide range of systems with
different underlying technologies, such as communication tools, virtual libraries,
digital repositories, social networks, Web 2.0 tools, and so on. In some cases, other
administrative tasks (enrollment, secretary’s office, etc.) are also part of the VLE,
forming integrated but independent modules. Although VLE users seamlessly navi-
gate through these different information systems and tools, this is not the case from
the perspective of the data captured and gathered in each one of them. On the con-
trary, several problems such as fragmentation, duplication, and different identifiers
and non-standardized vocabularies are typical, thusmaking it very difficult to analyze
such data as a whole and to fully exploit it (Guitart & Conesa, 2016). Furthermore,
these questions can be raised from an educational perspective as well, trying to find
answers that might improve teaching and learning processes from a pedagogical
point of view.

Therefore, there is a genuine need to organize all data sources into a single analyt-
ical data store that contains only the relevant data properly described and aggregated,
in order to make analytical work easier for all the different stakeholders within the
VLE. By doing this, the stakeholders will only need to worry about carrying out the
analytical process and be able to forget about the process of gathering and prepro-
cessing the required data, thus promoting the adoption of learning analytics strategies
within the institution.

According to Siemens and Gasevic (2012), learning analytics is defined as “the
measurement, collection, analysis and reporting of data about learners and their con-
texts, for purposes of understanding and optimizing learning and the environments
in which it occurs. […] High expectations exist for learning analytics to provide
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new insights into educational practices and ways to improve teaching, learning,
and decision-making”. Learning analytics has its roots in educational data min-
ing (Romero & Ventura, 2007; Peña-Ayala, 2014) and intelligent tutoring systems
(Anderson, Boyle, & Reiser, 1985), but the importance of this renewed research field
is demonstrated by the enormous attention that it has received recently, as well as the
existence of several conferences and journals devoted to this topic (Siemens, 2013;
Selwyn, 2015; Guitart & Conesa, 2016).

Following the framework described by Greller and Drachsler (2012), in this
chapter we describe a practical solution for implementing learning analytics in an
online university. Starting with an abstract data model that captures all evidence-
based data within the institutional VLE, we describe how such data are gathered and
stored, the technical details behind the implementation used to manage such data
and the organizational changes needed to provide researchers and practitioners with
ready-to-use data.

2 Capturing Data in Virtual Learning Environments

There are several approaches to capturing and gathering data in a VLE. In (Santos
et al., 2015) the authors compare several specifications, with xAPI (Del Blanco, Ser-
rano, Freire,Martínez-Ortiz, & Fernández-Manjón, 2013) and IMSCaliper (Sakurai,
2014) being the most relevant among them. These systems try to capture the interac-
tions between entities in aVLE (learners, courses, degrees, etc.) as they are generated,
following a “noun, verb, object” triplet, also called a statement. This is a shift from
the traditional relational database paradigm (Atzeni et al., 2013), which stores data
from each one of the entities separately, to a non-relational model.

All the statements generated within a VLE are stored in what is called the learning
record store (LRS), which contains all the data on evidence of activity that are
considered to be relevant for learning analytics purposes (Berking, 2015). Currently,
the LRS improves the VLE by extending tracking and record keeping capabilities,
gathering evidence data. Due to the intrinsic nature of statements representing such
evidence data, the adoption and use of non-relational databases is more than justified,
especially in large VLEs that encompass very diverse services.

2.1 Data Sources in VLEs

As stated, VLEs are complex scenarios where different tools, services and resources
coexist, (hopefully) providing learners and teachers with the appropriate spaces for
interacting with each other. Due to its rapid development, technology has become
a commodity that supports different educational processes such as searching for
information, reading and annotating course materials, participating in debates and
discussions, and so on. In fact, the technology underlying a VLE is not a relevant
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factor with respect to successful e-learning (Sun, Tsai, Finger, Chen, & Yeh, 2008),
although it obviously influences learners’ experience of the VLE. On the contrary,
bad technology choices may lead to the opposite effect (Kinchin, 2012), especially
when very different tools are integrated without any supporting framework. In this
case, when VLEs are just a collection of poorly integrated tools, data gathering and
management can be very difficult and time-consuming.

Therefore, it is important to use data models that do not depend on the underlying
technology, capturing all evidence-based data considered relevant for learning ana-
lytics purposes, following a user (learner) centered design approach. Among others,
we are interested in capturing (at least) the following data:

• Admission and pre-enrollment data: before enrolling on a degree course, potential
learners browse the institutional website, searching for information about different
degrees, requirements, and so on. In some cases, they use traditional channels such
as phone calls or visit one of the admission desks. In this case, itmight be interesting
to store data related to all this interaction, as it may reveal interesting information
about learners’ expectations and goals.

• Learner data: those potential learners that ask for a specific degree need to provide
basic information about them in order to become enrolled students. This includes
age, gender, residence, previous academic background, and so on. All this data
can be used to build an initial profile of the learner that will evolve with time.

• Enrollment data: once the potential learner enrolls on a degree course, some deci-
sions need to be taken, mainly the number of courses or subjects taken during
that semester and which ones, based on certain (optional) recommendations and
constraints, which may differ depending on institutional policies.

• Navigational and interaction data: during the academic semester, learners are
expected to periodically connect to the VLE and interact with other learners,
teachers, resources, and other services such as the Digital Library, for instance,
according to the syllabus and teaching plans of the different courses they are
enrolled on.

• Assessment data: as part of their learning process, learners will be asked to per-
form certain learning activities, obtaining marks that will be used for their final
assessment.

• Survey data: learners are invited to participate in institutional surveys about the
quality of Virtual Campus services, as well as other surveys oriented to gathering
data about pilot experiences or research projects.

• Other data: finally, some innovation and research projects generate their own data
that is also captured to measure both learners’ engagement and performance. For
instance, an intelligent tutoring system for helping learners to solve exercises step-
by-step in a course about Logic, providing automated and personalized feedback.

Typically, each one of these data sources may be supported by a different tech-
nology, use different data formats, and even different vocabularies and identifiers for
describing the same entities (i.e., learner identification before and after enrollment).
Therefore, it is necessary to think of these data sources as processes that generate
evidence, rather than as databases or information systems (Guitart & Conesa, 2016).
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This abstraction between the current technological solutions used within the VLE
and the data stored in the LRS can be exploited beyond the traditional relational
database model, thus simplifying the LRS itself.

2.2 Storing Evidence-Based Data

Relational databases have been the predominant paradigm for information systems
and data management for more than thirty years. Concepts such as data warehouse,
datamart, andOLAP (online analytical processing) have become very popular (Kim-
ball & Ross, 2011). During this time, alternative proposals have appeared and ulti-
mately have failed or been condemned to niche markets. This was the case with
object-oriented databases, which at the end of the last century tried to improve rela-
tional databases’ lack of semantic expressiveness and solve impedance mismatch
problems.

In recent years, as more and more kinds of data from different sources have
become available, the ways to manage and access data have evolved rapidly (Gui-
tart & Conesa, 2016). This situation has fostered the development of non-relational
database technologies referred to as NoSQL databases. These databases address two
different issues. Firstly, in terms of implementation, NoSQL databases are horizon-
tally scalable, distributed and, for the most part, open source (Atzeni et al., 2013).
Another implementation aspect to consider when comparing NoSQL and relational
databases is the consistency and the availability of the data they provide. Usually,
NoSQL databases promote availability over consistency, so they may be particu-
larly useful in distributed and critical systems, such as in the management of health
record systems at country level (Moore, Qassem, & Xhafa, 2014). Secondly, at data
model level, being schema-less is one of the main reasons for the interest in NoSQL
databases. NoSQL databases can deal with a wide range of data structures (struc-
tured, semi-structured and unstructured), thereby offering increased flexibility. Fur-
thermore, the data schema definition (if any) can be implicitly provided at the time
of data insertion, and it can vary between individuals belonging to the same entity,
i.e., all sorts of data structures can be stored without prior definition (Cattell, 2011).
Therefore, NoSQL databases can be the underlying technology for implementing an
LRS (Berking, 2015).

It is important to note that the relational world has also evolved, especially where
performance is a major concern. Classical relational database management sys-
tems, originally conceived for OLTP (online transactional processing) applications,
have failed when used in OLAP environments. This has given rise to the need for
developing independent database engines, i.e., data warehouse products that gather
and integrate data from multiple operational databases, and allow complex ad hoc
queries to be executed, for example, for business intelligence purposes (Stonebraker
& Cetintemel, 2005), beyond traditional reporting.

The proposal described in this chapter falls within the context of an OLAP system
and, therefore, the best systems to store and manage the analytical data stores are not



150 J. Minguillón et al.

classical relational databases, but data warehouse products and NoSQL databases.
The abstract data model presented in Sect. 3 is implemented in a NoSQL database;
specifically, we have chosen Amazon DynamoDB. It was conceived originally as a
key-value NoSQL database (DeCandia et al., 2007), although it has evolved into a
document-oriented database that allows the storage of JSON-formatted documents,
which is the format we use to store the data coming from tracking API web services.
We found a document-oriented NoSQL database suitable for our needs, as our data
are semi-structured and the documents to be stored may have different structures
depending on the service they represent. We need to capture massive data sets pro-
duced within the UOC Virtual Campus (the institutional VLE described in the next
section). DynamoDB is, therefore, a convenient choice since it facilitates horizon-
tal scalability and distributed processing through its integration with the Hadoop
ecosystem (White, 2012), which is also used as part of the institution’s technological
infrastructure based on Amazon Web Services.

3 UOC Abstract Data Model

Since its inception in 1994 as a purely online university, the Universitat Oberta de
Catalunya (UOC) has been able to position itself among the leading universities
of the Catalan and Spanish university systems. Most of the students at the UOC
(currently more than 60,000) are adults who have a profile that would be hard to fit
into the traditional university system. In the UOC, they have found an opportunity
to start or continue their higher education degrees in a very innovative environment
(Sangrà, 2002). The intensive use of ICT for both the teaching/learning processes
andmanagement allows researchers and practitioners to obtain data about what takes
place within the UOC Virtual Campus, which is continuously being improved based
on such findings, as part of the institutional strategic plan.

As a completely online university, most of the interactions between learners,
teachers, and managers occur within the UOC’s Virtual Campus (Mor, Minguillón,
& Carbó, 2006). This is, however, distributed among many different services and
tools. Currently, a huge OLAP based on relational databases is used to store all the
relevant information needed for administrative purposes, while all user interaction
with the VLE is partially stored in different servers with the corresponding databases
and/or log files. Learning analytics has been a reality at the UOC since its inception
(Mor et al., 2006; Romero & Ventura, 2007), but important barriers regarding access
to the UOC’s data have kept researchers and practitioners from developing its full
potential. As part of the institutional strategic plan, a new approach to capturing,
storing, and providing e-learning researchers and practitioners with data has been
developed to promote a culture of data/evidence-based decision-making.
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Fig. 1 Star model used to
describe users, resources and
results

3.1 Evidence-Based Data Gathering

Using an activity-driven data model (van Barneveld, Arnold, & Campbell, 2012), an
analytical data store with a reduced set of tables has been created. All the activity
in the Virtual Campus considered to be relevant for learning analytics purposes is
stored as a 5-tuple, as follows:

[U(D), T, S, R, X]

This states that “user U (optionally, using device D) at moment T applies service
S on resource R with result X”. It is an extension of the “actor verb object” model,
including a timestamp (T) and the result (X) of applying the verb (S) on the specified
object (R). All these tuples are stored in a single table which acts as the principal
one in the LRS (Del Blanco et al., 2013; Berking, 2015), while other tables (in a
traditional relational sense) are used for storing data about users (U), resources (R),
and results (X), following a star schema (Kimball & Ross, 2011), as shown in Fig. 1.
These 5-tuples are polymorphic, as the service S completely determines the structure
of the other parameters, as well as their semantics. In fact, depending on the level
of analysis (micro, meso or macro, as defined in the following section), the other
parameters can also have different granularity (Santos et al., 2015).

3.2 Three-Level Data Analysis

When students interact with the VLE they may have different goals in mind, taking
into account temporal restrictions. Pursuing a degree is a long-term goal (span-
ning several years) decomposed into a sequence of mid-term goals (i.e., academic
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semesters or courses, spanning a fewweeks or months) which are performed through
a sequence of short-term actions (i.e., learning activities, spanning a few minutes or
a few hours).

Integrating these temporal scales into a single continuum is not easy as, in order
to succeed, learners need to take different temporal resolutions into account (Bar-
bera et al., 2015). In order to do so, we use a three-level framework (Mor, Garreta-
Domingo,Minguillón, &Lewis, 2007) that identifies the data generated at each level,
as well as the kind of questions that can be posed at each level, which determines
the data needed for learning analytics:

• Session level (short-term/micro): What do learners do when they connect to the
Virtual Campus? This level captures the way users navigate with particular goals
in mind, for example, how users use the e-mail service or how they access the
proposed resources and exercises or an intelligent tutoring system. At this level,
the learner’s short-term navigational behavior is studied. For instance, we record
when learners log into and log out from the Virtual Campus, generating 5-tuples
as follows:

[1234, 2015 − 10 − 29 08:08:08, USER_LOG_IN, ∅, ∅]
· · ·

[1234, 2015 − 10 − 29 08:18:28, USER_LOG_OUT, ∅, ∅]

In this example, student 1234 (which is an anonymized version of the student’s
personal ID) logs into and logs out from the virtual campus, spending a total of
10 min and 20 s. Each one of the actions performed by the learner is also stored
in the LRS using the same format.

• Course level (mid-term/meso): What does the learner do during a course (or aca-
demic semester)? This level tries to join all the single user sessions together in a
continuous flow during a longer period of time, limited to an academic semester or
course. This mid-term navigation behavior will be useful in validating hypotheses
about the relationships of user actions and the results, which are related to the way
learning resources are organized; assessment and feedback; assessment; and so
on. For instance, if the same learner replies to a message (mID1) in a forum with
another message (mID2):

[1234, 2015 − 10 − 29 08:09:10, USER_MESSAGE_RESPONSE, mID1, mID2]

Notice that this tuple contains neither the replied message nor the new one, as both
mID1 and mID2 are just pointers to the database storing the messages. In the LRS
we are only interested in storing the fact (i.e., the evidence) that the learner has
replied to a message. If further content analysis needs to be performed, messages
can be reached through mID1 and mID2.

• Institutional level (long-term/macro): What do learners do from the time of enroll-
ment until they finish (or drop out of) the degree? Finally, this level can be con-
sidered a long-term navigational behavior analysis. In this case, the main interest
is to analyze how students evolve from the beginning of a degree until success-
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fully completing it (or, less successfully, dropping out). This includes the study
of several stages in the student life cycle: first contact and university access, first
and following registrations, etc. For instance, the number and types of subjects in
which our learner is enrolled for the current semester would be as follows:

[1234, 2015/1, ENROLLMENT_USER_NUMSUBJECT, ∅, 3]

[1234, 2015/1, ENROLLMENT_USER_SUBJECT, cID1, 1]

[1234, 2015/1, ENROLLMENT_USER_SUBJECT, cID2, 1]

[1234, 2015/1, ENROLLMENT_USER_SUBJECT, cID3, 2]

In this case the learner is enrolled on three different courses (cID1 and cID2
for the first time and cID3 for the second time). Notice that both services are
entangled: the number of courses enrolled on must be equal to the number of
tuples describing each course for a given semester. In fact, the service named
“ENROLLMENT_USER_NUMSUBJECT” acts as an indicator, summarizing the
fact that the student is enrolled in that semester.

All data are, in fact, generated at the session level, that is, when the learner
performs a specific action within the VLE. Nevertheless, depending on their intrinsic
temporal nature and semantics they are considered to be part of the corresponding
level of analysis, as shown in Fig. 2. The three levels of analysis are nested (Mor
et al., 2007), but every piece of data gathered at each level can always be described
using a unique 5-tuple, by specifying the action or service S that determines both
its syntax and semantics. According to the semantics of service S, user U always
identifies unique users across all the institutional systems, although it can also be
used to identify user groups if necessary; T is usually a timestamp but in some cases
it can also be used to describe a semester using UOC nomenclature; R is always an
identifier pointing to a resource that uniquely describes it (when needed; otherwise,
∅); and X is completely open—it can be anything (except content), depending on
both service S and resource R. Each level poses different research questions1 that
need different data in order to be answered.

3.3 Available Services

The LRS can be seen as a dictionary of services (shown in Table 1) which can be
used to extract specific information about learners and their activities. These services
are organized according to their level of analysis (long-, mid- or short-term):

• Long-term services: admission, including all the information the potential learners
provide about themselves, the number of degrees that the potential learners request
information about, the different channels used by the potential learners and, finally,
an internal label generated by the admission department about the learners’ level of

1http://researchmap.pilots.elearnlab.org/

http://researchmap.pilots.elearnlab.org/
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Table 1 List of available services

Service

CLASSROOM_INSTRUCTOR_USER

CLASSROOM_SUBJECT_USER

CLASSROOM_USER_ACCESS

CLASSROOM_USER_ACTIVITY_ASSESSED

CLASSROOM_USER_ACTIVITY_RESOURCE_ACCESS

CLASSROOM_USER_ACTIVITY_SUBMIT

CLASSROOM_USER_ACTIVITY_VIEW

CLASSROOM_USER_CONTINOUSASSESSMENT_GRADE

CLASSROOM_USER_FINALEXAM_GRADED

CLASSROOM_USER_FINALEXAM_PRESENTED

CLASSROOM_USER_FOLLOWS_CONTINOUSASSESSMENT

CLASSROOM_USER_GRADE

CLASSROOM_USER_LIBRARYMATERIALS_ACCESS

CLASSROOM_USER_LIBRARYMATERIALS_RESOURCE_ACCESS

CLASSROOM_USER_LTI_TOOL_ACCESS

CLASSROOM_USER_PASSED

CLASSROOM_USER_SUBJECT_PERFOMANCE

CLASSROOM_USER_SURVEY_FILLED

CLASSROOM_USER_TEACHINGPLAN_VIEW

CLASSROOM_USER_TOOL_ACCESS

ENROLLMENT_USER_CONTINUES

ENROLLMENT_USER_NUMSUBJECT

ENROLLMENT_USER_RECOGNIZED

ENROLLMENT_USER_RECORD

ENROLLMENT_USER_SEMESTER

ENROLLMENT_USER_SUBJECT

STUDIES_USER_GRADUATED

USER_LOG_IN

USER_LOG_OUT

USER_MESSAGE_READ

USER_MESSAGE_RESPONSE

USER_MESSAGE_WRITE

USER_PLAN_PROGRESS

USER_PREVIOUS_STUDIES

USER_TUTOR_ASSIGNED

USER_TUTOR_FOLLOWS
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Fig. 2 Three-level framework for learning analytics at the UOC

conviction regarding their decision; mentoring, including interaction between the
learners and their mentor (writing, replying to, or reading messages in the virtual
classroom designed for mentoring), and whether the learner follows the mentor’s
recommendations for enrollment or not; and finally, whether they obtain a degree.

• Mid-term services: enrollment, including the number and typology of courses the
learner enrolls on, and assessment, including all the marks obtained by the learner
during the semester (i.e., continuous assessment) and in the final exams.

• Short-term services: log into and log out from the virtual learning environment;
accessing campus-wide spaces such as the digital library, secretary’s office or other
learners’ administrative support offices; all the interactionwith the designed spaces
(mailbox, virtual classroom, forums and other communication spaces, resources
and activities, etc.).

The dictionary of services is made available to all e-learning researchers and
practitioners as a public internal documentwhich can be used as a guide for requesting
data. Each service S includes a detailed description, its syntax and semantics for
parameters U, T, R, and X, an example of use and the possible relationships with
other related services. As new services are added every semester, information about
data availability is also included.
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4 LA-DB: Learning Record Store Implementation

As stated, the aim of a learning analytics database (LA-DB) at theUOC is to cover the
learners’ entire relationship with the institution, from the first time that a learner asks
for information (even before their first enrollment) to the end of the degree, accord-
ing to the three aforementioned levels. The LA-DB is not supposed to replace the
institutional data warehouse, but to complement it. In fact, the LA-DB was designed
bearing in mind that it could not interfere with current systems and processes carried
out by the different university departments and areas. Therefore, data are still gener-
ated and managed in their places of origin, which are responsible for data quality and
availability. In this sense, any change in the data source needs to be communicated to
the LA-DB office, in order to update all the ETL (extract-transform-load) processes
that feed the LRS.

In pursuit of comprehensiveness, several different sources of information (pre-
viously described in Sect. 2.1) have been considered. In general, these sources can
be divided into two types: (1) those related to the VLE and other learning spaces
(LMS or equivalent), containing evidence-based data that has to be transferred to
the LA-DB every day; and (2) data warehouse systems, containing data coming
frommanagement systems (CRM, ERP, etc.), which includes data about enrollment,
accreditation, assessment, student curriculum, and so on. Usually, data from this sec-
ond type of source is transferred to the LA-DB just once a semester. The first type
is mostly related to the short-term level, while the second is related to mid-term and
long-term levels. Figure 3 summarizes the internal structure of the LA-DB and the
main services offered through it.

Regarding the first type, the UOC’s VLE contains learning spaces that already
include a xAPI implementation (i.e., using the TinCanAPI) (Del Blanco et al., 2013).
This collects (using JSON-formatted structures) most of the data from the virtual
classroom, such as resource/tool access, downloading and uploading of learning
activities, study plan access, and feedback from the instructor, aswell as some specific
data from specific resources, like forums (that is, who reads, writes and replies to
messages). In these learning spaces, login and logout events, among others, are also
gathered. These data are temporarily stored in a MongoDB database (because it is
the database used by the TinCan API implementation) and automatically transferred
daily to the LA-DB through an ETL process.

For the second type, the process has been intentionallymoremanual. Since the data
warehouse information is usedby certain people to performand improvemanagement
processes, we have asked (once a semester) the people in charge of such processes for
their data in the same format as that used for their management purposes. These data
have then been adapted manually to perform an ETL that includes all data changes
as well as any new data since the last upload to the LA-DB. Using this approach, the
quality of data, semantics and potential upgrades has been guaranteed.

In both cases, during the ETL processes the data are anonymized (Drachsler et al.,
2015). This anonymization process consists of removing/obfuscating all the personal
data and changing all the internal IDs to a new one called LA-ID. As a result, the LA-
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Fig. 3 LA-DB internal structure and main services

ID/internal IDs’ equivalence tables are stored at the UOC, at the appropriate security
level, and under the responsibility of the UOC’s Chief Security Officer (CSO). Thus,
the anonymized LA-DB can be safely stored in the cloud in order to be accessed and
exploited as an e-learning research and QA database for all interested researchers
and practitioners.

4.1 LRS Storage

The LA-DB cloud infrastructure is based on Amazon Web Service (AWS) and com-
posed of an Amazon DynamoDB, a NoSQL database service with seamless scalabil-
ity that automatically spreads the data and traffic over a sufficient number of servers
to handle both the request capacity and the amount of data stored. The infrastruc-
ture is completed by an Amazon S3 store service which acts as a repository for all
of the LA-DB query results. DynamoDB provides out-of-the-box Amazon Elastic
MapReduce (Amazon EMR) integration, allowing the use of Apache Hadoop and
Hive engines as a powerful toolbox for managing, analyzing, and even monetizing
the data stored in the LA-DB.

The internal LA-DB structure is based on Ralph Kimball’s star schema approach
(Kimball & Ross, 2011), where there is a fact table that contains all of the afore-
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mentioned values or statements, and a set of dimension tables referenced by “facts”.
Therefore, in the 5-tuple structure described in Sect. 3, the “fact” is service S and the
other parameters refer to the specific dimension tables describing users U, resources
R and results X, containing details about each dimension element such as user pro-
files, subject and curricular hierarchy, semester structure, resource types, and so on.

4.2 Using Multiple LRSs

Once the LA-DB is up and running, it stores all the Virtual Campus activity as
previously described. Nevertheless, to improve both performance and data quality,
the LA-DB is conceptually split into three different LRSs according to their temporal
span (analogously to the levels described in Sect. 3.1):

• Historical level: it contains all historical data from previous semesters (not includ-
ing the current semester), that is, all evidence-based data that is not supposed to
change or that can be manually changed for very specific or rare requests.

• Current semester level: it contains all the data that is generated during the current
semester. Most learning analytics initiatives can be implemented using data from
this LRS. The dictionary of services is the same as in the historical level, as
described in Sect. 3.3.

• Application level: it contains only data for a given application or service that needs
to use the LA-DB for a very specific purpose, such as an intelligent tutoring system,
for instance. Several applications at this level can co-exist at the same time, each of
them efficiently writing and reading 5-tuples in a “private” LRS, even using private
dictionaries of services, if needed. This is a typical scenario for pilot initiatives
that need to be tested during one or two semesters before becoming part of the
Virtual Campus.

At the end of an academic semester, once the current semester-level LRS is consid-
ered to be stable (with respect to the data it contains), it is dumped onto the historical
one. Application-level LRSs can decide whether they want to keep the data from one
semester to the next and/or also be dumped onto the historical LRS.

On top of these LRSs, there is an access layer that provides access to all LRS data
organized by academic semesters and services. In fact,most analyses only need a very
small fraction of the total LRS or they are focused on a specific period of time and/or
cohort. This layer allows researchers and practitioners to obtain data for a specific
subset of services within a period of time (typically one semester). Requested data
are dumped to several CSV files, one for each service and/or semester, which can
easily be manipulated by researchers and practitioners in order to further analyze
them. This is the most basic access level for LRS data, hiding the technical details
needed to exploit it.
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4.3 Indicators as Activity Summary

An interesting possibility offered by the LA-DB is that the most popular requests
from researchers and practitioners can be stored as new services, summarizing or
aggregating a specific subset of data. Although this may pose consistency problems
if the underlying “raw” data changes, it simplifies the usage of the LA-DB for most
practitioners, who are neither experts nor willing to query a database. Indicators are
created according to the following criteria:

• Indicators that describe a complex aspect about learners regarding their interac-
tion or academic performance. For instance, for a given semester, the accumulated
number of semesters, courses, and credits the learner has previously enrolled on.
Or, according to the learner’s navigation profile, the accumulated number of con-
nections and days connected to the VLE, updated every week, as follows:

[1234, 2015/1, DAYSCONNECTED, W, N]

Here W represents the relative number of the week in the current academic
semester (“2015/1” or Fall 2015 according to the UOC’s nomenclature) and N is
the total of days the learner has connected to the VLE.

• Indicators that summarize a concept about the teaching/learning process from an
institutional perspective. For instance, once the enrollment process has finished
and data can be considered to be stable, a 5-tuple containing the total number of
students can be generated, as follows:

[∅, 2015/1, TOTALUOCENROLLMENT, ∅, N]

Here N is the total of learners enrolled in the “2015/1” semester. Analogously,
the total number of enrolled course credits could also be stored using another service
S, for instance. Therefore, for a given semester, the total number of learners can be
retrieved with a single query using this service.

In fact, this is the first step towards providing the UOC’s researchers and practi-
tioners with indicators that can be used to answer typical questions in a VLE, such
as dropout rates, usage of learning resources, learner satisfaction, and so on. On top
of these indicators, several dashboards addressing different issues (i.e., engagement
or retention) can easily be designed (Verbert et al., 2014). As part of the institutional
strategy, several indicators and dashboards are being developed within internal inno-
vation projects, namely UOC INDEX.2

2https://www.uoc.edu/portal/en/elearncenter/innovacio/projectes/fitxes-projectes/projecte-10.
html

https://www.uoc.edu/portal/en/elearncenter/innovacio/projectes/fitxes-projectes/projecte-10.html
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5 LA-DB as an Institutional Service

There are many possible uses of the LA-DB, but the main one is to provide data for
innovation and research purposes. As described in Sect. 3, the UOC is a completely
online university using e-learning as the basis for its educational model (Sangrà,
2002). The innovation and improvement of its model as well as the ability to promote
applied research in e-learning within the institution are key processes that make the
UOC a unique laboratory. Therefore, the ability to collect and gather data from the
teaching and learning processes to validate innovation projects and foster applied
research in the field of e-learning is crucial (Macfadyen & Dawson, 2012).

In order to promote innovation and applied research projects, a data extraction
service from the LA-DB has been set up. This service is open to all faculty staff that
would like to improve their courses by applying innovation, as well as to researchers
in the field of e-learning and technology-enhanced learning. Currently, faculty or
researchers can request specific data by using a simple form, which initiates an
internal procedure that starts with a meeting between them and the UOC’s LA-DB
team. During the meeting, all aspects regarding data collection (including privacy
and ethical issues, which aremandatory) have to be defined and planned. The LA-DB
team provides support to faculty and researchers throughout the process of setting
up all the experiments or data collection instruments, in addition to related issues
such as surveys, student consent, and agreements. The LA-DB team also performs
the task of sending all the queries to the LA-DB using the appropriate tools (Hadoop,
Hive, and so). Finally, all extracted data are merged and combined and then made
available to the faculty and researchers, usually as a collection of CSV files ready to
be analyzed and visualized using several tools including Tableau, Splunk or R.

5.1 Current Status

In 2008, like many other European universities, the UOC adopted the directives
defined by the European Higher Education Area3 (EHEA), also known as the
Bologna Process. New degrees based on competence acquisition and development
were designed, focusing on activities rather than on traditional content, raising the
importance of gathering evidence-based data. Currently, LA-DB contains enrollment
and assessment data for all the students enrolled on those EHEA degrees and, since
2014, all the additional data described in Sect. 3.3, which was not easily accessible
before.

The LRS currently contains around 300,000,000 records, which represents more
than 400 GB of data. Each semester, around 12 GB of data are added to the LRS.
Since 2014, theLRShas been gathering data from60,000 differentVLEusers (mostly
students, but also teachers, managers, and support staff) and their interaction with

3http://www.ehea.info/

http://www.ehea.info/
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more than 6500 virtual classrooms, generating around 600,000 pieces of evidence
using the 5-tuple format every day.

5.2 Limitations

Although LA-DB is under continuous development, it is also already in production,
providing some e-learning researchers and practitioners at the UOC with evidence-
based data. Nevertheless, in order to become a basic tool which is part of the insti-
tutional infrastructure, some barriers must be addressed and overcome:

• Organizational: LA-DB depends on data which is generated in different depart-
ments, so any change in the source needs to be transferred to the LRS, taking into
account all the possible changes (missing data, different semantics, etc.). On the
other hand, if it is to be successful, LA-DB cannot itself become a bottleneck for
addressing all theUOCdata requests, it is necessary to provide simplemechanisms
for retrieving data, indicators, and even automated dashboards.

• Technological: although it is not a problem yet, in the near future the LRS will
need to handle around 109–1010 records, which will push the underlying database
to its limit. Although LA-DB uses scalable cloud services, it will also have to fulfill
the requirements defined by the institutional technology strategic plan, which may
establish some security and efficiency requirements for the ETL processes.

• Cultural: finally, it is necessary to spread awareness of the possibilities of LA-
DB among all UOC researchers and practitioners, including training regarding the
current data dictionary and helping them to formulate the right questions; detecting
new possible data requirements for addressing new problems.

5.3 Case Study: Fighting Early Dropout

From an institutional perspective, the LRS is the cornerstone of several projects
addressing very important issues, such as understanding and fighting early dropout,
for instance (Grau-Valldosera & Minguillón, 2014). Each semester (enrollment at
the UOC takes place twice a year), almost 30% of the students first enrolled on an
official degree the previous semester take a break, that is, they do not enroll on any
course during the second semester of the degree they initiated. Only around 10%
of these students return after such a break, that is, the immense majority become
early dropouts. Therefore, taking a break in the second semester is a very probable
sign of dropping out. Systems are therefore needed that rapidly detect those students
at risk, in order to apply the necessary corrective measures and reduce these high
dropout rates. This is a typical scenario for the use of learning analytics within
a higher education institution (Freitas et al., 2015), combining gathered data with
institutional know-how about all the processes involved during such a short period
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(i.e., one academic semester). Currently, the LRS can provide the following data for
analyzing the causes of dropout:

• Before enrollment: learner profile, including age, gender, previous academic back-
ground, admission procedure, and so on.

• Enrollment data: number and type of courses.
• Navigational and interaction data during the academic semester.
• Academic performance: continuous and final assessment.
• Answers to the institutional survey.
• Decision taken about enrolling or taking a break in the second semester.

Notice that the available data about learners is incremental in time. Before the
semester starts, we only have the learner’s profile and admission procedure available.
Once learners have enrolled on one ormore courses, they start the academic semester,
following the proposed activities and interacting with other users, resources and ser-
vices within the VLE. They obtain marks and final assessments for each one of their
activities and courses and, optionally, they may provide answers to the institutional
survey. Finally, they decide whether to take a break or not during the following
semester. Our goal is to predict this fact as soon as possible, based on the gathered
data, and for this purpose we built several models using all the available data at a
given moment. Preliminary experiments are consistent with the results of Freitas
et al. (2015) and show that:

• Model 1 (learner profile only, before enrollment): no predictive power, as no vari-
able or combination of variables explains early dropout. Nevertheless, some pro-
files show minor tendencies towards dropout, i.e., students that already have a
degree are more likely to drop out than those that come to continue previous
unfinished studies, so they might need additional counseling. Students that are
less confident during the admission process and have more doubts about which
degree they want to start are also more likely to drop out, also needing additional
mentoring.

• Model 2 (enrollment data, before the semester starts): no predictive power, as no
combination of courses is crucial for determining early dropout. Nevertheless,
some course combinations yield poor academic results and should be avoided
during the enrollment process. This fact has also resulted in interesting actions,
as some course calendars have been redesigned in order to minimize overlapping
among the most popular courses taken in combination.

• Model 3 (navigational and interactiondata, during the semester): experiments show
that there are six different navigational profiles according to the number of days per
week a student connects to the VLE. There are four profiles ranging from very high
(7 days/week) to low (1–2 days/week) VLE usage and two additional interesting
profiles: those that start connecting 3–4 days/week, then fall to 1–2 days/week after
a few weeks, and finally not connecting at all after approximately the eighth week;
and those connecting only 1–2 days/week during the first three or four weeks, and
disappearing after the fourth week. Learners falling into these two last clusters are
most likely to fail and drop out.
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• Model 4 (assessment data, once the semester has finished): high predictive power,
as students that fail in every course they are taking are those most likely to
take a break and to actually drop out. Using a backwards reasoning process, the
main proxy indicator of dropping out is not passing any course, which is directly
related to not following the proposed continuous assessment, and this can easily
be detected through the analysis of the navigational profile.

Following the ideas described by Greller and Drachsler (2012), the simple fact
of gathering and organizing all this data serves two purposes: first, to revise current
processes and data sources, detecting omissions and inconsistencies; and second, to
convert all the institutional know-how about dropout (as both researchers and prac-
titioners) into a complex model, including asking the right questions and finding the
possible answers. Furthermore, even preliminary analyses reveal interesting patterns
and give rise to new questions, as well as new data requirements for addressing such
questions. Without this know-how and the proper alignment with the institutional
strategic plan, it is impossible to address dropout as the complex, multi-faceted prob-
lem that it is (Macfadyen &Dawson, 2012). Nevertheless, this effort provides partial
results in the form of knowledge about learners, courses, assessment processes, etc.
This knowledge can be used to rethink and redesign some of the institutional proce-
dures (i.e., enrollment or admission), in order to correct the detected hindrances and
improve learners’ experiences from the very beginning.

6 Conclusions

Although both traditional bricks-and-mortar universities and online/distance ones
have been using virtual learning environments for some years now, it has only been
recently that such institutions have seriously considered the opportunities that the
analysis of such huge amounts of data brings. Learning analytics is the new frame-
work for turning questions related to teaching and learning processes into new tools
and dashboards that help learners, teachers, and managers to better perform and
understand their tasks within an educational institution.

In this chapter, we have presented a practical implementation of a learning record
store named LA-DB, inspired by the xAPI specification for gathering evidence-based
data. Our proposal defines all the relevant learner activitywithin the institutionalVLE
as a 5-tuple that describes who applies which service on which resource and when,
with an optional result for such an action. We have shown that this abstract model
can be used to represent all the relevant learner activity within the VLE at different
levels of analysis, ranging from session-based (short-term) to institutional (long-
term), covering the entire learner life cycle from the very beginning. As a summary,
system implementation is based on a set of ETLs (extract-transform-load process)
gathering data from different sources. There are two main kinds of sources: the
learning environment source (LMS, educational resources, etc.) and themanagement
environment sources (SIS, ERP, and other institutional processes). Data from the
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VLE are gathered through a Tin Can API engine and collected as a set of statements
in MongoDB. Every day, an ETL processes and stores those data (anonymized)
in the LRS. Management data are generated at different paces (e.g., semester by
semester), so ETL processes are executed every time that such data are generated.
LA-DB is based on a classic star schema and has been implemented using cloud
AWS infrastructure with DynamoDB and an additional layer of CSV files stored in
an S3 server. AWS allows us to provide ad hoc infrastructure for processing data,
from simple sets of CSV files that can be processed with Tableau, for instance, to
complex data sets analyzed through Hadoop, Redshift, and other tools.

Data from all the academic semesters since the adoption of the EHEA in 2008
are already available on the LA-DB, although its real usage is still limited, mainly
because of the lack of a user-friendly interface for making queries and extracting
slices of data for analysis purposes. Only users competent in database management
canuse it now,which is not the casewithmost of theUOC’s e-learning researchers and
practitioners. As an ongoing institutional project, we are now promoting the usage of
the LA-DB among those researchers and practitioners, in order to foster bottom-up
innovation and applied research projects that boost the UOC’s educational model
and improve our understanding of teaching and learning processes. The intention is
also to help learners and teachers to fully develop their potential as part of the UOC
community. As part of the institutional strategy, a guided procedure for obtaining
data in a simple format such as CSV has been established, and all issues related
to data privacy and ethics have been taken care of. Several top-down institutional
projects such as fighting early dropout have also recently been started using data
from the LRS.

Current and future work in this field involves the acquisition of more evidence
related to learner activity, its definition as newservices using the 5-tuplemodel and the
implementation of the ETL processes needed to feed the institutional LRS. Providing
e-learning researchers and practitioners with pre-defined indicators is also another
important task that is currently under development through institutional innovation
projects. Once this has been accomplished we will be able to build better dashboards
that could be seamlessly integrated into the institutional VLE, hopefully helping all
its stakeholders (learners, teachers, and managers) to achieve their particular educa-
tional goals. We expect LA-DB to boost the UOC’s potential in learning analytics,
promoting research and best practices in complex educational issues such as dropout,
engagement and automated feedback.
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Using Apache Spark for Modeling
Student Behavior at Scale

Nicholas Lewkow and Jacqueline Feild

Abstract This chapter is an introduction to parallel processing with education data.
As the amount of education data continues to grow, new methods for processing
this data efficiently are required. This chapter gives a history of popular parallel
computing frameworks and discusses problem types that are easily mapped to these
frameworks. Following that, an example machine-learning problem is described and
a single-threaded and parallel pipeline using Apache Spark are compared. We hope
this information can be used by other practitioners looking to utilize Apache Spark
to expand their models to include more students and more data.

Keywords Apache Spark · Machine learning · Predictive model · Big data

1 Introduction

The amount of data being collected by online systems continues to increase, and the
domain of education is no exception. Digital textbooks and assignments capture a
wide range of student and instructor interactions every day, clicker systems provide
data on classroom attendance and engagement, and the amount of background data
collected by student information systems continues to grow. In addition to traditional
academic institutions, the first massively open online course (MOOC) appeared in
2011 (Pappano, 2012) and an estimated 58million studentswere enrolled in aMOOC
in 2016 alone (Shah, 2016).

Increasingly, all of this data is being used to build predictive models that can
aid with student interventions and increase student retention. The large amount of
data available allows for better predictive models, since most models require a lot of
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training examples to increase accuracy. At the same time, this large amount of data
also means that these models can be computationally expensive to build and test.

Fortunately, when working with educational data, problems are often data
parallel, meaning that computation for an assignment, section, or even a student,
is independent from computation for other assignments, sections, or students. This
allows for computations to easily be done in parallel on different CPU cores or
even on different machines altogether, with the final results being aggregated from
the different machines at the end of the computation. For example, to compute
the average grade for each student in the class, the data for each student can be
sent to different CPUs to calculate the average grade separately, without any data
interactions between students.

Working with large data sets (e.g. those that don’t fit in memory on a laptop)
requires re-thinking how data-structures and algorithms work in parallel. Tradition-
ally, this has been done with code from very low-level libraries such as openMPI,
which is very time consuming towrite and debug. Luckily, recently developed frame-
works like Apache Hadoop and Apache Spark offer easier methods for writing paral-
lel algorithms. Apache Spark has gained popularity over Hadoop recently because it
is easy to use and offers APIs in several popular programming languages. Addition-
ally, Apache Spark has an extensive set of parallel APIs that are useful for building
predictivemodels. These include functions for creating and cleaning features, as well
as functions for training and testing different supervised and unsupervised machine
learning models.

This chapter provides the history of some popular parallel computing frameworks
and a discussion of what types of problems in the domain of education these frame-
works might work well for. It also provides an example predictive modeling pipeline
and the details of how this model was built and tested in parallel. A similar pipeline
can be followed by practitioners looking to use parallel programming to expand their
existing or future models to handle growing data sets.

2 Background on Parallel Computing

For decades, parallel computing was limited to extremely specialized problems
done by scientists and researchers working on expensive, custom supercomput-
ers. In 2003, Google released a whitepaper describing a new type of distributed
computing (Ghemawat, Gobioff, & Leung, 2003). The system described in the
Google whitepaper outlined a new path forward for parallel computing, using fault
tolerant data structures on large commodity hardware clusters. This allowed for large
computing clusters to be built with off-the-shelf hardware, resulting in extremely
cheap computation compared to custom hardware. It also allowed for horizontal
scalability, in that a cluster could be doubled by doubling the number of commodity
nodes in the cluster. The fault tolerant data structures ensured that if a node in the
cluster failed, the computation could recover and proceed forward.
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The main ideas summarized in the Google whitepaper revolve around the con-
cept of map-reduce computations performed on worker nodes and controlled by a
driver node. The user interacts with the driver node which in turn sends computation
instructions to the worker nodes. In the map-reduce paradigm, data can be thought
of as always residing in a vector which is distributed among the workers nodes, with
operations being mapped to all elements in parallel, and aggregations being done to
reduce results from all elements. As an example, we can imagine having a collec-
tion of random numbers residing in a vector-like data structure. A map operation is
one that performs the same function to every element in the vector. If we wished
to multiply every number in our vector by 2, we could perform a map operation. In
contrast, a reduce operation performs aggregations on a vector. If we wished to sum
all of the random numbers in our vector, we would perform a reduce operation. The
combination of the map and reduce operations are used as the building blocks for
parallel algorithms in the map-reduce paradigm.

In 2006, the open source Apache foundation created the Hadoop project, which
is based on the Google whitepaper. Hadoop provided a high-level set of APIs for
map-reduce parallel computing and was built on top of the Hadoop Distributed File
System (HDFS)which allowed for reading andwriting data in parallel to a file system
in a fault tolerant fashion. A typical workflow for using Hadoop might be the worker
nodes reading a data set in parallel fromHDFS, performing a set ofmaps and reduces,
and writing the results in parallel back to HDFS. In 2008, Hadoop set a new world
record by using 910 worker nodes to sort 1 TB of data in 209 s (O’Malley, 2008).

Following from the successes of Hadoop, Apache Sparkwas created in 2009 at the
UCBerkeley AMPLab and was made open source in 2010. Apache Spark followed a
lot of the same concepts that Hadoop pioneered such as implementing resilient, dis-
tributed data structures and performing map-reduce operations. The major advance-
ment inApache Spark came from the use of in-memory data structureswhich allowed
for a huge increase in performance. In a 2014 performance test, Apache Spark sorted
100 TB of data in 23 min (Xin, 2014). This same sort on Hadoop took 3 times
slower and required 10 times more machines. In addition to performance, Apache
Spark has several useful packages in addition to map-reduce such as libraries for
machine learning, graph analysis, and a SQL interface. All of these packages extend
the functionality of Apache Spark while maintaining the high performance and speed
of computation. Apache Spark is currently the most widely used parallel framework
for working with big data on commodity hardware or using cloud-computing ser-
vices such as AmazonWeb Services. Additionally, Apache Spark has APIs in several
commonly used languages such as Scala, Java, Python, SQL, and R.

3 When to Use Parallel Computing

Parallel computing is an important tool for reducing computation time for large
problems, but it is important to know when it is the right solution. The most common
reasons to need parallelization are working with more data than will fit in memory
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on a single machine and performing computationally expensive calculations (e.g.
performing sentiment analysis on an essay for each student which may take several
minutes for a standard paragraph of text).

When data fits in memory on a single machine, standard tools like Python Pandas
or R may be fast enough in practice. They might be desirable over a framework like
Spark because they don’t require learning a new tool, and may have more sophisti-
cated statistics and machine learning packages available. On the other hand, these
tools are only fast when data fits in memory, so if data volume increases past this
limit, code will have to be entirely re-written for computation to remain tractable.

Even if a data set fits in memory on a single machine, it may still make sense to
use parallel computation if the calculations are computationally expensive. Take as
an example the scenario where you want to perform sentiment analysis on student
essays. If this process takes one minute per student essay, the analysis for a class of
100 students will take over an hour and a half to finish. If instead you use Apache
Spark to parallelize this computation, the analysis could be done in as little as one
minute as essays for all of the students could be worked on in parallel.

When you do have a lot of data or computationally expensive calculations, there
are a number of problem types that Apache Spark works well for. These include
problems that are naturally data parallel in some way (e.g. computing the same thing
for a large number of students), and problems where the computation can be divided
into pieces that can be computed independently without interactions. There are many
examples of data parallel problems in education, since education data is naturally
grouped by categories like student, class, or university. Any time a calculation is
repeated for all members of a particular category, that problem is naturally data
parallel. An example of this includes computing assignment submission statistics
for every course in a discipline. Each set of statistics can be computed independently
by different machines without needing any information about other courses in the
discipline. Another example is doing sentiment analysis on discussion forum posts
for every student in a course. Each student’s discussion forum posts can be analyzed
independently, without needing any information about other students’ posts.

4 An Example Predictive Model Pipeline Using Parallel
Computing

In this section,we provide a toymodel pipeline and showwhat it looks like as a single-
threaded and parallel pipeline. Specifically, we will look at the problem of predicting
course dropout from assignment submission data. Providing a way for instructors
to easily identify students at-risk of dropping out is useful for those teaching online
courses or courses with a large number of students, as it allows time for intervention
before students actually drop out of the class and can help increase retention rates
which is a common goal for most higher-ed institutions.
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This problem is an instance of binary classification and given historical behavioral
data, we want to label students as either at-risk or not which is represented as either
a 0 or 1. There are many existing machine-learning techniques for modeling this
type of problem. Some of the most well known include logistic regression, decision
trees, random forests, SVMs and naive Bayes. We chose to use logistic regression
for this example because it has a number of desirable properties. First, the output
of a logistic regression model is a number between zero and one representing the
confidence of the class label, instead of a hard classification label that only describes
whether a student is at risk of dropping out or not. This allows for a more granular
comparison of the predictions. This output can also be thresholded to find the binary
class label. Additionally, logistic regression computes weights for each feature, so
it is possible to understand how important each feature is to the model. It is also
possible to express how important each feature is to a prediction, which can help
provide actionable interventions for dropout risk.

The data used in this example is assignment submission data. For each assignment,
it includes assignment due date and type (e.g. homework, quiz, etc.) and for each
submission it includes start time, submit time, time spent, score and attempt number.
Using this data, we derived four model features. They include:

• Average Grade
• Average time spent on the assignment relative to class average
• Percent assignments submitted
• Submission time relative to due date

These features are all time invariant, meaning that they don’t depend on what
day or week of the semester it is. This is important, because we want to create one
classifier that can be used at any point in the semester.

4.1 A Single-Threaded Feature Generation Pipeline

Building and testing our logistic regression model requires a set of labeled feature
vectors. In order to simulate how this classifier would be used during the semester, we
generated one feature vector per student perweek. This simulatesmaking a prediction
once a week for the entire semester. To generate feature vectors for week one, we
used only the submission data for assignments due through week one. To generate
feature vectors for week two, we used only the submission data for assignments
through week two and we continued this pattern through the end of the semester.

Since some of the features require calculating a value for a student relative to the
entire class (e.g. time spent on assignment relative to the class average), computing
features requires the data for all students in a section at one time. Because of this,
one workflow we used was to pull all of the data for one section, compute feature
vectors for all students in that section, then pull all of the data for the next section,
compute feature vectors for all students, and repeat for all sections. This is shown in
Fig. 1. The result is a final list of all feature vectors from all students in all sections.
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Fig. 1 Single-threaded pipeline

This workflow worked well for a small number of sections, but our full data set
has around 300,000 sections. This means that to generate training/validation/testing
data using all sections would take 20 days. This makes it apparent that in order to
run experiments in a reasonable amount of time, a parallel solution is necessary.

4.2 A Parallel Feature Generation Pipeline

Fortunately, this problem is data parallel and thus lends itself nicely to a parallel
solution with Apache Spark. In the above workflow, we repeated work for each
section by computing feature vectors for each. In contrast, we used the map-reduce
framework ofApache Spark to compute the feature vectors for each section in parallel
on multiple cores at the same time. To do this we used the same function from the
single-threaded pipeline that took a section id as an argument and computed all of
the feature vectors for all students in that section. We used a Spark map operation to
call this function on all section ids in parallel. The result is a final list of all feature
vectors from all students in all sections, just like the single-threaded workflow. This
is shown in Fig. 2. An analysis of the speedup achieved using this solution is in the
following section.

4.3 Speed-Up Analysis

To understand the speedup gained from using Apache Spark and adding additional
worker nodes in order to compute feature vectors in parallel, we ran experiments
where we varied the number of worker nodes in the Spark cluster and recorded the
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Fig. 2 Parallel pipeline

computation times. Figure 3 shows the speedup resulting from use of a singular
worker node up to 20 worker nodes.

Here, parallel speedup is defined as

Sn � t1
tn

where Sn is the parallel speedup, t1 is the time for the computation on 1 worker node
and tn is the time for computation on nworker nodes. This calculation can be thought
of as the time saved on a computation by using n workers in parallel.

Figure 3 shows this parallelization process created a speedup of 15× when using
20 worker nodes. This measured speedup can be compared to linear speedup which
is the theoretical best speedup that you can achieve in which doubling the number

Fig. 3 Parallel speedup
achieved using Apache
Spark to generate student
feature vectors. Each worker
node consisted of 4 CPUs
and 30.5 GB of memory
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of worker nodes reduces the computation time by half. The reason linear speedup of
20×was not achieved was because the computation is limited by the uneven number
of semester weeks and number of students between sections. If every section had
the same number of semester weeks and students, exact linear speedup would be
expected. Despite the limitations, this shows that this speedup is essential for this
computing feature vectors in a reasonable amount of time.

5 Discussion and Conclusions

As the amount of education data being collected continues to grow, frameworks like
Apache Spark are becoming important tools to enable parallel computation on big
data. Fortunately, the structure of educational datamakes it a good candidate for paral-
lel computation and this chapter describedhow tomap several commonproblem types
to the Apache Spark framework. We have analyzed an example machine-learning
problem using a single-threaded pipeline and a parallel pipeline and compared the
speedup provided by using Apache Spark. We hope this information and example
problem help other practitioners get started learning to process large amounts of
education data using Apache Spark.
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Towards a Cloud-Based Big Data
Infrastructure for Higher Education
Institutions

Stefaan Ternier, Maren Scheffel and Hendrik Drachsler

Abstract This chapter reports about experiences gained in developing a learning
analytics infrastructure for an ecosystem of different MOOC providers in Europe.
These efforts originated in the European project ECO that aimed to develop a single-
entry portal for variousMOOCproviders by developing shared technologies for these
providers and distributing these technologies to the individual MOOC platforms of
the project partners. The chapter presents a big data infrastructure that is able to
handle learning activities from various sources and shows how the work in ECO
led to a standardised approach for capturing learning analytics data according to the
xAPI specification and storing them into cloud-based big data storage. The chapter
begins with a definition of big data in higher education and thereafter describes the
practical experiences gained from developing the learning analytics infrastructure.

Keywords Cloud storage · Real time feedback · xAPI interfaces · Visualisation ·
Dashboard · Learning analytics

1 Introduction to Big Data in HEI

Discussing ‘big data in higher education’ often manifests itself as a discussion about
‘learning analytics in the higher education domain’. The actual research activities in
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the field of learning analytics are similar to those in other big data-related research
disciplines, e.g. in business or commerce. The term learning analytics matured to a
commonly used key phrase encompassing the central aspects of learning and edu-
cational systems that are crucial for the whole big data process chain of harvesting,
pre-processing, and analysing learning data in order to model, visualise and predict
the different states of an educational situation (Greller & Drachsler, 2012). Learning
analytics research also involves many other factors related to dealing with big data
such as instructional design, ethics and privacy as well as policy-making. In that
sense learning analytics is more diverse than its sister community of educational
data mining, which is bound closer to the central tasks of predictive model testing in
educational contexts (Berland, Baker, & Bilkstein, 2014).

One could say that the term learning analytics already provides some relevant
context variables for the application of data science within the educational field,
for instances: (1) learning analytics should be about learning and should support
the learning process, e.g. with feedback systems, (2) certain aspects of learning like
motivation, learning goals, learning activities or assessment results should be taken
into accountwhen providing outcomes of data science to learners, and (3) educational
datasets are often much smaller than data sets in many other disciplines like health,
finance or physics.

Due to this last point, it is thus somewhat questionable whether learning analytics
(and educational data mining) do indeed belong to the broader research field of
big data where it is quite common that data sets do not simply fit into an ordinary
relational database. However, the definition of big data having to be big in terms
of bytes is a rather simplistic one. A more informed definition of big data is based
on six ‘V’, namely: (1) volume, (2) variety, (3) velocity, (4) veracity, (5) validity,
and finally (6) volatility. Those “V’s” can be used to identify whether a data set can
be considered as one involving the challenges of big data research. In the next few
sections we will shortly introduce these V-characteristics of big data and explain
their specific role and meaning for education and learning analytics.

1.1 Volume

The simplest characteristic of big data is indeed volume, i.e. the pure size of data as it
is generated at big data companies like Google or at research facilities like CERN’s
Large Hadron Collider (LHC). Data from particle collisions at the LHC reaches the
realms of tens of petabytes per year (one petabyte equals 1000 terabytes). Storing,
analysing and processing this amount of data have always been a major challenge
in the past that stimulated the need for better performing data infrastructures. And
these days even more data is being produced by machines as well as humans in
social networks and other online environments, thus increasing the amount of data
to a massive scale.

In the educational field, though, this is not the case. In most cases, the data of a
middle-range university with about 20,000 students can still be stored on a storage
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device with the capacity of 100 GB and is thus nowhere near the amounts of data
that Google or any other data-intensive organisation produces. However, with the
rise of digital systems and devices in education, the volume of data generated by
educational institutions will increase and thus turn the educational domain into a big
data discipline in terms of volume more and more.

1.2 Variety

Variety in terms of big data refers to the many sources and types of data available.
Those can roughly be split into structured and unstructured data. On a more detailed
level, these days’ data types can be very diverse as especially educational data ranges
from texts, videos, images and all sorts of files over a user’s interaction with those
resources to mobile devices, cameras, bio signals such as heart rate, eye-tracking
information, and data from various other sensors that are involved in the educational
process. Thus, data is becoming more and more multimodal and heterogeneous (Di
Mitri et al., 2017; Pijeira-Díaz, Drachsler, Järvelä, & Kirschner, 2016). This variety
of data creates major challenges for storing the data, cleaning the data, mining and
analysing data.

Multimodal data is a challenge for big data research in general, but it is an even
bigger challenge for the educational sector as there is no standardised approach so
far to deal with this kind of data. However, especially the educational sector is taking
advantage of a plethora of media that results in multimodal data types that demand
an analytics process that is able to handle the variety of data that is being produced.

1.3 Velocity

In terms of big data, velocity is the pace at which data flows in from resources to a
data infrastructure. Thus, it specifically refers to the continuity and speed of a data
stream with different varieties and volumes that hit a big data infrastructure. Apart
from the challenge of keeping a big data infrastructure alive given the continuous
and massive streams of data, another challenge of data velocity is to provide—as
far as possible—real-time information and feedback about this massive data stream.
Real-time feedback is a challenging objective that one can only try to get close to.
However, fast an analysis might be, there is usually always some kind of gap between
the data collection and the provision of information or feedback from a system to
the user.

The velocity of the data flow can thus influence the size of this time gap and
needs to be taken into consideration as real-time information is an expensive good,
i.e. various valuable services are conceivable if real-time analysis and feedback
were possible. In the educational domain, for instance, a student analytics dashboard
(Verbert, Duval, Klerkx, Govaerts, & Santos, 2013) could be updated once every
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night only. The calculation of scores and the prediction of success for every student,
however, should be provided shortly after an assessment in order to support teachers
and students in their processes in a valuable and meaningful way.

1.4 Veracity

Big data veracity refers to the biases and noise in data. Most researchers indicate that
data veracity is an even bigger challenge than volume and velocity. Making a proper
selection of the right data needed to answer the right question or solve the right
problem is always a challenge that—if done correctly—can strongly contribute to
solving the challenges of volume and velocity. Selecting the right data for a particular
information need from a noisy big data set can not only decrease the volume of data
that needs to be harvested, but also its velocity. Yet, very often the handling of data
is conducted the other way around, i.e. instead of first formulating a question that
needs to be answered and then harvesting the data needed to answer that question,
huge amounts of data are collected and then analysed to identify patterns with no
clear goal in mind.

When scoping out a big data strategy, it needs to be taken care of keeping the
data clean to prevent ‘dirty’ or ‘noisy’ data from accumulating in the system. To
ensure data veracity, contextual knowledge about the domain that big data research
is applied to is needed. Taking advantage of the above mentioned context variables
that learning analytics entails is thus vital to overcome the veracity challenge in order
to provide meaningful insights for the right target groups.

1.5 Validity

Similar to big data veracity is the issue of validity that refers to the correctness
and accuracy of the data in terms of intended use. An important difference between
validity and veracity is that validity does not focus on the presence or absence of
noise in the data, i.e. on the cleanliness or purity of the data, but on the contentual
and contextual correctness for the given situation, i.e. whether the right data was
selected to make the right analyses for a specific information need. Validity is a
very common concept within scientific research in general but also in educational
sciences in particular as the validity of any instrument or measurement needs to be
tested before it can be rolled out in the field. For example, the validity of assessment
or survey items are often tested using item response theory, factor analysis or similar
approaches.
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1.6 Volatility

Big data volatility refers to the length of time that data is valid for and thus the
duration of its storage. Even though the term big data usually refers to vast amounts
of collected information, there is a need to delete some data at a certain point in time
as storing all data ever generated is simply not possible. Therefore, the concept of
data degradation is becoming increasingly popular in big data research as it enables
the gradual removal of data in those cases where data neither is of current use nor
deemed valuable for future use anymore.

In the educational field, the data degradation aspect of volatility is also strongly
related to data privacy and data access. As described in the DELICATE checklist
(Drachsler & Greller, 2016), those handling data from and about others are—at
least within the European Union—required by European law, i.e. the General Data
Protection Regulation coming into effect in 2018, to clearly state which data is being
stored and how long it will be stored. A data subject, i.e. the person whose data is
being collected and stored, has the right to always get access to this data and can also
demand for this data to be deleted if it is of no purpose for the data subject anymore.

Keeping this informed definition of big data in education in mind, it is now
time to look at some practical experiences with learning analytics standards and
technologies. While Sect. 2 describes the xAPI specification used for activity data
collected fromvarious learning environments, Sect. 3 reports on experiences gathered
in the application of big data cloud solutions.

2 A Specification for Learning Data

2.1 ECO—A Big Data Project in Higher Education

In early 2014, the Open University of the Netherlands received funding from the
European Commission to develop a learning analytics infrastructure in the context
of the ECO project (Brouns et al., 2014). Goal of the ECO project (Elearning Com-
munication Open-Data)1 was to develop a single-entry portal for various MOOC
(massive open online course) providers. It aimed to increase awareness about the
advantages of open online education in Europe and to develop shared technologies
for different MOOC providers. By first pushing technologies to individual MOOC
platforms within the consortium, these technologies could be developed and tested
in pilots before being transferred to all project partners and then Europe at large as
described by the MOLAC innovation cycle (Drachsler & Kalz, 2016).

One of the tasks within the ECO project was to build an infrastructure that was
able to consume the learners’ activity data from the different MOOC providers and
to combine them into one learning analytics output. Integrating the different MOOC

1http://project.ecolearning.eu/.

http://project.ecolearning.eu/
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platforms into the ECO project’s infrastructure, however, was a complex task espe-
cially with regards to the information available about the courses’ design and struc-
ture from each MOOC provider as well as the learners’ activity data needed for any
form of learning analytics; that is (1) the data collected by the different providers
varied and was thus not homogeneous, and (2) the database schemas used by the
different providers to store the data about the learners’ activities varied and were not
homogeneous.

The problem of every MOOC provider using their own logging and monitoring
system was solved within the ECO project by letting each provider use their pro-
prietary methodology as long as they also provided the data to the ECO platform
according to a designated xAPI specification. A central learning record store (LRS)
architecture to store xAPI statements about the learners’ activities in the different
MOOCs was established that allowed the analysis of the collected data with one
learning analytics engine across the different providers. This ECO learning analytics
web service displays visualisations of these data analyses on a dashboard within the
ECO platform to learners as well as instructors. The collected data include static data
from the courses, e.g. course schedule, learning tasks, as well as dynamic data about
the learners’ actions within the course, e.g. navigation through the course website,
interaction with learning resources, etc.

2.2 Harmonising Data Extraction Using xAPI

The xAPI specification2 can be used to log actions a learner performs in an online
learning environment. An xAPI statement takes the form of actor-verb-object to
describe such an action and thus registers who performs which activity with which
object at what time and in which context. Next to the context object, where additional
information about an action such as the name of a course or a specific forum discus-
sion can be stored, xAPI statements can also include result objects where outcomes,
such as quiz scores or entered text can be captured.3

For the ECO project an overview of all events that can take place in any of the
involved courses was created that included the xAPI statement for each of these
events in order ensure a shared and standardised way to store learning activities
among the different MOOC providers. These events are visualised in Fig. 1.

By stimulating the joint collection of xAPI-conform data within the ECOproject’s
LRS, the aim was to also contribute to the definition of a xAPI specification that is
used beyond the ECO project. The results of these efforts have led to an inter-project
and inter-institutional specification of xAPI statements (Berg, Scheffel, Drachsler,
Ternier, & Specht, 2016). This Dutch xAPI specification for learning activities
(DSLA) is available as a github repository4 where the complete statement for each

2See https://experienceapi.com and https://github.com/adlnet/xAPI-Spec.
3Detailed examples are available at https://experienceapi.com/statements-101/.
4https://github.com/TrustedLA/xAPI-Dutch-Spec/.

https://experienceapi.com
https://github.com/adlnet/xAPI-Spec
https://experienceapi.com/statements-101/
https://github.com/TrustedLA/xAPI-Dutch-Spec/
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Fig. 1 Overview of learner activities in MOOCs of the ECO project

event is given in JSON format. A deliberate effort was made to stay within known
verb usage. It needs to be stressed that the list of events does not claim to be complete
but that it is an alignment of various xAPI-related projects that used the statements
from the ECO project as its basis as it represents the most traditional events of online
learning.

2.3 Advantages and Disadvantages of Using xAPI

The cleaning and mangling of data has been a significant if not the most significant
cost to analytics projects (Dasu & Johnson, 2003). The xAPI standard ensures that
data is recorded in a known and machine-readable format and securely and cen-
trally stored in a LRS that is queryable through web services. The use of standard
web services increases the pool of developers who can create analytic applications.
Applying xAPI methodology across an organisation enables the building of a con-
sistent analytics infrastructure. In doing so, the efforts of an institution’s IT support
to maintain different data approaches and to couple the full range of applications to
a central data repository can be decreased.

Increasing adoption5 of the xAPI standard across the educational sector delivers
an opportunity for plug and play analytics services. If vendors uniformly adopt the
standard then analytic services such as student dashboards (Jivet, Scheffel, Drachsler,
& Specht, 2017) and student retention systems are more easily decoupled from
specific applications. In summary, the use of xAPI potentially decreases security
risks, increases the consistency of data, increases the pool of potential developers by
leveragingwell-known approaches (JSON,web services) and decouples data sources
from analytics services.

5https://experienceapi.com/adopters/.

https://experienceapi.com/adopters/
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Themost challenging issues when it comes to using xAPI is the freedom of choice
when designing xAPI statements. Anyone can on demand define statements and
related vocabulary. This will work for an isolated solution; however, this approach
generates considerable issues once the barriers between data silos are broken down
and xAPI datasets are combined. The interoperability issue is not a new one and has
been described for other standards such as IMS LD (Koper & Olivier, 2004) and
SCORM (Qu & Nejdl, 2002) long before the xAPI approach came up. Nevertheless,
the call for a more standardised approach to collecting data that increases the insights
one could gain out of standardised data is still valid and becomes even more urgent
with the learner activity-based data collection (Drachsler et al., 2010).

Apart from the Dutch specification for learning activities, there are some other
contemporary sources of xAPI recipes. One source of information is the xAPI vocab-
ulary and profile index.6 The primary recipe library is advertised on the ADLnet
website.7 However, since October 2015 the documented recipes have been limited
in extent to a number of contexts (attendance, bookmarklet, checklist, open badges,
SCORM to tincan, tags, video, virtual patient activities). A second set of recipes that
expand coverage to support cMOOCs (Kitto, Cross, Waters, & Lupton, 2015) are
also available via a Github repository.8 And finally, Jisc has also made their xAPI
recipes available.9

Although these sources are suggestive and act as sources of guidance there is cur-
rently no clearly authoritative one source of truth. The lack of authoritative guidance
in selecting verbs and other metadata terms generates a huge inconsistency between
single statements of different providers and institutions. For instance, the interaction
of a learner with a video could be tracked as (A) ‘Learner A played the movie How
to cook good xAPI’, or as (B) ‘Learner B watched the video How to cook good
xAPI’. Both statements express the same experience in a slightly different semantic
manner. Therefore, xAPI promotes the use of recipes to standardise the expression
of experiences, as there are often multiple plausible paths to defining that a learner
has interacted with an object. The xAPI community as a whole thus relies on its
members to publicise and deliver recipes, i.e. those working with xAPI in the edu-
cational domain need to share their recipes in order for events to be recorded in a
standardised way.

An alternative albeit commercial approach to the xAPI specification, IMSGlobal’s
Caliper Analytics,10 tries to overcome this challenge by directly providing pre-
defined recipes for processes of a learner such as user registration, user login, user
logout, user assessment, etc. The learning traces that consist of a chain of single activ-
ities of a learner are nested in a predefined recipe containing specific metadata verbs
and parameters. The Caliper consortium therefore chose to follow a more guided

6http://xapi.vocab.pub.
7https://experienceapi.com/recipes/.
8https://github.com/kirstykitto/CLRecipe.
9https://github.com/jiscdev/xapi.
10https://www.imsglobal.org/activity/caliper.

http://xapi.vocab.pub
https://experienceapi.com/recipes/
https://github.com/kirstykitto/CLRecipe
https://github.com/jiscdev/xapi
https://www.imsglobal.org/activity/caliper
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approach by having the core consortium define the recipes and then later rolling
those out its members.

3 An Infrastructure for Learning Data in the Cloud

In a traditional physical deployment setting, an institute is responsible for acquiring
software and hardware to implement a big data solution. With cloud computing,
these resources are made available through a network. Hardware, software and data
are made available on demand. Generally, cloud applications come in three layers:

1. Software as a service (Saas) solutions offer an application to the customer, e.g.
email, project management, customer relationship management, etc. The service
provider offers readily usable applications to their customers who can then often
adapt and configure the software’s settings to their needs.

2. Platform as a service (PaaS) often comprises standardised services, e.g. access
management, data storage, databasemanagement, identitymanagement, etc. The
service provider maintains the framework and infrastructure but often offers
facilities for development in languages like Python, .NETor Java. PaaS customers
do not get direct access to the operating system but operate with the definition
of the provided platform.

3. Infrastructure as a service (IaaS) introduces the most flexibility to the customer
but also requires more maintenance work on the customer side. Infrastructures
such as servers, networks and data storage facilities are offered to the customer
who has complete freedom in how to use the hardware.

Cloud-based computing has significant advantages over traditional physical deploy-
ments. Big data solutions require data mining, a process that can be very resource-
intensive for shorter periods of time. Rather than having to acquire expensive hard-
ware, cloud providers enable horizontal and vertical scaling for these short periods
of time, i.e. when the data mining process takes place, more servers are temporarily
allocated (horizontal scaling) or the amount of processor cores and/or ram memory
is increased (vertical scaling). This gives big data customers almost unlimited access
to resources that would otherwise be very expensive to acquire.

In Europe cloud infrastructures from big providers such as Google or Amazon are
often seen as not being a ‘safe harbour’ for the storage of data (Drachsler & Greller,
2016) as they are suspected of using the stored data for their own purposes. On the
other hand, a local installation of cloud services in a university’s IT system is also
a big risk, as local installations require a continuously high maintenance effort that
also brings certain security issues with it.
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3.1 Big Data Storage in ECO

Originally, the goal of ECO was to be able to host more than 1000 MOOCs by the
end of the project. Although only 60k users were reached in the end, the storage
was of course planned and set up with the project goal numbers in mind. Taking into
account that one xAPI record takes on average only 2 kB ofmemory, it was estimated
that the used learning record store required query access for 1 billion xAPI records.

In the beginning of the ECO project, an open source learning record store solution
was installed locally on a server at the university. However, after inserting 100k
records, both the query as well as the indexation service of the used LRS got very
slow. The indexation service often took more than 1 s to ingest a new record. Moving
the learning record store to an IaaS server improved the situation slightly, i.e. creating
new indexes on the underlyingMongoDB infrastructurewas better but the throughput
was still not satisfactory and not scalable for the data expected in the ECO project.

Based on these first lessons learned, the learning record store was migrated to
a two-layered PaaS solution, where unlimited access was provided to both query
and storage facilities. In this solution, access to the underlying data management
infrastructure was no longer available, so in the case of slow responses it would be
impossible to optimise the service by creating indexes.

The first layer of the infrastructure comprises a facts table that is merely respon-
sible for accepting and storing facts according to the xAPI format (see Fig. 2). Upon
submission, facts are assigned a globally unique identifier and are stored as JSON
records. Hence, records for every possible xAPI application profile can be stored in
this table. The table is future-proof as records can easily be extended.

The xAPI facts table is implemented as a schemaless NoSQL store that can store
hierarchically structured xAPI data. This PaaS technology allows fast and scalable
storage of data. Data access is, however, limited. Data can be retrieved through the
GUID and through simple queries, e.g. by asking to retrieve all records that were
submitted between two timestamps. SQL techniques like joining tables, creating
subqueries or other techniques that require instant access to all data are not possible.

Fig. 2 Data flow from different MOOC providers to the xAPI facts table
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These more advanced techniques have become especially relevant when imple-
menting a user dashboard that benefits from the second layer of this architecture.
Here a search index has been implemented on a PaaS relational database that allows
for SQL queries (see Fig. 3). This component’s only responsibility is to allow for fast
queries and data updates. Deleting or altering records is not possible as this operation
comes at the expense of slower queries.

One might argue that updating and deleting from the query table is an impor-
tant feature. Throughout the project’s runtime, the xAPI application profile has been
updated several times. In one of the earlier instantiations, for example, a MOOC’s
identifier was not stored as part of the xAPI statements, thus making it impossible to
identify in which course an activity had taken place. Updating the xAPI application
profile has no influence on the xAPI facts table as this component makes no assump-
tion on the xAPI schema. However, the query table that stores a flat serialisation of
the xAPI records has to be extended with a new column, i.e. course identifier in this
case. Next, a new table with this data is created and all data in the xAPI facts table
is synchronised with this new table. Upon completion, data visualisation queries are
routed to the newly created table and the old table is deleted. A similar scenario is
necessary when data is to be deleted from the xAPI facts table, e.g. in cases where a
user wants data to be removed.

The advantage of a PaaS-based NoSQL and SQL database is that the project is
scalable, yet also enables a cheap start, as no initial expensive servers have to be
acquired. At the time of writing, the ECO facts table contains 2.3 M statements,
which corresponds to a total of 2.5 GB of storage and thus accumulates to a monthly
storage fee of $0.50. The SQL query table of course contains the same amount of
records, but uses less storage space (0.46 GB) as only values are stored. Storage of
this data is cheaper and corresponds to $0.01 per month. Queries, e.g. to gather input
for a learning analytics dashboards, are, however, more expensive ($5 per TB). Using
query caches, though, the ECO dashboard falls within the free quota allocated by the

Fig. 3 Synchronisation from the facts table to a pre-stored SQL query table
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cloud provider. This illustrates how a cloud-based learning analytics solutions can
and should be set up in order to save costs. The cost of such a system scales very
well with an increasing number of users.

3.2 Real-Time Feedback in ECO

The ECO cloud-based learning analytics infrastructure can thus offer services to
various stakeholders. A researcher can connect analysis tools like SPSS, R or Tableau
to the learning analytics backend, and by doing so can dissect and mine the data.
Learners represent another important class of stakeholders. They can profit from
real-time feedback about their learning process. Various indicators, e.g. a ‘current
performance’ indicator, require real-time access to the data. Having to wait for the
results of nightly or even weekly data mining jobs will render the visualisation of
these indicators useless.

Big infrastructures such as Twitter rely on so-called lambda architectures. A
lambda architecture defines a batch and speed layer. The batch layer is a—potentially
slow—layer that processes incoming new data and makes it available for querying.
In a real-time system, however, queries must yield recent data. A merged view thus
combines the batch layer with the data delivered by the speed layer. The latter layer
processes the stream of incoming data without the need for completeness. By doing
so, the merge delivers both historic and recent data. The main criticism on this archi-
tecture is related to its complexity.

TheECOplatform relies on a simple architecture that is a pure streaming approach.
This solution comes with a small latency due to two aspects: the MOOC providers’
submission latency to the facts table and the synchronisation latency between the
facts table and the query table. While the first process, i.e. the time between a user’s
action in a course and the submission of the corresponding action to the fact table,
depends on theMOOCproviders and ranges anywhere between immediate and every
5 min, the latter process takes place every minute. It can thus take up to 6 min for
data to be reflected in the query table, and thus in any tools that are built on querying
this table, e.g. the learning analytics dashboard.

The ECO learning analytics platform has been extended with a query cache. Some
queries are expensive, as they need to reflect all records in the database. However,
visualisations that trigger these queries are often hardly influenced by new data. The
learning analytics query services are therefore extendedwith a query cache expiration
parameter. This parameter indicates how long the result of the query can be served
from cache before it has to be recomputed from the query table.
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3.3 The ECO Learning Analytics Dashboard

The ECO learning analytics dashboard visualises information at three different lev-
els: micro, meso, and macro. The macro-level analytics provide cross-institutional
information and can thus only be provided when all institutions agree on a common
xAPI recipe to document learner experiences. Meso-level analytics operate at the
level of an institution and typically provide insight on a specific course. Micro-level
analytics zoom in on the level of a single learner and track data for individuals.

The ECO MOOC Monitor (see Fig. 4) is a typical example of a macro level
widget that is available on the ECO dashboard. This widget visualises the number
of activities in relation to the number of launches grouped by MOOC. The colour
code displays the MOOC provider while the circle size corresponds to the number of
users. ECO aggregates MOOCs that are hosted by different institutions. In addition,
an institution can choose between four differentMOOCplatforms to host theMOOC.

The ECOActivityWidget (see Fig. 5) exemplifies a meso-level widget. It sorts all
learners in aMOOC according to their level of activity. Active students are displayed
on the right, passive students on the left. Thewidget displays the position of the logged
in user in red, so that the learner knows how well he performs with respect to his
peers.

Fig. 4 The ECO MOOC monitor

Fig. 5 The ECO activity widget
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Fig. 6 The ECO progress widget

Finally, the dashboard also contains micro-level widgets that provide feedback
on the performance of the individual learner, e.g. by showing a user’s activity log
indicating what they have done in the system or by providing feedback on progress.
The ECO Progress Widget (see Fig. 6) provides feedback on course progress and
indicates to what extend a course has been completed. User evaluations using the
evaluation framework for learning analytics have been conducted for some of these
widgets (Scheffel, Drachsler, Toisoul, Ternier, & Specht, 2017).

The ECO dashboard is an extensible component and can easily be complemented
with new visualisations. So far, visualisations based on the Data-Driven Documents
(D3) library11 and on Google Charts12 are supported. When creating a new widget,
a developer must define the corresponding query on the server. Results are serialised
into a tabular JSON-based format that is sent to the client. A developer must write a
javascript component that binds the results to one of the supported visualisations.

When registering a query to the dashboard, a developer must specify a cache
expiration time. This value indicates how long the result will stay cached. For the
ECOMOOCMonitor this value is set to 24 h as very recent data will hardly influence
the overall impression of the visualisation. For more detailed visualisations such as
the ECO Progress Widget, this value was set to 10 min. Widget developers must
be careful when defining a query. Ideally, a query must not deliver more than 100
rows of data at a time as this is transferred over the wire to the web-based client.
Bigger volumes would result in widgets that take too long to load. Queries must
aggregate data and should not expose single xAPI records to respect a user’s privacy.
For this reason, widget queries are to be registered on the server, to prevent users
from altering queries and getting access to raw data.

4 Conclusions and Future Developments

Whether the learning data that is collected and analysed for learning analytics pur-
poses in higher education institutions is to be seen as big data in the literal sense
of volume when being compared to the vast amounts of data being processed by
companies such as Google is certainly debatable. However, when looking at other

11https://d3js.org.
12https://developers.google.com/chart/.

https://d3js.org
https://developers.google.com/chart/
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data-related challenges than sheer size, learning analytics data is to be seen as big
data. The xAPI specification as well as the learning analytics infrastructure presented
in this chapter allows a smooth and affordable way of data collection, storage and
analysis and in combination help to tackle the six big data challenges of volume,
variety, velocity, veracity, validity and volatility.

The efforts that originated in the ECO project have since then been extended
to other projects. For example, within the LACE project13 the Open University of
the Netherlands conducted further studies focused on advanced learning analytics
tools that made use of the ECO learning analytics infrastructure. Making use of
multimodal data sources (see Fig. 7), i.e. (1) desktop application logs collected with
RescueTime,14 (2) heart rate logs collected with FitBit15 wristbands, (3) weather
data collected with OpenWeatherMap,16 and (4) contextual data such as noise level
collected with feedback cubes (Börner et al., 2015), the Learning Pulse study (Di
Mitri et al., 2017) explored conditions for productive and unproductive learning
contexts. The ECO big data infrastructure was able to handle the heterogeneous data
streams very efficiently. Any logged activities that had not been covered by theDSLA
until those points were added to the xAPI recipe collection.

Although the data collected in Learning Pulse was quite different from the tradi-
tional course xAPI data collected in ECO so far—especially in terms of volume and
velocity—, the ECO infrastructure managed to consume all the resources, e.g. the
hear rate values that were updated every five seconds. Querying the multimodal data

Fig. 7 Information sources collected for the learning pulse study

13http://www.laceproject.eu.
14https://www.rescuetime.com.
15https://www.fitbit.com.
16https://openweathermap.org.

http://www.laceproject.eu
https://www.rescuetime.com
https://www.fitbit.com
https://openweathermap.org
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and plotting it on a dedicated dashboard that predicted the learning progress was also
easily executable.

These very positive experiences strengthen and support the approach developed in
theECOproject. Itwill be further developed and extendedwithin theOpenUniversity
of the Netherlands as a general big data storage that can handle diverse data streams
for various purposes.
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Cloud Services in Collaborative
Learning: Applications and Implications
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Abstract Cloud services have been construed as powerful learning tools for stu-
dents. Different from previous technologies, cloud services serve the function of
synchronous collaboration, which is considered fairly helpful for students’ collabo-
rative learning. Based on this fact, this chapter is primarily dedicated to explaining
the relations between cloud services and collaborative learning. Specifically speak-
ing, this chapter firstly points out the merits of collaborative learning and reveals the
difficulties in implementing this approach, and then explains why cloud services can
be used to overcome these difficulties and thereby facilitate collaborative learning.
This chapter also contains several case studies on cloud service-based collaborative
learning. Analyzing the findings of these case studies, we found that facilitating con-
ditions, social influence, and social presence are significant factors behind students’
intention to use cloud services in collaborative learning. In sum, this chapter not only
gives researchers and practitioners a deeper understanding of the relations between
cloud services and collaborative learning, but also promotes the development and
application of cloud service in the field of education.
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1 Introduction

Collaborative learning has received considerable scholarly attention (McCarthy,
Bligh, Jennings, & Tangney, 2005; Oxford, 1999; Wang & Huang, 2016; Wang,
2009), because it highlights that students should actively gain knowledge through
collaboration rather than passivelywait for teachers to impart knowledge.Originating
from social constructivism, collaborative learning holds that the pursuit of knowledge
actually proceeds through interpersonal interaction (Oxford, 1999), because human
cognitive development per se is not so much an independent process as a product
of social construction (Vygotsky, 1978). On a more specific basis, human beings
were born and brought up in social communities where they gradually develop their
cognitive faculty by interacting with the other community members. Accordingly,
collaborative learning underscores that knowledge should be actively acquired by
students rather than passively transferred from teachers (Schunk, 2012). For exam-
ple, when a task falls to students, they should actively discuss, communicate and
exchange their ideas in order to work out a solution instead of passively waiting
for teachers to offer answers (Huang, 2015, 2017). It is exactly for this reason that
collaborative learning sets great store not so much by the outcome (e.g. task accom-
plished) as by the process of learning (Oxford, 1999), because such an emphasis
enables students to brainstorm ideas and gain knowledge through collaboration.

Despite the abovementioned advantages, it is by no means easy to implement
collaborative learning, particularly with traditional technologies that usually do not
support synchronous collaboration (Huang, 2015, 2017). Specifically speaking, col-
laborative learning features collaboration among students (Huang, 2015, 2017) in
either synchronous or asynchronous way. The former way is more advantageous
than the latter in terms of learning, because it provides students with a real-time
learning environment that gives them a feeling of face-to-face interaction (Kang
& Shin, 2015). More importantly, such real-time interaction not only kindles stu-
dents’ interest in learning but also facilitates their brainstorming (Kim, 2014), for
they can put forward ideas or questions immediately during collaboration and their
misunderstanding can be clarified right away (Murphy & Collins, 1998). In other
words, students need not to spend time waiting for one another’s responses; oth-
erwise the ideas flashing through their mind would vanish in the course of time.
However, most traditional technologies such as Microsoft Word do not serve the
function of synchronous collaboration. This is because synchronous collaboration
entails sophisticated technologies to allow multiple users to edit the same document
simultaneously, hence traditional technologies support only asynchronous collabo-
ration, namely one person at a time (Huang, Wang, & Liu, 2015; Wang& Huang,
2016). Applying traditional technologies to collaborative learning thus may be unfa-
vorable for students, because they have to take turns editing the same document,
which prevents them from fulfilling synchronous collaboration.

Fortunately, cloud services have made synchronous collaboration possible and
collaborative learning easier. Originating from cloud computing, cloud services are
Internet-based computing services that the hardware and software of all stripes are
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installed in a number of large-scale data centers through which services are pro-
vided (Huang, Chen, Hwang, & Huang, 2013a; Huang, Wang, Guo, Shih, & Chen,
2013b). For instance, Google Docs is a cloud computing-based office suite service
which performs many functions such as word processing, spreadsheet, presentation,
drawing, and so forth. One of its features is that its data are stored in the data center
and can be shared through the Internet, which makes synchronous collaboration an
easy task (Huang et al., 2015; Liu & Huang, 2015b). More specifically, with tradi-
tional technologies such as Microsoft Word, a user needs to edit and save a file in
his/her own computer, which prevents other users from collaborating in editing that
file simultaneously. On the contrary, with cloud services such as Google Docs, the
edited file is saved at the data center, which allows the file to be shared through the
Internet and other users to edit it simultaneously. Accordingly, the Internet-based
cloud services are perfectly suitable for collaboration learning (González-Martínez,
Bote-Lorenzo, Gómez-Sánchez, & Cano-Parra, 2015). For example, students using
Google Docs to write their collaborative report can discuss their ideas through instant
messaging as if they do it face-to-face. They can also communicate their respective
ideas synchronously on the shared document. The emergence of cloud services has
significantly transformed collaborative learning from an asynchronous process to a
synchronous endeavor.

This chapter elaborately collocates and analyzes several case studies in which
could services were applied to collaborative learning, thereby giving the readers a
deeper understanding of such kind of application and its implications. These studies
specifically investigated students’ opinions about cloud service-based collaborative
learning. These investigations are crucial especially from an educational perspective,
because they contribute to the application of cloud services to collaborative learning,
and students’ view on cloud services can be employed as an indicator for assess-
ing whether the services are successfully integrated into learning activities (Huang,
Huang, Huang, & Lin, 2012; Liu & Huang, 2015a). By grasping students’ opinions
on this regard, we may also develop strategies to promote the application of cloud
services to the field of education (Arpaci, 2016; Huang, 2015;Wang &Huang, 2016;
Wu, Lan, & Lee, 2013). Besides, the findings of these studies may serve as feedbacks
to designers, helping them grasp the user experience and bridging the user-designer
gap, thereby improving the services insofar as to satisfy users’ needs (Huang, 2016,
in press). To sum up, these studies not only advanced our understanding of the appli-
cation of cloud services to collaborative learning, but also carried some implications
that facilitate the promotion of could services in the field of education.
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2 Background

2.1 Collaborative Learning

Collaborative learning is distinct from cooperative learning. The former features the
interaction and communication among members, while the latter gives prominence
to their division of labor (Oxford, 1999). Collaborative learning treats “learning”
as a social activity through which knowledge is socially constructed among the
community members who exchange ideas, forge consensuses, and advance the body
of knowledge shared by the community (Olsen & Kagan, 1992; Oxford, 1999).
Cooperative learning regards “learning” as an organized group activity throughwhich
knowledge is acquired by the division of labor among the group members who
are responsible for their respective assignments with the aim of accomplishing a
collective task (Olsen & Kagan, 1992; Oxford, 1999). Both of them are pedagogic
strategies that set great store by teamwork. However, the former is a less organized
teamwork which emphasizes the acculturation among members, while the latter
is a more organized teamwork that accentuates each member’s own responsibility
(Oxford, 1999; Springer, Stanne, & Donovan, 1999). Let’s assume a learning task
requiring students to complete it as a team. Those adopting collaborative learning
will exchange their ideas based on their specialties and produce a solution to this task
as a result. Students adopting cooperative learning will divide the task into several
assignments and allocate them to different members who have to fulfill their own
assignments as best as they can for the purpose of completing the task. It shows that
both strategies lay great stress on teamwork and collective solution. Nonetheless, the
most salient difference between collaborative learning and cooperative learning is
that the former underlines mutual support amongmembers while the latter highlights
their division of labor. In the case when a student is unable to independently finish
an assignment, cooperative learning exerts no positive effect on the student, while
collaborative learning allows the student to be a team member and learn from more
capable colleagues. In general, collaborative learning encourages idea exchange and
mutual support, throughwhich students can learnmore by internalizing one another’s
knowledge in the process of collaboratively completing the common learning task.

There have been various tools used or designed for facilitating students’ collab-
orative learning. For example, some researchers applied word processing software
such as Microsoft Word in this regard (Noël & Robert, 2004; Sotillo, 2002). The
functions of tracking changes and comments offered by Microsoft Word are helpful
for students’ collaborative writing. The former function enables students to see the
changes made by their teammates, and the latter allows students to explain or suggest
revisions. Accordingly, the two functions help students achieve collaborative writ-
ing on the one hand, and improve their writing efficiency and quality on the other.
However, this tool provides only limited support for synchronous collaboration. Stu-
dents can only check the revisions and explanations made by their teammates in a
posterior manner, unless they gather in the same place. With the advancement of
Web 2.0 technologies, many researchers noticed Wiki’s potential for collaborative
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learning (Lo, 2009; Su & Beaumont, 2010). Wiki is a web application which enables
users to collaborate through the Internet. It not only allows users to add, revise, or
delete the content of entries quickly, but also performs the function similar to tracking
changes. Therefore, users can compare the variations among different versions, and
even return to edit previous versions. In addition to the function of traditional word
processing, Wiki further transcends the rigid confines of location. In other words,
it enables students to engage in collaborative learning outside the confines of time
and space. Lo (2009) adopted instant messaging (IM) andWiki to facilitate students’
collaborative learning. Students can initiate synchronous discussion through IM and
collaborate throughWiki.However,Wiki itself is unable to provide an environment of
synchronous collaboration for students, even though it allows students to collaborate
beyond the temporal and spatial limits.

Some researchers focused on designing their own tools for supporting students’
collaborative learning. For example, Chiu, Huang, and Chang (2000) developed a
collaborative concept-mapping tool to assist students in constructing a collective
conceptual map. Specifically speaking, the tool not only provides students with a
chat room (i.e., a synchronous communication), but also allows them to select, move
and delete concepts throughwhich they construct or modify the collective conceptual
map. It is important to note that the map can be controlled by only one member of the
team at a time. The other members can observe the changes made on the map shown
on their own web browsers. Students can then discuss their views and establish a
collective conceptual map through the Internet. McCarthy et al. (2005) developed
a collaborative music composition tool for students to create a collective piece of
music. The tool is based on the client-server model which brings students at different
locations together into a shared virtual spacewhere they can collaborate in composing
the collective piece of music. Accordingly, the tool supports synchronous collabo-
ration in two ways. The first is a chat room in which students can synchronously
discuss the issues concerning their task. The second is a graphics-based shared vir-
tual space which is more important than the first, because it serves the function of
automatically informing all themembers of the changes that anymembermade in the
space by showing messages on their monitors. As a result, this tool enables students
to collaborate synchronously in composing music.

In sum, the abovementioned studies have revealed that the implementation of
collaborative learning, particularlywith traditional technologies, is by nomeans easy,
unless we adopt independently developed tools. However, it is almost impossible for
teachers to develop their own tools due to their lack of R&D capability, which has
prevented them frommaking full use of collaborative learning in classes. Fortunately,
as cloud technology improves, cloud services of all stripes have gradually facilitated
synchronous collaboration. To put it differently, synchronous collaborative learning
is no longer confined to specific researchers. Teachers can introduce synchronous
collaborative learning to their classes simply by using the cloud service applicable
to their teaching contexts. The next section will elaborate on several cloud services
that aid the implementation of synchronous collaboration.
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2.2 Cloud Services

Cloud services are based on cloud computing, a technology provides many innova-
tive services through a great deal of software and hardware placed large-scale data
centers (Huang et al., 2013a; 2013b). Specifically speaking, cloud computing is com-
prised of three service models, including Infrastructure as a Service (IaaS), Platform
as a Service (PaaS), and Software as a Service (SaaS) (Huang, et al. 2013b). IaaS
provides hardware infrastructure such as computing resources and storage spaces. It
directly leases the infrastructure to software developers and ergo saves their time and
energy. More significantly, the service allows the scale of hardware infrastructure to
be easily modified to meet the rapidly changing demands from the users. Amazon
EC2 (Elastic Cloud Computing) that provides computing resources and Amazon S3
(Simple Storage Service) that offers storage spaces are two stellar examples of IaaS.
PaaS provides a platform for software development. It enables software developers
to design, program, debug, deploy, and run their pieces of software on the cloud
platform. Different from IaaS, PaaS spares the users from additional procedures of
hardware setting. Google App Engine and Microsoft Azure are two typical exam-
ples that allow the users to develop their own software on the cloud platform without
having to deal with the setting of hardware. SaaS provides online software applica-
tions of all stripes. It allows the users to run the software directly through their web
browsers without the need to install it on their computers. SaaS is distinct from PaaS
in the way that the former provides full-fledged software applications only, while
the latter serves as a platform for software development. G Suite for Education that
provides educational software and Google Docs primarily used for word processing
are two most frequently utilized services in this category.

Of all cloud services, collaboration service is the most useful for educational
researchers owing to its great potential for materializing collaborative learning
(Huang, 2015, 2016, 2017, in press; Huang et al., 2013b, 2015; Liu &Huang, 2015b;
Wang&Huang, 2016). On amore specific basis, collaboration service not only offers
the users software applications but also facilitates their synchronous collaboration.
Google Docs is exactly a service of this kind that not only facilitates word process-
ing but also allows multiple users to edit the same document synchronously. What is
more important is that this kind of services is getting more common in terms of their
application and mature in terms of their technologies. In the present era of informa-
tion explosion, along with the ensuing increase of information exchange frequency,
individuals are no longer able to process themassive pieces of information alone, and
teamwork is a necessary commodity if we want to successfully accomplish our tasks,
particularly in the business world. As a result, an increasing number of collabora-
tion services have been developed to support companies in the collaboration among
their employees or their partners. Besides, the advancement of cloud computing has
essentially enhanced the utility of cloud services in synchronous collaboration. For
instance, redundant works would be done if a member has completed his/her assign-
ment yet the other members did not know it in a timely manner. Accordingly, the
function of synchronization offered by cloud servicesmay influence the effectiveness
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of collaboration among users, and such function is improved with the advancement
of cloud computing. To sum up, cloud services have become a focus of educational
researchers’ attention and has been applied to their teaching activities dedicated to
facilitating students’ collaborative learning.

3 Applications

This section features several practical examples of cloud service-based collaborative
learning. Table 1 shows the application contexts of cloud services regarding col-
laborative learning. Prezi, a cloud-based presentation service, is used for assisting
students in collaboratively drafting the content of presentation slides (Huang, 2015).
Google Slides, which is also a cloud-based presentation service, helps students col-
laboratively design the structure of a website (Wang&Huang, 2016). Google Docs, a
cloud-based document service, is used by students to translate articles (Liu&Huang,
2015b) and write animation scripts (Huang, 2016) in a collaborative manner.

Huang (2015) applied Prezi to an Internet application course in which the sub-
jects were required to create the content of presentation slides collaboratively. In
that course, the subjects were divided into different groups and each group needed
to introduce a novel Internet application. The members of each group must firstly
agree on their subject matter, followed by collecting and organizing relevant pieces
of information, and finally present the results with slides. Students used to discuss
and decide their subject matter face-to-face, collect information separately with their
own computers, and then send the gathered information to the member in charge of
integrating the data into the presentation slides. However, it was not so much collab-
orative learning as simply the division of labor by assigning each member a specific
task such as collecting or organizing information, because traditional technologies
such asMicrosoft PowerPoint do not support synchronousmulti-user editing. In view
of this deficiency, Huang (2015) examined the utility of Prezi in helping students edit
their presentation slides collaboratively. In this case, the subjects decided their sub-
ject matter face-to-face and collected relevant information on their own computers.
Then they used Prezi to add the collected data directly on their shared presentation
slides. Themembers of each group could thus immediately see the information added
and discuss whether it is appropriate or decide how to use it right away. With the

Table 1 Application contexts

Tool Type Activity

Prezi Presentation service Collaborative presentation slides making

Google Slides Presentation service Collaborative website design

Google Docs Document service Collaborative translation

Google Docs Document service Collaborative animation script writing
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assistance of Prezi, the subjects could therefore edit a shared presentation slides in
the way of synchronous collaboration.

Wang and Huang (2016) adopted Google Slides in a website design course to
help students design a website collaboratively. Dividing the subjects into several
groups, this course required each group to design its own website. Students used
to discuss the framework of the website face-to-face, and tended to elect a member
responsible for designing the website with computer according to the opinions and
ideas the other members offered about the design. The reason why only one member
of each group could play the role of a helmsman is that traditional technologies such
as Microsoft Visio do not support synchronous multi-user designing. In this sense,
this approach is unfavorable for students’ collaboration because the members of
each group would need to compete for using the same computer when they wanted
to express (or materialize) their ideas at the same time. The students having no
access to the computer might thus lose their interest in the discussion and opt out the
collaboration over the course of time. As a result, Wang and Huang (2016) applied
Google Slides to help students achieve collaborative and synchronous design. In this
case, the subjects similarly discussed the website design face-to-face, but no sooner
did they come up with an idea than they would use their own computers to modify
the website framework on their shared slides, which was a perfect embodiment of
synchronous collaboration.

Liu and Huang (2015b) and Huang (2016) respectively applied Google Docs
to a translation course and an animation course. The former divided the subjects
into several groups, and each group was required to translate an article. The latter
also divided the subjects into different groups and demanded each group to write
an animation script. Both courses entailed discussion and collaboration. Previously,
students in these kinds of courses tended to be restricted by the limited functions
that traditional technologies perform, which resulted in the situation that only one
member can play the role of a helmsman responsible for translating the article or
writing the animation script with computer according to the opinions and ideas the
othermembers expressed during the discussion.To solve this problem,Liu andHuang
(2015b) andHuang (2016) appliedGoogleDocs to help students translate articles and
write animation scripts through synchronous collaboration. Google Docs not only
allowed the subjects in both cases to express their opinions or discuss their ideas
synchronously, but also enabled them to add their ideas immediately and directly on
their shared documents, immersing them in a congenial environment of synchronous
collaboration.

In sum, the abovementioned applications clearly demonstrated that the real dif-
ference between traditional technologies and cloud services lies in whether they
support synchronous multi-user editing. Figure 1 shows such a difference in terms of
collaboration. Traditional technologies support only one-user editing and render the
other collaborators play assistants to the editor. This approach tends to precipitate
the assistants into bystanders because they have no way to use the computer to mate-
rialize their ideas, which may consequently reduce their motivation to remain in the
collaboration. Being able to support synchronous multi-user editing, cloud services
manage to turn each member of a group into an assistant as well as an executor. To
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(a) Using traditional 
technologies (b) Using cloud services 

Fig. 1 The difference between traditional technologies and cloud services in terms of multi-user
collaboration

put it another way, the members can substantially contribute to the collaboration in
addition to voicing their opinions. Hence, each member has the opportunity to put
his/her own ideas into practice, which is why this approach is more effective than
the traditional one to facilitate students’ collaborative learning.

4 Research Design

This section presents a systematic research design to investigate students’ opinions
about cloud service-based collaborative learning. This research design relies heavily
on the case studies discussed in previous studies (Huang, 2015, 2016; Liu & Huang,
2015b; Wang & Huang, 2016).

4.1 Research Model

The technology acceptance model (TAM) has been widely viewed as an important
theoretical basis in the studies of information development (Davis, 1989; Davis,
Bagozzi, &Warshaw, 1989), because it can be used to investigate users’ opinions on
information systems. Developed by Davis et al. (Davis, 1989; Davis et al., 1989), the
TAM contains four main constructs, including perceived ease of use, perceived use-
fulness, attitude toward using, and behavioral intention. Perceived ease of use means
that “the degree to which a person believes that using a particular system would
be free from effort” (Davis 1989: 320), while perceived usefulness means that “the
degree to which a person believes that using a particular systemwould enhance his or



204 D.-C. Wang and Y.-M. Huang

her job performance” (Davis 1989: 320). Attitude toward using refers to “a person’s
general feeling of favorableness or unfavorableness toward some stimulus object [e.g.
a particular system]” (Fishbein & Azjen, 1975: 216), and behavioral intention refers
to “a person’s subjective probability that he will perform some behavior [e.g. using a
particular system]” (Fishbein &Azjen, 1975: 288). Based on these definitions, Davis
et al. proposed the following hypotheses to predict users’ acceptance of a particular
system: (1) perceived ease of use has positive and significant effects on perceived
usefulness and attitude toward using; (2) perceived usefulness has positive and sig-
nificant effects on attitude toward using and behavioral intention; and (3) attitude
toward using has positive and significant effects on behavioral intention. In addition
to these hypotheses, Davis et al. argued that some external variables (e.g. facilitating
conditions, social influence, and social presence) may directly or indirectly affect
perceived ease of use, perceived usefulness, and behavioral intention. Accordingly,
the TAM was used in previous studies (Huang, 2015, 2016; Liu & Huang, 2015b;
Wang & Huang, 2016) to explore the factors behind students’ intention to use cloud
services.

4.2 Research Tools

The research tools consist mainly of cloud services and questionnaires. The cloud
services comprise three collaboration services, namely Prezi, Google Slides, and
Google Docs. The first service is used to facilitate students’ collaboration in making
presentation slides. The second service is offered to support students in collaborative
website design. The third service is employed to help students translate and write
animation scripts in a collaborative way. The four structured questionnaires were
developed based on an extensive review of previous studies (Bhattacherjee, 2001;
Davis et al., 1989; Davis, 1989; Kreijns, Kirschner, Jochems, & Van Buuren, 2004;
Venkatesh, Morris, Davis, & Davis, 2003). The questionnaires involved nine con-
structs, including facilitating conditions, perceived ease of use, perceived usefulness,
and attitude toward using, social influence, social presence, satisfaction, behavioral
intention, and continuance intention. The final questionnaires were distributed to the
subjects whowere asked to indicate their level of agreement or disagreement with the
items using a Likert scale, according to which their opinions on these cloud services
can be collected and analyzed.

4.3 Data Collection and Data Analysis

Drawing on the experience gained from previous studies (Huang, 2015, 2016; Liu
& Huang, 2015b; Wang & Huang, 2016), the data collection proceeded in three
steps. First of all, the subjects took part in the learning activity through which they
learned different subjects such as website or animation design. After the end of the
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learning activity, they were randomly divided into several groups and each group was
required to produce a collaborative project with cloud services. Finally, no sooner
did the subjects complete their collaborative projects, than they were asked to fill in
the questionnaires for the purpose of collecting their opinions on cloud services.

The partial least squares approach (PLS)was adopted to analyze the data collected
from the questionnaires. It is a multivariate analysis more suitable than structural
equation modeling (SEM) for tackling non-normal distributed samples or a small
sample size (Chin & Newsted, 1999). The SmartPLS software (Ringle, Wende, &
Becker, 2015) was applied to perform the PLS, just like its usage in previous studies
(Huang, 2015, 2016; Liu & Huang, 2015b; Wang & Huang, 2016).

5 Implications

Drawing on the case studies discussed in this chapter (Huang, 2015, 2016; Liu &
Huang, 2015b;Wang&Huang, 2016), this section addresses the critical implications
for the application of cloud services to collaborative learning. In addition to applying
cloud services to help students in collaborative learning, these studies were accompa-
nied by sophisticatedly designed questionnaires to investigate students’ opinions on
the applied could services and thereby identified the factors behind students’ inten-
tion or continuance intention to use these cloud services. These case studies carry
three major implications explained as follows.

First of all, adequate educational training determines students’ acceptance of cloud
services. Huang (2015) and Liu and Huang (2015b) revealed that facilitating condi-
tions exert a significant influence on students’ intention to use cloud services (shown
in Table 2). Facilitating conditions are defined as “the degree to which an individual
believes that an organizational and technical infrastructure exists to support use of the
system” (Venkatesh et al., 2003: 453). In this chapter, the term refers to that schools
or teachers offer supporting resources such as educational training to help students
use cloud services. Cloud services support synchronous multi-user editing in a way
that traditional technologies do not, and a large number of students have no such
experience of using cloud services. Students’ intention to use cloud services will
definitely be enhanced if their teachers are able to offer them associated educational
training such as how to set up the function of synchronous collaboration. To put it
differently, teachers have to give students a full understanding of the collaboration
functions before asking them to use the services in collaborative learning. Students
do not have any intention to use cloud services until they know how to use them and
ergo perceive their usefulness. Such a result echoes the findings of Wang and Huang
(2016), illustrating that facilitating conditions greatly influenced the perceived use-
fulness of the given cloud service when the subjects used it to accomplish their task
of synchronous collaboration. However, when the cloud service was applied to asyn-
chronous collaboration, facilitating conditions failed to be a decisive factor behind
the perceived usefulness of the service. This result suggests that students must be
acquainted with the functions offered by cloud services before engaging in collab-
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Table 2 The total effects on intention to use cloud services

Cloud services Dependent
variable

Independent variables Total effects Study

Prezi Behavioral
intention

Attitude toward using 0.62 Huang (2015)

Perceived ease of use 0.21

Perceived usefulness 0.37

Facilitating conditions 0.39

Social influence 0.43

Google Docs Behavioral
intention

Effort expectancy 0.20 Liu and Huang
(2015b)

Performance expectancy Non-significant

Facilitating conditions 0.47

Social influence 0.26

orative learning with them. Having a full understanding of the functions of cloud
services, students will perceive its usefulness, especially when they need to set up
and activate these functions by themselves.

Secondly, the influence from teachers and classmates is also a key factor behind
students’ intention to use cloud services. Huang (2015) and Liu and Huang (2015b)
revealed that social influence also has a significant effect on students’ intention to use
cloud services (shown in Table 2). Social influence is defined as “the degree to which
an individual perceives that important others believe he or she should use the new
system” (Venkatesh et al., 2003: 451). In this chapter, social influence refers to the
opinions from important people for students, such as their teachers or classmates, on
the cloud service they are using. Huang (2015) and Liu andHuang (2015b) illustrated
that students would use cloud services under the influence of important people. Such
a finding is quite intriguing, for it confirmed that of Teo (2012) but contradicted that
of Teo (2011). A possible explanation could be the difference in the age or experience
of the subjects. That is, the subjects in Huang (2015), Liu and Huang (2015b), and
Teo (2012) were students aged between 18 and 22, while the subjects in Teo (2011)
were teachers with an average age of 35. In other words, younger users tend to have
insufficient experience and are hence susceptible to others’ influence, while older
users usually have extensive experience and therefore dance to nobody’s tune. This
implies that, to apply a cloud service to teaching, teachers should not only encourage
their students in using the service, but also ask those who are more familiar with the
service to guide the other students, thereby influencing the latter’s intention to use it.
Wang and Huang (2016) presented similar findings that social influence plays a key
role in students’ intention to use cloud services when they engage in synchronous
collaboration. However, social influence failed to be a key factor when the cloud
service was applied to asynchronous collaboration. A possible explanation is that
students are willing to use cloud services to achieve synchronous collaboration due
to their classmates’ influence. In the case of asynchronous collaboration, only one



Cloud Services in Collaborative Learning … 207

student is the executor, while the other students are assistants who are predisposed to
be free-riders or lurkers because they have no sense of engagement and ergo lack the
willingness to continue the collaboration. In the case of synchronous collaboration,
contrarily, each student is both an assistant and an executor, which ensures all of
them to be involved in the collaborative learning, throughwhich students are required
to discuss with their classmates in addition to contributing their respective efforts,
which renders them more susceptible to the influence from their classmates and are
therefore willing to stay in the collaborative venture.

Finally, social presence is the decisive factor behind students’ continuance inten-
tion to use cloud services. Huang (2016) suggested that social presence not only
plays the most important role in influencing students’ continuance intention to use
cloud services, but also significantly shapes students’ attitude towards this kind of
services. Social presence is defined as “the degree to which a person is perceived
as a ‘real person’ in mediated communication” (Gunawardena & Zittle, 1997: 9).
In this chapter, the term refers to students’ feeling of personally collaborating with
their classmates when they use cloud services to accomplish their collaborative tasks.
This implies that, when students interact with one another through cloud services,
the stronger presence of their classmates they detect, the firmer continuance inten-
tion they have to use cloud services. This finding is by no means surprising because
previous studies have pointed out that the depth of interaction among students may
influence their willingness to learn when they engage in online learning (Muirhead
& Juwah, 2004; Muirhead, 2004). On a more specific basis, when students use cloud
services to achieve synchronous collaboration, they can see in real-time not only
their classmates’ cursors but also the modifications they made such as adding a new
paragraph. As far as students are concerned, this is a novel and important experi-
ence they have never had before. Previously with traditional technologies of word
processing, only the one user can modify the working document. Nowadays when
students use cloud services to edit the same document, the authorship is shared by
all the collaborators, which allows the students to detect the substantial presence of
their teammates. In other words, students will be less likely to confront free-riders
or lurkers during their synchronous collaboration, because each member is substan-
tially involved in the collaborative venture and can detect the others’ presence, which
renders themselves more willing to continue using cloud services to engage in their
collaboration.

6 Conclusions

We have witnessed an increasing number of cases applying the burgeoning cloud
services to collaborative learning. This chapter clarified this point by presenting the
readers crucial applications of cloud services in collaborative learning as well as their
practical implications. Four contributions can be recognized in this chapter. Firstly,
this chapter familiarized the readers with collaborative learning, including its merits,
its difference from cooperative learning, and the challenges facing its implementa-
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tion. Secondly, this chapter helped the readers get a good grasp of cloud services,
including their characteristics, types, and the advantages of applying them to col-
laborative learning. Thirdly, this chapter illustrated concrete examples that serve as
a source of reference for instructors to incorporate cloud services into their teach-
ing contexts. Finally, this chapter put forward constructive suggestions for further
research, which has proved very useful for not only peer researchers but also educa-
tional practitioners.

Notwithstanding this chapter’s contribution to the understanding of cloud ser-
vices’ applications to collaborative learning, it does have some limitations. First,
cloud services cannot provide students with personal learning environment for the
time being, particularly when students use them for collaborative learning. As a mat-
ter of fact, personalized learning assistance has undergone long-term development,
yet related researches have focused primarily on learning activities at the individual
level. For example, a personalized learning system may render different extent of
assistance to students according to their respective knowledge about the given sub-
ject. To put it another way, such kind of personalized learning systems will offer
various extent of assistance based on individual users’ prior knowledge as well as
their objectives, backgrounds and situations of learning, thereby fulfill the vision
of adaptive learning. Accordingly, since personalized learning assistance may be
helpful for students’ collaborative learning, how to lend students this type of assis-
tance when they engage in cloud service-based collaborative learning will become
a major challenge for future research. Besides, as cloud service-based collaborative
learning popularizes every day, students’ learning portfolios have increased consid-
erably because this type of learning is based on students’ interaction. Therefore,
another crucial topic for future research will be how to apply big data analytics
to students’ learning process, so as to effectively help students raise the level of
their learning achievements. Finally, the applications of cloud services remain quite
limited although they are conductive to collaborative learning. For example, most
existing cloud services lack a useful evaluation mechanism for teachers. On a more
specific basis, teachers can only complete the performance evaluation of each group
rather than each student when using cloud services to facilitate students’ collabora-
tive learning, unless they specifically examine each student’s learning process and
make individual evaluation. As a result, it is also a topic in urgent need for com-
prehensive study on how cloud services manage to offer teachers useful evaluation
mechanisms when they are widely applied to education; otherwise teachers would
have no choice but to do taxing job in examining each student’s learning process and
perform evaluation on an individual basis.
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Cloud Computing Environment in Big
Data for Education

Dharmpal Singh

Abstract The term ‘cloud computing’ has rapidly spread in the framework of Big
Data and Business Intelligence for better performance of the analysis result. This
new word used in big data scenario to overcome those problems that cannot be effec-
tively or efficiently solved using current standard computing resources. This chapter
emphasizes the used of cloud computing in Big Data along with necessity of cloud
computing in the education. Nowadays cloud computing paradigm has gained pop-
ularity over the others due to the number of benefits it offers. The main features of
cloud computing to stress its elasticity in the use of computing resources and space in
less management effort and flexible costs. In this article, an overview on the topic of
Big Data, cloud computing usage of cloud computing education has addressed from
the perspective of Cloud Computing and its programming frameworks. In particular,
the chapter focuses on cloud data management and big data processing mechanisms,
key issues of big data processing, including cloud computing platform, cloud archi-
tecture, cloud database and data storage scheme. Several architectures, problems, and
technology of the cloud computing in Big data has been identified and a solution has
been furnished henceforth. Finally, open issues and challenges, and deeply explore
the research directions in the future of cloud computing in education environments.

1 Introduction

The education system is changing from the classroom environment to open environ-
ment and students are serious about the study but not the exams.Now a day’s situation
is changed, in many schools and colleges, the internet facility is available and even
teachers’ use power-point presentation for teaching that improves easy understand-
ing. At the same time, education institutions are under increasing pressure to deliver
more for less, and they need to find ways to offer rich, affordable services and tools.
Those educators who can deliver these sophisticated communications environments,
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including the desktop applications that employers use today, will be helping their
students find better jobs and greater opportunities in the future.

Cloud computing can be proved the boon in this scenario. Using Cloud Comput-
ing, anyone can access any file or any document or even videos from any corner of the
world. It also helps students to get the basic lessons and creative learning experience
to their problems to make the country more educated.

Cloud computing is a network of computing resources located just about anywhere
that can be shared. Thus, by implementing cloud computing technology, we can
overcome all these short comes and maintain a centralized system where all the
authorities can check the education system for each and every aspect and continue
monitoring and guide the system. They aren’t not only checking the needs of the
institutions but also ensure that quality education is provided to every student and
also his attendance, class performances etc. can be effectively maintained without
worrying for the infrastructure issue. The cloud helps ensure that students, teachers,
faculty, parents, and staff have on-demand access to critical information using any
device from anywhere. Both public and private institutions can use the cloud to
deliver better services, even as they work with fewer resources. The modes of the
delivery of cloud service and several big data cloud platform need to compare to take
the decision to choose the cloud environment for organization need.

The data collected from the different areas of the world may be larger and huge
storagewill require to perfume the benefits of cloud computing. Therefore, big data is
a methodology to analysis the huge amount of the data based on the recent advanced
technologies and architecture of cloud computing which further enhance the educa-
tion system benefits in the country.

The data collected from the different areas of the world may be the large and huge
storage will required to perfume the benefits of cloud computing. Therefore, Big
data is a methodology to analysis the huge amount of the data based on the recent
advanced technologies and architecture of cloud computing which further enhance
the education system benefits in country.

1.1 Introduction of Big Data

Big data (Vesset et al. 2012) is a so large or complex that traditional data processing
application software is inadequate to dealwith the challengeswhich includes capture,
storage, analysis, data duration, search, sharing, transfer, visualization, querying,
updating and information privacy of data set. The term “big data” simple to use for
predictive analytics, user behavior analytics, or certain other advanced data analytics
methods that extract value from data, and seldom to a particular size of the data set.

Scientists, business executives, practitioners of medicine, advertising and govern-
ments alike regularly meet difficulties with large data-sets in areas including Internet
search, finance, urban informatics, and business informatics due to limitation of
e-Science work, including meteorology, complex physics simulations, biological
and environmental research.
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The data can be gathered from cheap and numerous information-sensing mobile
devices, aerial (remote sensing), software logs, cameras, microphones, radio-
frequency identification (RFID) readers and wireless sensor networks and due to this
reason, per-capita capacity to store information has roughly doubled every 40months
since the 1980s; as of 2012, every day 2.5 Exabytes (2.5 × 1018) of data are gen-
erated. One question for large enterprises is to determine initiatives that affect the
storage of the big data.

The work of Big data required massively parallel software running on tens, hun-
dreds or even thousands of servers to produce the desired result which is not possible
by relational database management systems and desktop statistics and visualization-
packages, processing system The term “big data” varies on the capabilities of the
users and their tools, and expanding capabilities make big data a moving target. Most
definitions of big data focus on the size of data in storage. Size matters, but there are
other important attributes of big data, namely data variety and data velocity. The three
Vs of big data (volume, variety, and velocity) constitute a comprehensive definition,
and they bust the myth that big data is only about data volume. In addition, each of
the three Vs has its own ramifications for analytics. (https://www.sas.com/content/d
am/SAS/en_us/doc/research2/big-data-analytics-105425.pdf).

1.1.1 Problem in Big Data

The big data are used to preserve the number of relevant, disparate datasets for
analyzed of new patterns, trends, and insights in the dataset. Government agencies,
along with cyber expert are also required to understand linking and analysis for
preserving privacy rights of the individual. The big data faced the following furnished
problem to adhere the aforesaid right of the individual.

Meeting the need for speed
In today’s business competitive environment, companies not only find and analyze
the relevant data, but they have to also think about howquick find the value in the data.
Visualization helps to organizations to the performed analysis and makes decisions
much more quickly, but the challenge is going through the complete volumes of data
and accessing the level of detail needed at a high speed. The one possible solution is
to use cloud computing for powerful parallel processing to crunch large volumes of
data extremely quickly.

Understanding the data
It takes a lot of understanding to know the user of the data received from social
media, education, organization and business organization for general sense, such as
a customer using a particular set of products and understand what it is you’re trying
to visualize out of the data. Without some sort of context, visualization tools are
likely to be of less value to the user.

Addressing data quality
The concept of decision-making purposes will be jeopardized to the consumer if the
data is not analyzed accurate or timely. This is a challenge with any data analysis,

https://www.sas.com/content/dam/SAS/en_us/doc/research2/big-data-analytics-105425.pdf


214 D. Singh

but when considering the volumes of information involved in big data projects, it
becomes evenmore pronounced to clean the data in proper format for further used for
processing. To address the aforesaid issue, companies need to have data governance
or an information management process in place to ensure the data is clean or not. It’s
always best to have a proactive method to address data quality issues so problems
won’t arise later.

Displaying meaningful results
Displaying meaningful result in the form of a graph becomes difficult when dealing
with extremely large amounts of information or a variety of categories of information.
One way to resolve these issues to create clusters of smaller groups of data become
and used “binning,” for more effectively visualize of data.

Dealing with outliers
The graphical representations of data made possible by visualization can communi-
cate trends and outliers much faster than tables containing numbers and text. Users
can easily spot issues that need attention simply by glancing at a chart of outliers
which is typically represented about 1–5% of data, but when you’re working with
massive amounts of data, viewing 1–5% of the data is rather difficult. Thereafter, how
is possible to represent those points without getting into plotting issues? Therefore,
the possible solutions is to remove the outliers from the data (and therefore from the
chart) or to create a separate chart for the outliers.

2 Market and Business Drivers for Big Data Analytics

Big data is everywhere these days. Marketing materials are bursting with references
to how products have been enhanced to handle big data. Consultants and analysts
are busy writing new articles and creating elegant presentations. But the sad reality
is that big data remains one of the most ill-defined terms, we’ve seen in many a year.

The problem is that data volume is a metric that tells us little about the data
characteristics that allow us to understand its sources, its uses in business and the
ways we need to handle it in practice. Even the emerging approach of talking about
big data in terms of volume, velocity, and variety leaves a lot to be desired in terms
of clarity about what big data really are.

The concept of the Big data can be applied to every area of the life for better
understanding the data value and use of the resource for futuristic performance.

2.1 Separating the Big Data Reality from Hype

The origins of big data as a concept and phrase can be traced back to the scientific
community. Researchers in astronomy, physics, biology, and other fields have long
been at the forefront of collecting vast quantities of data from evermore sophisticated
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sensors. By the early 2000s, they encountered significant problems in processing and
storing these volumes and coined the term big data probably as a synonym for big
headaches. We see here the beginnings of the business driver mentioned above, as
science today is founded largely on statistical analysis of collected data. What begins
with pure science moves inexorably to engineering and finally emerges in business
and, especially, marketing.

The second class, also machine-sourced, consists of computer event logs track-
ing everything from processor usage and database transactions to click streams and
instant message distribution. While machine-generated, data in both of these classes
are proxies for events in the real world. In business terms, those that record the
results of human actions are of particular interest. For example, measurements of
speed, acceleration, and braking forces from an automobile can be used to make
inferences about driver behavior and thus insurance risk. In classes three and four,
we have social media information directly created by humans, divided into the more
highly structured textual information and the less structuredmultimedia audio, image
and video categories. Statistical analysis of such information, gives direct access to
people’s opinions and reactions, allowing new methods of individual marketing and
direct response to emerging opportunities or problems. Much of the current hype
around big data comes from the insights into customer behavior that Web giants
like Google and eBay and mega-retailers such as Walmart can obtain by analyzing
data in these classes especially the textual class, so far. However, in the longer term,
machine-generated data, particularly from the metrics and measures class, is likely
to be the biggest game-changer simply because of the number of events recorded
and communicated.

2.2 Understanding the Business Drivers

By now, you’ve probably noticed that there are many different options that you
can select for your big data analytics program. Options include vendor tool types
and tool features, users’ techniques and methodologies, and team or organizational
structures. The list is long and complex, and it includes a few items you probably
haven’t considered seriously. Regardless of what project stage you’re in with big data
analytics, knowing the available options is foundational to making good decisions
about approaches to take and software or hardware products to evaluate.

To quantify these and other issues, TDWI presented survey respondents with a
long list of options for big data analytics. The list includes options that arrived fairly
recently (clouds, Map Reduce, complex event processing), have been around for a
few years, but are just now experiencing broad adoption (data visualization, predic-
tive analytics), or have been around for years and are firmly established (statistical
analysis, hand-coded SQL). The list is a catalog of available options for big data
analytics and responses to survey questions indicated what combinations of analytic
functions, platforms, and tool types users are employing today, as well as which they
anticipate using in a few years. From this information, we can deduce priorities that
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can guide users in planning.We can also quantify trends and project future directions
for advanced analytics and big data. (https://www.sas.com/content/dam/SAS/en_us/
doc/research2/big-data-analytics-105425.pdf).

Business driver also used the following furnished points to understand the data of
business driver.

The quest for Business agility, Increased data volumes being captured and stored,
increased data volumes pushed into the network, Growing variation in types of data
assets for analysis, alternate and unsynchronized methods for facilitating data deliv-
ery rising demand for real-time integration of analytical results, Technology Trends
Lowering Barriers to Entry.

3 Cloud Computing

Cloud computing used the capability of high-speed processing and high storage
computer over the Internet instead of physical computer’s hard drive. It goes back to
the days of flowcharts and presentations that would represent the gigantic server-farm
infrastructure of the Internet as nothing but a puffy, white cumulus cloud, accepting
connections and doling out information as it floats.

What cloud computing is not about is your hard drive. When you store data on
or run programs from the hard drive, that’s called local storage and computing.
Everything you need is physically close to you, which means accessing your data is
fast and easy, for that one computer, or others on the local network. Working off your
hard drive is how the computer industry functioned for decades; some would argue
it’s still superior to cloud computing, for reasons I’ll explain shortly. The cloud is
also not about having dedicated network-attached storage (NAS) hardware or server
in residence. Storing data on a home or office network does not count as utilizing the
cloud as shown in Fig. 1. However, some NAS will let you remotely access things
over the Internet, and there’s at least one brand from Western Digital named “My
Cloud,” just to keep things confusing.

For it to be considered “cloud computing,” you need to access your data or your
programs over the Internet, or at the very least, have that data synced with other
information over theWeb. In a big business, you may know all there is to know about
what’s on the other side of the connection; as an individual user, you may never
have any idea what kind of massive data processing is happening on the other end.
The end result is the same: with an online connection, cloud computing can be done
anywhere, anytime.

3.1 Definition of Cloud Computing

Cloud computing have the different types of the definition from the difference expert,
but the prominent definition from the reliable source has been furnished as follows:

https://www.sas.com/content/dam/SAS/en_us/doc/research2/big-data-analytics-105425.pdf
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Fig. 1 Connection of Internet with Local Network (http://in.pcmag.com/networking-communicat
ions-software/38970/feature/what-is-cloud-computing)

Cloud computing is a type of computing that relies on sharing computing resources
rather than having local servers or personal devices to handle applications. Cloud
computing is comparable to grid computing, a type of computing where unused
processing cycles of all computers in a network are harnesses to solve problems too
intensive for any stand-alone machine (http://www.webopedia.com/TERM/C/clou
d_computing.html).

Cloud computing is a type of Internet-based computing that provides shared com-
puter processing resources and data to computers and other devices on demand. It
is a model for enabling ubiquitous, on-demand access to a shared pool of config-
urable computing resources (e.g., computer networks, servers, storage, applications
and services) (https://en.wikipedia.org/wiki/Cloud_computing).

3.1.1 Introduction of Cloud Computing

Cloud computing is a buzzword that has a different meaning to different people. For
some, it’s just another way of describing IT (information technology) “outsourcing”;
others use it to mean any computing service provided over the Internet or a similar
network.

History of CloudComputing surprisingly began almost 50 years ago. The father of
this idea is considered JohnMcCarthy, a professor atMITUniversity in US, who first
in 1961 presented the idea of sharing the same computer technology as being the same
as for example sharing electricity. Electrical power needs many households/firms
that possess a variety of electrical appliances, but do not possess power plant. One
power plant serves many customers and using the electricity example, power plant
service provider, distribution network internet and the households/firms’ computers
(Hoffman & Fodor, 2010).

http://in.pcmag.com/networking-communications-software/38970/feature/what-is-cloud-computing
http://www.webopedia.com/TERM/C/cloud_computing.html
https://en.wikipedia.org/wiki/Cloud_computing
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Since that time, Cloud computing has evolved through a number of phases which
include grid and utility computing, application service provision (ASP), andSoftware
as a Service (SaaS). One of the first milestones was the arrival of Salesforce.com in
1999, which pioneered the concept of delivering enterprise applications via a simple
website. The next development was Amazon Web Services in 2002, which provided
a suite of cloud-based services including storage, computation, and even human
intelligence. Another big milestone came in 2009 as Google and others started to
offer browser-based enterprise applications, though services such as Google Apps
(Schaefer, 2012).

3.1.2 Cloud Computing Characteristics

This cloudmodel promotes availability and is composed of five essential characteris-
tics, three service models, and four deployment models (Discussed in later section).

On-demand self-service: A consumer can unilaterally obtain computing capa-
bilities, such as server time and network storage, as needed automatically without
requiring human interaction with each service provider.

Broad network access: Cloud capabilities are available over a network and can
be accessed through standard mechanisms that promote use by (multiple) client
platforms [e.g., mobile phones, laptops, and personal digital assistants (PDAs)].

Resource pooling: One of the great strengths of cloud computing is that the
provider is able to pool the computing resources, such as storage, processing, mem-
ory, network bandwidth, and virtual machines, to serve multiple consumers with
different physical and virtual resources dynamically assigned and reassigned accord-
ing to the consumer demand. The subscriber generally has knowledge of the exact
location of the provided resources.

Rapid elasticity: IT capabilities can be rapidly and elastically provisioned, in
some cases automatically, according to the scale required. To the consumer, the
capabilities available often appear to be unlimited and can be purchased in any
quantity at any time.

Measured service: Cloud systems automatically control and optimize resource
use by filtering service appropriately by its type. Resource use is monitored, con-
trolled, and reported, providing transparency for both the provider and consumer of
the service.

3.2 Role of the Cloud Computing in Education

The benefits of cloud computing are being seen in associations and foundations,
regardless of how you look like on it, with pretty much 90% of associations starting
now using some kind of cloud-based application.

In the course of the most recent decade, the education business in the country
has become crucial. In India, the education space is by a long shot the biggest
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industry promotedwith government spending, up to 30 billionUSDand private sector
spending to 50 billionUSD3. One of the biggest challenges that the government faces
in providing education is the lack of infrastructure and if available, then maintenance
of that infrastructure and other issues are Procuring and maintaining a wide range of
hardware and software require ample, ongoing investment and the skills to support
them.

A solution to all this issue can be Cloud computing. It’s a set-up of computing
resources located just about anywhere that can be shared. Accordingly, by imple-
menting cloud computing innovation, we can defeat all these short comes and keep
up a unified framework where every one of the powers can check the education
framework from every single angle and proceed with screen and guide the frame-
work. They check the requirements of the institutes as well as guarantee that quality
training is given to each student after his participation, class exhibitions and so on
can be adequately kept up without stressing for the framework issue.

The cloud guarantees that students, instructors, personal, guardians, and staff
have access to basic data utilizing any gadget from anywhere. Both open and private
foundations can utilize the cloud to convey better administrations, even as they work
with fewer assets.

Why store in the cloud? The followings are the reasons for the implementation of
the clouds.

76% of the institutes have reduced the cost of the applications by moving to the
cloud.

35% of the institutes have uploaded at least 1 Tb of data to the cloud.
If stats are to be believed 43% of the higher education institutes have opted for

the cloud or planning for cloud computing solutions.
Beside the above statistics, following furnished point is the also reasons for the

implementation of the cloud.

3.2.1 Diminished Costs

Cloud-based administrations can help institutes decrease costs and quicken the uti-
lization of innovations to meet developing educational needs. Students can utilize
office applications without purchasing, install, and stay up with the latest on their
PCs. It likewise gives the instructors of Pay per use for a few applications.

3.2.2 Easy Access

Lesson arranges labs, grades, notes, and PowerPoint slides—pretty much anything
computerized that you use in training is effectively transferred.
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3.2.3 Security

Your information, content, data, pictures anything you store in the cloud normally
requires verification (ID and secret word, for instance) so it is not effectively available
for anybody.

3.2.4 Share Ability

Cloud computing opens up a universe of new conceivable outcomes for students, par-
ticularly the individuals who are not served well by customary training frameworks.
With cloud computing, one can reach more and more diverse, students.

Source: http://www.ijircce.com/upload/2014/february/21_Role.pdf.

3.2.5 No Costly Programming Required

One of the greatest focal points of cloud-based, registering is the software-as-an-
Service (SaaS)model. Numerous product projects are presently accessible either free
or on an ease membership premise, which considerably brings down the expense of
key applications for students.

3.2.6 Easy Update

Roll out improvements to a lesson and need to change it back? Don’t worry about
it. Cloud computing will spare various corrections and variants of a record with the
goal that you can sequentially follow back the development of a thing.

In these and different ways, cloud computing is lessening costs, as well as making
a situation where all students can have admittance to amazing instruction and assets.
Whether you are a chairman, an instructor, a student, or the guardian of a student,
now is an incredible time to investigate how cloud-based applications can advantage
you, your youngsters, and your school.

See more at: https://www.esds.co.in/blog/importance-of-cloud-computing-in-ed
ucation-sector/#sthash.x8h26i1X.dpuf, https://www.esds.co.in/blog/importance-of-
cloud-computing-in-education-sector/.

3.2.7 Roles and Boundaries

Organizations and humans can assume different types of predefined roles depending
on how they relate to and/or interact with a cloud and its hosted IT resources. Each of
the upcoming roles participates and carries out responsibilities in relation to cloud-
based activity. The following sections define these roles and identify their main
interactions.

http://www.ijircce.com/upload/2014/february/21_Role.pdf
https://www.esds.co.in/blog/importance-of-cloud-computing-in-education-sector/#sthash.x8h26i1X.dpuf
https://www.esds.co.in/blog/importance-of-cloud-computing-in-education-sector/
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Cloud computing act as the Cloud Provider, Cloud Consumer, Cloud Service
Owner, and Cloud Resource Administrator with Additional Resources but it also
has the boundary like Organizational Boundaries and Trust Boundaries. The details
of aforesaid topics is available on (http://whatiscloud.com/roles_and_boundaries/i
ndex).

3.3 Cloud Delivery Models

A cloud delivery model used a specific, pre-packaged combination of IT resources
offered by a cloud provider. Following furnished cloud deliverymodels widely estab-
lished and formalized in IT industry:

(1) Infrastructure-as-a-Service (IaaS)
(2) Platform-as-a-Service (PaaS)
(3) Software-as-a-Service (SaaS).

These three models are interrelated in how the scope of one can encompass that
of another, as explored in the Combining Cloud Delivery Models section later in this
chapter.

Cloud computing technology can provide solutions for the above-mentioned prob-
lems in education system. Cloud computing enables users to control and access data
via the Internet. The main users of a typical higher education cloud include students,
Faculty, administrative staff, Examination Branch and Admission Branch as shown
in Fig. 2. All the main users of the institution are connected to the cloud. Separate
login is provided for all the users for their respective work. Teachers can upload their
class Tutorials, assignments, and tests on the cloud server which students will be
able to access all the teaching material provided by the teachers via Internet using
computers and other electronic devices both at home and college and 24 × 7. The
education systemwillmake it possible for teachers to identify problem areas inwhich
students tend to make mistakes, by analyzing students’ study records. In doing so, it
will also allow teachers to improve teaching materials.

This will not only make it possible for students to use online teaching materials
during class but theywill also be able to access thesematerials at home, using them to
prepare for and review lessons. Utilization of cloud computing systems will reduce
the cost of operation because servers and learning materials are shared with other
colleges.

In the traditional deployment model, all Information Technology resources are
housed and managed in-house. Many aspects of these services and tools may be
migrated to the cloud and consumed directly over the Internet as either fully func-
tional applications (SaaS), development platforms (PaaS) or rawcomputing resources
(IaaS). Fig. 3 shows how the different categories of university users may consume
cloud services.

http://whatiscloud.com/roles_and_boundaries/index
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Fig. 2 Services attached to education cloud

Fig. 3 Users of an education cloud computing system

3.4 Cloud Deployment Models

A cloud deployment model primarily distinguished by ownership, size, and access
needs.

Private cloud: Operated solely for an organization, a private cloud may be man-
aged by the organization or a third party and may exist on or off the premises.

Public cloud: The infrastructure is made available to the general public or a large
industry group and owned by an organization selling cloud services.
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Community cloud: A community cloud is shared by several organizations and
supports a specific community that has shared concerns (e.g., mission, security
requirements, policy, and compliance considerations). It may be managed by the
organizations or a third party and may exist on or off premises. For example, a
state government may set-up a community cloud infrastructure for all its separate
organizations to pool resources.

Hybrid cloud: This infrastructure combines two ormore clouds (private, commu-
nity, or public) that remain unique entities but are bound together by standardized or
proprietary technology that enables data and application portability (eg, cloud burst-
ing, or a dynamic redistribution of resources between clouds to handle the demand
surge and balance loads).

As more companies consider the use of clouds, one of their first decisions is
whether to use a private or a public cloud or a hybrid. Many companies are favoring
private over public cloud. Twenty-six percent companies worldwide are presently
investing in public cloud applications, 20% in public cloud, and 38% in private
cloud infrastructure.

One of the major advantages of a private cloud is its greater security via dedicated
resources under the control of one user. Private clouds also offer the highest level
of customization as per the company’s needs. However, the downside is increased
cost over public cloud options. Its greatest advantage includes scalability and lower
costs. However, because it is a form of shared assets, public cloud providers are able
to offer minimal customization. In addition, security of the public cloud depends on
the provider. Hence, it is advisable that the reliability of any public cloud provider
must be evaluated thoroughly.

4 Broadband Networks and Internet Architecture in Cloud
Computing

GroupingCloud computing resources in close proximitywith one another, rather than
having them geographically dispersed, allows for power sharing, higher efficiency
in shared IT resource usage, and improved accessibility for IT personnel. These
are the advantages that naturally popularized the data center concept. Modern data
centers exist as specialized IT infrastructure used to house centralized IT resources,
such as servers, databases, networking and telecommunication devices, and software
systems.

4.1 Data Center Technology

Data centers are typically comprised of the following technologies and components:

• Virtualization
• Standardization and Modularity
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• Automation
• Remote Operation and Management
• High Availability
• Security-Aware Design, Operation, and Management
• Facilities
• Computing Hardware
• Storage Hardware
• Network Hardware
• Technical and Business Considerations.

4.2 Virtualization Technology

Virtualization is the process of converting a physical IT resource into a virtual IT
resource.

Most types of IT resources can be virtualized, including:

• Servers—A physical server can be abstracted into a virtual server.
• Storage—A physical storage device can be abstracted into a virtual storage device
or a virtual disk.

• Network—Physical routers and switches can be abstracted into logical network
fabrics, such as VLANs.

• Power—A physical UPS and power distribution units can be abstracted into what
are commonly referred to as virtual UPSs.

This section focuses on the creation and deployment of virtual servers through
server virtualization technology.

The first step in creating a new virtual server through virtualization software is
the allocation of physical IT resources, followed by the installation of an operating
system. Virtual servers use their own guest operating systems, which are independent
of the operating system in which they were created.

Both the guest operating system and the application software running on the vir-
tual server are unaware of the virtualization process, meaning these virtualized IT
resources are installed and executed as if they were running on a separate physical
server. This uniformity of execution that allows programs to run on physical sys-
tems as they would on virtual systems is a vital characteristic of virtualization. Guest
operating systems typically require seamless usage of software products and appli-
cations that do not need to be customized, configured, or patched in order to run in
a virtualized environment.

Virtualization software runs on a physical server called a host or physical host,
whose underlying hardware is made accessible by the virtualization software. The
virtualization software functionality encompasses system services that are specifi-
cally related to virtual machine management and not normally found on standard
operating systems. This is why this software is sometimes referred to as a virtual
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machine manager or a virtual machine monitor (VMM), but most commonly known
as a hypervisor.

4.3 Web Technology

Due to cloud computing fundamental reliance on internetworking, Web browser
universality, and the ease of Web-based service development, Web technology is
generally used as both the implementation medium and the management interface
for cloud services.

This section introduces the primary Web technologies and their relationship to
cloud services.

Artifacts accessible via the World Wide Web are referred to as resources or Web
resources. This is a more generic term than IT resources. IT resource, within the
context of cloud computing, represents a physical or virtual IT-related artifact that
can be software or hardware-based. A resource on the Web, however, can represent
a wide range of artifacts accessible via the World Wide Web. For example, a JPG
image file accessed via a Web browser is considered a resource. For examples of
common IT resources, see the IT Resource section.

Furthermore, the term resource may be used in a broader sense to refer to general
types of process able artifacts that may not exist as standalone IT resources. For
example, CPUs and RAM memory are types of resources that are grouped into
resource pools and can be allocated to actual IT resources.

4.4 Multitenant Technology

The multitenant application design was created to enable multiple users (tenants)
to access the same application logic simultaneously. Each tenant has its own view
of the application that it uses, administers, and customizes as a dedicated instance
of the software while remaining unaware of other tenants that are using the same
application.

Multitenant applications ensure that tenants do not have access to data and config-
uration information that is not their own. Tenants can individually customize features
of the application, such as:

• User Interface—Tenants can define a specialized “look and feel” for their appli-
cation interface.

• Business Process—Tenants can customize the rules, logic, and workflows of the
business processes that are implemented in the application.

• Data Model—Tenants can extend the data schema of the application to include,
exclude, or rename fields in the application data structures.
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• Access Control—Tenants can independently control the access rights for users and
groups.

Multitenant application architecture is often significantly more complex than that
of single-tenant applications. Multitenant applications need to support the sharing
of various artifacts by multiple users (including portals, data schemas, middleware,
and databases), while maintaining security levels that segregate individual tenant
operational environments.

4.5 Service Technology

The field of service technology is a keystone foundation of cloud computing that
formed the basis of the “as-a-service” cloud delivery models. Several prominent
service technologies that are used to realize and build upon cloud-based environments
are described in this section.

Reliant on the use of standardized protocols, Web-based services are self-
contained units of logic that support interoperable machine-to-machine interaction
over a network. These services are generally designed to communicate via non-
proprietary technologies in accordance with industry standards and conventions.
Because their sole function is to process data between computers, these services
expose APIs and do not have user interfaces. Web services and REST services rep-
resent two common forms of Web-based services.

4.6 Case Study Example

Cloud Computing in education in the Czech Republic
Introduction

Not much has been written about Cloud Computing in the Czech Republic. Articles
speak about its use in education, but not focused on its use in vocational education,
thus ignoring the use of cloud storage and online office suites, such as processing
and storage of measurement reports online in Czech Republic.

With the process of informatics technology is very important to monitor new
trends. A lot of schools are fighting with the lack of money and it is difficult for
them to buy new technologies. To buy new hardware and software is an expensive
investment that the schools are not able to afford.

One solution how to reduce the investment costs is to maximize the effectiveness
of ICT by using Cloud Computing. Then you can ensure superior education without
the huge investment to the expensive software applications.

What is the case study about?
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This case study is about Cloud computing implementation in Czech Republic in
general and about iTřída—e-learning tool for Czech Elementary schools.

Some more detail

Cloud computing allows practical use of ICT and access to information practically
anywhere, where you haveWI-FI, regardless school, class, state or continent. This is
theway how to share, update, and back up data, application, and services. The schools
can use their applications, operation systems and are able to meet requirements of
student.

Cloud services separation
IAAS—Infrastructure as a service. Is it a supply of hardware or connectivity?
PAAS—Platform as a service. The provider offers support for the whole cycle of
creation process and provides web applications. All programs are realized in the web
setting.
SAAS—Software as a service. It is a service, which is realized by remote server.
It is an access to application, not application as itself. The most common uses are:
Google Apps (Gmail, Calender, Docs,.) Zoho Office,Drop Box and so on.

Why yes and why not? The biggest reason why the schools are afraid of Cloud
tools is safety and the distrust in external server. On the contrary, the schools that
are already using Cloud tools mention exactly the safety of the deposited data as the
best advantage of this solution. The next advantage is flexibility and the availability
of application and files everywhere.

Czech Republic and Europe: The statisticians found out that in 2014, 1.3 million
people in the Czech Republic were using an Internet clearance site for files, this
means 15% of the population, men (19%) used the Cloud more than women (11%).
This use is definitely the domain of young people. The most part of users are in
the age group 20–24 years and 25-29 years, and especially sharing files between
students from the point of view of the international comparison the Czech Republic
is above the EU average, where there are about 21% of individual users in ages
16–74. Denmark is the first followed by Great Britain, where the Cloud is used by
40% of people.

If schools and teachers want to “be in” the Cloud, they should find more infor-
mation about this topic. Today many educational institutions offer courses in using
Cloud Computing. Some elementary and high schools are using Cloud Computing.
All universities are using it.
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iTřída—e-learning tool for Czech Elementary schools
The Czech educational system offers Cloud-based classroom e-learning tools
designed for teachers, pupils and their parents to direct and indirect teaching. The
teacher can use modules from iTřída, students can enter teaching materials, assign-
ments or tests. Students can also write messages, news and information, provoke dis-
cussion and brainstorming. The ITřída environment is linked to the portal DUMy.cz
where users have access to more than 130,000 educational materials.

I learning, i teaching: Cloud services have proved to be very simple and effective
assistant in school management and teaching. It can be argued both from a global
perspective on the functioning of schools and in terms of individual teachers who
have these services can lead and organize the teaching of their own subjects, or
collaborate with colleagues. Currently, however, the Cloud is facing major obstacles
due to the unwillingness on the part of users who would need to learn how to use
new applications. This is despite the fact that they know that it would help their work
and make other activities easier, which has been confirmed by two surveys, in which
users have stated that despite the initial negative opinions they are now happy using
the Cloud for teaching and learning.
http://www.statistikaamy.cz/2015/01/byt-mlady-a-nemit-cloud-je-out/
http://www.nidv.cz/cs/projekty/projekty-esf/icdv/podrobne-o-projektu.ep/
http://clanky.rvp.cz/clanek/c/g/14721/CLOUD-COMPUTING—NEJEN-TEMA-A
LE-I-NASTROJ.html/
https://theses.cz/id/odrhowhttp://www.itveskole.cz/itrida-2.

5 Cloud Computing Usage in Big Data and Education

The rise of cloud computing and cloud data stores has been a precursor and facilitator
to the emergence of big data. Cloud computing is the co modification of computing
time and data storage by means of standardized technologies.

It has significant advantages over traditional physical deployments. However,
cloud platforms come in several forms and sometimes have to be integrated with
traditional architectures.

This leads to a dilemma for decisionmakers in charge of big data projects.Howand
which cloud computing is the optimal choice for their computing needs, especially
if it is a big data project? These projects regularly exhibit unpredictable, bursting, or
immense computing power and storage needs. At the same time, business stakehold-
ers expect swift, inexpensive, and dependable products and project outcomes. This
article introduces cloud computing and cloud storage, the core cloud architectures,
and discusses what to look for and how to get started with cloud computing
https://www.qubole.com/resources/article/big-data-cloud-database-computing/#sth
ash.CVzGDRgJ.dpuf, https://www.qubole.com/resources/article/big-data-cloud-da
tabase-computing/).

http://www.statistikaamy.cz/2015/01/byt-mlady-a-nemit-cloud-je-out/
http://www.nidv.cz/cs/projekty/projekty-esf/icdv/podrobne-o-projektu.ep/
http://clanky.rvp.cz/clanek/c/g/14721/CLOUD-COMPUTING%e2%80%94NEJEN-TEMA-ALE-I-NASTROJ.html/
https://www.qubole.com/resources/article/big-data-cloud-database-computing/#sthash.CVzGDRgJ.dpuf
https://www.qubole.com/resources/article/big-data-cloud-database-computing/
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1. No more expensive textbooks.

It’s no secret that university-level textbooks are expensive. The cost of textbooks
has outpaced the cost of virtually everything else in education, including tuition.
As a result, many students are simply refusing to buy them. Cloud-based textbooks
can solve this problem as digital content is significantly less expensive than printed
content. This levels the playing field so that low-income students can have the same
access to quality learning materials as their higher-income counterparts. Currently,
higher education institutions across the United States are piloting an e-textbook
program involving 50 publishers and close to 30,000 textbooks.

2. No More Outdated Learning Materials

In the K-12 arena, the problem of expensive textbooks means that many of the mate-
rials students are using are outdated. The average social studies book in elementary
and junior high schools are seven to eleven years old, which means that the world
maps in these books are no longer correct. With cutbacks in school budgets, many
districts, especially in less affluent areas, simply can’t afford to replace these out-
dated resources. Cloud-basedmaterials are easy to update in real time so that students
always have access to the most current learning resources.

3. No Expensive Hardware Required

Cloud-based applications can be run on Internet browsers, but most are compatible
with mobile devices as well. This means that schools and students do not necessarily
need to own expensive computers-a $50 smart phone can access these applications
just as well as a $500 laptop. Students also don’t need to purchase external storage
devices as there are plenty of companies, like Google, that offer free cloud-based
storage.

4. No Expensive Software Required

One of the biggest advantages of cloud-based computing is the software-as-a-service
(SaaS) model. Many software programs are now available either free or on a low-cost
subscription basis, which substantially lowers the cost of essential applications for
students. For example, instead of purchasing a singleMicrosoft Office student license
for $140, students and their families can purchase a cloud-based subscription for five
computers and five mobile devices for only $10 per month. Even better, they can
use Google Docs for free. Institutions can also save big by using SaaS applications-
traditional learning management systems can cost upwards of $50,000 or more,
but cloud-based learning management systems like ProProfs’ Training Maker are
available starting at $60 a month with no per-user fee.

5. Reaching More, and More Diverse, Students

The cloud computing opens up a world of new possibilities for students, especially
those who are not served well by traditional education systems. For example, until
education moved online, the options for adult students who didn’t finish high school
were very limited-now these students can earn their diploma or GED online. There
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are many other types of students for whom a traditional school environment simply
doesn’t work, and these students now have many options for pursuing alternative
forms of education.

In these and other ways, cloud computing is not only reducing costs, but also
creating an environment where all students can have access to high-quality education
and resources. Whether you are an administrator, a teacher, a student, or the parent
of a student, now is a great time to explore how cloud-based applications can benefit
you, your children, and your school.

5.1 Comparison of Several Big Data Cloud Platform

Cloud Dataproc and Amazon EMR have very similar service models. Each is a
scalable platform for filtering and aggregating data, and each is tightly integrated
with Apache’s big data tools and services, including Apache Hadoop, Apache Spark,
Apache Hive, and Apache Pig.

In both services, a user creates a cluster that comprises a number of nodes. The
service creates a single master node and a variable number of worker nodes. Amazon
EMR further classifies worker nodes into core nodes and task nodes.

Once a cluster has been provisioned, the user submits an application-called a job in
Cloud Dataproc and a stepin Amazon EMR-for execution by the cluster. Application
dependencies are typically added to the cluster nodes using custom Bash scripts
called initialization actions in Cloud DataProc and bootstrap actions in Amazon
EMR. Applications typically read data from stable storage, such as Amazon S3,
Cloud Storage, or HDFS, and then process the data using an Apache data processing
tool or service. After the data has been processed, the resulting data can be further
processed or pushed back to stable storage.

Amazon EMR, Cloud Dataproc, and Cloud Dataflow compare (Fig. 4) to each
other as follows:

5.2 Limitation of Cloud Computing in Education

Cloud computing; undoubtedly continue to play an increasingly major role for non-
profits, charities, and libraries as well as in their IT. But the organization in the
dilemma to decide which elements of IT infrastructure should move into the cloud.

Technology is changing constantly and issues related to cloud computing diffi-
culties may be resolved in later on. Therefore, if any, organization not quite ready
for the cloud may find a good cloud solution later.



Cloud Computing Environment in Big Data for Education 231

Product 
Summary 

100% open 
Source 
Hadoop 

Open Source 
Hadoop with 
proprietary 
management 

Big Data 
Infrastructu
re as a 
Service in 
the Azure 
Cloud 

Big Data in 
Dedicated 
Cloud 
Service 

Cloud-
based data 
warehousing 

Standalone 
Spark 
Service 

Big Data 
Infrastructu
re as a 
Service in 
the AWS 
Cloud 

Cross-
platform 
Big Data 
Service 
with 
Unified 
Metadata 

Must 
Migrate 
Data To 
Platform 

YES YES NO* YES YES NO** NO** NO*** 

Out-of-the-
box Data 
Processing 
Engines 

Installation 
required 

Installation 
required 

MapReduc
e, Hive, 
Pig, Spark, 
HBase, 
Storm 

MapReduc
e, Hive, 
Pig, Spark 

Hive, 
Presto Spark 

MapReduc
e, Hive, 
Pig, HBase, 
Cascading, 
Impala, 
Spark, 
Presto 

MapReduc
e, Hive, 
Pig, HBase, 
Cascading, 
Spark, 
Presto 

Deployment 
Model 

Data Store On-
Premises 

On-Premises Azure 
Alitscale 
Data Cloud 

TreasureDa
ta Cloud 

AWS AWS 
AWS, 
GCP, 
Azure 

Setup 

****

Management 
Support 
and 3rd 
Party 
Consulting 

Support and 
3rd Party 
Consulting 

No Big 
Data-
specific 
Support 

Full 
Manageme
nt and 
Support 

Full 
Manageme
nt and 
Support 

Full 
Manageme
nt and 
Support 

No Big 
Data-
specific 
Support 

Full 
Manageme
nt and 
Support 

Economic 
Structure 

Software 
License 
and 
Support, 
Infrastructu
re Purchase 
and 
Personnel 

Software 
License and 
Support, 
Infrastructure 
Purchase and 
Personnel 

Elastic 
compute 
pricing 

Fixed Rate Pay-per-use 
Elastic 
compute 
pricing 

Elastic 
compute 
pricing 

Elastic 
compute 
pricing 

Scalability Fixed 
Cluster 

Fixed Cluster 

Manual 
scaling, 
elastic, 
on-demand,
no graceful 
downscaling 

Manual 
scaling, 
elastic, 
on-demand 

Manual 
scaling, 
elastic, 
on-demand 

Manual 
scaling, 
elastic, 
on-demand,
no graceful 
downscaling 

Manual 
scaling, 
elastic, 
on-demand 

Automatic, 
elastic, on-
demand 

Fig. 4 Comparison of vender of big data. See more at: https://www.qubole.com/resources/solutio
n/big-data-vendors-comparison/#sthash.HZHvhUHV.dpuf

https://www.qubole.com/resources/solution/big-data-vendors-comparison/#sthash.HZHvhUHV.dpuf
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5.2.1 Confidentiality

Cloud suppliers have developed numerous protocols to maintain confidentiality and
safety of the data for their clients on their servers, with additional safekeeping of
information, warranties, and services.

Therefore, it is opined that the cloud’s internal security is good, but a particular
computer terminal might not have the same safety protocols. Thereafter, a person
might be reluctant to enter into confidential information with fears about the safe-
keeping of confidential information on foreign-based servers where data protection
regulation is not available.

UNESCO is aware of these concerns, and states that several cloud suppliers have
contracts that guarantee personal data is only stored in determined countries with
safe legal systems.

5.2.2 Lack of Control

Many organization manger their information in one given cloud software using cen-
tralizes system. This system also integrated into an intricate network of services
that may be shut down overnight without further notice. Therefore, institutions must
diversify the number of software suppliers to minimize risks.

5.2.3 Dependence of Network Performance

The institute manages the high volume of information managed through the cloud,
depends heavily on the use of broadband or fiber optics of the network. Therefore,
it may be complex to work in a scenario where the institute is suddenly offline and
its software is overly dependent on an online internet connection.

Cloud have the other problem related to the maintenance cost of the system, low
internet and load shading major issue in the rural areas.

Though the cloud computing has the limitation, it is a quickly changing area
that will undoubtedly continue to play an increasingly major role for nonprofits,
charities, and libraries as well as their IT systems. But the concerned issue is to
choose IT infrastructure to move in the cloud and you should way from the cloud.

Finally, because technology is changing constantly, you can’t just evaluate cloud
solutions once. An issue that may make cloud computing difficult or impossible for
you today may be resolved six months from now. And more cloud tools are being
developed all the time. So even if you’re not quite ready for the cloud right now, you
may find a good cloud solution at a later time.
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6 Conclusion

This paper presented a description of a systematic flow of survey of the cloud com-
puting environment in education usingBig data.We discussed about the applications,
advantages and challenges faced by education when used over a cloud computing
environment.

In future, the challenges are need to be overcome and make way for the even more
efficient use of the cloud computing in education environment. It is verymuch needed
that the computer scholars and IT professionals to cooperate and make a successful
and long term use of cloud computing and explores new ideas for the usage of the
cloud computing in big data and education environment.
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Head in the Clouds: Some of the Possible
Issues with Cloud Computing
in Education

Richard A. W. Tortorella, Kinshuk and Nian-Shing Chen

1 Introduction

Not all that glitters is gold, not all who wander are lost, and equally as true, cloud
computing is not the ultimate solution to educational computing problems. Although
the possibility of utilizing cloud computing can appear to be a heaven-sent solution
for educational applications, a more down to earth review of the possible drawbacks
and limitations needs to be conducted.

These limitations range from possibly benign problems such as bandwidth con-
nectivity issues for mobile devices (Dinh, Lee, Niyato, &Wang, 2013), to more deal-
breaking aspects of security and privacy (Hashizume, Rosado, Fernández-Medina,
& Fernandez, 2013). The safeguarding of sensitive data is of key importance to the
educational domain (González-Martínez, Bote-Lorenzo, Gómez-Sánchez, & Cano-
Parra, 2015), and must be addressed both in terms of cloud management and secure
software as a cloud service provider (Almorsy, Grundy, & Müller, 2016).

Security and access to data residing within cloud computing are of importance to
educational usage, as the data can be student records, student accounts, or student
learning data. Therefore, understanding security policy concerns and potential gaps
in current laws and regulations is vital to the educational domain (Jaeger, Lin, &
Grimes, 2008).
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In a 2015 survey of Tunisian universities (Chihi, Chainbi, and Ghdira), 97% of
the respondents indicated that security concerns are important within the cloud.
Indeed, according to a 2017 survey (Weins, 2017), security challenges rated as the
top challenge for IT professionals adopting cloud infrastructure. However, security
does not pose the only potential setback to cloud computing as it appertains to educa-
tion. Infrastructure limitations and concerns affecting educational cloud computing,
specifically in aspects of collaboration and interactivity, can be negatively affected
by network performance and latency (González-Martínez et al., 2015).

The goal of this chapter is not to downplay the enormous potential that cloud
computing can and will have on education. Rather, the aim is to provide a balanced
and holistic perspective on the subject matter of cloud computing within education.

2 Educational Cloud Computing: Security Concerns

Implementing any form of new technology usually generates questions about its
usage and overall functionality. In the case of the new technology of cloud computing,
one of the questions that arise is that of security concerns relating to its use. In recent
news, it has been revealed that intelligence agencies are able to employ a myriad of
common everyday devices to suit their investigative needs. Although this may not be
the case in our daily lives for an educator, we do have to ensure that safeguards are
in place when it comes to educational activity and usage of any technology, and this
applies to cloud computing. Any type of security concerns one may have are further
increased when we are forced to contend with potentially sensitive student data and
privacy.

Although the topic of data security would require several times to fully cover,
this chapter will focus on the general overview of this topic. There are several main
aspects of any type of computing technology in terms of security. One such aspect
is that of hardware infrastructure security, or the safety of the physical devices and
connections themselves. Another is that of data security, where the ability of the data
to remain safe and secure is addressed. A third, and perhaps less obvious security
concern, is that of third-party outsourcing and the security issues it exposes.

The first two topics are relatively self-descriptive in their meaning, and are likely
familiar to most readers—at least conceptually. The last of the three, third-party
outsourcing, revolves around the central question of who exactly is performing the
work of hosting and managing the computers that make up the cloud computing
infrastructure. For example, it is one thing to hire a firm to do X, but is that firm
really the one doing X or outsourcing it to another provider? As an educator, do
we know if our computing information is being handled by the firms we think are
doing the work? These questions are critical, since these outsourced companies may
have diminished the ability to adequately safeguard sensitive educational data. Are
third-party resources adequately vetted for security before being employed? Are they
under the same legal protection and requirements as the originally contracted firm?
Are issues regarding the loss of data governance, the handling of security concerns,
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security audits and compliance, and general legal risks all disclosed when using
third-party resources?

These various issues are addressed in detail in the rest of this chapter.

3 Hardware/Infrastructure Security

Although often overlooked, the issue regarding some of the possible ramifications
with security concerning the physical server hardware and infrastructure is a source
for potential security concern for any educator considering using cloud computing.
Hardware and infrastructure concerns address the safety and integrity of the phys-
ical computing devices, and the various means by which the varying systems are
interconnected (such as networks).

One of the ever-present online threats to computer security is that of a cyberattack
or digital attack. A cyberattack or digital attack can be defined as an action targeting
computer infrastructure, networks, or devices in a negative manner in order to steal,
remove, or alter information.Cyberattacks come innumerousguises such asmalware,
man-in-the-middle, cross-site scripting, or denial-of-service, to name a few (Shabut,
Lwin, & Hossain, 2016). Yet, out of the many types of cyberattacks present, few
have proven more effective than simple social engineering attacks: attacks, which
cause victims to provide confidential information or perform actions that would
compromise security (Švehla, Sedinić, & Pauk, 2016). A common form of social
engineering attack is email phishing attack or impersonation. These are attackswhere
the perpetrators of the attack attempt to gain sensitive user information (such as ID,
passwords, and banking information) by impersonating or disguising themselves as
a trustworthy source, typically via email. Under normal circumstances, this type of
threat is usually directed toward the end user. However, it is certainly a possibility
that this type of attack could be directed toward the hosting services for the cloud
computing hardware, and thus potentially placing educational data at risk. As is often
the case, when large multinational companies report the loss of people’s confidential
information—it is as a result of an attack on their online cloud resources. From nude
photographs of celebrities to sensitive student data, everything is a potential target.

Another concern about the hardware and infrastructure security, more specifically
the hardware level, is the physical security of the devices themselves. The means by
which physical access is limited to personnel or the safety in preventing unauthorized
computer access is of concern to the administration and safety of cloud computing
facilities. This further becomes a problem when systems are being outsourced to
third parties, as additional security problems due to the interconnecting of systems
increase potential security vulnerabilities.

Security consideration relating to hardware can be something as apparently trivial
as outsourcing offsite storage backups and procedures. The question that arises is
whowill be keeping the backups secure, and how are the outsourced bodies achieving
the appropriate level of security. These questions raise the idea of data security to
the forefront of the discussion.
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4 Data Security

The security, safety, and privacy of student data are always of high importance,
especially when students are of the age of minority. This section will address the
possible issues pertaining to the usage of cloud computing on the security of sensitive
student and educational data.

Although the security of the hardware itself, as mentioned previously, is a con-
cern, in the event of a physical security breach, even if the security of the hardware
and infrastructure is compromised, the security of the data itself should provide an
additional layer of protection. This securing of the data is handled via encryption, a
means by which the data is stored in a manner that requires a special key or passcode
to decode into a usable format.

However, encryption may not be a straightforward solution, as given enough
access and resources, even encryption could be overcome. In order to break (via brute
force) encryption protocols, vast amounts of computational power are required. In
fact, this is the largest obstacle facing anyone wishing to break encryption protocols:
raw mathematical computational power. In the past, large-scale advanced cryptog-
raphy (or the use of ciphers to protect information) has been limited to mostly large
government entitieswith access to vast computational resources.However, the advent
of cloud computing has provided a suitable alternative in terms of access to free com-
putational power as public cloud services become available (Jaber & Zolkipli, 2013).

Additionally, the decoding of encrypted data can be facilitated if the attacker has
direct access to the data itself: a potential problem for cloud computing storage. Hav-
ing cloud access to storage increases the chances for direct access by unauthorized
people. Although this is still a concern for local storage, the central location of cloud
storage provides a veritable treasure trove of information.

Generally speaking, cloud computing services, which provide infrastructure as a
service (IaaS), are heavily reliant on virtualization technology. Virtualization tech-
nology is the ability of larger computer systems to behave as a multitude of smaller
independent systems. In the same way as a large housing complex can be subdivided
into smaller self-contained living areas, a large computer system can behave as many
smaller interconnected systems. The drawback of such technology is that although
customers appear to have their own dedicated hardware, they are in reality multi-
tenant systems (Mishra, Mathur, Jain, & Rathore, 2013). Multi-tenant systems are
systems where multiple users have their systems created virtually (through virtual
machines) onto a larger system. Thus, much like apartment tenants who share the
aforementioned large housing complex, multi-tenant systems have users coexist in
the same server hardware. This situation creates a means by which other tenants of
the server hardware are able to share resources. This sharing of resources, although a
core idea being cloud computing, also provides a potential beachhead from which to
launch security attacks on other systems, and thus possibly compromising sensitive
data.

The transmission and storage of data, as well as associated security risks, are also
a concern when reviewing the possibility of utilizing cloud computing for educa-
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tional reasons. Data can be transmitted from the device to the cloud (the details of
which fall upon application programming and not cloud computing itself), and from
cloud computing servers to other cloud computing servers. Interconnectivity between
servers is one of the major advantages and benefits of cloud computing, allowing
cloud computing servers to talk among themselves. This interconnectivity can pro-
vide worldwide access to courses without perceivable latency. This is accomplished
by having data residing on several servers worldwide, providing almost immediate
access to course repositories. However, it also poses a risk when reviewing issues of
data security: if data is being shared, it can also be intercepted and potentially stolen.

Within the education realm, this transmission of data could be sensitive student
data moved between servers, or perhaps grades and coursework. But, is data security
a real issue? In a recent study conducted by Maghrabi (2014), 50 university students
were asked, and half of the surveyed students were not sure their data was safe
within the cloud. However, although a large percentage of the respondents valued
their privacy, a staggering 62.5% of respondents who utilized the cloud computer
services did not read the terms and conditions provided by the cloud storage provider
(Maghrabi, 2014). The consequences of not reading the terms and conditions may
mean that the students were not aware of the potential of third-party outsourcing and
the risks they agreed upon.

5 Third-Party Outsourcing

Often, third parties are contracted to handle various aspects of cloud computing.
This can result in security concerns for educators when these third parties reside in
regions with different laws governing data storage, data retention, and data informa-
tion privacy.

Many countries in theworld possess different levels of regulation and enforcement
(see Fig. 1).

Traditionally, access control techniques (selective restrictions of data access and
resources) assume that the data owner and the various data storage servers are present
on the same domain (Bhukya, Pabboju, & Sharma, 2016). However, with cloud
computing, this is not always the case, and the question of the data’s actual location
becomes a very important issue.

Cloud computing service providers may opt to store their data offsite at a loca-
tion different from the main computational servers. This allows for the usage of less
expensive third-party contractors to handle certain aspects of a user’s cloud com-
puting system. From a financial standpoint, third-party contractors may be ideal. As
third-party contractors often operate on foreign soil, significantly reduced electri-
cal power costs and diminished computer cooling (air conditioning) costs in certain
regions allow for a cheaper overall infrastructure cost, enabling third parties to offer
services at a reduced cost. Additionally, labor costs on foreign soil may be cheaper,
with different labor laws, allowing for less expensive 24/365 support. So, although
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Fig. 1 Data protection laws of the world (DLA-Paper, 2017)

operationally they may be ideal, as an educator concerned with student data safety
and privacy the specter of data security is always present.

Although outsourced work or data storage may fall under direct service-level
agreements, agreed upon with the initial provider, it can be difficult to ensure that
all possible security measures are in place. A few considerations are as follows: Do
the various third-party contracts have adequate security audits? Do they ensure that
security compliance and general legal risks are all addressed? Typically, the educator
and their organization using these services are not privy to any such information.
Many cloud computing services do not specify which services are being outsourced
or to whom. This can result in decision-makers being unaware that secure student
data is being stored in distant countries, under unknown security conditions with a
myriad of different laws governing the data’s usage.

Outsourcing is not the only concern for educators and decision-makers when it
comes to cloud computing within education; a potentially overlooked issue is that of
infrastructure concerns. As all communicationwith cloud computing services require
an Internet connection, how will this affect an educational institution’s networking
resources? The following section will address some of these concerns.

6 Educational Cloud Computing: Infrastructure Concerns

Although data security and privacy are likely the most commonly addressed con-
cern involving any student data, when discussing cloud computing technology for
educational usage, operational and quality issues of cloud computing as a resource
also need to be investigated, as the daily operation and implementation of cloud
computing is always dependant on the available infrastructure.
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In terms of the cloud computing setup, cloud computing is merely a fancy way of
describing what has been around in one form or another since the 1960s: centralized
computing. As the name suggests, centralized computing is computing performed
at a central location, using terminals to communicate with the main computing sys-
tem. Although the speed and systems involved with cloud computing are much more
advanced than its 1960s counterparts, it is still simply an advanced version of a
client/server infrastructure. As such, it is susceptible to many of the infrastructure
issues that have plagued client/server infrastructure in the past: connection speed
and latency, as well as connection reliability. These problems can have considerable
negative impact on different aspects of educational computing, such as student col-
laboration and interactivity. Therefore, although it is ever changing, the infrastructure
on which cloud computing is utilized both from the server and client side needs to be
reviewed for potential issues. The three subareas dealing with infrastructure issues of
cloud computing, which are important for education, include hardware connectivity,
access speed for mobile learning device, and local versus remote resources.

7 Hardware Connectivity

Connectivity to any type of cloud computing service, by definition, requires some
type of network connectivity. This type of connectivity can be a wired solution for
desktop applications, but for mobile learning systems, it is most often some type of
wireless communication.

The problem with wireless communication is that of speed: when wireless and
wired networks converge, data bottlenecks may arise (Sanaei, Abolfazli, Gani, &
Buyya, 2014). As such, this may result in varying levels of communication issues,
and cloud computing resources could become unavailable. This lack of availabil-
ity is indeed more of a concern for wireless network connected devices than devices
employing only wired connection (Dinh et al., 2013). Yet, from an educational stand-
point, the result of having a severe lag or intermittent access can be detrimental to
student collaboration and real-time interactivity.

Network availability, or the ability to always access resources located across a
network, is also a potentially overlooked issue. Without access to a wireless network
or mobile data service, it is not possible to utilize the services of cloud computing.
Although the percentage of the world’s population covered by 3G mobile cellular
signals is increasing, and the overall affordability is improving in non-first world
areas (Littman-Quinn et al., 2011), connectivity still remains a significant issue. Even
taking into consideration planned and unplanned network outages, the infrastructure
supporting the communication between devices and the cloud needs to be as reliable
and fast as possible. Improved network reliability will permit educators to shift their
concern from the reliability of the technology to focus on the education of their
students.
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8 Access Speed for Mobile Learning Devices

Even if the network connection between amobile device and cloud servers is present,
the speed of the connection can have a great effect on the usability of the device as
it connects to the cloud servers. Even though network speeds are ever increasing,
the availability of additional bandwidth is being utilized by software developers.
Some common examples of this heightened usage are Netflix and YouTube. Both
applications will take advantage of every available bit of bandwidth made available
to them in order to provide better video quality to the end user. Similarly, with
wireless connections, the increase in wireless network speeds permits the usage of
more network-intensive applications such as video, streaming, and high bandwidth
content. So, although higher network speeds have resulted in better real-time live
interactions, the availability of additional bandwidth resources is not always present
to allow for additional services such as cloud computing.

Be it streaming recorded video, performing video-based cooperative learning or
participating in aMassiveOpenOnlineCourse (MOOC), the bandwidth requirements
of a device are always a concern. Of similar concern is the density of student devices
accessing cloud computing resources. Although a solitary device may not create,
nor encounter, any bottlenecks in wireless data flow, a classroom full of devices, all
connected to a cloud computing resource, may pose data flow problems.

Of concern in a classroom scenario is not only the local classroom’s Wi-Fi band-
width limitation but the overall bandwidth limit of the school itself. This is of concern
in a classroom scenario where students potentially all share a common Wi-Fi access
point (AP). Depending on the network topology, upward of 50 to 100 students (with
a maximum of 255 connections) could share the same AP or wireless connection.
All the APs in a given location then usually share a common Internet connection.
Therefore, a classroom of students accessing some type of cloud computing-based
education resources may easily create more bandwidth demand than what the infras-
tructure can support. Although this is, of course, dependent on the facilities present
in each and every classroom (and certainly cannot be generalized), it is nonetheless
something to consider when reviewing educational use of cloud computing.

A final type of issue involving access speed, which may arise even if the entire
infrastructure is capable of handling the bandwidth, is a flooding attack. A flooding
attack is where attackers send large amount of random data to services, creating
a bottleneck (Jensen, Schwenk, Gruschka, & Iacono, 2009), which can result in a
direct denial-of-service (DDOS). This is a security concern and risk for the cloud
computing service provider but also affects the end user, resulting in a reduction or
cessation of resource availability.
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9 Remote Versus Local Resources

Aquestion that arises from the possible connectivity issues and access speeds involv-
ing cloud computing is that of comparing remote resources with local resources.
Remote resources are resources that are not on the user’s device itself, whereas local
resources are resources that are onboard the device. Each of the two resources types
has its own advantages and disadvantages. However, the fundamental question when
reviewing the possibility of utilizing cloud computing (remote) resources is simple,
whether it is necessary to use cloud computing.

There are countless benefits to using cloud computing, as can be seen in the
remainder of this book. However, there are a few simple questions which could be
asked to determine if an educator requires cloud computing. Do students need to
have their resources located on a remote server? Is the processing power available on
the various local devices not sufficient and requires the additional processing power
provided by cloud computing? Will students require the centralized system offered
by a cloud computing resource?

Certainly, local resources have fewer security issues and are very quick to access
and always available. However, they do lack the ability to exist outside the silo created
by the local hardware and resources.When resourced are self-contained and isolated,
they lack the ability to communicate with other similar resources. Aristotle’s phrase
holds true when looking at resources, “The whole is greater than the sum of its parts”.
When resources are interconnected, it allows for novel applications involving user
interaction and systems interoperability. So, local resources do not promote many
aspects of education found within this book and force a focus shift to be primarily
on the individual student rather than the learning community.

Although cloud computing can bring forward amazing opportunities for both
teaching and learning, educators must be aware that if any of the above infrastructure
concerns are realized, the implications could be counterproductive to the student.
This is where the best of intentions for utilizing cloud computing can backfire and
negatively affect student learning and general teacher productivity. However, none
can be as damaging as the potential implications of having private information fall
into the wrong hands.

10 Educational Cloud Computing: Licensing/Ownership
Concerns

Cloud computing allows for the potential remote data storage, and along with it, the
issues emerge related to foreign access to data and information. This is certainly a
grave concern for educators concerned with educational data rights and student data
privacy. As this involves information that may be potentially confidential/private
involving minors (students), additional care must be taken to understand the issues
at hand.
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When utilizing cloud computing within an educational environment, it is imper-
ative to consider the fact that the data may not be stored on servers owned by one’s
educational institution. On the contrary, the data stored in the cloud may be kept on
one or more servers owned by companies from varying countries. These countries
may have significantly different laws regarding the usage and ownership of data on
servers. Is the data owned by the individual who placed it there, or is the data property
of the cloud hosting service?

Additionally, allowing sensitive student data to be hosted on servers on foreign
soil is illegal in some countries. For example, in Canada, public bodies must adhere
to the law stating that personal information data cannot be stored or accessed outside
of Canada. Members of the European Union (EU) prohibit the transfer of personal
information to any foreign soil that has not met the EUs definition of adequacy for
privacy protection standard. Similarly, Australia only permits cross-border transfers
of information to other groups with similar legal protection of the data as itself
(“Where in the World May Personal Information Be Stored?” 2015).

The main reason is that the data on those servers is then subject to foreign laws,
from which the source country has no legal protection or involvement. Assuming
the above problems do not materialize, what happens to the student data when one
closes the contract with the cloud service provider? A commonly overlooked issue
is that of archival or backups, and the ultimate destruction of the data (Chen &
Zhao, 2012). Once an educational institution is no longer a paying customer of the
cloud services, what legal rights does it have to ensure its data is removed from all
preexisting sources and offsite backups?

This section indeed raises more questions than providing answers, as the answers
differ from country to country. However, it is of vital importance for the educators to
consider both foreign and domestic legal implications when using cloud computing
for their educational uses.

Although the argument is potentially a worst-case scenario, the potential future
implications of leaked student information can be disastrous.Ultimately, the student’s
safety can be at risk, from potential future implications of leaked grades and scores
(in terms of job loss), to the darker aspect of student information dissemination such
as photographs and home addresses. Safety should always be a concern.

11 Not All Doom and Gloom

As demonstrated, there are many issues to consider before jumping with both feet
into cloud computing. From privacy to security, to overall functionality of the system,
it can negatively affect the student’s experience, and in a worst-case scenario divulge
sensitive student data.

Privacy and security issues are not necessarily new to computing. In some form or
another, all the abovementioned points have been raised before under different guises.
They all, however, have several things in common: safety, security, and productivity.
On the contrary, the purpose is to inform and educate educators of the potential
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risks associated with cloud computing—in order to help alleviate fears of some and
mitigate the effects of others.

Here is a brief set of questions for educators to ponder based on the above findings
presented in this chapter:

• Consider the need for cloud computing services—does the task at hand warrant
the increased processing capabilities, or storage provided by cloud services?

• Does the interconnectivity of cloud computing provide services beyond that of a
standard standalone device?

• Who is providing the cloud computing services?Where are they located? Are they
using third-party outsourcing for data processing or data storage?

• Does the cloud computing service provider offer adequate security for the student
data?

• What are the legal implications in one’s particular country, given the storage of
sensitive student data?

• Can the local network infrastructure support the increased strain on connectivity
and bandwidth brought on by utilizing cloud computing resources?

While there are indeed various issues to be addressed when reviewing cloud com-
puting both by itself, and more specifically as it is involved within education, the
forecast does not call for inclement weather. Ultimately, there is a silver lining of
cloud computing within education. Although any new technology is like a double-
edged sword, the benefits and potential educational used within the field show that
the future is indeed very bright for cloud computing within an educational setting.
However, it is the duty of educators and the decision-makers to remain vigilant to
the potential problems that may arise, like all technology that has come before, we
will use it and grow along with it.
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