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Preface

This edited book on “Emerging Wireless Communication and Network
Technologies: Principle, Paradigm and Performance” aims to discuss a broader
view of all futuristic wireless communication and network technologies being used.
Moreover, this book would be helpful for the future research to be done in the field
of communication engineering. It also explores the recent progress in several
computing technologies and evaluates the performance based on previous devel-
opment. This book also covers a wide range of topics such as cognitive radio
networks, mobile opportunistic and reliable cooperative networks.

This book starts with advancements in wireless communication that includes the
emerging trends and research direction for wireless technologies. It also briefs about
the importance and need for advancement in technology along with existing basics
of analog and digital signals, frequency, amplitude, encodings, channel access
methods. It also pays a focus on fast and flexible technology like long-term evo-
lution. This book would also present the detailed survey and case studies for current
trends in wireless technology and communications for smart home, secure data
access control in vehicular networks. It also focuses on latest methods for detecting
and avoiding congestion in wireless communication based on stream engineering.

The book consists of three parts with 17 chapters equally focusing on new trends
and explorations, methodologies and implementation, advancement and future
scope. Part I provides recent advancements in wireless technologies and networks,
cognitive radio networks, emerging trends in vehicular networks, 5G technologies,
reliable cooperative networks, and delay-tolerant networks. Part II selects the
chapters from generic design in wearable sensor technology, mobile opportunistic
networks, long-term evolution, and Internet of things. Part III includes the chapter
on security attacks and green generation of wireless communication systems,
software-defined networks, spectrum decision mechanism, and state estimation for
wireless sensor networks.

This book also deliberates the role of wireless communication technology in
day-to-day human life. Some of the features of this book are as follows:

v



• Detailed survey for the wide variety of wireless and network technologies.
• Concepts and visualization of wireless communications into current trends like

Li-Fi technology and intelligent transportation systems.
• Helpful for young researchers and practitioners especially in the area of security

attacks for wireless networks.
• Talks about wearable sensor technology, cognitive radio networks, Internet of

things, and many more.
• Different case studies for experimental wireless communication system in

software-defined networking, state estimation and anomaly detection in wireless
sensor network, green generation of wireless communication systems, etc.

We honestly believe that readers of today, as well as the future, would have interest
in emerging wireless communication and network technologies. This book would
also be useful in building new concept and perception to forthcoming advance-
ments in the modern era of communication. We wish all readers of this book the
very best in their journey of wireless communication and network technologies.

Lucknow, India Karm Veer Arya
Nagpur, India Robin Singh Bhadoria
Nagpur, India Narendra S. Chaudhari
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Part I
Wireless Technology and

Communications—Explorations & Trends



Advancement in Wireless Technologies
and Networks

Bathula Siva Kumar Reddy

Abstract This chapter discusses the emerging trends and research direction for
advanced wireless technologies. This chapter also presents the necessity of spectral
efficiency for next-generation wireless technologies by discussing different spec-
trum sensing techniques. Moreover, a recent survey reveals that almost 70% of the
available spectrum is not utilized efficiently. Therefore, more research is needed
to determine whether the spectrum is being used by primary user or not for effi-
cient utilization of spectrum. This chapter analyses the sensing by identifying a few
situations, and then these behaviours have been reported to the operator for fur-
ther action. Generally, spectrum sensing techniques are classified into three such as
transmitter detection, receiver detection and interference temperature detection. This
chapter mainly focuses on the performance analysis of transmitter-based detection
techniques, such as matched detection, energy detection and cyclostationary detec-
tion. In addition, the receiver operating characteristics (ROC) for various number of
sensing samples are presented in this chapter.

Keywords Cyclostationary detection · Cognitive radio · Energy detection
Matched detection · ROC · Spectrum sensing

1 Introduction

The communications are broadly divided into two categories, namely, wired and
wireless communications (see Fig. 1). The wireless systems mainly include satellite
systems, cellular systems, paging systems, Bluetooth and wireless LANs [1]. Recent
researchers are mainly focussing on performance issues of wireless LANs, i.e. wire-
less fidelity (Wi-Fi) and worldwide interoperability for microwave access (WiMAX)
[2]. Wi-Fi is based on the IEEE standard 802.11 while WIMAX is based on IEEE
802.16. Both standards are designed for the Internet protocol applications. Both
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Department of Electrical Engineering, Institute of Infrastructure Technology Research and
Management (IITRAM), Ahmadabad 380026, Gujarat, India
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© Springer Nature Singapore Pte Ltd. 2018
K. V. Arya et al. (eds.), Emerging Wireless Communication and Network Technologies,
https://doi.org/10.1007/978-981-13-0396-8_1

3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0396-8_1&domain=pdf


4 B. Siva Kumar Reddy

Fig. 1 A detailed review of literature

Wi-Fi and WiMAX wireless networks support real-time applications such as Voice
over Internet Protocol (VoIP) and are frequently used for wireless Internet access
[3]. The WiMAX standard provides fixed services (IEEE 802.16d-2004) as well
as mobility services (IEEE 802.16e-2005). The WiMAX standard provides fixed
services (IEEE 802.16d-2004) as well as mobility services (IEEE 802.16e-2005).
However, WiMAX has some issues, namely, frame allocation, scheduling, traffic
management, security and performance issues [4].

1.1 Need for Advancement in Wireless Technologies

The performance metrics such as packet loss, throughput and delay of WiMAX
are measured on the basis of optimal boundary per WiMAX cell under different
WiMAX network models. The performance metrics considered are spectral effi-
ciency, throughput, transmit power, percentage of successful links, PAPR, BER,
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SNR and CINR. This chapter mainly focusses on spectrum sensing techniques to
achieve better spectral efficiency [5].

Recently, there is a lot of demand for tremendous technologies such as 3G, 4G
and 5G, where voice-only communications are transitioned into multimedia type
applications [6, 7]. These applications may be mobile TV, mobile P2P, streaming
multimedia, video games, video monitors, interactive video, 3D services and video
sharing. These high data rate applications consume more and more energy to guar-
antee quality of service [8]. However, the current frequency allocation schemes are
unable to handle the requirements of recent higher data rate systems due to the
limitations of the frequency spectrum.

Therefore, more efforts are kept on efficient frequency spectrum usage, and then
a solution is found by Joseph Mittola [9], in the name of cognitive radio. The basic
definition given by him is that cognitive radio (CR) is a type of a transceiver which
can intelligently sense or detect unusable communication channel, and instantly
allocate those channels to the unlicensed users without disturbing occupied channels
[10]. Though there is no formal meaning of cognitive radio, various definitions can
be seen in several contexts. A cognitive radio is, as defined by the researchers at
Virginia Tech, ‘A software defined radio with a cognitive engine brain’ [11, 12]. The
evolution of SDR in current technologies is provided in Fig. 2. The physical, data
link and network layers of OSI model can be implemented by using SDR as shown in
Fig. 3. The SDR Forum proposed a multi-tiered definition of SDR by providing the
use of open architectures for advanced wireless systems and supports deployment
and development [13–15]. An abstraction of the five-tier definition is illustrated in
Fig. 4, where the length of the arrow represents the distribution of the software
content within the radio [16].

Software-defined radio architecture comprises three sections such as radio fre-
quency (RF), intermediate frequency (IF) andbaseband section [17, 18]. It is observed
from Fig. 5 that an RF signal received by smart antenna is sent to the hardware (here
USRP) in which various components are inbuilt such as daughterboard, ADC/DAC,
FPGAs, DSPs and ASICs. This hardware converts RF signal to IF signal and then to
low-frequency baseband signal (digitized) and thatwill be sent to a personal computer
(PC) for baseband signal processing in the transmitter (Tx) path. In this experimen-
tation, an open-source software, GNU Radio, is employed as a software to perform
baseband processing in which most of the signal processing blocks are inbuilt. All
the reverse operations are performed in receiver (Rx) path such that baseband signal
is converted to analogue by DAC and then sent into the air by RF hardware.

2 Emerging Trends and Research Direction for Wireless
Technologies

A simple and typical dynamic spectrum access (DSA) network consists of a pair of
primary user (PU) or licensed user and a pair of secondary user (SU) or unlicensed
user and both are operated at the same frequency band. The PU has higher priority
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Fig. 2 Evolution of SDR in current technology

Fig. 3 The open systems interconnection (OSI) reference model

to access the spectrum, as it is a licensed user. Several spectrum sensing techniques
are broadly classified into three such as transmitter detection, receiver detection and
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Fig. 4 SDR definition

Fig. 5 Signal processing in software defined radio

interference temperature detection as shown in Fig. 6. However, this chapter presents
the performance analysis of transmitter sensing techniques such as energy detection,
matched filter detection and cyclostationary feature detection.
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Fig. 6 Further classification of spectrum sensing techniques

2.1 Advancement in Technology Along with Existing Works

Signal processing techniques are proposed in the literature [11, 12] based on man-
made signals that present periodicity in their statistics. First of all, we need primary
user waveform on which we can apply different spectrum sensing techniques [13].
Radial basis function network based on energy detection is implemented in [19]. Sun
et al. proposed a blind OFDM signal detection on cyclostationary sensing [20].

3 Results and Discussion

Generally, energy detection performance is measured in terms of probability of false
alarm Pf a (detection algorithm falsely decides that PU is present when it actually is
absent) and probability of detection Pd (correctly detecting the PU signal). Mathe-
matically, Pf a and Pd can be expressed as [16]:

Pf a � Pr (signal is detected|H0 � Pr (u > λ|H0) �
∞∫

λ

f (u|H0)du (1)

Pd � Pr (signal is detected|H1 � Pr (u > λ|H1) �
∞∫

λ

f (u|H1)du (2)

where f (u|Hi ) denotes the probability density function (pdf) of test statistic under
hypothesis Hi with i �0, 1.

Thus, we target at maximizing Pd while minimizing Pf a . Pd versus Pf a plot
depicts receiver operating characteristics (ROC) and is considered as an important
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Fig. 7 ROC curve for number of sensing samples: a 10, b 50, c 100 and d 200

performance indicator. The receiver operating characteristics (ROC) for various num-
ber of sensing samples, such as 10, 50, 100 and 200, are presented in Fig. 7a, b, c
and d, respectively [16]. It can be observed from Fig. 7 that the probability of detec-
tion (pd ) is increased with the number of sensing samples. In our simulations, some
assumptions are made such as the primary signal is deterministic, and noise is real
Gaussian with mean 0 and variance 1 [17]. The probability of detection for Rayleigh
channel is calculated by the averaging the probability of detection for AWGN
channel [18].

4 Conclusion

This chapter mainly focused on the fundamental issues, challenges and semantics
for advancement in wireless technology and network. This chapter also analysed
the performance analysis of transmitter-based spectrum sensing techniques, such as
matched detection, energy detection and cyclostationary detection. A new research
methodology, software-defined radio (SDR), is clearly explained with a detailed



10 B. Siva Kumar Reddy

literature survey. It is concluded that cyclostationary feature detection is the best
method, when there is no prior knowledge about primary user’s waveform. It is also
concluded that modulation technique can be estimated by counting the number of
peaks.
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Cognitive Radio Network Technologies
and Applications

Rajorshi Biswas and Jie Wu

Abstract Mobile devices are advancing every day, creating a need for higher
bandwidth. Because both the bandwidth and spectrums are limited, maximizing
the utilization of a spectrum is a target for next-generation technologies. Govern-
ment agencies lease different spectrums to different mobile operators, resulting in
the underutilization of spectrums in some areas. For some operators, limited licensed
spectrums are insufficient, and using others’ unused spectrums becomes necessary.
The unlicensed usage of others’ spectrums is possible if the licensed users are not
using the spectrum, and this gives rise to the idea of cognitive radio networks (CRNs).
In CRN architecture, each user must determine the status of a spectrum before using
it. In this chapter, we present the complete architecture of CRN, and we addition-
ally discuss other scenarios including the applications of the CRN. After the Federal
Communications Commission (FCC) declared the 5GHz band unlicensed, Wi-Fi,
LTE, and other wireless technologies became willing to access the band, leading
to a competition for the spectrums. Because of this, ensuring that the spectrum is
fairly shared among different technologies is quite challenging. While other works
on DSRC andWi-Fi sharing exist, in this chapter, we discuss LTE andWi-Fi sharing
specifically.

1 Introduction

Currently, governmental agencies assign wireless spectrums to license holders in
large areas for long terms. For this kind of static spectrum allocation, licensed users
of any spectrumcannot use others’ licensed spectrums. This increase in data transmis-
sion results in a spectrum crisis for the mobile users. One method that can help in this
situation is dynamic spectrum allocation.Users use their spectrum in an opportunistic
manner. This way, if others’ spectrums are free, then any licensed user can use their
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licensed spectrum. Users in this kind of network architecture need to sense channels
to find a free channel. If they findmore than one free channel, they need to choose the
best channel for their transmissions. Generally, the number of users is greater than
the number of free channels and users need to share a channel. While using a free,
unlicensed channel, users must be cautious about licensed transmissions because
if any licensed transmission is detected, the user must vacate the channel. There-
fore, the operations of users can be divided into four major steps: spectrum sensing,
spectrum decision, spectrum sharing, and spectrum mobility. From these four major
operations in a CRN, we can conclude that there are two kinds of transmissions. One
is transmissions in a licensed band; we call this the primary transmissions and we
call the user transmitting in the licensed band a primary user (PU). The other type
is transmissions in the unlicensed band, which we call the secondary transmissions;
the user transmitting in the unlicensed band is an SU (SU).

Transmissions in an unlicensed channel depend on the sensing information of
CR users. There are various methods for detecting transmissions in a spectrum.
Primary transmitter detection, primary receiver detection, and cooperative sensing
are the most common techniques. Cognitive radio (CR) users must be able to decide
the best channel out of all the available channels. This notion is called spectrum
decision. Spectrum decision depends on the channel characteristics and operation
of PUs. Spectrum sharing deals with sharing the same channel with multiple CR
users. Many users can detect that the same channels are free and their channel choice
decisions can be the same. Because of this, the channel must sometimes be shared
between different CR users. While a CR user is transmitting in a secondary channel,
a PU may need to use the channel. In this situation, the SU vacates the channel to
the PU, but a secondary transmission cannot be stopped. The SU must find another
channel and resume transmissions in that channel.

At the endof this chapter,wediscuss somecoexistence scenarios in the 5GHzband
which is currently an unlicensed band. Currently, some Wi-Fi standards (802.11ac
and 802.11ax) are operating in the 5GHz band. Dedicated Short Range Communi-
cation (DSRC) also operates in the 5GHz band. LTE shareholders are now trying to
operate in that band. We discuss two coexistence scenarios: the coexistence between
LTE and Wi-Fi and the coexistence between Wi-Fi and DSRC.

2 Network Architecture of Cognitive Radio Networks

This subsection describes the network architecture and components of a CRN.
Figure1 depicts the whole network system. User devices, primary base stations,
and CR base stations are the components of a basic CRN. In Fig. 1, there are two
channels: channel 1 and channel 2. One primary base station operates in channel
1 and another in channel 2. Transmissions with the primary base station are done
through licensed channels by mobile users, and the transmissions are called primary
transmissions (denoted by solid lines). Transmissions with the CR base station can
be done through either licensed or unlicensed channels and these transmissions are
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Fig. 1 Network architecture
of a CRN

called secondary transmissions (marked by dotted lines). There is also another kind
of transmission in which any user device can transmit directly to another user device.
Therefore, transmissions in a CRN can be grouped into three classes:

• Primary transmissions: Primary transmissions aremost prioritized transmissions
and cannot be compromised by other transmissions. These transmissions are done
in a licensed channel between primary base stations and PUs. Primary transmis-
sions are denoted by solid lines in Fig. 1.

• Secondary transmissions: Secondary transmissions are done in the absence of
primary transmissions. Transmissions between the CR base station and the CR
user are usually secondary transmissions.

• Secondary ad hoc transmissions: User-to-user communications are called ad hoc
transmissions. These transmissions can continue without base stations or other
components of the network architecture. Users create their own network topology
and adapt any routing protocols of ad hoc networks. Users in the gray area form
an ad hoc network in Fig. 1. There are a lot of routing protocols for mobile ad hoc
networks. For example, the proposed routing algorithm in [1], which ensures a
fair amount of communications among nodes and improves the load concentration
problem, can be used in secondary ad hoc networks. The on-demand cluster-based
hybrid routing protocol proposed in [2] is also applicable here.

3 Spectrum Sensing

Secondary transmissions dependon spectrumsensing information, so this step should
be done very accurately. Inaccurate sensing detection can lead to interferences with
the PU that are highly unexpected. Though false alarms (in which channel is not
occupied, but is detected as occupied) do not create interferences with the primary
transmissions, it makes the CR user choose a channel from a narrower range of
channels. As a result, a channel must be shared with many CR users and there
would be increased competition among CR users to access the channel. The authors
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Fig. 2 Classification of spectrum sensing technologies

of [3] present a classification of spectrum sensing techniques. First, they classify
sensing techniques into three groups: noncooperative sensing, cooperative sensing,
and interference-based sensing. Noncooperative sensing is again classified into three
groups: energy detection, matched filter detection, and cyclostationary feature detec-
tion. The classification is depicted in Fig. 2.

3.1 Noncooperative Sensing

In noncooperative sensing, CR users do not share sensing information with one
another. A CR user makes a decision about the PU’s presence using its own sensing
information. We discuss primary transmitter detection and primary receiver detec-
tion, which are presented in [4, 5], in the following subsection.

3.1.1 Primary Transmitter Detection

Transmitter detection techniques emphasize detecting low power signals from any
PU. Low power signals mix with noise from the environment and make it hard for
the CR user to detect primary signals. A low signal-to-noise ratio, multipath fading
effects, and time depression make primary transmissions detection very difficult for
the CR user. We discuss some primary transmitter detection techniques including
energy detection, coherent detection, and matched filter detection.

Energy Detection

This technique does not require CR users to have knowledge of PU signal character-
istics, and it is easy to implement. Because of this, it is widely used to detect primary
transmissions. Let us assume S(n) is the signal received by the CR user, W (n) is
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white Gaussian noise, and P(n) is the original signal from the PU.

H0 : S(n) = W (n) (1)

H1 : S(n) = W (n) + hP(n) (2)

Hypothesis H0 indicates the absence of a PUandhypothesis H1 indicates the presence
of PU transmissions. h denotes the channel gain between the primary and secondary
transmissions. Then, the average energy S of N samples is

S = 1/N
N∑

n=1

S(n)2 (3)

The CR user collects N samples, calculates the average energy, and compares it with
a threshold λ. If the average energy is greater than the threshold, λ, then the CR user
concludes that primary transmissions are present. To measure the performance, we
denote the probability of the false positive (CR detects the presence of PU transmis-
sions when there is no PU transmission) as Pf and probability of the detection as
Pd .

Pf = P(S > λ|H0) (4)

Pd = P(S > λ|H1) (5)

To improve the performance, we need to keep the PU’s transmission secured. There-
fore, the false positive probability should be less than 0.1 and the detection probability
should be greater than 0.9.

Coherent Detection

When characteristics like signal patterns, pilot tones, and preambles of primary sig-
nals are known, coherent detection techniques can be used. These techniques work
better than energy detection in an environment with noise level uncertainties. To
describe this technique, we define the binary hypothesis slightly differently than
energy detection.

H0 : S(n) = W (n) (6)

H1 : S(n) = √
εPpt (n) + √

1 − εP(n) + W (n) (7)

Here, pilot signal energy is denoted by Ppt , and ε is the fraction of energy allocated to
the pilot tone. Pilot signals are a special kind of signals used to send control signals.
Hypothesis H0 indicates the absence of primary transmissions, and hypothesis H1

indicates the presence of primary transmissions.
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If the CR user collects N samples and X̂ p is the unit vector in the direction of the
pilot tone, then the average energy, S, is

S = 1/N
N∑

n=1

S(n)2 × X̂ p(n) (8)

Problems of Transmitter Detection

There are some situations where this detection technique does not work. We dis-
cuss two such situations: the hidden terminal problem and shadowing and multipath
effects. Figure3 depicts a scenariowhere aCRuser remains outside of a base station’s
coverage area and it detects that the channel is free. Because it thinks the channel is
free, it transmits in the channel and interference occurs at the other PU remaining
in the coverage of the base station and the CR user. Figure4 depicts the shadowing
effect. The CR user behind the wall cannot detect primary transmissions. So, the
same problem occurs.

Fig. 3 Hidden terminal
problem

Fig. 4 Shadowing effect
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3.1.2 Primary Receiver Detection

The most effective way to detect PU transmissions is to detect the primary receivers
who are receiving from the primary channel. The circuit in Fig. 5 shows a simple RF
receiver. It has a local oscillator that emits a very low power signal for its leakage
current in the circuit. A CR user can detect the leakage signals from the RF receiver
circuit and identify the presence of primary transmissions. This detection technique
solves both the hidden terminal and shadowing effect problems. Since the signal
power is very low, it is very challenging and costly to implement the circuit for
primary receiver detection.

3.1.3 Matched Filter Detection

When primary signal features likemodulation type, pulse shape, operating frequency,
packet format, noise statistics, etc., are known, matched filter detection can be an
optimal detection technique. If these parameters are known, the CR user only needs
to calculate a small number of samples. As the signal-to-noise ratio decreases, the
CR user needs to calculate a greater number of samples. The disadvantages of this
technique are the complexities in low signal-to-noise ratio, the high cost of imple-
mentation, and the very poor performance if the features are incorrect.

3.1.4 Cyclostationary Feature Detection

In a broader sense, a signal can be called a cyclostationary process if its statistical
properties vary cyclically with time. In [6], the authors presented a signal classifica-
tion procedure that extracts cyclic frequency domain profiles and classifies them by
comparing their log-likelihood with the signal type in the database. This technique
can work very well in a low SNR. The drawback of this technique is that it needs a
huge amount of computation and thus, a high-speed sensing is hard to achieve [7].
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3.2 Cooperative Sensing

Cooperative sensing deals with sharing CR users’ sensing information and making
decisions by combining this information. A CR user collects sensing information
from other CR users (in a distributed system) or from the base station (in a cen-
tralized system). Then, it analyzes the sensing information and makes a decision
about whether the primary transmission is ongoing or not. Though this detection
technique overcomes the hidden terminal problem and the shadowing and multi-
path problems, it is more complex than previously mentioned detection techniques.
Though its implementation is costly and its time complexity is higher, this technique
has the best sensing accuracy and very few false alarms.

3.2.1 Data Aggregation Center of Cooperative Sensing

This system can be located either in user devices (distributed system) or in base
stations (centralized system). A Data aggregation center is responsible for the
collection and combination of sensing information. The system runs some aggre-
gation functions over the collected data continuously and emits results about
the primary transmission status. There are different methodologies to combine
and calculate, but we must discuss the hard combining and the soft combining
methodologies.

Hard Combining

CR users send their sensing results to the data aggregation center. This is just one
bit information: 1 for the presence of primary transmissions and 0 for the absence of
primary transmissions. After receiving the sensing information, the data aggregation
center calculates the final result. The final result can be calculated based on AND,
OR, or MAJORITY voting.

Soft Combining

Unlike the hard combiningmethodology,CRusers send their raw sensing information
(energy level w.r. to time, signal power, SNR, etc.) to the data aggregation center.
Then, the data aggregation center decides the presence of primary transmissions.
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3.3 Interference-Based Sensing

One user’s transmissions can interfere with another user’s transmissions at the
receivers. The FCC introduced a new model to measure interference. According
to the model, a receiver can tolerate up to a certain level of interference. This limit
is called the interference-temperature limit. As long as CR users do not exceed this
limit, they can use any spectrum. In this sensing method, the PU calculates the noise
level and sends the information to the CR users. The CR users use the information
to control their transmissions to avoid exceeding the interference-temperature limit
for PUs. The authors in [8] present interference-based sensing and a technique to
calculate the interference at a PU.

3.4 Predicting Channel to Sense

Due to limitations in the hardware, the CR users cannot sense a wide range of
channels at a time. In addition, sensing a wide range of channels would raise the
CR users’ power consumption. Instead of sensing a huge number of channels, a CR
user can predict which channel to sense. The authors in [9] model the prediction
as a multi-armed-bandit problem. In the multi-arm-bandit problem of probability
theory, a gambler tries to maximize his reward by playing different slot machines.
The gambler has to decide which slot machine to play, how many times to play each
machine, and in which order to play. The main objective of the gambler is to learn
through every play and to predict which machine to play next so that the cumulative
reward is maximized.

Let us assume there are N SUs and K channels, and SUs are trying to learn from
their past history to predict the next channel to sense. Every CR user keeps a log of
the transmitting channel in an array of length K . We denote the array by Bn where
n ∈ {1, . . . , N }.

Bn[k] =
{
1, if CR user n transmitted in channel k

0, Otherwise
(9)

CR users share their Bn with other CR users. CR users preserve Bn with the time
of arrival tBn . Then, CR users apply ε-GREEDY methods to predict the channel for
sensing [9].

ε-GREEDY Method

This is the simplest solution to the multi-arm-bandit problem. The next channel is
selected randomly with a probability of ε. The rest of the time, the maximum average
valued channel is selected. The average value of channel k is denoted by Ak .
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Ak = 1

N

N∑

n=1

Bn[k] (10)

Another approach that considers forgetting factor β while averaging the channel
values works better. Let transmission logs Bn1 , Bn2 , . . . , Bnz come to a CR user at
t1, t2, . . . , tz . The forgetting factors for t1, t2, . . . , tz are βt1 , βt2 , . . . , βtz , respectively.
The average value of channel k is denoted by Akβ

.

Bnβ
[k] =

Z∑

z=1

βtz × Bnz [k] (11)

Akβ
= 1

N

N∑

n=1

Bnβ
[k] (12)

Bnβ
[k] denotes the effective value of channel k for CR user n. The effective values

of different CR users for a channel are averaged to find the average effective value
of the channel. The channel with the maximum average effective value is selected to
sense next.

4 Spectrum Decision

CRusers get a list of free channels after completion of the sensing process. ACR user
can transmit in only one channel at a time. Therefore, the CR user must choose one
channel among all the free channels. It is likely that any rational CRwould choose the
best channel. A channel can be characterized as “good” or “bad” according to some
channel properties. Channel choice not only depends on channel characteristics but
also on other CR users’ activities. For example, if a channel is crowded by many CR
users, despite being a good channel, a CR may not choose that channel. Normally,
the spectrum decision process is done in two steps. We discuss some characteristics
of channel in the following.

Interference

Interference in a channel reflects the channel’s capacity. If interference is high, its
capacity is low. A CR user should choose a channel with low interference. The per-
missible power of a CR can be calculated from the interference at the receiver.

Path Loss

Path loss is the reduction in power density of an electromagneticwave as it propagates
through space. It is related to both distance and frequency. If the carrier frequency is
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high, the path loss is also high. To reduce path loss, aCR can increase the transmission
power. Interference with other users also increases with the increase of transmission
power. Usually, a CR user chooses a channel with low path loss. If the distance
between the sender and the receiver is short enough that the path loss is ineffective,
then the CR user can ignore the path loss effects.

Wireless Link Error

Errors are more likely to happen in wireless than in wired connections. The error
rate also depends on modulation techniques. These errors are handled by transport
layer protocols. Therefore, CR users choose channels with low link error rates.

Transmission Delay

Different channels have different interference levels, packet loss rates, wireless link
errors, and path loss effects. As a result, different types of link layer protocols
are appropriate for different channels. For this heterogeneity, different transmission
delays are observed in different channels. A CR user might choose a channel with
few transmission delays.

PU Activity

If PU transmissions are very likely in the channel, then the CR cannot continue
transmission for a long time in that channel. In this sense, the CR should choose the
channel with the lowest user activity.

Contagious Frequency Channel

If a CR user can find some channels with contagious frequencies, it can extend the
channel’s bandwidth by combining channels.However, if PUactivities are seen in any
of the channels, it cannot yield one particular channel. As a result, the CR segregates
the channels and takes different channels for transmission. Since the probability of
PU activity increases by the number of combined channels, combining channels may
not be a good spectrum decision in situations with high user activity channels. In
addition, channel aggregation and segregation take time and can increase the latency
of a transmission.
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5 Spectrum Sharing

Usually, the number of available free channels is less than the number of CR users.
Therefore, CR users must share channels. CR users can be competitive or cooper-
ative with each other. A scenario where CR users are competitive can be modeled
as a static game where each CR user tries to maximize their reward by transmitting
in the shared channel. There are three paradigms (underlay, overlay, and interleave)
that are used to facilitate the spectrum sharing.

Underlay

In this paradigm, secondary and primary transmissions are done simultaneously. CR
users transmit in very low power that appears as noise to the primary receiver. Sec-
ondary transmission power can be determined by the interference-temperature limit.
If the secondary transmission power does not exceed the interference-temperature
limit, then it does not hamper the primary transmission. The biggest advantage is
that CR users do not need to sense PU transmissions, so, secondary transmissions
can be operated regardless of PUs’ activities. SUs suffer from packet loss due to
primary transmissions. The authors in [10] propose an energy-efficient algorithm to
minimize the loss rate of SUs. The algorithm also maximizes energy efficiency in
information bits per Joule.

Overlay

In this paradigm, CR users utilize the unused portion of the primary spectrum. Using
a portion of the spectrum reduces interference with a PU who uses the whole spec-
trum. Unlike the underlay, there is no transmission power limit; an SU can transmit
in its maximum power. SUs must have knowledge (codebook, message format, fre-
quency, etc.) about the primary spectrum. CR users can get this knowledge from the
broadcasting of the PU or from a uniform standard. Since the CR user knows the
codebook, it can divide its power between its own message transmissions and relay
the primary message [4].

Interweave

This is the original proposal for CRN. In this paradigm, the SU can only transmit if
there is no PU activity. This requires that one sense the primary channel. SUs use
their detection techniques to detect primary transmissions, and if a channel is not
occupied by a PU, then the SU starts transmitting.
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5.1 Spectrum Allocation in Centralized Interweave Cognitive
Radio Network

In a centralized system, channel allocations to SUs are done by a base station, and
secondary transmissions can occur in the absence of PUs in a interweave system.
We assume a heterogeneous network with M number of PUs m ∈ {1, . . . , M}. An
N number of SUs n ∈ {1, . . . , N } compete with each other to get access to any k ∈
{1, . . . , K } channel among K free channels. Pp(x) and Ps(y) are the transmission
powers of the PU x and the SU y, respectively. gp(x) denotes the gain of the signal
of PU x in the channel and gs(y) denotes the gain of the signal of SU y. So, the total
noise in any channel, k, at any SU, s, is:

Total Noise =
N∑

n=1

gs(n)Ps(n) +
M∑

m=1

gp(m)Pp(m) + Nk (13)

Nk denotes white Gaussian noise from external sources. The first part of the total
noise equation is caused by the signals of other secondary transmissions and the
second part is caused by the signals of all primary transmissions. Therefore, the
signal-to-noise ratio at the SU y in channel k is:

SNRk(y) = gs(y)Ps(y)

Total Noise
(14)

Figure6 shows the bipartite graph made of the SUs and the free channels. An N
number of SUs form a disjoint set, and a K number of channels form another disjoint
set of the bipartite graph. Edges in this graph represent an allocation of the channel
to an SU. The graph in Fig. 6 is a weighted graph whose edge weight represents the
allocation cost of the channel in terms of the decrease in the total signal-to-noise
ratio. Let us assume that after allocating channel k to SU n, the total signal-to-noise
ratio decreases from SNRp to SNRn . Then, the cost of allocation is:

Fig. 6 Channel allocation
algorithm
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C(n, k) = SNRp − SNRn

SNRp
(15)

We can also call C(n, k) the weight of the edge (n, k) in the bipartite graph con-
structed by N SUs and K free channels. Now, the problem comes down tominimizing
thematching cost in a bipartite graph. TheHungarian algorithm provides the solution
to the maximum weight matching [11], which can be adapted to minimize the cost
of the matching by inverting the cost.

6 Spectrum Mobility

After the spectrum choice, any CR user can access a secondary spectrum, but a PU
is sensed to be present when a CR user is transmitting. The CR user must vacate the
channel for the PU. The transmissions of the CR user cannot be stopped and may
be continued in another channel. This process is referred to as spectrum mobility.
The main function of spectrum mobility is to do a spectrum handoff. The spectrum
handoff process consists of two phases: the evaluation phase and the link mainte-
nance phase [12]. The evaluation phase deals with observing the environment to find
handoff-triggering events, like primary transmission detection or channel condition
degradation. After the handoff-triggering event, SUs decide to handoff and go to
the link maintenance phase. In the link maintenance phase, SUs stop the ongoing
transmission and resume transmissions in another free channel. After completing this
phase, SUs return to the evaluation phase. In [13], authors present different handoff
strategies:

• Non-handoff Strategy: In this strategy, theCRuser remains idlewhile the primary
transmissions continue. The CR user expects to transmit in the same channel. This
strategy is inefficient if the primary transmissions continue for a long time. Long
waiting times cause the QoS to degrade. This strategy is preferable when CR users
know the channel statistics and short time primary transmissions are likely in the
channel.

• Pure Reactive Handoff Strategy: In this strategy, the CR user hands off the
channel after detection of a primary transmission in the current channel. The CR
must choose another free channel to continue the transmission. Finding the next
free channel can take time, which is not acceptable for the smooth data connection.
Since the CR user finds the next channel after the handoff-triggering events, the
majority of the time is spent finding the free channel.

• Pure Proactive Handoff Strategy: In the proactive handoff strategy [14], the CR
user finds the next free channel before the detection of the primary channel; the
free channel can work as a backup channel. The CR user can predict the time of the
PU’s presence and handoff channel before handoff-triggering events occur. This
strategy needs hardware support to sense and transmit simultaneously. Still, there
is the possibility of the presence of a PU in the backup channel that could lead to
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transmission delays. Predicting the time of the presence of primary transmissions
requires a lot of machine learning and can lead to a high power consumption by
CR users due to computation complexities.

• Hybrid Handoff Strategy: This strategy is a combination of the pure reactive
and pure proactive handoff strategies. In the hybrid handoff strategy, finding the
free channel is done before the handoff-triggering event (like in the proactive
handoff strategy) but the channel handoff is done after the triggering event (like
reactive handoff strategy). This strategy can achieve a faster channel handoff, but
the possibility that the backup channel will be obsolete is still a concern.

Multiple strategies for selecting the next channel exist. The hidden Markov model
is used to predict channel behavior in [15–17]. However, prediction-based channel
selection can be harmful when predictions are wrong. Delays in selecting the next
channel can exacerbate the QoS. Therefore, we consider a search-based approach to
select the next channel. Let us consider a 2-D search space of time and frequency.
We consider all slots as nodes in a graph. An edge between one node to another
represents the channel switching cost, which is either zero or one. Figure7 shows the
formation of the graph. Let us denote a slot by (T,CH), where T represents the time
and CH represents the channel. For example, the switching cost from (T 1,CH3)
to (T 2,CH3) is 0 because the CR user has actually continued transmission in the
same channel. The switching cost from (T 1, CH1) to (T 2, CH1), (T 2, CH2), and
(T 2, CH4) is 1. The weight of an edge can be found by adding the switching cost
and the channel density. In the figure, darker slots have more channel density. Now,
we get a directed weighted graph. Graph traversal algorithms like Dijkstra can be
applied to this graph to find the best slot. However, spectrummobility is challenging.
When a CR user switches its channel, the routing breaks, and the routing table
needs to be updated. Routing recalculation is a costly and time-consuming process.
Therefore, routing calculation becomes a part of the channel handoff process. Instead
of recalculating the routing before the handoff, a CR user can prepare a backup
channel. The CR user needs to maintain the backup channel periodically so that it
can transfer communication links immediately to the backup channel after a handoff-
triggering event.

Fig. 7 Spectrum search
space
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7 Security Issues in Cognitive Radio Networks

In the last few years, CRNs have become a promising technology in solving the
spectrum scarcity. However, this network technology has a lot of security challenges.
Authors in [18–20] describe a lot of security issues and solutions in CRNs. In a
primary user emulation attack (PUEA), an attacker mimics a PU’s signal to fool
SUs so that they refrain from using the channel. As a result, network congestion and
a denial of service happen. To solve the PUEA, classification methods are used to
classify whether a signal is from a PU or an attacker. Location verification-based
solutions are proposed in [21, 22]. Though a PUEA mimics PU signals, it is very
hard to mimic the signal’s energy distribution of a PU. Based on this principle, [23,
24] propose solutions which classify signals based on power mean, power variance,
and theWald’s sequential probability ratio. Usually, all SUs know all PUs’ locations.
Based on the received signals’ power, an SU can determine whether the power level
is feasible if the signal comes from the PU’s location [25].

The spectrum sensing data falsifying (SSDF) attack is applicable in a cooperative
spectrum sensing system with a data aggregation center or fusion center. Malicious
SUs (MSU) send false information to data aggregation centers so that other SUs get
wrong decisions. In theworst case,MSUs and the benign SUswith thewrong sensing
information can win the election. So, it is important to detect the MSUs and exclude
them from the voting. Solutions for SSDF attacks are based on clustering the benign
SUs to a group and reputation-trust based. Authors in [26, 27], propose two different
clustering algorithms based on the hamming distance between the sensing results
of different time slots of different SUs. Associative rule mining-based classification
is proposed in [28]. Authors propose an apriori algorithm to get a frequent subset
of the sensing results from all the SUs. They assume that the MSU will remain in
the frequent subset of the sensing result. Based on the probability of PUs’ presence,
they classified the SUs into benign SUs and MSUs. A trust-based spectrum sensing
scheme against SSDF attacks is proposed in [29]. In the proposed method, data
aggregation center selects some of the SUs to take local decisions and combines
the detection results based on their reliability. Authors in [30] propose a distributed
spectrum sensing method. The reputation computed based on the deviation from the
majority’s decision.

A PU emulation-based testing scheme, FastProbe, is proposed in [31]. FastProbe
creates PU signals to testwhether the SUs are reporting honestly or not. This detection
technique is now ineffective because there are a lot of mechanisms that detect PU
emulation signals [21, 25, 32–34]. These mechanisms are based on distribution,
mean, variance of energy, and transmitter localization. So, any MSU can detect the
PU-emulated signal from the data aggregation center and report correct results in
that time slot to get a high reputation and keep reporting false results in other time
slots.
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8 Applications of Cognitive Radio Networks in LTE
and Wi-Fi

Wi-Fi and LTE are the most prominent wireless access technologies nowadays. The
migration from PCs to mobile devices leads to an exponential increase of data usage
in wireless technologies. The 84.5MHz of unlicensed spectrum in the 2.4GHz band
which is allocated for Wi-Fi has been saturated and is unusable for new wireless
applications [35]. Therefore, Wi-Fi stakeholders have been showing interest in using
the 5GHz bands. There is up to 750MHz of unlicensed spectrums in the 5GHz band
that falls under the Unlicensed National Information Infrastructure (U-NII) rules of
the FCC.

Some LTE stakeholders, including Qualcomm (an American multinational semi-
conductor and telecommunications equipment manufacturer), are also keenly inter-
ested in the 5GHzbands. They proposed extending the deployment ofLTE-Advanced
(LTE-A) to the 5GHz band using channel aggregation (CA) and supplemental down-
link technologies (SDL). Carrier aggregation in LTE-A enables using multiple carri-
ers to provide high data rates. A supplemental downlink is a multi-carrier scheme for
enhancing the downlink capacity in Evolved High Speed Packet Access(HSPA+).
Some Wi-Fi systems, such as 802.11a and 802.11n, are already operating in 5GHz
bands. However, Wi-Fi stakeholders have been lobbying the government for access
to more spectrums within the 5GHz bands. In response, the FCC issued a Notice
of Proposed Rule Making (NPRM) 13–22 in 2013 [36] that recommends adding
195MHz of additional spectrums for use by unlicensed devices. The Wi-Fi Innova-
tion Act was introduced in the U.S. Senate and House [37] recently. This act directs
the FCC to conduct tests to assess the feasibility of opening the upper 5GHz band,
including the Intelligent Transportation System (ITS) band, for unlicensed use. ITS
stakeholders are very concerned about sharing spectrums with Wi-Fi. They fear that
coexistence with Wi-Fi may severely degrade the performance of ITS applications,
especially safety applications that are sensitive to communication latency. When the
ITS band was first allocated in 1999, the FCC’s original intention was for this band
to support Dedicated Short Range Communications (DSRC) for ITS exclusively. As
a result, ITS protocol stacks and the relevant applications are not designed to coexist
with unlicensed devices. Access to the 5GHz spectrum has become a cause of con-
tention between the LTE, Wi-Fi, and DSRC stakeholders, but more importantly, the
5GHz bands have become a proving ground for spectrum sharing between three het-
erogeneous wireless access technologies: LTE-U, Wi-Fi (802.11ac/802.11ax), and
DSRC. Recognizing the importance of this problem, a research opportunity focusing
on two coexistence scenarios has opened: the coexistence between LTE-U andWi-Fi
and the coexistence between DSRC and Wi-Fi (Fig. 8).



30 R. Biswas and J. Wu

Fig. 8 Different bands for wireless applications
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Fig. 9 LTE subframe and resource allocation to users

8.1 LTE and Wi-Fi Coexistence

Enabling harmonious coexistence between LTE and Wi-Fi in 5GHz bands is partic-
ularly challenging for two main reasons. First, Wi-Fi networks are contention-based,
whereas LTE communications are schedule-based. Figure9 shows the basic resource
block of LTE. Each user is assigned to a slot in the time and frequency domain of
the spectrum. LTE HeNB (LTE base station) does not sense before transmission. On
the other hand, Wi-Fi is a CSMA/CA-based protocol, which means a Wi-Fi device
senses before transmission and if the channel is occupied, it does not transmit. As
a result, LTE always shows eminent behavior while coexisting with Wi-Fi. In fact,
experiments done by Nokia Research [38] show that in coexistence scenarios, the
Wi-Fi network is heavily influenced by LTE-U interference. Specifically, the Wi-Fi
APs stay on LISTEN mode more than 96% of the time, which causes severe degra-
dation to their throughput. So, the challenge facing LTE and Wi-Fi coexistence is
ensuring a fair share between them. There are several studies on ensuring a fair share
and coexistence between LTE and Wi-Fi. We discuss some of the approaches next.

8.1.1 Self-interference Suppression Technology with LTE and Wi-Fi

Wi-Fi and LTE coexistence can be achieved using self-interference suppression (SIS)
and Full Duplex (FD) capabilities. The SIS is a technique to remove interference
induced by its own transmission. The self-interference cancellation circuits [39] can
be used to achieve full duplex capabilities. We consider a coexistence scenario that
consists of one or more Wi-Fi networks along with several LTE operators. Each
Wi-Fi network is comprised of an 802.11 AP and several wireless users (WUs).
Figure10 shows the LTE and Wi-Fi coexistence scenario. At the beginning, LTE-U
starts the transmission only in the licensed spectrum (without CA). After a while,
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Fig. 10 LTE and Wi-Fi activity and channel switching

LTE aggregates an unlicensed channel, f2, with the licensed spectrum and continues
transmission for some time. After that, LTE releases f2 because of channel quality
degradation, and it aggregates another unlicensed channel, f1. Wi-Fi starts with
CSMA/CA activity (sensing the channel) and starts transmission in channel f1. At
the same time, it also starts sensing f1. When LTE switches channels from f2 to
f1, the Wi-Fi sensing detects the transmission and releases the channel f1. Then,
Wi-Fi again does CSMA/CA on another channel ( f2) and continues transmitting if
the channel is free.

8.1.2 Backward Compatibility Approaches

The previous approach focuses on interactions between Wi-Fi and LTE-U and advo-
cates the design of new FD/SIS-based interference mitigation techniques without
consideration of the issue of fairness. In this section, we study fair spectrum sharing
in heterogeneous systems.

Mechanism 1: Indirect Coordination Using Carrier Sensing

In this scenario, there will be no information flow between LTE and Wi-Fi. Wi-Fi
and LTE-U may not even know what their fair portions of the spectrum should be.
LTE senses the environment and detects the preambles of Wi-Fi and an LTE HeNB
determines how many Wi-Fi APs are within its transmission range. Then, the LTE
HeNB determines its fair portion of the spectrum based on the number of coexistent
Wi-Fi networks. If the LTE-U’s spectrum usage so far is larger than its fair portion,
then the LTE network would slow down. That is, LTE turns off its transmission for a
longer time (i.e., reducing its duty cycle) and lets Wi-Fi transmit more. On the other
hand, if the LTE-U’s spectrum usage so far is less than its fair portion, it may increase
its transmission.
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Fig. 11 IEEE 802.11ac packet format

Mechanism 2: Embedding Wi-Fi Information in Preamble

Fair coexistence between LTE-U andWi-Fi can be achieved by modifying the Wi-Fi
preamble. Only the reserved bits in the preamble can be used for this purpose. Useful
information can be embedded in them, and LTE can adjust its operations according
to the information; this enables fair usage. There are some options for embedding
Wi-Fi usage information in the preamble. There are at least 5 reserved bits that may
be used to embed Wi-Fi information. Figure11 shows the Wi-Fi (IEEE 802.11ac)
packet format. Based on the information embedded in the Wi-Fi preamble, LTE can
adjust its operations accordingly to achieve fairness between the two systems, i.e.,
the LTE may reduce (or increase) its duty cycle if the Wi-Fi has been using less (or
more) bandwidth than the fair portion.

Mechanism 3: Indirect Communication Between LTE and Wi-Fi

Thismechanismcan be applied to the scenariowhere there are some service providers
that provide both LTE andWi-Fi networks. Those service providers’ HeNB supports
both LTE and Wi-Fi. Suppose provider 1 has both LTE and Wi-Fi networks and
provider 2 has only Wi-Fi networks. There can be two kinds of communication.
Firstly, indirect communication between provider 1’s LTE and provider 1’s Wi-Fi.
Secondly, communication between provider 1’s Wi-Fi AP and provider 2’s Wi-Fi
AP. The indirect communication may be used for various purposes, such as time
synchronization between LTE and Wi-Fi, exchanging spectrum usage information
(e.g., aggregated bandwidth, aggregated throughput, or the total air time so far), or
for other signaling information to achieve fair spectrum sharing between the two
systems (Fig. 12).

Fig. 12 Indirect communication
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8.2 Wi-Fi and DSRC Coexistence

The FCC allocates 75MHz spectrums in the 5.9GHz band toDSRCwhich is used for
vehicle-to-vehicle communications. The DSRC is based on the IEEE 802.11p stan-
dard. After the FCC declared the 5.9GHz unlicensed band (U-NII-4), Wi-Fi could
operate in that band. The DSRC remains as a PU and others act as SUs. DSRC’s
inter-frame space (IFS) parameters are two times longer than 802.11ac/802.11ax.
Similarly, the slot time used in the MAC backoff is longer for DSRC (13 µs) than
for 802.11ac/802.11ax (9 µs). These differences give Wi-Fi effective priority over
DSRC when accessing the channel. One solution is changing the IFS values of
802.11ac or 802.11ax so that DSRC gets a higher access priority. For instance, we
can increase the values of the Wi-Fi’s IFS parameters by adding a DSRC priority
time offset value, giving priority to DSRC. Only the IFS adjustment cannot guar-
antee DSRC’s protection. Channelization of U-NII-4 by 802.11ac standards affects
DSRC transmission significantly. Experiments by the authors of [40] show that if
the 802.11ac primary channel remains in the same band as DSRC, then adjusting
the DIFS ensures the DSRC’s protection. On the other hand, if the primary channel
remains in another band and some of the secondary channels remain in the same
band as DSRC, adjusting DIFS does not protect the DSRC transmissions.

9 Conclusion

Spectrum is a valuable resource in wireless communication systems. The CRN is
an excellent method of wireless communication in which underutilized channels
can be fairly used. The implementation of a CRN includes PU detection, chan-
nel choice, channel sharing, channel handoff, and routing reestablishment. Though
current mobile devices have hardware that support operation in 2.4, 5 GHz, GSM,
WCDMA, and LTE bands, simultaneous sensing and transmitting are still lacking in
them. The promising thing is that most of the physical layers of communication are
software managed. Therefore, changing the software may adapt some functionality
of CRN more easily than changing hardware. A lot of changes in the base stations
are also required to implement a CRN. Commercial issues inducing usage policies
and charges to SUs or cognitive radio operators are also not defined. Therefore, the
implementation of a CRN is very complex and expensive. In this chapter, we present
the full architecture of CRN at a high level. We discuss applications of a CRN in
the 5GHz band for the coexisting Wi-Fi, LTE, and DSRC. We present different
mechanisms for ensuring the fair sharing of spectrums among different technologies
in the 5GHz band. Thereby, a CRN may become an excellent means of wireless
communication in which underutilized channels are fairly used.
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Emerging Trends in Vehicular
Communication Networks

Marco Giordani, Andrea Zanella, Takamasa Higuchi, Onur Altintas
and Michele Zorzi

Abstract The potential of connected and autonomous vehicles can be greatly
magnified by the synergistic exploitation of a variety of upcoming communication
technologies that may be embedded in next-generation vehicles, and by the adoption
of context-aware approaches at both the communication and the application levels.
In this chapter, we discuss the emerging trends, potential issues, and most promis-
ing research directions in the area of intelligent vehicular communication networks,
with special attention to the use of different types of data for multi-objective opti-
mizations, including extremely large capacity and reliable information dissemination
among automotive nodes.

1 Introduction: Vehicular Communication Networks

In recent years, Vehicle-to-Everything (V2X) communications have been investi-
gated as a means to support emerging automotive applications ranging from safety
services to infotainment [14]. However, next-generation automotive systems, which
will include advanced services based on sophisticated sensors to support enhanced
automated driving applications [32], are expected to require very high data rates (in
the order of terabytes per driving hour), that cannot be provided by current V2X
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technologies. A possible answer to this growing demand for ultrahigh transmission
speeds can be found in next-generation Radio Technologies (RTs) and interfaces,
such as the millimeter wave (mmWave) bands [27] between 10 and 300 GHz1 or
the Visible Light Communication (VLC) bands [3] from 400 to 790 THz. On the
one hand, the extremely large bandwidths available at those frequencies can support
very high data rates. On the other hand, the increased carrier frequency makes the
propagation conditions more challenging, as blockage becomes an important issue
since signals do not penetrate most solid materials and are subject to high signal
attenuation [12]. The space and time variability of the channel quality and the need
for beam alignment between moving nodes have an impact not only on the design
of the physical (PHY) and Medium Access Control (MAC) layers but also on the
upper-layer protocols, an aspect that has been mostly overlooked in the literature so
far.

A possible way to improve the performance of vehicular communications is to
make a clever use of the different type of data (e.g., road structure and positions of
connected vehicles) to optimize network control. In addition, vehicles may exploit
multiple RTs as a fallback in the case of short outages of the high-frequency links or
limitations of existing interfaces. Furthermore, the network and transport protocols
need to be adapted to fulfill the strict performance requirements of V2X communi-
cations.

In this chapter, we aim at identifying potential issues and research directions in
the area of intelligent V2X networks that will make use of data for multi-objective
optimizations, including extremely high-capacity and reliable information dissem-
ination among the nodes. We start our journey into the next-generation automotive
world from the description, in Sect. 2, of the automotive services and applications
that require V2X communication. In Sect. 3, we focus on the enabling technologies
that can support V2X data exchange and on their possible shortcomings in relation
with the target application requirements. In addition to the transmission technologies,
a key role in a vehicular communication system is also played by the networking
protocols. Therefore, in Sect. 4, we provide a brief survey of existingMAC, network,
and transport protocols for vehicular networks, discussing their possible evolutions to
better support next-generation automotive scenarios. In Sect. 5, we discuss how dif-
ferent types of data can be obtained from the existing systems and exchanged among
the vehicles and the infrastructure to better support the final applications. Finally,
in Sect. 6, we address the key aspects related to the security/privacy issues in V2X
communication systems and discuss the emerging protocols for privacymanagement
and secure data dissemination. Section 7 concludes the chapter by summarizing the
discussion and suggesting promising research directions in this context.

1Although strictly speakingmmWave frequencies are between 30 and 300GHz, industry has loosely
defined as mmWave bands frequencies above 10 GHz.
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2 Requirements for Next-Generation Vehicular
Communication Networks

Next-generation automotive systems are expected to provide multiple services with
diverse goals and requirements. However, providing an exhaustive list of all appli-
cations that can possibly be offered through vehicular communication systems is
rather difficult, considering their large number and wide variety. In the following,
therefore, we focus on four “macro-applications” that, for their generality, comple-
mentarity and significance we believe are good representatives of the main types of
next-generation automotive services. Although the requirements of such services are
not yet fully specified, some qualifying characteristics can be outlined as follows.

• Infotainment generically refers to a set of services that deliver a combination
of information and entertainment. Infotainment requires low latency and sta-
ble throughput (especially for streaming of high-quality video contents) and the
dynamic maintenance of a multicast communication (e.g., for gaming), which can
be an issue. Reliability requirements are typically loose for these services.

• BasicSafety services are typically characterizedbyvery strict requirements.While
the size of the exchanged safety messages is typically small (up to a few hundreds
of bytes), latency must be very small to ensure prompt reactions to unpredictable
events. V2X connections must also be very reliable and stable, due to the sen-
sitive nature of the exchanged information and the potential consequences of a
communication failure.

• Cooperative Perception services deal with the enhancement of the sensing capa-
bilities of a vehicle by sharing information with neighboring vehicles and infras-
tructures, with the final goal of extending the perception range of the driver beyond
the line-of-sight or field-of-view of one single vehicle. This operation usually
requires stable, reliable, and high throughput connections, due to the detailed
nature of the shared contents, while some latency could be tolerated depending on
the type of data contents exchanged among vehicles.

• Platooning refers to the services that make it possible for a group of vehicles that
follow the same trajectory to travel in close proximity to one another, nose-to-
tail, at highway speeds. A significant amount of information needs to be shared by
V2X communications. In addition to the strict latency requirement, the connection
reliability and stability are also very critical.

Figure 1 provides a visual and qualitative comparison of the different requirements
of the above-listed target applications. As we can see, strict reliability constraints
and small latency values are common to all such applications, while stable commu-
nications should be guaranteed especially for safety-related services.

From the above discussion, it is apparent that advanced vehicular services are
expected to challenge the capabilities of current communication technologies, call-
ing for innovative solutions. In the following, in particular, we discuss some specific
requirements for the V2X communication system, called Communication Key Per-
formance Indices (CKPIs) that go beyond the classical Quality-of-Service (QoS)



40 M. Giordani et al.

Reliability

Throughput

StabilityLatency

Range
Cooperative Perception

Platooning

Infotainment

Safety

Fig. 1 Visual representation of the features and requirements of the vehicular applications and
services presented in this section

metrics such as minimum required bitrate, maximum end-to-end latency and jitter,
and maximum packet loss probability.

• Range. In a vehicular scenario, the classical QoS requirements have to be asso-
ciated with a spatial range. In fact, most services will set tighter communica-
tion requirements toward nearby vehicles, so that the resulting aggregate CKPI
requirements are likely to be stricter in close proximity of the transmitter, and
progressively more relaxed with distance.

• Speed. The CKPIs should also account for the speed of the vehicles. In fact,
stricter requirements (e.g., in terms of latency and connection stability) are usually
associated to faster nodes, whose communication quality levels should therefore
be monitored more closely than for slower vehicles.

• Directionality. CKPIs may also depend on the communication direction. For
example, safety services are likely to require higher transmission capacities toward
the vehicles located within the range of the transmitting beam, to avoid accidents.
Therefore, the space-dependent characterization of the CKPIs described above can
actually be anisotropic in space, with some directions that are more demanding
than others in terms of communication requirements.

• Nodes Density. The CKPIs can also be affected by the density of nodes. On the
one hand, a higher density may require a higher bitrate to maintain coordination
among the cars. On the other hand, the bitrate and reliability requirements for
broadcasting information may be relaxed in the presence of multiple vehicles that
share the same data content.

• Broadcast andMulticast. A significant portion of vehicular applications requires
broadcast-type V2V communications (typically enabled by omnidirectional
radios). While the supplemental use of directional radios (e.g., as in mmWave)
could help improve the communication performance, they typically do not pro-
vide native support for broadcast. Some other services, such as platooning, may
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require multicast links instead. The support of both broadcast and multicast con-
nectivity, hence, represents another CKPI for vehicular systems.

3 Enabling Radio Technologies for Next-Generation
Vehicular Networks

In this section, we present features and limitations of target RTs that are expected to
play a key role in next-generation automotive applications.

3.1 Dedicated Short-Range Communications (DSRC)

The IEEE 802.11p standard supports the PHY and MAC layers of the Dedicated
Short-Range Communications (DSRC) transmission service. It can operate without
a network infrastructure, removing the need for prior exchange of control informa-
tion and thus bringing a significant advantage in terms of latency [1]. However, the
throughput and delay performance can degrade as the network load increases (e.g.,
due to high user density), mainly because of the limited bandwidth and the “hidden
node” problem. Furthermore, some V2X applications may require reliable transmis-
sions beyond the communication range of IEEE802.11p,which is typically limited to
hundreds of meters. Moreover, the maximum data rate supported by DSRC, between
6 and 27 Mbps for each channel, may not be sufficient to sustain the transmission
rates required by some next-generation automotive applications. For instance, high-
resolution sensors may require more than 50Mbps, while rates produced by cameras
range from around 10 Mbps for low-resolution compressed images up to around 500
Mbps for high-resolution images [5].

3.2 Long-Term Evolution (LTE) Cellular

LTE offers ubiquitous coverage and collision-free packet transmission, but the sup-
port of vehicular communication services may still be limited. For example, access
and transmission latency increase with the number of users in the cell, thus raising
scalability issues. Despite the almost ubiquitous coverage of LTE, still the connec-
tion may not be always available, or good enough to satisfy the stringent reliability
requirements under weak coverage (e.g., in tunnels, underground parking lots, rural
areas, mountains). Finally, the maximum data rate of 4G-LTE systems is limited to
around 100 Mbps for high mobility (though much lower rates are typical), which
may not be sufficient to handle the potential gigabit rates that can be generated by
next-generation vehicles [1].
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3.3 Wi-Fi

Wireless networking based on the IEEE 802.11 standard, i.e., Wi-Fi technology, is
popular and broadly available at low cost for home networks [19]. Raw data rates
from 10 to 300 Mbps have proven to scale to several hundreds of concurrently active
users when properly designed. However,Wi-Fi ismainly used by stationary or slowly
moving indoor and outdoor users while, in a vehicular context, high mobility and
link instability must be considered. Moreover, despite the high data rate, still the
transmit speed may be insufficient to fully satisfy the requirements of some next-
generation automotive applications. Finally, despite the huge popularity ofWi-Fi, the
availability of access points that can be potentially used for V2X communications
(e.g., at street corners, co-located with traffic lights, in parking lots, gas stations, cars,
and so on) is still scarce, and the resulting intermittent connectivity will affect both
the data rate and the latency of many vehicular services.

3.4 Millimeter Wave Bands

Communication in the millimeter wave (mmWave) bands [27] between 10 and
300 GHz is a promising candidate to support high data rates, in the order of Gbps, in
line with the requirements of the next-generation cellular communication standard
(5G). Moreover, the small wavelengths at mmWave frequencies make it practical to
build very large antenna arrays (e.g., with 32 ormore elements) to provide spatial iso-
lation, reduce interference, increase security/privacy, and support multiplexing [12].
However, there are many concerns about the transmission characteristics at these fre-
quencies [13]. The path loss is indeed very large and the communication range is quite
limited. Moreover, mmWave signals do not pass through most solid materials, and
movements of obstacles and reflectors, or even changes in the orientation of a handset,
cause the channel to rapidly appear and disappear [35]. Additionally, mmWave links
are typically directional to benefit from the resulting beamforming gain, requiring the
fine alignment of transmitter and receiver beams and, consequently, a large overhead.
Finally, dense deployments of short-range cells, as foreseen in future cellular net-
works operating at mmWaves, may increase the rate of handovers and reassociation
events between adjacent cells, with consequent throughput degradation [21]2.

2A preliminary performance comparison between the mm Wave technology and the LTE and the
DSRC standards (currently employed for V2I and V2V communications, respectively) has been
recently provided in [10] and [11], in relation with future automotive applications’ requirements.
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3.5 Visible Light Bands

Visible Light Communication (VLC), whose bandwidth extends from 400 THz up to
790THz, is an optical wireless communication technology that uses low-power Light
EmittingDiodes (LEDs) not only to provide light but also to transmit data (e.g., brake
signaling from car’s taillights). The large and unregulated available bandwidth (390
THz) provides attractive opportunities for many automotive applications, due to the
huge achievable data rates. Furthermore, other radios canbeused simultaneouslywith
VLC, without interference. However, VLC coverage is restricted to small areas and
to Line-of-Sight (LoS) links. Moreover, the limited modulation bandwidth of today’s
inexpensive LEDs and the inter-symbol interference due to multipath propagation
represent data transmission bottlenecks [3].

3.6 Satellite Communication

Satellite communication guarantees huge coverage areas, reaching zones that are not
serviced by either landline or cellular networks. Moreover, since the cost of satellite
broadcasting is basically independent of the number of receivers, the system scales
very well with the number of served vehicles. Nevertheless, from a network perspec-
tive, satellite communication suffers from long delays, packet losses, intermittent
connectivity, and link disruptions. Transmission also requires LoS conditions with
the vehicle, limiting the accessibility to the service, in particular in dense urban
areas. Finally, satellite channels are mostly broadcast and downlink, making this
technology unsuitable for services that require unicast and uplink communications.

3.7 Low-Power Wide Area Networks (LPWANs)

Low-Power Wide Area Network (LPWAN) technologies may provide low power
and low data rate connectivity over tens of kilometers. Furthermore, LPWAN base
stations can connect a large number of devices, thus making it possible to cover
wide geographical areas with a small number of base stations, significantly reducing
the costs for infrastructure deployment. However, this technology offers very low
data rates (in the order of tens of kilobits per second) with high latency (in the
order of seconds or even minutes), thus restricting the possible employment of these
technologies to noncritical vehicular services [26].

Table 1 provides a schematic and qualitative comparison of the requirements of
the above-listed target RTs. As we can see, most radio interfaces ensure wide range,
but with relatively high latency and small/medium throughput, while only a few
technologies (i.e., mmWave and VLC systems) can provide high throughput.
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Table 1 Features and requirements of the radio technologies presented in Sect. 3

RT Throughput Latency Stability Reliability Range

DSRC 6 and 27
Mbps

Low High High Medium
~1 km

4G/LTE Medium <
100 Mbps

Medium High High Medium
~1 km

Wi-Fi Medium <
100 Mbps

Small Low Medium Short < 100 m

mmWaves High > 10
Gbps

Small Low Low Short < 100 m

VLC High > 10
Gbps

Small Very low Very low Very short <
50 m

Satellite Low~Mbps High>250 ms High High Very
large~km

LPWAN Very
low~Kbps

Small High High Very
large~40 km

4 Next-Generation Vehicular Architecture

The demanding features of future vehicular networks, together with the limits of cur-
rent and future radio access technologies and the peculiarities of upcoming wireless
systems, have driven the redesign of the communication stack. In this section, we pro-
pose some guidelines for the design of next-generation MAC, network and transport
layers specifically tailored to high-frequency vehicular communication systems.

4.1 Medium Access Control (MAC) Protocol Design

MediumAccess Control (MAC) layer design has been extensively studied in the con-
text of DSRC and 4G-LTE, while only a limited amount of literature has investigated
solutions for other types of radios that are expected to be available in next-generation
automotive systems. ConventionalMAC solutions are suitable for situations inwhich
the velocity/position of the vehicles can be accurately predicted. However, this may
not be the case for V2X communication systems operating at high frequencies,
mainly due to the intrinsic variability of the channel. Moreover, most recent solutions
lack consideration of some important KPIs like reliability and delay. In particular,
mmWave radio links require new schemes to enable vehicles and infrastructures to
quickly determine the best directions to establish directional links. This functional-
ity can be hardly supported by traditional communication protocols, which are often
significantly affected by the high speed of the nodes and by the presence of frequent
blockages on the propagation path.
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MAC Protocol Design

Beam prediction [5]

Beam design optimization [32]

Multi-connectivity [21]

Location-aided beamforming strategy [8]

Radar-based tracking [24]

Fig. 2 Proposed solutions for MAC protocol design for vehicular networks

The above discussion makes apparent the need for innovative MAC protocol
design, specifically tailored to future vehicular networks, as represented in Fig. 2.
This objective can be achieved by enabling multi-connectivity, thus coupling a high-
frequency data plane with a lower frequency control plane, to support the required
rates, while increasing the robustness of the communication [9].

The authors in [5] present a beam prediction technique based on periodical speed
and position information exchanged among network nodes throughDSRCmessages.
Using the acquired information, the system is then able to estimate the vehicle’s
trajectory and derive the optimal beam orientation accordingly.

Beam design optimization is also being considered as a solution to maximize the
data rate [32]. Results are consistent with the intuition that narrower beams should
be used for users near the cell edge, where coverage is weaker.

In [8], a location-aided beamforming strategy is proposed to achieve ultrafast
connectivity between nodes. In particular, adaptive channel estimation based on
location information allows the estimation time to be substantially reduced.

Efficient beam alignment schemes can also be designed by extracting information
from radar signals [24]. Simulations confirm that radars can be a useful source of
side information and can help configure the mmWave V2I links.

In conclusion, although mmWave communication is a viable approach to provide
high-bandwidth connectivity to future intelligent vehicles, innovative MAC-layer
solutions should be engineered to overcome the limitations that prevent the direct
employment of traditional communication protocols on high-frequency links.

4.2 Network and Routing Protocol Design

While the literature on network protocols3 for legacy vehicular scenarios is quite rich,
little work exists regarding the communication performance of the network layer
(especially routing) in a next-generation V2X context. More specifically, traditional

3The network layer primarily aims at maximizing the throughput while minimizing the packet loss
and limiting the overhead. A comprehensive taxonomy of the current routing protocols for vehicular
communication systems can be found in [28].
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Fig. 3 Review of network and routing solutions for vehicular networks

routing solutions can be classified into two categories, as reported in Fig. 3: (i)
topology-based routing protocols, and (ii) position-based routing protocols.
Topology-Based Routing Protocols. These schemes use link information within the
network to send the data packets from the source to the destination. In particular,
proactive routing protocols continuously maintain up-to-date routes for all the valid
destinations, thus guaranteeing low-latency packet forwarding but suffering from
scalability issues. Reactive routing protocols, instead, establish the path to follow for
packet delivery only when a message needs to be actually exchanged, thus saving
precious bandwidth resources but increasing the latency to find a reliable route.
Position-Based Routing Protocols. These schemes do not require routing tables,
but only use the position information of neighboring nodes to determine the next
forwarding hop to the destination. Since those protocols are based only on local
knowledge, they are consideredmore scalable and robust against topological changes.
However, they exclusively rely on position information that may be inaccurate or
unavailable (e.g., in tunnels or where the satellite signal is absent) [23], and may
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suffer large overheads or additional delays caused by collision and contention of the
underlying MAC protocols.

In this context, the propagation characteristics and the directional nature of
mmWave links bring both challenges and opportunities for routing protocol design.
For instance, due to the presence of communication blockages, the shortest path
connecting two network nodes (in terms of geographical or topological distance) is
not necessarily the best, and may actually yield lower throughput and higher packet
loss than a longer path. It is thus important to make a judicious selection of relaying
nodes, for example trying to keep the number of hops to a minimum when using
multi-hop communications to overcome an impaired direct path.

Recently, some works tried to design network layer protocols specifically tailored
to multi-hop systems with directional antennas. In [4], the authors proposed anOpti-
mal Geographic Routing Protocol (OGRP) that selects the appropriate multi-hop
relays considering the specific features of mmWave propagation. Other solutions
implement some sort of multipath routing that allows a vehicular node to establish
multiple connections through different access technologies, besides using device-to-
device (D2D) transmissions.

In [25], a multi-hop concurrent transmission scheme is proposed and, by prop-
erly breaking one single-hop low-rate link into multiple shorter high-rate links and
allowing non-interfering nodes to transmit concurrently, the network resources can
be efficiently used to improve the network throughput.

4.3 Transport Protocol Design

A relevant issue in vehicular networks is the performance analysis of transport-layer
protocols, especially congestion control using the Transmission Control Protocol
(TCP). In fact, traditional implementations are not suitable for high-frequency vehic-
ular systems. First, standard slow start mechanisms can take several RTTs to achieve
the full throughput offered by the mmWave physical layer, increasing the latency of
the communication. Second, sudden drops in the data rate, which are likely to occur
in LoS-NLoS transitions, can result in very large queuing at the nodes, dramatically
increasing the packet drop probability. Third, after a retransmission timeout, even
aggressive TCP protocols (e.g., Cubic) can take inordinately long to recover the full
data rate [36].

As summarized in Fig. 4, one possible way to design mmWave-aware transport
layer protocols is to dynamically adapt the TCP flow according to the instantaneous
channel propagation conditions of the surrounding nodes, thereby reducing the con-
gestion window size in case the path between the endpoints is obstructed [37].

The hybrid and joint use of V2V and V2I communications can also ensure better
QoS and transmission efficiency, especially when delivering large data contents [18].
The message may indeed be divided into several segments and delivered to multiple
vehicles (i.e., to remove possible points of failure on the propagation paths), or
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Fig. 4 Proposed solutions for transport protocol design for vehicular networks

shared among multiple infrastructure nodes, which are less affected by forwarding
constraints.

Multi-connectivity can also be used to increase the overall throughput perfor-
mance. In fact, while mmWaves can be exploited in the data plane to achieve the
multi-Gbps rates required by next-generation automotive systems, legacy frequencies
add robustness to the network thanks to the higher obstacles penetration capabilities
and their inherent stability [9].

Finally, multipath-TCP, a standard that makes it possible to multiplex a TCP
connection overmultiple end-to-end paths, is another promising approach to improve
the reliability of high-capacity networks. However, there are several issues with the
traditional congestion control algorithms, in particular when coupling mmWave and
LTE links [22].

To sum up, the first step toward the design of efficient transport protocols specif-
ically tailored to next-generation vehicular systems operating at high frequencies
involves the identification of the challenges that are specific to a high-mobility highly
dynamic automotive environment and the potential performance pitfalls of existing
V2X strategies. However, the definition of innovative transport-layer schemes is just
in its infancy and therefore represents a wide-open research area.

5 Knowledge Acquisition and Distribution in Vehicular
Communication Networks

New sensor technologies and advances in automotive electronics enable enhanced
control systems and vehicle safety, and ease the driver’s workload [6]. Besides some
“endogenous” sources of information, the driver’s experience canbe further enhanced
by exploiting inter-vehicle communication, which has the potential to dramatically
expand the driver’s perception of the surrounding environment (e.g., eliminating
blind spots and enlarging the field of vision). How to best utilize the acquired infor-
mation to improve the communication capabilities of the system and better support
the automotive services is still an open challenge. In this section, we discuss differ-
ent aspects of this problem. First, we consider the most promising techniques for
knowledge acquisition in vehicular communication networks. More specifically, we
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list the main type of information that can be exchanged among the network nodes.
Second, we measure the usefulness of such acquired information for automotive-
related applications. The results of such analysis can be used to drive the design
of vehicular networking protocols. More specifically, identifying the correlations
among different data, and measure the importance of each type of signal, can be of
help toward a preliminary understanding of which piece of data can be more critical
in providing actionable information toward network and application optimization.
Third, we discuss the most promising techniques for knowledge distribution in V2X
networks, to enable multi-objective optimization. In particular, we consider the syn-
ergistic exploitation of multiple RTs (either selectively, in parallel, or hierarchically)
guarantees reliable, efficient, and stable exchange of data among nodes.

5.1 Knowledge Acquisition

In this section, we list some typical examples of information that can be collected by
connected cars and utilized to optimize the vehicular communication networks and
the supported services.
Global Positioning System (GPS) Data. Vehicles equipped with GPS4 can collect
a variety of information, including position, velocity, and acceleration, that can be
exploited to improve V2X communications, e.g., by differentiating the data to be
exchanged based on the vehicles position, or by supporting beam tracking for direc-
tional communications. However, GPS accuracy has a great impact on the overall
communication performance, especially when directional communication is used
(i.e., narrow beams are much more sensitive to position inaccuracy).
Cameras, LIDARs, andRadars. Radars currently operate in themmWave spectrum
between 76 and 81 GHz and are used for applications like adaptive cruise control,
cross traffic alerts, and lane change. Although they enable accurate detection and
localization of the surrounding objects, they are relatively less suitable for object
recognition and classification purposes. Cameras use visible light or infrared and
have been used as an enabler of road signs recognition, enhanced blind spot detection
and lane departure alert, but require large amounts of data to be processed (i.e., from
100 to 700 Mbps, according to the target precision of images). Light Detection and
Ranging (LIDAR) sensors make use of laser beams to generate high-resolution 3D
depth images for accurate detection, localization, and recognition of the surrounding
objects. However, off-the-shelf LIDARs are quite costly, and their required data rate
is comparable to that of automotive cameras [5].

4The Global Positioning System (GPS) provides an estimate of the current location of a vehicle
in an Earth-coordinate frame. Standard GPS is accurate within 10 m, while differential GPS has
improved accuracy, with errors limited to about 1 m. Besides spatial information, GPS also offers
global time synchronization, with an accuracy of around±10 ns.
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TrafficConditions. Traffic conditions (and historical road traffic information) can be
determined fromGPSmeasurements and can be used to further improve the accuracy
of the vehicle’s path selection, while guaranteeing more efficient route planning.
Driving Commands. Driving signals (e.g., braking, accelerating, steering, turning
signals) can help the neighboring cars to adjust their paths and speed (i.e., according
to the current driving conditions) to reduce the probability of car accidents and traffic
congestion. The sharing of such signals among neighboring vehicles can then help
improve safety services.
Environmental Conditions. Safety and efficiency of the driving experience can be
enhanced by alerting drivers about weather conditions, including heavy rain, snow,
sleet, fog, smoke, dust, ice, and black ice [31]. Some recent cars are able to download
weather information providedbynationalweather-alerting systems fromsurrounding
infrastructures and adapt their driving parameters accordingly.
LocationAttributes andRegional Information. Efficient traffic regulation in prox-
imity of certain locations, such as schools or hospitals, is one of the promising use
cases of V2X communications. Reducing the vehicle speed or even diverting traffic
to alternative roads, possibly limited to the most critical hours, may significantly
reduce the probability of accidents and the traffic congestion close to these sensitive
areas. Similar types of signaling can also be used to indicate temporary events (e.g.,
concerts, city marathons, political demonstrations), which are usually crowded and
therefore can create complex and dense traffic situations to be handled.
Vehicle Types. Trucks may contribute to congestion more than cars, as they occupy
more road space, take more time to accelerate, decelerate and negotiate turns, and
obscure vision [30].5 Information on the type of vehicles can be exchanged among
neighboring cars over V2X communications to (i) alert the surrounding cars about
the approaching of special categories of vehickles like large trucks, tractors, or buses,
and (ii) differentiate the exchanged data based on the type of the destination vehicles
(i.e., certain prohibitions apply to only one category of vehicles).
Historical Data. Any available data referred to previously obtained knowledge can
be turned into experience.As an automotive node is able to recognize a specific profile
(e.g., a driver, a place, a road), it can access its saved historical data and exploit these
statistics, e.g., to adapt its driving decisions accordingly. Such historical data may not
be available from the vehicles currently on the road, but can be stored in infrastructure
servers and downloaded when required.

In Table 2, we schematically provide a list of the above-described information
sources that can be utilized to improve specific automotive services and/or commu-
nication protocols, with a focus on the limitations and issues of such collected data.

5The National Highway Traffic Safety Administration reported that, in 2015 in the US, motor
vehicle deaths related to large truck crashes are 11% of the total, which is much higher that the
percentage of large trucks among vehicles.
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Table 2 Types of data for knowledge acquisition

Type of data Utilization Issues

GPS • Geographic routing
• Gas consumption rate
• Speed prediction

• Limited accuracy

Radar • Lane change assistance
• Blind spot detection
• Parking assistance

• Not suitable for object
classification

Camera • Road sign recognition
• Congestion avoidance

• Huge data volume (100 ÷
700 Mbps)

LIDAR • Objects’ depth map • Data processing for
high-resolution 3D images

• Very costly

Traffic conditions • Traffic estimation
• Route planning
• Gas consumption rate

• Privacy/security
• Inaccuracy

Driving commands • Impairment detection • Data processing
• Noisy/erratic signals

Environmental conditions • Safety services • Data obsolescence
• Inaccuracy

Location attributes—regional
information

• Efficient route planning • Risk of stale information

Vehicle types • Selective data broadcasting
• Congestion avoidance

• Loose classification

Historical data • Behavior profiling
• Efficient route planning

• Huge database size
• Limited accessibility

5.2 How to Measure the Utility of Data

Next-generation intelligent vehicles are required to intensively down-
load/upload/exchange/distribute information to enable fundamental automotive
applications and services. Therefore, investigating the actual “importance” of shared
data to assess whether and which specific sensor information is worth transmitting
(i.e., with the final goal of minimizing the network utilization and still deliver
valuable information to the receivers) is an open research challenge. A fundamental
role in this regard can be played bymachine learning,6 which offers tools to perform
a variety of operations, including the following:

• Learn Which Features Have Major Impact on Target Applications. Artificial
Neural Networks (ANNs) can be trained in an unsupervised manner to extract
features from input vectors of different types of signals and provide amore compact

6The term Machine Learning (ML) generally refers to a wide set of data-driven algorithms that are
generic in their definition, but can learn to perform specific tasks after proper training. If the training
set is properly chosen, the ML algorithm should be able to generalize its behavior to previously
unseen input data sequences, still providing a good estimate of the utility function [V8].
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representation of the input data, which makes it possible to reduce the amount of
data to be exchanged, thus saving transmission capacity and reducing the load.
Generally, the reliability of the learning process increases with the number of
relevant ANN entries in the input set [29].

• Detect Correlation Among Signals. By considering an input including several
sources, aGenerative Deep Neural Network (GDNN) [2] may reveal the presence
of interdependencies among the readings ofmultiple sensors generated by vehicles
in the same geographical area. The generative model can then be used to estimate
the output samples from the input set. The accuracy of such predictions provides
a way to measure the mutual information contained in different combinations of
data.

• Extract Information Features fromGeneral andHeterogeneous Signals. Once
aGDNNhas been trainedwithmeasurements related to the quality of the radio link
(e.g., the strength of the received signal power, the bitrate, the error probability,
the outage probability) and the model of the input data has been learned, the
generative property of the GDNN can be exploited to predict the evolution of the
input vector, or part of it, in future time instants (e.g., to predict the channel quality
in the next slot and proactively adapt all protocol layers accordingly). Endowing
GDNNs with reinforcement learning features [33] can also develop generative
models that link actions (e.g., settings of link parameters) and effects (e.g., the
corresponding performance metrics), thus making it possible to automatically find
optimization actions tailored to the specific operational scenario, according to a
self-configuration-self-optimization paradigm.

The importance of data content can also be assessed based on the cost (in terms
of network resource consumption) to collect the data and to exchange it among the
nodes. Which measurements and data are easier to predict and/or more useful to
combine or share is, however, an open and challenging question.

5.3 Knowledge Distribution

While assessing the importance of different types of data plays a significant role in
the efficient minimization of the network resource consumption, network utilization
can be further optimized by a synergistic exploitation of multiple radio interfaces
(with totally different propagation characteristics and features). More specifically,
multi-connectivity (MC) [9] enables each vehicular and/or infrastructure node to
integrate wireless technologies, including 3G, 4G-LTE, Wi-Fi, DSRC, mmWave,
VLC, to support a variety ofV2X services and benefit from the strengths of each radio
technology, with the final goal of efficiently and reliably exchanging different types
of data contents. Some relevant hybrid networking solutions include the following:

• Selective Transmissions, in which data contents are transmitted through a single,
dynamically selected radio interface. For instance, connected cars can maintain
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several signal paths to different infrastructures, operating at different frequencies,
so that drops in one link can be overcome by switching data paths.

• Parallel Transmissions, in which data contents are duplicated and sent over dif-
ferent types of radios to add redundancy,making themessage deliverymore robust,
but using more communication resources.

• Hierarchical Transmissions, in which a specific technology is used to provide a
basic level of service, while different types of radios/paths are exploited to deliver
supplemental information to improve the QoS of designated applications.

However, how to implement efficient multi-connectivity systems on next-
generation connected cars is still an open issue. In particular, among the challenges
that need to be addressed, the definition of an intelligent network selection mecha-
nism, driven by a distributed or centralized/cloud-assisted decision process, must be
engineered, to allow high-quality V2X applications to meet their requirements.

6 Emerging Protocols for Privacy Management and Secure
Data Access Control in Vehicular Networks

Like any other computing system, vehicular communication networks can be plagued
by vulnerabilities: connected nodes must thus be designed with security in mind, in
order to limit the adversaries’ ability to endanger vehicle operations, as well as
driver and passenger safety. Investigating the main security/privacy issues related
to vehicular communication systems and designing protocols and techniques for
privacy management and secure data dissemination are therefore important research
topics.

6.1 Security Concerns in Vehicular Networks

One of the most serious threats for security in next-generation vehicular networks
originates from the tens of electronic control units (ECUs) that cars will incorpo-
rate. A solution may come from consolidation, integration, and virtualization of
ECUs, with the final goal of reducing the total number of electronic components and
increasing the number of functions and the complexity of the software.

However, the attack surface of future automotive systems extends beyond the car
itself, touching most in-vehicle systems and an increasingly wide range of external
networks. The authenticity and integrity of data transmitted across networks can be
improved by providing secure storage systems for key exchange and encryption, to
protect against unauthorized software or firmware updates [16]. Moreover, enhanced
security mechanisms in which cars will connect to smart infrastructures (e.g., toll
roads, gas stations) without disclosing personally identifiable information should be
developed.
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Lack of sufficient bus protection is another relevant security-related concern.
In fact, the Controller Area Network (CAN) bus lacks the necessary protection to
ensure robust data integrity [15]. Messages on the CAN-bus are not protected by any
Message Authentication Code or digital signature and can be read by other nodes
that can physically access the bus.

Finally, protection of data as it moves through the cloud and to data centers is
another fundamental security feature that must be provided by transportation suppli-
ers. Reliable automotive driving experience and connected communication capabil-
ities can be supported by optimized data encryption and by guaranteeing embedded
security features in the hardware of cars [16].

6.2 Emerging Protection Mechanisms for Vehicular
Networks

Recently, countermeasures have been developed to face the increasingly threatened
security in next-generation connected cars. As summarized in Fig. 5, a list of emerg-
ing protection mechanisms for vehicular networks includes the following.

1. Network partitioning: Security can be achieved by slicing the network, one par-
tition being responsible for the safety-critical ECUs, while the other providing
“comfort” functions [17].

2. Secure identification and authentication: Effective software protection can be
guaranteed by securely implementing authorization functions in a trusted envi-
ronment [34]. Cryptography solutions can also be implemented to allow each
counterpart to verify the claimed credentials.
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3. Super ECUs: With the increasing complexity of vehicular networks, one trend is
to integrate several different applications on one (more powerful) ECU.However,
low-cost devices are not able to run most of these complex operating systems.

4. Universal rules: Malicious attacks can also be theoretically prevented with good
programming practices and by following the existing security recommendations
protocols. However, ECUs usually come from different manufacturers, having
potentially different protection specifications. The definition of universal defense
mechanisms is therefore essential to enable secure transmissions.

5. Secure boot: This mechanism checks the digital signature of the software, prior
to execution [7]. If an asymmetric algorithm is used, the public key has to be
secured only against manipulation, but not against extraction. For both types,
hardware support for the key storage is necessary.

6. Attestation-based security architecture: By comparing the result of specific hash
functions with a list of authorized hashes, only successfully validated ECUs will
be able to exchange symmetric keys for further encrypted communication [20].

7. Redundancy of sensors: The source of the sensor data is often not properly pro-
tected, and hence the signals might still be forged. One standard approach is to
use redundant sensors and authentication checks in the ECUs. In the ideal case,
there are two or more sensors measuring the same physical quantity (e.g., speed)
in different ways, and a cross-check ensures the plausibility of the data.

Despite the increasing efforts of the automotive industry, there are still many
security-related challenges to be considered in the near future. In general, an over-
all standardized approach to security, accepted by industry and legislation, is still
missing and is therefore a challenging research topic.

7 Conclusions

In this chapter, we highlighted the challenges raised by next-generation automotive
services, with reference to the design of the communication protocol stack.

In general, in order to compensate for the increased isotropic path loss experienced
at higher frequencies (i.e., at mmWaves), next-generation automotive communica-
tion systems must provide mechanisms by which the vehicles and the infrastructure
determine suitable directions of transmission to exchange sensory information. In
this context, the design of enhanced communication protocols (i.e., at the MAC,
network, and transport layers) is fundamental to meet the requirements of next-
generation V2X services. In particular, the performance of intelligent vehicles in
highly mobile mmWave scenarios strictly depends on the specific environment in
which the vehicles are deployed, and must account for several automotive-specific
features such as the vehicle’s speed, the beam tracking periodicity, the node density,
and the embedded antenna configuration.

Moreover, network resource minimization is another important issue for future
intelligent vehicular systems. One possible way to achieve efficient communication
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is through synergistic orchestration among the multiple interfaces that are expected
to be integrated in future intelligent vehicles, and by measuring the importance of
data contents.

Security is another key concern for automotive networks. In this chapter, we
analyzed themost serious security concerns and threats in next-generation connected
cars and surveyed the most recent emerging protection mechanisms for secure data
access control in vehicular networks.

Most of these research challenges, as well as many others, are still largely
unexplored, so that additional investigation is needed toward the design of fully
autonomous driving cars.
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An Overview of 5G Technologies

Huu Quy Tran, Ca Van Phan and Quoc-Tuan Vien

Abstract Since the development of 4Gcellular networks is considered to have ended
in 2011, the attention of the research community is now focused on innovations in
wireless communications technology with the introduction of the fifth-generation
(5G) technology. One cycle for each generation of cellular development is generally
thought to be about 10 years; so the 5G networks are promising to be deployed around
2020. This chapter will provide an overview and major research directions for the
5G that have been or are being deployed, presenting new challenges as well as recent
research results related to the 5G technologies. Through this chapter, readerswill have
a full picture of the technologies being deployed toward the 5G networks and vendors
of hardware devices with various prototypes of the 5G wireless communications
systems.

1 Introduction

Intelligent devices are developing daily from personal and household equipment,
such as smartphones,washingmachines, fridges, air-conditioners, etc., to bulky items
in factories. These devices are keeping changing to accommodate the upcoming fifth-
generation (5G) of cellular networks. The 5G networks can therefore be regarded as
an infrastructure to accelerate the process of social change and the industry.

The 5G networks are promising to meet the demands of various individual appli-
cations with a significant increase in size, content, and rate. It is also a platform for
innovation to deal with millions of applications. The 5G networks, however, raise
a number of issues that need to be tackled. For instance, how to guarantee that the
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devices are interacting with each other with a latency of less than one millisecond?
Although such concern is not a critical requirement in general telecommunication
systems with only voice or data services, it is vital in some specific areas with par-
ticular services, such as healthcare, military, and disaster communications systems.

The applications of 5G cellular networks will spread across smart city infrastruc-
ture with high capacity storage, intelligent transportation, and smart communication
systems.The5Gevolution is being fueled by anumber of factors such as the explosion
of mobile data traffic, the increasing demand for high data rates, and the growth in
connected and searchable devices for low-cost, energy-saving, and environmentally
friendly wireless communications.

This chapter is devoted to outlining various research directions for the 5Gnetworks
that have been or are being studied and examined with new design challenges as well
as their relevant works will be provided.

2 Evolution of Mobile Technologies from 1G to 5G

Starting with the first-generation (1G) mobile communications systems launched by
Nippon Telegraph and Telephone (NTT) for the first time in 1979, the 1G systems
were then employed worldwide in the 1980s. In the 1G systems, analog wireless
access with narrowband frequency division multiple access (FDMA) is employed
with a channel spacing of around 25–30 kilohertz (kHz). Then, the second-generation
(2G) systems, i.e., North American Interim Standards 54 and 136 (IS-54/136), Euro-
pean standards Global System for Mobile (GSM), and Japan standards Personal
Digital Cellular (PDC), were deployed in the 1990s, all of which adopted time divi-
sion multiple access (TDMA) with the channel spacing ranging from 25 to 200 kHz
[1].

Along with FDMA and TDMA, a wireless access technique based on code divi-
sion multiple access (CDMA) was developed and standardized first in the IS-95 by
Qualcomm in 1995 with its initial version called cdmaOne. With the CDMA, the
channel spacing is 1250 kHz, which is much wider compared to the traditional 2G
systems [1]. The data transfer rate in the 2G systems is however only around 9.6
kilobits per second (kbps) and does not meet the requirements of multimedia com-
munications with high resolution. This accordinglymotivated the development of the
third-generation (3G) systems. The 3G systems were expected to provide advanced
services with much higher data rates of megabits per second (Mbps) [2–4]. The first
3G networks were introduced by NTT DoCoMo in Japan in 1998 and were commer-
cially launched in October 2001 also by NTT DoCoMo. The 3G systems were then
deployed worldwide; for instance, in South Korea in January 2002 by SK Telecom,
in the United States in 2002 byMonet Mobile Networks, and in the United Kingdom
in 2003 by Hutchison Telecom.

With higher data rate requirements, the cellular networks kept evolving from the
3G to the fourth-generation (4G) systems.As a candidate standard for the 4G systems,
the first-release Long-Term Evolution (LTE) standard was commercially deployed in
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Norway and Sweden in 2009. The 4G systems enable a very high data transmission
rate of up to 1–1.5 Gigabits per second (Gbps) for low-mobility communication,
such as pedestrians, stationary users, nomadic and local wireless access, and up to
100 Mbps for high-mobility communication, such as mobile access from trains and
cars. The 4G technologies were regarded as the future standard of wireless devices,
allowing users to download and transfer high-quality multimedia. There exist two
standard core technology of the 4G networks, including Worldwide Interoperability
for Microwave Access (WiMAX) and LTE using different frequency bands (see [5,
6] and references therein). The LTE has switched to LTE-Advanced (LTE-A) since
the fall of 2009 with many various LTE services started to launch in South Korea,
the United States, and the United Kingdom in 2012.

Beyond the current 4G systems with LTE-A standards, the fifth-generation (5G)
wireless systems have been proposed to be the next telecommunications standards
aiming at providing a higher capacity, a higher reliability, and a higher density
of mobile broadband users [7–9]. In order to address the high traffic growth and
increasing demand for high-bandwidth connectivity, the development of 5Gnetworks
becomes crucial to support a massive number of connected devices with real-time
services and high-reliability communications in critical applications [10–13]. By pro-
viding wireless connectivity for a diversity of applications from wearable devices,
smartphones, tablets, and laptops to utilities within smart homes, transportation, and
industry, the 5G networks are promising to provide ubiquitous connectivity for any
kind of devices, enabling and accelerating the development of Internet of Things
(IoT).

Further than improving solely the maximum throughput, the 5G systems are
expected to provide lower power consumption dealingwith battery issues, concurrent
data transfer paths, lower outage, and better coverage for cell-edge and high-mobility
users.Moreover, the 5G systems are required to bemore secure, better cognitive func-
tionality via software-defined radio (SDR), and artificial intelligent (AI) capabilities.
With the employment of the SDR, a lower infrastructure cost could be favorably
achieved, which might help reduce the traffic fees while the users can experience
high-quality multimedia beyond 4G speeds. The evolution of mobile technologies
from 1G to 5G is illustrated in Fig. 1.

3 5G Trends, Targets, Requirements, and Challenges

Despite some uncertainties, the 5G wireless systems have drawn attention to pub-
licity, generating a call for innovative designs and philosophies from researchers
in academia to mobile operators and communications service providers in indus-
try. Expected to be commercially deployed around 2020, the 5G systems are being
learnt with various proposed technologies to create more effective and financially
viable business models [14]. Some widely known use cases of the 5G systems can be
listed as in Fig. 2, which consist of broadband experience everywhere anytime, smart
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Fig. 1 Evolution of mobile technologies

Fig. 2 5G use cases

vehicles transport and infrastructure, media everywhere, critical control of remote
devices, and interaction between human and IoT.

Given the above use cases, it is totally optimistic that the 5G systems will offer
significant benefits to all users and operators in the future mobile networks as long
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as all the challenges could be overcome. In the following, specific trends, targets,
and requirements of the 5G networks will be briefly presented along with some of
emerging challenges and major technical issues to be confronted.

3.1 5G Trends

As one of the key new services in the 5G networks, the IoT will influence the num-
ber of connected devices that will enter the marketplace. Additionally, the IoT will
have a significant impact on 5G traffic patterns as well as their quality of service
(QoS) requirements, all of which will also affect backhaul requirements and speci-
fications. The aggregate data demand of the IoT should be very different from that
of smartphone-oriented experiences. Capacity demands will grow and more base
stations will have to be deployed to achieve the required QoS which are absolutely
necessary for the IoT to be successful.

There are five key trends of the underlying 5G networks as the IoT expands [14],
which can be listed as follows:

• More capacity per device: In order to meet the requirements of ultrahigh capacity
per end device, as the first trend of the 5G networks, either more spectrums for
improved spectrum efficiency or enhanced technologies are required.

• More devices of different types: The average number of devices per person is
anticipated to rapidly increase in both quantity and diversity with a variety of
device types for different services, such as smartphones, tablets, and wearable
devices like smart watches and glasses. The 5G systems are therefore required to
overhaul such exponential augmentation of devices.

• Higher capacity for denser networks: With the increased number of devices,
the 5G systems aim at increasing the site capacity by up to 1000 times of the
current networks. Although such task sounds feasible given numerous evolved
technologies, several challenges need to be addressed. For instance, the current
wireless backhaul links need to support a data rate of ten Gigabits per second
(Gbps) or higher and are also required to cover denser networks.

• Enhancedbackhaul capability for critical applications:Manynewservice types
are developing in mission-critical networks for government, transportation, public
safety, healthcare systems andmilitary services. For these critical applications, the
coverage, ultralow latency and strict security are dramatically the needs of wireless
backhaul infrastructure in the 5G systems to lessen the risks of communication
failure.

• Diverse virtual and cloud-based services: With cloud technology, it is promis-
ing that capital expenditure and operating expenses would be saved along with
the openings of potential markets for a variety of virtual and cloud-based ser-
vices. The 5G wireless systems will therefore give the operators and researchers
the opportunity of reviewing and adapting the current technologies to the cloud
platform.
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3.2 5G Targets

The mobile data traffic is tremendously growing every year as per increasing users’
demands over a number of applications and services with different smart devices.
The present 4G networks, although have been shown to be satisfactory, may not be
able to cope with such rapid growth in future. So, will the 5G networks be able to
support a million connected devices per square kilometer with a download rate of up
to 10 Gbps and a latency of less than one millisecond? The 5G systems are full of
promise, incorporating a number of targets that require a lot of efforts. Some of the
5G targets are as follows:

• Enhanced user experiences: The 5G systems will not simply an enhanced 4G
systems as an evolution, but they will aim at bringing new network and service
capabilities given limited bandwidth and power resources.With novel design in the
5G networks, user experiences will be enriched guaranteeing that users can con-
tinuously access mobile broadband networks, especially in critical circumstances;
for instance, in high-mobility trains, airplanes, dense areas, etc.

• Platform for IoT: The 5G systems will be driven toward providing a platform for
IoT. Amassive number of smart sensors will be connected to deliver various kinds
of service in our daily life given an inevitable fact that they have severely limited
power and short lifetime.

• Improvedmission-critical services: The 5G systemswill be destined formission-
critical services, such as public safety, healthcare, disaster, and emergency services,
which require high-reliability communicationswith low latency andhigh coverage.

• Unified network infrastructure: The 5G systems will be tailored to meet the
requirements of various network infrastructures in order to bring them together in
a unified infrastructure. This integration will not only provide scope for optimizing
all networking, computing, and storage resources but also enable dynamic usage
of these resources along with convergence of services.

• Incorporated market for operators: The 5G systems will be directed to enable
operators to collaborate over a digital or virtual market by taking advantage of
cloud computing. Such market will make room for further development of the 5G
networks.

• Sustainable and scalable network: The 5G systems will be particularly focused
on energy consumption reduction and energyharvesting, targeting at compensating
the radical increase of energy usage. With automation integration and hardware
optimization, the operational cost will be expected to considerably reduce for
sustainable and scalable network model.

• Ecosystem for innovation: The 5G systems will be means for involving vertical
markets in different sectors and areas, such as energy, transportation, manufac-
turing, agriculture, health care, education, government, and so on. This will be
an excellent opportunity to encourage startups and innovations in these diverse
trading businesses.
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3.3 5G Requirements

Aiming at enabling new services as well as enhancing current services in the next
few years, there are a number of expected requirements for the 5G networks, which
are more diverse than those for the 4G networks. Specifically, the 5G networks need
to meet the following requirements:

• User experiences should be consistently and ubiquitously delivered in the 5G
systems at a high data rate and low latency with optional mobility support for
specific user demands of certain services.

• Networks/systems are required to support massive connected devices with high
traffic density, high spectrum efficiency, and high coverage.

• Devices/terminals are desired to be smarter allowing operator control capabilities
with programmability and configurability, supporting multiple frequency bands,
increasing battery life, and improving resource and signaling efficiency.

• Services are indispensable to provide connectivity transparency with seamless,
ubiquitous and high-reliability communications for mobile users, improve local-
ization with additional three-dimensional space attributes, protect users’ data from
possible cybersecurity attacks, as well as ensuring the availability and resilience
of mission-critical services.

• Network deployment, operational, and management are all needed to provide
the new enhanced services in a low cost and low energy consumption for ensuring
sustainability of the 5G and beyond networks, and also should facilitate the future
upgrade and innovation assuring flexibility and scalability.

3.4 5G Challenges

Although the 5G systems are optimistic encouraging researchers in both academia
and industry to overcome limitations of the current standards and theories, there are
several challenges that need to be tackled in order to meet the requirements as stated
in Sect. 3.3 and also to achieve the proposed targets in Sect. 3.2.

As one of the critical issues in the existing technologies, energy performance
needs to be improved with appropriate resource allocation. The resources should be
optimized to facilitate better utilization in a dynamic and adaptable manner. Addi-
tionally, given the scarcity of spectrum resource, an efficient spectrumusage is crucial
in the 5G systems to support massive connected devices of different kinds.

In particular, a higher coverage with a higher density of mobile broadband users
needs to be copedwith in the 5G systems. Indeed, the 5G systemswill need tomanage
a very dense heterogeneous network. As illustrated in Fig. 3, the radio resource
management will become a paramount problem to handle the dense deployment
of small cells in coordination with existing macrocells and billions of connected
devices.
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Fig. 3 Radio resource management in 5G

4 5G Enabling Technologies

Working toward 5G and beyond systems, a variety of enabling technologies have
been being researched and developed, of which some are at still at early stage along
with those well proposed in the literature as illustrated in Fig. 4. In this section, these
technologies will be sequentially presented outlining their key concepts with relevant
works.

Fig. 4 5G enabling technologies
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4.1 Massive MIMO

Massive multiple-input multiple-output (MIMO) (also known as large-scale MIMO
or large-scale antenna systems) is an emerging technology in the next-generation
mobile system, i.e., 5G and beyond, which has been upgraded from the conventional
multiuser MIMO (MU-MIMO) technology. A typical massive MIMO architecture
is illustrated in Fig. 5.

The massive MIMO has shown to be potential in dealing with the high sensitivity
to blockages and distance-dependent propagation effects. In an effort to achieve all
the gains of theMU-MIMO, themassiveMIMO is promising to provide a larger scale
in terms of energy and spectrum efficiency [15]. In particular, the massive MIMO
exploits the spatial multiplexing gain to increase almost ten times of the capacity
and 100 times of the energy efficiency compared with the MU-MIMO systems. In
the massive MIMO, large arrays of antennas that contain a few hundred of antenna
elements are deployed at base station (BS) to simultaneously serve several terminals
using the same time–frequency resources.

In theMU-MIMO systems, to achieve both uplink and downlink spectral efficien-
cies, both theBS and the terminalsmust handle several complicated signal processing
operations and have the channel state information (CSI) on the downlink which is
accommodated by transmitting pilots in both directions [16]. With the increase in
the number of antennas, the CSI process in the MU-MIMO systems is nevertheless
unreasonable for the massive MIMO systems, especially in high-mobility condi-
tions. In order to deal with such issue, the massiveMIMOmakes use of time division
duplex (TDD) mode for pilot transmission based on an assumption that the uplink
and downlink channels are reciprocal, and thus linear signal processing techniques
can be employed to provide near-optimal performance with a low complexity [17].

Fig. 5 Massive MIMO concept
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4.2 mmWave Massive MIMO

Current mobile systems are all allocated in the microwave frequency bands of which
most operate in the bands below 3 GHz and share the scarce spectrum resources of
600 MHz divided among operators. In contrast, mmWave frequency bands ranging
from 3 to 300 GHz can offer multi-GHz of unlicensed bandwidth [18].

Some mmWave propagation measurements performed recently in both indoor
and outdoor environments have similar general characteristics to the microwave
propagation that reveals the great potential for small-cell communications [19]. Large
arrays of antennas can eliminate the frequency dependence of path loss significantly
compared with omnidirectional antennas. In addition, the narrow beams provided by
adaptive arrays of antennas are able to reduce the impact of interference. In addition,
the extremely short wavelength of themmWave signals allows small antenna to direct
them in narrow beams with enough gain to overcome propagation losses [20]. So, it
is very likely to build a large number of antenna elements in a small area enough to
fit into the mobile phones. This is the most important feature that helps to realize the
massive MIMO at mmWave bands in realistic environments [21, 22].

mmWave massive MIMO has potential to provide ultra-large bandwidth and high
spectrum efficiency that may significantly improve the overall system throughput in
the future 5G cellular networks. An example of its deployment is illustrated in Fig. 6.
However, due to the special propagation features and hardware requirements of the
mmWave systems, there are several challengeswhen deploying themmWavemassive
MIMO at the physical and upper layers. Particularly, the network architecture and
protocols must be considered carefully in the network design to adapt signaling and
resource allocation, as well as to cope with severe channel attenuation, directionality,
and blockage [23].

Fig. 6 mmWave massive
MIMO deployment
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4.3 Cloud Radio Access Networks

In general cell site architecture deployed in the 3G systems, BS contains two sep-
arated sectors including remote radio head (RRH) or remote radio unit (RRU) and
baseband unit (BBU) or DATA UNIT (DU). The RRH performs radio frequency
(RF) processing, digital-to-analog conversion (DAC), analog-to-digital conversion
(ADC), and power amplification and filtering, while the BBU provides baseband-
processing functions. In contrast to the traditional radio access networks (RANs),
cloud radio access network (C-RAN) has recently emerged as a novel architecture
for the RAN in which the baseband processing is now centralized and based on cloud
computing technology [24–29].

In C-RAN architecture, all baseband computational resources are processed and
aggregated within a central pool, also known as a virtualized BBU Pool. The geo-
graphically distributed RRHs/antennas are connected to a cloud platform through
an optical transmission network. This model allows reducing the number of BBUs
while maintaining similar coverage and offering better services compared to the tra-
ditional RAN architecture [30–33]. In fact, several cell sites can effectively share the
computation resources, and thus help save a lot of operation and management cost
leading to a significantly reduced capital expenditure. In addition, the virtualization
in cloud computing has also the potential to achieve load balancing and scalability.
This means that it is able to allocate and utilize the resources more efficiently under
busty traffic conditions thus reducingwaste of computation resources and power con-
sumption [34]. Moreover, the resource cloudification in the C-RAN allows network
operators to provide the RAN as a cloud service [35].

A comparison of C-RAN architecture and the traditional BS architecture is illus-
trated in Fig. 7. In Fig. 7a, the antenna module is located a few meters from the BS
and connected to the BS by using coaxial cables with high signal attenuation in the
traditional BS. Another configuration is shown in Fig. 7b where the BS with RRH
is separated into two parts including RRU and BBU, which are connected by fiber
optic cable, while the coaxial cable is only used to connect the RRH and the antenna.
Finally, the fully centralized C-RAN architecture, as shown in Fig. 7c, is character-
ized by a large number of the RRHs located at different antenna sites connected to a
BBU pool cloud located in a centralized cloud server through an optical transmission
network.

4.4 D2D Communications

Device-to-device (D2D) communications is one of the most important technologies
in 5G systems. In D2D communications, mobile user equipment (UE) communicates
with each other in short range without involving eNodeB or the core network on the
licensed cellular network.
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Fig. 7 Base station architecture evolution

Fig. 8 Typical use cases of D2D communications in cellular networks

The D2D communications not only provides a flexible communication platform
based on multiple radio access technologies embedded on mobile UEs but also
promises to considerably improve energy efficiency, throughput, spectrum efficiency,
and so on [36, 37]. In addition, it is feasible for integrating cooperative communi-
cation and cognitive radio along with performance optimization combining both ad
hoc and centralized communications in the D2D communication. Figure 8 illustrates
typical use cases of the D2D communications which can be found in smart building,
healthcare, and public safety networks, e.g., [38, 39].
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The D2D communication, however, faces several challenges including interfer-
ence management, resource allocation, as well as delay-sensitive processing. In fact,
in the 3GPP LTE architecture, there are many pairs of D2D UEs sharing cellular
resources of eNodeB that may cause severe interferences including the interference
from the eNodeB within the same cell, those from other co-channel D2D UEs in the
same cell, and also those from the eNodeBs and co-channel D2D UEs within other
cells [40, 41]. The resource allocation is also one of the most important concerns in
the D2D communications given a limited number of subcarriers in the 3GPP LTE
networks. Based on the quality of service requirement, the resource allocation tech-
nique will be selected consist of D2D mode or power control in cellular networks
[42].

4.5 Ultradense Heterogeneous Networks

4.5.1 Heterogeneous Networks

In order to cope with the rapid growth of wireless traffic demands in 5G commu-
nications, the deployment of a large number of small cells (femtocell, picocell, and
microcell) has been shown to be a feasible solution to achieve high capacity, leading
to a heterogeneous network (HetNet). The HetNet is typically a multi-tier network
architecture consisting of multiple types of infrastructure elements including macro-
BSs, micro-BSs, pico-BSs, and femto-BSs with different transmission powers and
coverage sizes.

In the HetNet, the powerful macro-BSs with high-power transmission are
deployed in a planned way for covering large geographical areas whereas the small-
cell BSs serving small coverage areas is used to complement the traditional macro-
BSs. The range of a microcell or picocell is in the order of few hundred meters,
whereas femtocells are used to provide indoor coverage within the range of few
meters. A typical heterogeneous network is shown in Fig. 9 where the low-power
BSs served for microcells or picocells which are deployed to cover a small area with
heavy traffic such as a commercial center, airport, subway, and train station.

By deploying a variety of cells of different sizes, the HetNet architecture is highly
probable for increasing the radio capacity, improving throughput, and serving sev-
eral types of users with different QoS requirements in the next-generation cellular
networks [43]. In addition, the deployment of low-power small-cell BSs in dense
areas is one of the key solutions to enhance coverage and provide more capacity
by covering smaller area than macro-BSs as well as improve the spectral efficiency
of cellular networks. Moreover, the small cell integrated with macrocells provides
a potential opportunity to decouple the control plane and user plane in which low-
power small-cell BSs handle the control plane, while the overall control signaling
to all users and cell-specific reference signals of small-cell BSs can be delivered
to powerful high-power macro-BSs. Therefore, HetNets have advantages of serving
hotspot customers with high data rates and busty traffic [44–48].
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Fig. 9 Heterogeneous
cellular network

Along with a number of advantages, the HetNet is facing a critical issue when too
dense low-power small-cell BSs underlaid with macro-BSs reusing the same spec-
tral resources could incur severe inter-tier interferences [45, 46]. Hence, advanced
signal processing techniques are vital to fully obtain the potential gains of Het-
Nets. Specifically, the advanced coordinated multipoint (CoMP) transmission and
reception techniques have been proposed to suppress both intra-tier and inter-tier
interference and improve the cell-edge user throughput [49, 50]. Another technique
for enhancing the performance of the HetNet is co-locating massive MIMO BS and
low-power small cell access in which the massive MIMO ensures outdoor mobile
coverage whereas the small cell access equipped with cognitive and cooperative
functionalities enables the HetNet to provide high capacity for indoors and outdoors
with low-mobility users [26].

4.5.2 Distributed Antenna Systems

Another approach in dealing with dense networks is an employment of distributed
antenna systems (DAS). The DAS has shown to be the high potential providing
more uniform coverage, especially in shadowed and indoor areas, as well as enhanc-
ing the transmit capability of BS by adding multiple remote antenna units (RAUs)
geographically distributed in a macrocell [51].

In the DAS, the spatially separated antenna units are connected to a BS or a central
unit (CU) by using a high-bandwidth low-latency dedicated link that can be coaxial
cable or optical fiber [52]. In this way, the BS can operate as a multiple-antenna
system, although the antennas are located in different geographic locations. TheDAS
can accordingly improve indoor and outdoor coverage, reduce the outage probability,
and increase the capacity of cellular systems in a variety of configurations. A typical
DAS is illustrated inFig. 10where spatially separated antenna elements are connected
to a macro-BS via a dedicated fiber/microwave backhaul link. This configuration
indeed provides a better coverage since the terminals can connect to nearby antenna
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Fig. 10 Distributed
antennas systems

elements, and thus a higher capacity gain can be achieved by exploiting both macro-
and micro-diversities.

Comparing with co-located-antenna systems, the DAS has been shown to achieve
a much higher sum capacity due to higher water-filling gain and multiuser diversity
gain. Moreover, DAS technique allows shortening considerably the radio transmis-
sion distance between the transmitter and receiver leading to support high data rate
transmission and achieve significant improvement in power efficiency [53, 54]. Par-
ticularly, fully distributed antennas also result in higher sum rates than having multi-
ple antennas at each RRUwith the same number of antennas. Since all the RAUs in a
macrocell are connected to a CU remotely, spatial diversity and spatial multiplexing
can be exploited in the DAS in order to improve the system performance.

4.5.3 Ultradense Heterogeneous Networks

Demand for high-speed data traffic in the mobile and ubiquitous computing era has
been growing explosively and exponentially in recent years. For instance, in apart-
ments, enterprises, and hotspot environments where users with high traffic demand
are densely distributed. Deploying ultradense heterogeneous small cells has been
widely recognized as a promising technique to address such exponential traffic
growth with enhanced coverage especially in indoor and hotspot environments [55,
56]. The networks with a large number of densely distributed heterogeneous small
cells, also known as ultradense HetNets, are illustrated in Fig. 11.

In ultradense HetNet architecture, the low-power small-cell BSs are densely
deployed within the coverage area, which is served by the high-power macrocell
BS to enhance the spectrum efficiency and thus increase the network capacity. The
ultradense HetNet has also been regarded as a network in which inter-site com-
munications occur at very short distances with low interferences. In particular, the
distances between the access nodes in the newly envisioned small cells range from
a few meters for femtocells deployed in indoor up to 50 m for microcells or pico-
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Fig. 11 Ultradense HetNets

cells with outdoor deployment [57]. Over the short distances between the users and
the small-cell BSs, the received power of the desired signal at the user increases
considerably, promising to provide a significantly enhanced network capacity.

Although the deployment of ultradense HetNets has been well identified as a
feasible solution to manage the increasing traffic demands, the dense and random
deployment of the small cells and their uncoordinated operation also bring several
challenges in such multi-tier networks [58–61]. In this distributed network archi-
tecture, both backhaul and fronthaul traffics need to be relayed to the destination.
Hence, an efficient multi-hop routing algorithm becomes crucial for such scenario.
Since the coverage of the small cells in ultradense HetNet is less than that of the
macrocell in the conventional cellular networks, the frequent handover in small cells
causes a considerably increased redundant overhead and also reduces the user expe-
riences. In addition, the mmWave antennas with beamforming technique equipped in
the small-cell BS can provide strong directivity having the advantage of high-speed
transmission but revealing the disadvantage in supporting the high-speed mobile
users.

4.5.4 Security Issues

The security of mobile devices access in ultradense heterogeneous network is largely
based on the specific features and architecture of the network system. We may find
that the vulnerabilities of ultradense heterogeneous networks can occur in some
cases, such as IP spoofing, interference management attack, handover management
attack, unauthorized cell identification, RFID Tag, etc.

From there we can define security domains to access the network without fail,
network accounts are not attacked, networks are stable, and quality of service meets
the increasing needs of users. A typical security architecture of the user ultradense
heterogeneous networks (UUDHN) is illustrated in Fig. 12 [62]. In this security
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Fig. 12 User ultradense
heterogeneous network
security architecture

architecture, the UUDHN is a wireless heterogeneous network in which the access
point (AP) density is comparable to the user density. The UUDHN organizes an
access point group (APG) as the following coverage to serve each user seamlessly
without user’s involvement, and there are many security feature groups.

• The AP access security: The APs are very familiar to the user and even may be
deployed by the user. The security threats of AP deployment which the UUDHN
facing is the same as home evolved node B (HeNB) in long-term evolution (LTE)
network. The HeNB supports a device validation method with either certification
basedor universal subscriber identitymodule (USIM)basedmutual authentication,
which helps prevent the attacker from exploiting the HeNB as a springboard to
access the LTE networks [63]. In order to access the UUDHN, the APs also need
to simultaneously authenticate between them and the UUDHN networks. When
the authentication is successful, the APs then can enter into the working status.

• TheAPG organization security: The overall security of the UUDHNwill be threat-
ened by a malicious AP which counterfeits the APG. To cope with the APG secu-
rity threats, two security aspects should be considered, including: (i) A security
refresher for new APs joining the APG or AP registration leaving the APG, and
(ii) A secure communication (e.g., collaborative signaling and data exchange, etc.)
between the APG members.

• User equipment (UE) to the UUDHN access network security: Because the APG
is refreshing, there are so many threats have emerged. The members of the APGs
will be changed and the AP wireless connections may be entered by attackers.
For instance, when the data transferred between the UE and the APs (APG), the
attackers can eavesdrop on or manipulate the signaling and user data. The user’s
mobility between the APs may be also found or discovered where a particular user
is located. These can pose a huge threat to user’s privacy. It is the effective mea-
sures to protect the user’s private data with the keys based on specific encryption
algorithms. For instance, it is relied on the APG interim key to derive the keys for
ciphering of user plane (KUPint) and also protects the integrity and encryption of
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the radio resource control (RRC) signals between the UE and AP/APG (KRRCenc
and KRRCint) is an effective way.

• TheUE to the UUDHN core network security: In the UUDHN, the APmay pertain
to multiple APGs (in another APG-ID) at certain time at a local service center
(LSC). Obviously, there are threats that the APG or the AP may be counterfeited.
Then, the UE may be attacked to access the other the APG or the UUDHN core
networks by the counterfeited the AP. So as to prevent these threats, the mutual
authentication mechanism between the UE and the LSC (APG-ID defined therein)
needs to be considered to make sure the UE access security.

• Network access security: The set of security features providing users and entities
with secure access to services and which particularly protect against attacks on
the (radio) access link.

• Network domain security: The set of security features about the APG organization
security, including the APG initiating, APG-ID/master the AP selection, the APG
refreshing, the APG handover, and the AP security itself. They protect against
attacks from the counterfeited the APs/APG.

• TheAPGdomain security: The set of security features enabling entities to securely
exchange signaling data and user data (among access network, serving network,
and within access network) and protect against attacks on the wireline network.

• User domain security: The set of security features securing access to mobile sta-
tions.

• Application domain security: The set of security features enabling applications in
the user and in the provider domain to securely exchange messages [64].

5 Conclusions

After nearly four decades since the birth of the first-generation networks, mobile
communications networks have been continuously evolved as an important infras-
tructure offering distinct types of services in our daily life and activities. This chapter
has sketched a picture for the evolution of themobile technologies from 1G to 5G that
has attracted interests of a number of researchers and developers. The upcoming 5G
systems have indeed drawn their attention with a variety of trends, targets, require-
ments, and challenges to be tackled. Dealing with these challenges, this chapter
has outlined different enabling technologies, including massive MIMO, mmWave
massive MIMO, C-RAN, D2D, HetNet, DAS, and ultradense HetNet. These tech-
nologies have been shown to be promising candidates for the 5G wireless networks,
meeting the strict requirements of high spectrum efficiency and energy efficiency as
well as enhancing user experiences and services. With a number of evolved tech-
niques, we are completely hopeful and optimistic that the upcoming 5G systems are
going to fulfill the mobile users’ demands in ultrahigh data rates, very low latency,
high mobility, high coverage, long-life batteries, high reliability, and extraordinarily
enhanced services.
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Design and Application for Reliable
Cooperative Networks

Dinh-Thuan Do

Abstract The fast progress of mobile devices and modern wireless networks result
in the explosive demand for wireless data transfer. Such wireless communications
have to meet numerous challenges such as spectrum sharing, energy scarcity, and
security to deal with the dramatic growth in wireless data which shift the focus of
research directions to fifth-generation (5G) networks. To address these challenges
in wireless design, researchers need to come up with energy and spectrum man-
agement solutions in 5G networks. The key technologies for 5G considering reliable
cooperative networks such as full-duplex networks, energy-efficient communications
so-called energy harvesting, and secure networks with physical layer considerations.
In general, to guarantee quality-of-service (QoS) it is required high-speed data rate
and reliable transmission in design of new paradigms in 5G networks. This chapter
focuses on cooperative networks applied in several emerging wireless technology. In
addition, these cooperative networks have been well-known models for improving
the coverage of wireless systems. The key principle of cooperative network is that
one or some relay nodes are installed to forward messages from the source node to its
destinations in case of the direct transmission is inaccessible. As popular schemes,
we introduce dual-hop scheme and multi-hop scheme with one or many relaying
links from the source node to the destination node in this section. In each hop, the
relaying node first process received signal of the signal from the previous hop and
then used to relay the signal to the next hop. To examine the performance of relay
networks, various relay selection protocols and key fundamental relaying schemes
including amplify-and-forward (AF) and decode-and-forward (DF) are investigated.
In recent applications of Internet of things (IoT) orwireless sensor networks (WSNs),
the source and relay are usually energy-constrained nodes which result in limita-
tion of operation time and the network performance. To overcome the challenge of
replacing or recharging batteries in such wireless nodes, energy harvesting has been
proposed architecture in relaying networks to prolonging the lifetime of these mobile
nodes. Motivated by the recent benefits of self-interference elimination procedures
of possible full-duplex (FD) transceivers. As an important model, this chapter further
explores the reliable cooperative networks to enhance system performance. In such
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networks, FD entities and energy harvesting-assisted relay node can be examined
to confirm advantages of FD transmission architecture. Furthermore, with the aim
to deal with high traffic volume and optimize spectral efficiency, two-way relaying
scheme is widely considered. In particular, this chapter presents system model of
relaying networks to improve the spectral efficiency of the network, and the out-
age performance for the network is analyzed. Finally, due to the broadcast nature
of wireless transmission, secure communication is compulsorily required in emerg-
ing network design, especially in scenarios of increasing number of the unintended
receivers which is very challenging mission. Through this secure model, the physical
layer without cryptography is investigated to examine positive secrecy capacity. In
particular, the secrecy performance of an energy harvesting relay system is studied,
in which a legitimate source transfers data to a legitimate destination via the support
of unreliable relays.

1 Relaying Protocol for Collaborative Transmission
in Cooperative Networks

1.1 The Fundamental of Relay Protocols

Many cooperative wireless networks or emerging wireless networks have been intro-
duced in the past years because of their great potentials for wireless transmissionwith
specific benefits such as improving the throughput in Wi-Fi access point, improved
quality of coverage area in cellular networks. In terms of applicability, such cooper-
ative networks technology can be applied in future mobile broadband communica-
tions networks such as 3GPP LTE-Advanced (version 11), IEEE 802.16j, and IEEE
802.16m. The cooperative wireless networks can be mainly classified as:

• Amplify-and-Forward (AF), in which the intermediate (relay) node forwards the
signals without decoding the signal.

• Decode-and-Forward (DF), which allows the signal to be decoded and re-encoded
the information before forwarding the signal to the destination node.

Future cellular architectures will benefit from the deployment of small coverage net-
works (including micro-, pico-, and femto-cells) to facilitate the increasing demand
for high-speed transmission [1, 2]. Thus, the deployment of small coverage network
is based on serving the user using an intermediate base station acting as relay to
adapt higher signal quality in small area coverage. It is possible to design relaying
networks with multiple intermediate nodes to improve network performance. The
benefits of collaborative diversity in a wireless network are the reduced efficiency
of using spectrum when the source nodes and the relay nodes are transmitted in
the orthogonal channel. However, the efficiency of the use of transmission channel
resources can be improved by the relay selection solution. A fundamental model for
solving this problem is the best relay node selection protocol. In this model, a single



Design and Application for Reliable Cooperative Networks 83

best relay is selected to send the signal to the destination. Typically, the principle of
selecting the relay node is by selecting the node with best signal quality between the
source and destination nodes (i.e., the best signal-to-noise ratio). However, in some
applications such as ad hoc networks and sensor networks, monitoring of the con-
nections of all transmission routes affects the delay time of information transmission
in the networks. In order to limit such challenges, it has developed alternate partial
node selection options, which require the partial channel state information (CSI) of
only in the source-relay transmission link or relay-destination transmission link.

We first introduce signal transmission architecture using amplify-and-forwarding
(AF). Each relay node in this method receives a version of the received signal that has
been transmitted by the source node to it and then amplifies the received signal and
forwards it to the destination node as described in Fig. 1, in which the destination
node will combine the information sent by the multiple relay nodes, and it will
make the detector to extract the transmitted signal. More specifically, we denote
hS , hD are the channel coefficients transmitted between the source node and the
relay (i.e., S-R link) and the relay node and the destination node (i.e., R-D link)
following the flat Rayleigh flat channel model, d1, d2 are denoted as distance of S-R
link and R-D link, respectively. Although the noise of the signal is also amplified
by the cooperative mode (AF), the destination node receives only the version of
the original signal being fading independently, and it can make better decisions
about detecting the information. It is assumed that, in AF method, the destination
node knows the channel coefficients due to assuming perfect channel estimation
procedure between the source node and the relay node to perform optimal coding, so
the channel information exchange mechanism must be incorporated into feedback
signal transmission implementation. Another big challenge is that decode, and hence
decode-and-forward (DF) protocol is considered as high complexity requirement in
system implementation. However, the method of AF scheme is a simple method
that we use it to analyze cooperative networks. In the fixed gain AF relay protocol,
which is often referred to simply as the AF protocol, the relay node receives weak
signals and transmits an amplified version of it to the destination node. The signal
transmitted from the source is captured at the relay node as follows:

yR = 1
√
dm
1

√
PShSxS + nR, (1)

where xS is the signal transmitted between the source and the intermediate node
(relay node), m is path loss factor, the noise term denoted as nR ∼ CN

(
0, σ 2

)
, and

noise is assumed as the white Gaussian noise at the relay node with zero mean and
variance of σ 2. In this protocol, the relay node amplifies the signal from the source
and forwards it to the destination to balance the effect of the source node and the
relay node. The relay node is implemented by amplifying the received signal by a
factor of inversely proportional to the transmitted power, denoted by G as below
[1–4]
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Fig. 1 System model of
cooperative network

G =
√
PR√

PS |hS |2
dm
1

+ σ 2
, (2)

in which we denote PS ,PR are transmit power at the source, and the relay node.
The signal transmitted from such a relay node is sent to the destination node of
the form GyR and transmitted power at the relay node is PR. In the second phase,
the relay node amplifies the received signal and forwards it to the destination with
transmitted power at the relay node. The signal received at the destination node in
(1) is represented by

yD =
√
PRhDG√
dm
2

yR + nD, (3)

in which nD ∼ CN
(
0, σ 2

)
denoted as the white Gaussian noise at the destination

node with zero mean and variance σ 2. In this chapter, it is worth noting that we
assume noise at relay and destination node is the same value for simple analysis. In
this phase, the received signal is given by

yD =
√
PRPShShDxS√

PS |hS |2dm
2 + dm

1 d
m
2 σ 2

+ nD. (4)
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1.2 Calculation of End-to-End Signal-to-Noise Ratio (SNR)
for Relaying Networks and System Performance
Evaluation

It is assumed that we determine the signal part and noise part in the received signal,
and then we compute the SNR in each hop as below

SNRD = E{|Signalpart|2}
E{|Noisepart|2} , (5)

where E(.) denotes as expectation function.
It is assumed that it can be computed the SNR at the destination. As a result, we

can determine the instantaneous transmission rate with the obtained SNRD for the
end-to-end SNR in such system as below

RAF = 1

2
log2 (1 + SNRD) . (6)

To determine the transmission rate in the AF scheme, we must find the outage
probability by computation of instantaneous rate below the fixed rate of the source
information based on exponential channel distributions. The general outage proba-
bility equation is defined as follows:

Pout = Pr(RAF < R0) = Pr (SNRD < SNR0) , (7)

where Pr(.) denotes probability function, SNR0 is the threshold SNR.
In this case, SNR0 can be computed by SNR0 = 22R0 − 1.

1.3 Considerations on DF Scheme in Relaying Networks

Another relaying processing technique is the decode-and-forward (DF), where the
relay node decodes the received signal, re-encodes it, and then transmits it to the
receiver. This type of architecture is called fixed DF, or it is often referred to simply
as DF. Note that the decoded signal at the forwarding node may be incorrect. It is
worth noting that in case of signal is decoded incorrectly at the relay node that is
forwarded to the destination node, then the decoding at the destination ismeaningless.
It can be confirmed that in thismechanism, the diversity obtained is only one, because
the performance of the system is limited by the worst link from the source-relay link
and relay-destination link.

Although DF relaying has advantages over AF relays in reducing the effects
of additional interference at the relaying node, it requires the ability to forward
detected free-error signals to the destination, such errors can result in reduced system
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performance.Todetermine the throughput in theDFparadigm,wemust determine the
ergodic capacity between the weakest link of source-relay pair and relay-destination
pair. More specifically, ergodic capacity for transmitting and decoding related to the
channel coefficients can be given by

CDF = min
(
EhS

{
log2 (1 + SNRR)

}
,EhS ,hD

{
log2 (1 + SNRD)

})
. (8)

2 Simultaneous Wireless Information and Power
Transfer-Aware Relay

2.1 Policies for Wireless Power Transfer

The deployment of huge amounts of sensor nodes and a large number of Internet
of things applications will lead to huge information exchanges that consume a large
amount of energy in order to maintain the system’s performance. Wireless powered
technique is a promising energy solution for dense and heterogeneous networks in the
future with great impact in a wide variety of applications. It refers to the communi-
cations networks at which specific nodes provide energy to sustain their activities by
collecting the received electromagnetic radiation. The basic block in implementing
this technology is rectena, and this is a diode-based circuit that converts RF radio sig-
nals into DC. The first important architecture is wireless power transmission (WPT)
in which a designated RF transmitter (which is a dedicated radio energy transmitter)
transmits radio power to the equipment [5, 6]. Mobile users or sensors in suchWPT-
based network that consumes less power. In contrast to the energy collection of the
surrounding environment, theWPT can be constantly and completely controlled, and
therefore, it attracts applications with strict quality-of-service. The second network
architecture is a wireless powered cooperative network (WPCN) where a dedicated
RF transmitter disperses power on the downlink and WPT-based devices transmit
information on the uplink. The third basic architecture is simultaneouswireless infor-
mation and power transfer (SWIPT) information, andRF transmitters simultaneously
transmit data at downlink devices. Because of the practical constraints, SWIPT can-
not be made from the same signals without attenuation, and the actual operation
divides the received signal into two parts: one being used for transmitting informa-
tion and the rest is used for power transmission. The energy harvesting dividing factor
can be specified as time domain with time switching (TS), and power domain with
power splitting (PS) [1]. A special case of SWIPTwith appropriate characteristics for
SWIPT-based cooperative networks with energy/information relaying paradigm. In
this network structure, a battery-free relay node extracts both information and energy
from the source signal and then uses the energy collected to forward the source signal
to its destination.
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Fig. 2 Energy
harvesting-aware relaying
network

Fig. 3 The TPSR energy
harvesting protocol

2.2 Energy Harvesting in Relaying Network

In the energy harvesting network, the relay node collects energy from all surrounding
signals and supports communication between the source node and the destination
node. In such model, we assume that a reference system model is depicted in Fig. 2,
in which the energy collected from the source node is stored in the battery of the
relay node and the relay node using the collected energy to forward the information.
To evaluate the performance of the system, we will analyze the throughput achieved
based on the proposed time power splitting relay (TPSR) protocol [3] as illustrated
in Fig. 3.

According to the TPSR protocol, wewill design two epochs: one called the energy
storage (ES) stage and the information processing stage (IS). To perform wireless
power transfer in the ES, the power of the received signal can be divided into two
parts, one for the receiver collecting energy while the other for the receiver perform
processing information in the TPSR protocol. We denote α, β are time and power
allocation in the proposed TPSR protocol for energy harvesting function, respec-
tively. Considering the receiver architecture that allows energy to be collected, the
obtained signal at the input of the energy-gathering receiver is given by

yR = 1
√
dm
1

√
βPShSxS + √

βnR. (9)
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The energy harvesting block in the receiver at the relay node converts the signal
into a DC current signal by a rectifier, which consists of a Schottky diode and a low
pass filter (LBF). Then, this DC current signal will be used to charge the battery and
use support for transmitting information to the destination node. We have the energy
collected in the TPSR protocol given by

ETPSR
h = ηE {iDC} αβT = η

(
PS |hS |2
dm
1

)

αβT , (10)

where 0 < η ≤ 1 is the energy harvesting efficiency fractions and it depends on the
rectifier and its circuitry.

In the TPSR protocol, considering IS stage, the energy from the previous energy
(ES) is fed to the IS. In this period, we assume that the relay node only receives
support for transmitting information from the source node and then forwards it to the
destination node. Thus, the received signal at the information receiver of the relay in
the TPSR protocol is given by

yR = 1
√
dm
1

√
(1 − β)PShSxS + √

(1 − β)nAR + nCR , (11)

where nAR ∼ CN
(
0, σ 2

)
defined as white Gaussian noise (AWGN) at the relay node

and nCR as the RF signal is converted from the passband to the baseband signal. With
the AF relaying protocol, the relay node will amplify the information received by a
coefficient G given by

G = 1
√

(1 − β)
PS |hS |2
dm
1

+ (1 − β) σ 2 + σ 2
. (12)

After processing the received signal at the relay node, the relay node will amplify
the received information from the source node and forward it to the destination node
with transmitted power PR, depending on the energy obtained at the ES stage. The
signal obtained at the destination node yD is given by

yD =
√
PRhDG√
dm
2

yR + nAD + nCD, (13)

where nAD ∼ CN
(
0, σ 2

)
and nCD ∼ CN

(
0, σ 2

)
are denoted as Gaussian white noise

(AWGN) at the destination node is obtained by the antenna and the RF signal is con-
verted from the passband signal to the baseband, respectively. After some substituting
steps, it can be obtained as
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yD =
√

(1 − β)PRPShShDxS√
(1 − β)PS |hS |2dm

2 + dm
1 σ 2

(14)

+
√
PRdm

1 hDnR√
(1 − β)PS |hS |2dm

2 + dm
1 d

m
2 σ 2

+ nD,

Here, we denote nnR
Δ= √

(1 − β)nAR + nCR and nD
Δ= nAD + nCD is the total of the

AWGN noise and the converting noise in the relay node and destination node. Thus,

the total variance of noise terms σ 2
nR

Δ= (1 − β) σ 2 + σ 2 at the relay node in the
TPSR protocol scheme. On the other hand, the relay node transmits the amplified
energy obtained during the ES energy-gathering period as a power source in the time
portion of the information transfer to the destination (1 − α)T , the transmit power
at the relay can be expressed by

PR = ETPSR
h

(1 − α) T
= η

(
PS |hS |2
dm
1

)
αβ

(1 − α)
. (15)

By replacing PR in (15) into the received signal at destination, the received signal
at destination yD can be formulated as

yD =
√

η
(
PS |hS |2dm

2

)
αβ (1 − β)PShShDxS

√
dm
1 d

m
2 (1 − α)

√
(1 − β)PS |hS |2dm

2 + dm
1 σ 2

nR
︸ ︷︷ ︸

Signalpart

(16)

+
√

η
(
PS |hS |2dm

2

)
αβdm

1 hDnR
√
dm
2 (1 − α)

√
(1 − β)PS |hS |2dm

2 + dm
1 σ 2

nR

+ nD

︸ ︷︷ ︸
Noisepart

We denote SNRD as the end-to-end SNR at the destination node and it can be
illustrated

SNRD = ηαβ (1 − β)PS |hS |2|hD|2
ηαβdm

1 |hD|2σ 2
nR + (1 − α) (1 − β) dm

1 d
m
2 σ 2

nD + (1−α)d2m
1 σ 2

nRσ 2
nD

PS |hS |2
. (17)
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2.3 Investigation on Energy Harvesting System Performance

In this subsection, it can be shown that the outage probability of the system as PTPSR
out

given by
PTPSR
out = Pr (SNRD < SNR0) . (18)

It is noted that SNR0 can be computed by SNR0 = 22R0 − 1 which corresponding
the fixed rate R0. In particular, in the case of high SNR, we can take the following
approximation, because we can ignore the very small components, which means
(1−α)d2m

1 σ 2
nRσ 2

nD

PS |hS |2 ≈ 0. Therefore, the approximate outage probability can be determined

as follows:

PTPSR
out ≈ Pr

(
|hD|2 <

(1 − α) (1 − β) dm
1 d

m
2 σ 2

nDSNR0

ηαβ (1 − β)PS |hS |2 − ηαβdm
1 σ 2

nRSNR0

)
. (19)

It is noted that σ 2
nD is the variance of the total noise terms at the destination node.

From the formula (19), we will have the following result.
We first denote several parameters as ω = ηαβdm

1 σ 2
nRSNR0, θ = (1 − α)

(1 − β) dm
1 d

m
2 σ 2

nDSNR0,ψ = ηαβ (1 − β)PS . The outage probability for TPSR pro-
tocol can be expressed as follows:

PTPSR
out = 1 − exp

(
− ω

ψλhS

)√
4θ

ψγhSγhD
K1

(√
4θ

ψγhSγhD

)

, (20)

where Kn(·) denotes as a Bessel function with degree of n.

3 Full-Duplex Cooperative Networks

In this section, we present architecture of full-duplex (FD) communication for
improving the spectrum efficiency, as in [7–9] the authors study FD communica-
tions to maximize the sum rate under controlling residual self-interference (SI). It
can be confirmed that FD relay can bring advantages compared with half-duplex
(HD) relay. But it can be degraded impacts of residual SI. The successful design of
SI cancellation circuit leads to FD mode with higher spectrum efficiency usage and
overall capacity of system. Combining wireless energy harvesting and cooperative
network, we introduce new system model FD SWIPT (Fig. 5).
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3.1 An Architecture of Full-Duplex Energy Harvesting
Network

In thismodel, Fig. 4 shows awireless dual-hop two-way full-duplex relaying network
with DF protocol system is investigated. In such FD system model, we call A and
B as two source nodes, while one intermediate relay node denoted by R. Especially,
to adapt to FD scheme, each terminal is equipped with two antennas: the first one is
used for signal transmission and the second one is used for signal reception, it can
be operated in FD mode. It is assumed that A and B are fixed power resource (i.e.,
gird power) while the intermediate relay is required as free-battery device thanks
to harvesting wireless energy, and hence such energy is used to forward received
information toward the destination node. This system model also performs time
switching-based relay (TS) protocol as studied in [9, 10] to operating wireless power
transmission. This investigation presented this protocol for full-duplex bidirectional
communication. Similar to the previous section, as illustrated in Fig. 3, T stands
for block time of frame transmission, and 0 < α < 1 is time allocation for energy
transfer (Fig. 5).

In the two-way circumstance, the wireless channels are assumed flat Rayleigh
fading which including ha, ga are links corresponding for hop from source A to R
and the second hop from R to A, while hb, gb are the two channel coefficients from

Fig. 4 System model of full-duplex energy harvesting network

Fig. 5 Signal structure of energy harvesting protocol of FD SWIPT



92 D.-T. Do

source B to R and from R to B, respectively. We denote fj, j = a, b, r are the SI
channel can be calculated at sources A, B, and relay R, respectively.

In FD architecture, the channel gains can be called by |ha|2, |hb|2, |ga|2, |gb|2,
|fa|2, |fb|2, |fr|2, respectively. It is noted that such parameters are the exponentially
distributed randomvariables (RVs)with varianceλha = d−m

1 ,λga = d−m
1 ,λhb = d−m

2 ,
λgb = d−m

2 and λfa , λfb , λfr . In this model, for simplicity, it is assumed that d1 as same

as d2, i.e., d1 = d2 = d . It is noted that λha = λhb = d−m Δ= λh, λga = λgb = d−m Δ=
λg .

3.2 Full-Duplex System Analysis

In this section, we analyze the outage probability of concerned system in condition of
Rayleigh fading channels. In energy harvesting phase, source A and source B transfer
power signal to the intermediate node R thanks to collecting RF signals.

As a result, the received signal at R can be expressed as

yEH = √
PShaxa (t) + √

PShbxb (t) + nr (t) , (21)

wherePS is transmit power at source node, and xa, xb are the transmitted symbol from
the source A and B, respectively. That with zero mean E {xa (t)} = 0, E {xb (t)} = 0
and unit power E

{|xa (t)|2} = 1, E
{|xb (t)|2} = 1, nr (t) is the additive white Gaus-

sian noise (AWGN) at R with zero mean and variance σ 2.
Based on received RF signal in TS protocol, the harvested energy can be shown

as [10, 11]
EEH = ηPS

(|ha|2 + |hb|2
)
αT . (22)

Following the principle of TS protocol, the R communicates in (1 − α)T , and
hence, the transmitted power from the R node, PR is expressed by

PR = EEH

(1 − α)T
= μPS

(|ha|2 + |hb|2
)
, (23)

where μ
Δ= ηα/ (1 − α).

In the information processing phase, the node, namely, A and B forward signal to
R. At the same time, the relay R transmit decoded signal in the previous epoch to A
and B source node.

Similarly, the received signal at R is given by

yr (t) = √
PShaxa (t) + √

PShbxb (t) + frxr (t) + nr (t) , (24)

where xr is the transmitted symbol from relay with zero mean E {xr (t)} = 0 and unit
power E

{|xr (t)|2} = 1; nr (t) ∼ (
0, σ 2

)
is the AWGN at relay.
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In (24), DF scheme shows that relay node try to decode the source symbols, xa
and xb, then, the forwarded symbol at relay is given below

xr (t) = xa (t) + xb (t) , (25)

where xa (t) and xb (t) is decoded signal of the previous period at R with zero mean
and unit energy, i.e., E {xs (t)} = E {xd (t)} = 0, E

{|xs (t)|2
} = 1, E

{|xd (t)|2} = 1.
In the two-way scenario, the received signal at two source nodes is expressed, respec-
tively, as

ya (t) = √
PRgaxa (t) + √

PRgaxb (t) + fa
√
PSxa (t) + na (t) , (26)

yb (t) = √
PRgbxb (t) + √

PRgbxa (t) + fb
√
PSxb (t) + nb (t) , (27)

where na (t) and nb (t) are the AWGN at A and B, respectively, with zero mean and
variance σ 2. We first compute instantaneous SINR at relay node, γa,b→r , as below

γa,b→r = γs
(|ha|2 + |hb|2

)

μγs
(|ha|2 + |hb|2

) |fr|2 + 1
≈ 1

μ|fr|2
. (28)

Next, we derive the instantaneous SINRs of A → R → B hop. The instantaneous
SINRs from A → R hop and R → B hop, denoted γa→r and γr→b, respectively, can
be expressed as

γa→r = γs|ha|2
μγs

(|ha|2 + |hb|2
) |fr|2 + 1

, (29)

and

γr→b = μγs
(|ha|2 + |hb|2

) |gb|2
γs|fb|2 + 1

, (30)

whereγs = PS/σ
2. Similarly, the instantaneousSINRofB → R → Ahop is obtained,

where the instantaneous SINRs of B → R hop and R → A hop, respectively, denoted
γb→r and γr→a, can be given as

γb→r = γs|hb|2
μγs

(|ha|2 + |hb|2
) |fr|2 + 1

, (31)

and

γr→a = μγs
(|ha|2 + |hb|2

) |ga|2
γs|fa|2 + 1

. (32)
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3.3 System Performance Analysis

In this subsection, we analyze the cumulative distribution function (CDF) of end-
to-end SINR at each source node. Before further analyzing system performance, the
CDF can be explored in the closed-form expression which is helpful for the later
evaluations.

We first defined the function of complicated integral related to Bessel function as
below

ψ (λ, κ, ε)
Δ=

∞∫

0

(κx + ε) × K2
(
2
√

κx + ε
)
exp (−λx) dx

= exp

(
ελ

κ

){
κ2

λ3
exp

(
−κ

λ

)
Γ

(
−2,

κ

λ

)

−1

2

∞∑

m=0

(−λ)mεm+1

m!κm+1
G2,1

1,3

(
ε

∣∣∣∣
2 − m

2, 0, 1 − m

)}

(33)

where Γ (., .) is the incomplete gamma function [12, Eq. (8.350.2)]. Gp,q
m,n (x) is the

Meijer G-function [12, Eq. (9.301)].
The tight lower bounded CDF of γi can be computed as [9]

Fγi (t) = 1 − 1

λfi

[

1 − μλfr t

(

1 − exp

(
−1

μλfr t

))]

× ψ

(
1

λfi
,

t

μλgλh
,

t

μγsλgλh

)

, (34)

where ψ (a, b, c) as previous concerned expression.

4 Secure Communication Between Source and Destination
via Untrusted Node

This section presents a systemmodel in which two source nodes perform to send con-
fidential signal. It is shown that RF energy harvesting can be powered for untrusted
relay. Based on the principle of the cooperative network in expanding the infor-
mation coverage, the relay in this concerned model is untrusted node as it might
perform to decode the confidential information. However, to prevent the impact of
the eavesdroppers on system performance, friendly jammer is designed. Under the
total power constraint, the system need be calculated the optimal power splitting
ratio to satisfy two roles of the energy harvesting and the information processing at
the relay. We further examine the secure relaying performance in maximum energy
harvesting protocol.
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Fig. 6 System model for
secure dual-hop relaying
communication

4.1 Secure Relaying Communication Model

This system model concerns an AF dual-hop cooperative network including of
a source node (S) which transmit signal toward the destination node (D) via an
untrusted EH relay (R), as illustrated in Fig. 6. In normal relaying system, the relay
node performs information transmission cooperation, but in untrusted relaying net-
work, S and D remain the information secret from R. To help S obtain confidential
information from R, one require D sends a jamming signal to R. It is noted that in
the same time S communicates with R. Different with previous FDmodel, each node
in this model is equipped one antenna or deploying half-duplex mode. The direct
link between S and D is not available. It is assumed that the direct link is blocked
due to long-distance transmission or dense obstacles and hence relaying solution
is selected. All communication links are assumed that independent and identical
Rayleigh fading.

4.2 Maximum Energy Harvesting (MEH) Protocol

In the concerned MEH protocol [13], R collects energy from either the information
signal of S or the jamming signal of D depends on which link can provide stronger
energy signal. In particular, it is required that R compares the quality of both S-R link
and R-D link to harvest energy. Therefore, MEH protocol obtains advantage from
collecting the jamming signal from D (Fig. 7).

The energy harvested at R in this MEH scheme is expressed by

E = ηβmax
(
PS |hS |2,PD|hD|2) (T/2) . (35)

We denote PS = Pk , in which
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Fig. 7 Secure wirelessly powered system architecture with PS policy

k =
{
S, |hS |2 ≥ |hD|2
D, |hS |2 < |hD|2 . (36)

Thus, the transmit power at the relay in the second phase is shown as

PR = ηβPk max
(|hS |2, |hD|2) . (37)

In such model, the end-to-end SNR at destination is expressed by

SNRD =
ηβ (1 − β)PSPk max

(
|hS |2, |hD|2

)
|hS |2|hD|2

ηβ (1 − β)Pk |hD|2σ 2 max
(
|hS |2, |hD|2

)
+ σ 2

[
(1 − β)

(
PS |hS |2 + PD|hD|2

)
+ σ 2

] .

(38)

The strictly positive secrecy capacity (SPSC) for PS policy using MEH can be
expressed as [13]

Pr (Rsec > 0) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

exp
(
− 1

λD
1√
ηβγ

)
+ ∫

√
2

ηβγ

1√
ηβγ

1
λD

exp

(
− z(

ηβγ z2−1
)
λS

− z
λD

)
dz−

− ∫
√

2
ηβγ

1√
ηβγ

1
λD

exp

(
− ηβγ z3−z

λS
− z

λD

)
dz, λS 	= λD

exp
(
− 1

λ
1√
ηβγ

)
− 1

λ

⎛
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⎝
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1
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λ
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2
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2
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(
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3

−
Φ

(
1
3 ,

ηβγ
λ

(
1

ηβγ

) 3
2

)

3
(

ηβγ
λ

) 1
3

⎞

⎟⎟
⎠ , λS = λD

.

(39)
where Φ is the incomplete gamma function.
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5 MIMO Relaying Model and Challenges in Relaying
Design

5.1 Wireless Powered Communication with Multi-antenna
System

In this system model, hybrid access point (H-AP) with multiple antennas in scenario
ofmulti-input multi-output (MISO) transmissionmode is deployed to transmit signal
to users with single antenna (U node) (as demonstrated in Fig. 8). The H-AP is
required to energy transfer via N of transmit antennas. Nevertheless, relay can be
operated under feed of wireless power. Such transmission conducts in three time slots
including the uplink channel reserved for channel estimation, the downlink assigned
for energy harvesting phase and the uplink wireless information processing phase.
In principle, the H-AP uses a small part of the signal in the downlink to transmit
wireless energy to the user by deploying energy beamforming. Interestingly, the
harvested energy is reused to transmit data to the H-AP in the uplink while the
downlink for energy transfer [14]. It is assumed that channel state information (CSI)
available at H-AP, this model requires the maximum ratio transmission (MRT) with
beamforming vector to be obtained optimal communication on condition as ‖wi‖ = 1

wi= hi
‖hi‖ , (40)

where ‖.‖ stands for the Euclidean norm of a matrix. The received signal at U node
in the downlink is thus expressed by

yU,i = ‖hiwi‖√
dm

√
PAPxi + nU,i, (41)

where xi denotes as the symbol transmitted from the source at ith time index, hi is
denoted as the xi channel vector for the downlink, nU,i is the additive white Gaussian
noise (AWGN)with zeromean and variancematrix of σ 2

U IN , d stands for the distance
between nodes and m is the path loss exponent (Fig. 8).

It worth noting that energy harvesting introduces the amount of harvested energy
at the user node, and it can be examined

EU,i = ηαiT
PAP‖hi‖2

dm
, (42)

where 0 ≤ η ≤ 1 is energy conversion efficiency and such fraction is decided by the
rectifier and the energy harvesting circuitry, wireless power transfer is occurred in
time αi.
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Fig. 8 System model for
wireless power transfer with
multi-antenna scheme

In uplink phase, the received signal can be calculated at AP node as

yAP,i = gi√
dm

√
PUxi + nAP,i, (43)

where gi denotes the channel vector for the uplink, nAP,i is the AWGN at the AP
node with variance matrix of σ 2

AP,iIN .
The system throughput performances in instantaneous are studied in this section.
In case of the maximum ratio combing (MRC) technique applied in the AP, it is

noted that the received weight vectorwR,i = gTi /‖gi‖ (in which, (.)T is the transpose
transformation of matrix).

Thus, the received signal at AP can be expressed as

yMRC,i = wR,iyAP,i = √
PUd−m ‖gi‖ xi + wR,inAP,i. (44)

Next, the achieved SNR in MRC scenario is determined by

γMRC,i = PU‖gi‖2
dmσ 2

AP,i

. (45)

In case of selection combination (SC) scheme, the best instantaneous channel
gain is selected to decode the emitted message. In this case, the received signal can
be written as [14]

ySC,i = max
{
yAP,i

} = √
PUd−m max

{|gi|2
}
xi + nAP,i. (46)

Thus, since AP node deploys the SC method, the SNR can be expressed by
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γSC,i = PU max
{|gi|2

}

dmσ 2
AP,i

. (47)

For MRC scheme, the instantaneous throughput of MRC can be computed by [14]

CMRC = ηPAP‖h‖2
ηPAP‖h‖2 + PUdm

log2

(
1 + PU‖g‖2

dmσ 2
AP

)
. (48)

For SC scheme, the instantaneous throughput of SC is expressed as

CSC = ηPAP‖h‖2
ηPAP‖h‖2 + PUdm

× log2

(

1 + PU max
{|gi|2

}

dmσ 2
AP

)

. (49)

5.2 Challenges in Design of Cooperative Networks

In real wireless cooperative communications, the design of relying mode can be
met two main difficulties. The first one in MIMO scenario as in Sect. 5, perfect
channel estimation cannot achieved, due to the limited length of training pilots,
complexity of combining algorithm at the receivers and the time-varying nature of
wireless channels. The channel estimation error naturally experiences serious system
performance degradation resulted by the mismatch between the real channels and the
filters. Therefore, a robust design is required to mitigate such performance loss, and
hence, training pilot design is considered as essential part of the transceiver designs in
MIMO cooperative model. The second one is that multi-hop relaying in 5G wireless
networking. The quality of received signal can be low level at the last hop. Moreover,
how can calculate the number of hop for keep system performance although multi-
hop is foreseen to be a revolution in the way of connections with or without the direct
intervention of the infrastructure. However, 5G networks will use multi-hop relaying
connection, i.e., besides the above traditional cellular topology, they will also apply
the new paradigm of device-to-device (D2D) systems, in which users are allowed
to communicate peer-to-peer through direct links that do not necessarily involve the
control of the base station.

6 Conclusion

As a favorable method to lengthen the transmission range, the cooperative network
is proposed to supply the higher performance of traditional wireless systems with-
out required infrastructure design. This technique is applied in potential applica-
tions such as sensor networks, IoT, and cellular networks. Unfortunately, manually
changing new batteries in various relay nodes in a traditional relaying network is not
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feasible, and energy harvesting is investigated as useful wireless chargemodel. Given
a suggested outage threshold, the throughput performance, distance of each hop, and
the number of relay are determined to show benefits of relaying networks to system
designers in future 5G wireless networks.
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Semantics for Delay-Tolerant Network
(DTN)

Priyanka Rathee

Abstract Due to a huge increase in usage, thewireless networks face several kinds of
link disruption based on the deployment and operating conditions. In such conditions,
the DTNs are proved to be a reliable source of advancing the wireless traffic despite
damaged nodes, hostile conditions and jamming. This chapter provides a glimpse of
the delay-tolerant network. Initially, the chapter covers the introduction toDTNalong
with its applications and characteristics. The DTN architecture is given describing
the system and the layered architecture. The main aim of DTN is to minimize the
delay and maximize the delivery ratio. The routing and message dissemination are
very important in DTN. Therefore, the types of routing and the methods of message
dissemination are described. The security issues related to DTN are added in later
section. The special category of VANETwhere the traffic is sparse and no direct end-
to-end communication is available comes under vehicular delay-tolerant network.
The chapter also consists of the vehicular environment in delay-tolerant networks
and the protocols for vehicular delay-tolerant network (VDTN).

1 Introduction

Due to a huge increase in usage, the wireless networks face several kinds of link dis-
ruption based on the deployment and operating conditions. In such conditions, the
DTNs are proved to be a reliable source of advancing the wireless traffic despite dam-
aged nodes, hostile conditions and jamming. The delay-tolerant networking research
group (DTNRG)was formed in 2002 in order to address the protocol design and archi-
tectural principles for the extreme environments. It was a part of internet research
task force (IRTF). The DTNRG proposed the delay-tolerant network (DTN) archi-
tecture along with a communication protocol which is known as bundle protocol.
In the case of traditional IP networks, the data can only be sent because it relies on
end-to-end connectivity. On the other hand, the DTN keeps on transmitting data even
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in the absence of an end-to-end connectivity and the identifiable path from source to
destination. There are a number of networks where the TCP/IP model will not work
directly. The DTN is the better substitute or modification for such network models.
The DTN uses the irregular available links to communicate instantly. The examples
of such networks include terrestrial mobile network, exotic media network, military
applications and the sensors or actuator networks.

Terrestrial mobile network: The unexpected partitioning occurs in some of these
kinds of networks because of the mobility of nodes or the change in signal strength.
Some of the networks can be partitioned in a predictable and periodic manner.

Exotic media network: These types of networks consist of near-earth satellite
communication, deep sea communication, very long distance radio communication,
acoustic link in water and air, and free space optical communication. These types of
systems suffer from predicted interruptions with high latencies, and outage because
of the environmental conditions.

Military networks: The reason for network partitioning and disconnection in
these networks may be the hostile environment that consists of node mobility, inten-
tional signal jamming and the environmental factors. Because of the transmission of
high priority voice data, other data may have to wait for long in the queue to trans-
mit due to limited bandwidth. These networks are in need of special strong security
mechanism.

Sensor or actuator networks: These networks have the features of limited mem-
ory, power and CPU capability. There exist thousands of nodes in the network. The
communication within these networks needs to be scheduled in order to conserve the
power. A group of nodes is addressed commonly again to ease the communication
and to save battery life.

1.1 Significance of DTN

The delay-tolerant networks (DTNs) are completely different approaches as com-
pared to typical connected wired or wireless networks. In DTNs, the end-to-end path
availability is not required at any point of time to transfer data between the sender and
the destination node pair. The DTNs came in the picture where the routes between
a pair of nodes cannot be achieved, for example, sparse network scenario where
end-to-end routes are not available, like military battlefields, there DTN provides
the medium to place communication. It does not need any prior knowledge of the
network in order to forward bundles from one node to another. It is based on store-
carry-forward approach. At the time of natural hazards, the existing communication
network fails and the contact to the affected areas is lost.
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1.2 Features of DTN

The features of delay-tolerant networks are as follows:

1. Intermittent connection: The delay-tolerant network faces frequent disconnec-
tions because of the mobility in the network. The connection status and topology
keeps on changing that is why there exists no guarantee to attain end-to-end
communication path.

2. High delay: The direct end-to-end communication does not occur in delay-
tolerant networks. The end-to-end delay can be calculated by summing up the
total delay on the route caused by each hop. The delay includes the waiting,
queuing and transmission time. The delay depends on the time period for which
the connections are unreachable which results in a reduction of data rate and
asymmetric characteristics in up down link.

3. Dynamic topology: The topology keeps on changing with the movement of the
nodes from one location to another which results in the network partition and
disconnections. The delay-tolerant networks deal with such partitioned and dis-
connected network in order to deliver the message successfully.

4. Heterogeneous interconnects: The DTN is an overlay network to transmit the
asynchronous message. The bundle layer allows the delay-tolerant networks to
run on heterogeneous networks.

5. Reliable transmission: The delay-tolerant networks use the store-carry-forward
approach to forward the message toward the destination. It reduces the retrans-
missions and enhances the probability of successful delivery of a message to the
destination.

1.3 Applications of DTN

The DTN is emerging as a vibrant paradigm for communication. The application
of DTN includes packet switch networks, delay-tolerant event collection and social
networks, etc. The nodes in DTN are mobile. Therefore, the network topology keeps
on changing time to time with the movement of nodes. The major motivation behind
DTN was the deep sea communication and interplanetary Internet. Apart from these
two, theDTNhas several applications likemilitary application environment, acoustic
networks, etc. A few of the applications of DTN are listed below:

1. Deep sea network application: The deep impact network (DINET) is an appli-
cation of DTN in deep sea networking that is tested by NASA. It is a validation of
an experiment for the interplanetary network. The NASA transmits the 200 space
images having an approximate size of 14 MB to and from the space craft called
as EPOXI—performs as a DTN router and situated at a long distance from the
earth nearly 32 million kilometres away. Another deep sea application of DTN
includes multipurpose end-to-end robotic operation network (METERON). It
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focuses on simulating the specific scenarios like immersive remote control for
the robot in orbit by the astronaut around the target object (like Moon andMars).

2. Wildlife tracking: The DTN is used to monitor the wildlife. The ‘zebranet’ is
very popular and effective communication system for delay-tolerant networks.
It is used to keep track of the activities related to zebra. The system comprises
of the nodes called ‘tracking collars’ to monitor zebras in grassland of Africa.
The tracking collar comprises GPS, a wireless transceiver, flash memory and
low power CPU. Another communication network like zebranet is ‘SWIM’. It
is used for underwater DTN communication that monitors the whales in the sea.
This system comprises of the radio frequency device known as ‘radio tag’ and
the SWIM station refers to the ‘floating on water’. The radio tag consists of a
wireless transceiver, flash memory and low power CPU.

3. Village communication network: The communication in remote villages is
inconvenient and expensive because of non-availability of fixed infrastructure.
At these places, theDTN can service a low-cost communication. The ‘Darknet’ is
a DTN communication network widely used for villages. This network provides
the asynchronous digital connectivity service using wireless technology. The
Darknet was evolved by the researchers in MITmedia lab and has been deployed
successfully in the remote parts of India and Cambodia. It also comprises the
Wi-Fi enabled kiosks, Internet access points and mobile access point vehicles.

4. Health services: Due to the bad medical facilities in some of the developing
regions, the patient used to die suffering from the disease that may be cured
if treated on time and in a proper manner. The solution of this problem is
telemedicine, the expert doctor can guide the local doctors and the disease can
be diagnosed by the expert remotely.

5. Social-based mobile network: It is an upcoming and emerging research area.
The network offers social services like web-based social network service in the
absence of the Internet. It also provides the social collaborations among nodes in
order to offer the transmission data services. This network is called as a social-
based network. The ‘D-book’ is an application for social-based mobile network
that is used to create share and modify the profiles. These profiles comprise the
basic user information, interests and contact information.

6. Underwater or acoustic network application: These networks are usually con-
structed by acoustically bound ocean sensors, the autonomous underwater vehi-
cles and the surface stations that make available use of the links to the on shore
control point. It is rapidly expanding network because of the benefits in disaster
prevention, underwater robotics, under ocean tactical surveillance, harbour por-
tal, monitoring of gas and oil pipelines, pollution monitor under sea, etc. In order
to make these applications workable, there is a need of some kind of underwater
communication network. The DTN is the well-suited communication network
for the implementation of such networks.

7. Smart phone application: TheDTN is also applicable forAndroid environments
in smart phones in order to supply connectivity for the platforms which are
deficient in network infrastructure. The execution for DTN protocol stack and
the services for the android environment are called ‘bytewalla’ that permits the
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use of android phones to transfer the data physically among the nodes in the
network. The architecture of ‘bytewalla’ network comprises architecture of two
networks, village network and city network, which can be inter-operated from
remote locations.

2 DTN Architecture

The network architecture of DTN consists of the computing system called ‘nodes’.
The link between the nodes may go up and down. In case of link up, the source node
can send the data to the destination node. This process in DTN is called ‘contact’.
There may exist more than one contact between the pair of nodes. The message will
be buffered at an intermediate node if no further contact is available to reach the
destination. The DTN does not follow continuous end-to-end connection. It follows
store-and-forward method to send the data from the source node to the destination
node.
Features of DTN architecture
The features of the DTN architecture are listed below:

1. The messages to be sent are the long and variable size in order to make the
network able to select the good path and scheduling decision.

2. The use of naming and addressing scheme increases the interoperability.
3. It supports store-carry-forward approach in the network while transmitting the

message.
4. It includes security methods to prevent unauthorized access to infrastructure.
5. It includes several features to improve the data delivery like delivery options,

expressing data lifetime and coarse grained service class.

2.1 System Architecture

The DTN architecture presented in this section is the interoperability among the
challenged networks. It is based on the message switching abstraction. The aggre-
gation of messages is known as a bundle and the router used to forward the message
is known as ‘DTN gateway’.

Goals of DTN architecture: The goals of the architecture of the delay-tolerant
network are as follows:

1. Sustain interoperability among the extremely heterogeneous type of network.
2. Satisfactory performance in disconnected, high delay and erroneous network

environment.
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Components of DTN architecture: The components of delay-tolerant network archi-
tecture are given below:

1. A flexible naming approach along with the facility of late binding.
2. The API and message overlay abstraction. This includes the bundles and custody

transfer.
3. Contact scheduling.
4. Routing.
5. Per hop authentication and reliability.

2.1.1 DTN API

Naming, Identifier, Endpoint, Late Binding and Regions
The whole network is divided into sections known as regions. Initially, the DTN
architecture was designed to deal with the hierarchical identifiers to identify the end
nodes and applications. The three-tuple identifier having the format (region, node,
application) was used for identification. Therefore, the data was routed initially by
the name of the region, followed by the name of the node and finally on the basis of
the application. With the evolution advancement of DTN, the more flexibility was
needed to incorporate various extreme, dynamic and heterogeneous environments.
The nodes in such networks were mobile and a node was having multiple network
interfaces. Thenaming systemcontainingmultiple naming spaceswas in existence in
IETF for DTN, called uniform resource identifier (URI). The URIs in delay-tolerant
networks is known as endpoint identifiers (EIDs).

Another concept used in DTN is known as ‘late binding’. Usually, the early
binding is used to convert the machine name into the IP address at the source end
usingDNSwhen the data is transmitted. DNS incorporates both the early binding and
late binding. A few DTN nodes are able to route data just using the names rather than
address. When this data reaches near the destination, the name is then converted into
the destination address. It is known as late binding. The late binding is permissible
in DTN which makes DTN operate in high mobile networks.

2.1.2 Gateways

The router used to forward the message in DTN is known as ‘DTN gateway’. It
is also known as bundle forwarder. The DTN gateway inter-operates between two
networks in order to make them compatible. The gateway of bundle layer focuses on
virtual message forwarding rather than the packet switching. Figure 1 describes the
gateway in delay-tolerant networks.
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Region 1 Region 2

Gateway

Fig. 1 DTN gateway

2.2 Layer Architecture

The TCP/IP is widely accepted and is applicable on a number of applications suc-
cessfully. But in the unexpected network, the TCP/IP may not work well. There are
other several ways to deal with such networks. One of them is ‘link repair approach’
and another approach may be to attach these networks only to the edge of the Internet
with the help of a specific proxy agent. The layered architecture of the delay-tolerant
network is given in Fig. 2.

Application layer: This layer describes the communication behaviour among
processes in order to meet the requirements of the user. The example includes the
FTP which helps in transmission of the bundle, NTP that is for time synchronization,
application layer protocols for space communication, etc.

Bundle layer: It consists of bundle ALI, convergence layer protocols, authentica-
tion, routing, fragmentation and bundle encryption. The bundle layer protocols help
in delivering the message using the concept of custody transfer.

Convergence layer protocols: The major purpose of convergence layer proto-
cols is to furnish the abstraction over the protocol layers of underlying network
and allow the maximum utilization of the links. The convergence layer can directly
communicate to the link layer or can operate on top of the transmission protocols.

Fig. 2 Layered DTN architecture
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The convergence protocol layers include Licklider transmission protocol and other
convergence layer protocols.

Transmission layer: This layer aims to handle transmission and congestion con-
trol. The examples of transmission control protocol include TCP, UDP, etc.

Network layer: This layer helps in the finding, establishing and maintaining the
route to transmit the messages.

Link layer: This layer has the responsibility of data framing, medium access
control, frame checking and error control.

Physical layer: This layer aims to datamodulation, send and receive data, channel
selection and bit stream transmission over the physical media.

3 Transmission in Delay-Tolerant Network

This sectionwill be covering the concept of contacts, bundle transfer, custody transfer
and message switching approach including virtual message switching using store-
carry-forward concept and the fragmentation. At the end of the section, the data
delivery options are given.

3.1 Contacts

The contact is the time duration during which the capacity of the communication and
network is very positive and high. The smart forwarding and routing decision can
be performed if the contact is known before the transmission starts. The structure of
one way contact is (ts, te, (S, D), C, D).

ts start time
te end time
(S, D) Source and destination ordered pair
C Capacity
D Delay

3.1.1 Types of Contacts

Contacts are broadly categorized into following types.

1. Persistent contact: This type of contact is considered to be available every
time. This contact is not needed to instantiate the connection. The cable modem
connection or DSL can be taken as an example of persistent contact.

2. On-demand contact: The contact is instantiated when required. After instan-
tiation, it also works as the persistent contact till the contact termination. The
example of on-demand contact is the dial up connection.



Semantics for Delay-Tolerant Network (DTN) 109

3. Intermittent scheduled contact: It is a sort of agreement for a contact to be
established for the particular duration at a particular time. The example is the
link to earth orbiting satellite.

4. Opportunistic contact: Rather than scheduled, the opportunistic contacts
present themselves unexpectedly. An example is the non-scheduled beaconing
of flying aircraft for communication.

5. Predicted contacts: These are also not pre-scheduled but can be identified on
the basis of the history of the contacts established previously.

3.2 Bundle Protocol

The bundle protocol (BP) is one of the major features of every network if the delay-
tolerant networks. It is responsible for forming the store-and-forward overlay net-
work. It contains a collection of well-defined protocol which helps in performing a
store and forward communication. The main feature of BP is the custody transfer.
The other characteristics of bundle protocol are:

(a) The ability to overcome intermittent if needed.
(b) The ability to deal with the long propagation delay in case it is required.
(c) The ability to avail positives of predicted, scheduled and opportunistic connec-

tion.

The bundle layer exists between the application layer and transport layer. The
devices which help in the implementation of bundle layer are known as DTN nodes.
The bundle layer is responsible for transferring the message hop by hop, but the
acknowledgement is performed end to end. This layer also has several management
and diagnostic features. The URI base flexible naming approach is the characteristic
of bundle layer. This layer also includes basic security model, which is optional to be
enabled with the aim to protect the unauthorized access of infrastructure. The DTN
protocol stack shows the layers in Fig. 3.

The packet to be transferred is known as a bundle. It consists of data along with
the signalling in order to transmit the data to transport layer that is called bundle
convergence layer.

Licklider transmission protocol is a point-to-point protocol. It is designed to act as
a convergence layer in support of the bundle protocol. It was specially designed for
high latency scenario for deep sea communication as a convergence layer in support
of bundle protocol.

The data in delay-tolerant networks is sent in the format of the variable length
messages known as bundles. These messages are referred to as bundles because
along with the data, there are other information for a destination like authentication
data, protocol data, etc., which help for the completion of the transaction in one go.
The bundle is made up of several blocks (Fig. 4). The first block is known as the
primary block. It consists of version, source EIDs, destination EIDs, the length of
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Application layer protocol

Bundle protocol

Transport layer protocol 
(TCP)

Network layer protocol 
(IP)

Link layer protocol

Physical layer protocol

Common to all 
DTN regions

Specific for 
every DTN 
region

Fig. 3 DTN protocol stack

data and other fields needed to process the message. An example of other field is
data dictionary which helps in decompressing the message.

Second is the fragmentation field, which is required in case when the complete
bundle is not allowed to transmit. The complete bundle will be fragmented into
smaller blocks and will be transmitted towards the destination.

The shortcomings of the bundle protocol include the absence of error detection
and correction capabilities. It presumes that the errors will be handled by the TCP or
UDP. The head of line blocking mechanism may be the problem which multiplexes
the multiple bundles for the transport.

Application design principles of bundle layer
Following are the design principles for the bundle layer.

1. It must reduce the number of round trip exchanges.
2. The facility to resume the transmission in case of network failure.
3. The information of data life time and other related message delivery information

should be given to the network.

Version Source EID Destination EID Length Other information 
Eg: data dictionary

Primary block Fragmentation field

Fig. 4 Bundle block diagram
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3.3 Custody Transfer

The custody transfer is defined as a responsibility of a bundle node to take the bundle
up to the destination. The custody transfer is a component of DTN architecture which
helps in enhancing end-to-end reliability ofmessage delivery towards the destination.
The node which is holding the custody of the message is known as custodians. If
there is the single custodian for a message then it is called as sole custody. If there
are multiple custodians for a message, it is called joint custody. Joint custody will
come in the picture where the complete message is having multiple fragments and
different fragments are in the custody of different nodes.

3.4 Flow and Congestion Control

The flow control means to assure that the rate of sending the messages will not be
greater than the rate of receiving themessages at the destination. If the rate of sending
the messages will be higher than the rate of receiving, the buffer will be over full
after some time and the messages will be dropped.

The flow and congestion are controlled at the coarse timescales. In the case of
very high delay, the pre-schedule or admission control mechanism is applied. For
the small delays, the dynamic flow controls are possible. In the case of low delays,
the region-specific transport can reinforce the own flow control. Logically, the flow
control is performed hop by hop. Therefore, the hurdle is in conversion mechanism
of bundle layer flow control to protocol specific flow control that depends on the
message transport.

The congestion control inDTN is difficult as compared to another network because
of two features. First, the DTN is the intermittent network. Until the next connection
is found, the bundle cannot be forwarded. Second, the custody of themessage expires
in some extreme conditions till then the bundle will be stored by the node. The DTN
applies first come first serve approach to assign the custody of the bundle.

Time synchronization
The purpose of time synchronization in DTN architecture is as follows.

1. Time computation of bundle expiration
2. Computation of expiration for application registration
3. Predicted or scheduled contact routing
4. Bundle or fragment identification

The identification and the expiration of a bundle are taken care by mentioning the
creation timestamp along with the additional expiration field within every bundle.
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3.5 Message Switching

The complete message keeps on switching between the nodes coming in the com-
munication path from source to destination. The storage blocks associated with the
nodes are able to store the large volume of data as compared to the other networks.
These storage blocks are known as ‘persistent source of storage’. This type of storage
in DTN is needed for the following reasons.

1. Lack of communication link to another hop for long time duration.
2. To make the communication reliable and fast.
3. To reduce the retransmissions and errors.

The switching techniques permit to DTN node to know the size of the message
while transmitting the whole message so that the storage and bandwidth requirement
can be set beforehand. The process of message switching in DTN is given in Fig. 5.

Virtual message switching—store-carry-forward approach
In DTN applications, the data sent is of variable length known as application data
units (ADUs). The order of sending messages is not stored. The ADUs are generally
forwarded and transmitted in one unit as a whole. The ADUs are changed into the
protocol data units (PDU) known as bundles. It is performed at the bundle layer. The
DTN nodes are responsible for forwarding these PDUs. A bundle consists of two or
more data units. Every block consists of the application data or information needed
to send to the recipient.

During transmission, the bundle may be divided into more subparts known as
‘fragments’. Each fragment itself is a bundle. The fragments may join or split any-
where in the network to form the new bundles as per the need of the network during
transmission. The source and destination of a bundle are found with the help of end-
point identifiers. For a special case, the bundle format is having ‘report to’ ED which
is generally used when there are multiple DTN nodes are associated with a single
EID.

Source
Node

Node
1

Node
2

Node
3

Destination
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Fig. 5 Message switching in DTN
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4 Routing in Delay-Tolerant Network

DTN belongs to the class of emerging networks which experience the long-term and
frequent partitions. These networks face the absence of an end-to-end communication
path. Therefore, routingplays a very important role in the performanceof the network.
In DTN, the types of routing generally used are unicast routing, multicast routing
and anycast routing.

4.1 Unicast Routing

The unicast routing refers to the communication between the one dedicated sender
and one specified receiver. The types of protocol following unicast routing are as
follows:

Contact graph routing
This protocol takes benefit from the property of high contact frequency of nodes
inside the community. If the time duration will be taken as an estimated value (EV),
its benefit is that the message will not expire before reaching the destination. In
this routing, the TTL is considered as an EV. Here, the routes which do not qualify
enough TTL to reach up to the destination will not be considered. The CAR consists
of inter-community and intra-community routing.

Inter-community routing: Every node spreads multiple copies of the message to
the nodes belonging to different communities as earliest possible. The dissemination
of the copies of themessage is corresponding to the expected number of communities
encountered to each pair of the encounter. For a single replica of messages which
remains while propagation, the message will be sent to the node having the highest
probability to meet at least one of the destination communities.

Intra-community routing: The copies of the messages are disseminated by the
node to one of the destination communities to its encounter within the same destina-
tion community as per the proportion of the expected values (Tables 1, 2 and 3).

4.2 Multicast Routing

A number of DTN applications work on the basis of group forwarding. Therefore,
multicasting is a very important and widely used concept in DTN. Because of the
network partitions and disconnections, the multicast semantics in DTN need to be
considerably different from conventional internet approach.

The multicast semantics in traditional networks like MANET and the internet are
well defined in advance as the message will be sent to the dedicated number of the
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Table 1 Epidemic routing protocols

The aim of this protocol: to achieve high delivery ratio
A shortcoming of this protocol: the overhead increases dramatically with the increase in
network size
Vahdat et al. Every message is copied or replicated and broadcasted in the network. The

count of replicas of the messages increases very fast in the network which
consumes a large amount of limited bandwidth and buffer space

Prophet A node will duplicate and forward the message further to another node only if
it has a higher probability of encountering the destination

Max prop To optimize the limited buffer space, this scheme directs the nodes to
schedule for the packets to be transmitted and the packets to be dropped.
Therefore, the packets having a higher probability of reaching the destination
will be replicated among nodes and the packets having a lesser probability to
reach the destination, will be dropped when the buffer will be full

Delegation
forwarding

The message will be forwarded to the encounter of the node only if the
encounter is having a better metric. If n is the number of nodes in the
network, delegation forwarding scheme can reduce the cost of the network to
O

√
n compare to O(n)

R3 The aim of R3 was to attain robust replication routing. It duplicates every
packet along with a small number of paths in order to achieve more
replication gain. The replication can also be stopped if it is noticed that the
actual delay is very high than the estimated delay. At that time it will be
switched to the single path forwarding

Table 2 Forwarding based routing protocols

The aim of this protocol: to overcome the high overhead in the network
Shortcoming: it cannot attain high delivery ratio as the predictions cannot be correct all the
times
Jones at al. The routing mechanism was designed for single replica routing. The base of

the mechanism was minimum estimated expected delay. It was obtained on
the basis of average meeting intervals among every pair of nodes within the
network using Dijkstra’s algorithm

Predict and
relay (PER)

This scheme uses the semi Markov process. It depends on the prediction of
future contacts
Geo et al.: it is a forwarding based approach which exploits the contact
patterns of the transient nodes. On the basis of these contact patterns, every
node can predict accurately in order to take decision for data forwarding

Tour In this mechanism, every node keeps a time sensitive forwarding set by taking
the probabilistic contacts in the network. Here the messages will only be
forwarded through the nodes in the forwarding sets in order to attain the
expected optimal utilities
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Table 3 Quota based routing protocols

These protocols try to minimize overhead and maximize the delivery ratio. This is a tradeoff
between the epidemic routing protocols and forwarding based routing protocol

Spray and wait This mechanism works in two phases: spray phase and wait for
phase. In spray phase, the copies of each message are
disseminated. The node will enter into the wait phase if it is
having only one copy of the message. It will wait till it meets the
destination to transfer the message

Spray and focus The spray phase does the same, i.e. disseminates the copies of
the message. In focus phase, the node will enter when it is only
having only one replica of the message. Here, the messages using
single copy may be transferred to its encounter having higher
utility in order to improve the performance
Optimal probabilistic forwarding protocol: It was given by Liu
and Wu. It is based on store and wait approach. The assumption
for this protocol is that every node is aware of the mean
inter-meeting times for every pair of nodes within the network. It
is not a practical approach as the information in the network is
completely distributed

Erasure coding based routing
scheme

It was given by Wang et al. in this scheme the message is
encoded at source node into m blocks. Each block will be
duplicated for some n number of times up to the destination.
Every message at the destination will be decoded only if all the
m blocks will be reached successfully at the destination.
Geo spray: This scheme is a combination of multiple replicas and
single replica schemes. The routing decisions are taken on the
basis of the geographic location of data

Expected encounter based
routing protocol (EER)

The aim of the protocol is to build the replica distribution criteria
among two encountering nodes which are based on the
message’s residual TTL. There are two phases of EER. These are
multiple replica distribution and single replica forwarding. In
multiple replica distribution phase, every node distributes the
copies of the message to other nodes as earliest that may be
achieved by disseminating the message copies on the basis of
expected value 9 eV). The EV in multiple distribution phase is
TTL. In the second phase, the minimum expected meeting delay
(MEMD) is comparing to the destination in order to forward the
message to the current encounter

group. But, this is not valid in DTNs. Therefore, it is not clear that how to describe
the recipients to a multicast packet.
Multicast semantic model
As already discussed, because of the huge transfer delays, the membership of a group
during transmission may change in DTN. Therefore, external temporal constraints
must be defined inmulticast routing forDTN. In this section, threemulticast semantic
models are given, which allows defining external temporal constraints.

1. Temporal membership (TM) model: To find the recipients of the multicast
message, it is required to externally define the time during which the concerned
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recipients are identified. The simple method is to specify the recipients of the
message as a number of a group at the time for generating a message. In tempo-
ral membership model, the message incorporates the membership interval which
defines the time duration for which the group members are specified. The recip-
ients of the message are clearly defined. There is no time constraint to deliver
the message. Therefore, the message may reach any time. The temporal delivery
model permits the user to define the time-based features flexible for the recipient
group.

2. Temporal delivery (TD) model: Unlike TMmodel, the temporal deliverymodel
imposes a constraint on the delivery action of the message. Along with the mem-
bership interval, the message also consists of the delivery interval. It refers to the
time period within which the message must be delivered to the receiver. It allows
the user to have another control on message delivery.

3. Current member delivery (CMD) model: At the time of message delivery, the
receivers in TM and TD may or may not be the member of the group. The addi-
tional field included by CMDmodel is the CMD flag along with the membership
interval and delivery interval. In the case of CMD flag set, the message recipient
must be the member of the group on the time of delivering the message. In case,
CMD flag is not set, the CMD model will work like TD model.

Routing protocol for multicast

1. Unicast-based routing (UBR): The source will be sending the replica of the
message to all the intended receivers.

2. Broadcast-based routing (BBR): It is also known as epidemic routing. In this
approach, the messages will float within the network so that the messages can
reach to all the intended receivers.

3. Tree-based routing (TBR): The messages are sent along with the tree in DTN.
The source is the root node and the receivers will be the leaf node. The messages
are replicated only to the nodes having one or more outgoing paths.

4. Group-based routing (GBR): In this scheme, the concept of forwarding group
is used. Forwarding groups are the set of nodes having a path towards the desti-
nation. The message is flooded in the forwarding graphs in order to enhance the
probability of message delivery.

4.3 Anycast Routing

Anycast permits the node to transmit the message to one member of the group.
The key idea of anycast is that the sender wants to send the bundle to any one of the
nodes providing the particular servicewithout caring for any particular node.Anycast
routing is applicable for applications like the discovery of resource in DTNs. The
anycast in DTN requires the new semantic models as compared to the mobile ad hoc
networks. The semantic models for anycast routing in DTN are as follows:
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1. Current membership model (CMM): Themain objective is to decide the recip-
ient of the message, the explicit identification of the time interval for which the
recipient is determined. The message must be forwarded to the node that is the
member of the group at the time ofmessage arrival. The recipients of themessage
in DTN can be changed over the time. Using CM model, the message sent to
request for the resource may be forwarded to any of the current index servers.

2. Temporal interval membership (TIM): The additional information added in
TIM is the temporal interval in order to indicate the time period during the
selection of group members. Suppose G is the anycast group along with the
temporal interval (t1, t2). The recipient should be the group member G at the
time of interval.

3. Temporal point membership model (TPMM): This model includes additional
information as ‘membership interval’ along with the temporal interval. It refers
to the time period within which the message must be delivered to the receiver. It
allows the user to have another control on message delivery.

4.4 Buffer Management

Under store-carry-forward scheme, the incoming packets will be stored in buffer
till the next hop towards the destination is met. The packets will be dropped if the
next hop is down as per the buffer management strategies. It is necessary to drop
the packet from buffer because the size of the buffer is limited and needs space for
incoming packets. The transmitting node has to take the custody of the bundle till
another node took custody or it is delivered to the destination successfully.

As we know that the buffer space is always limited in DTNs. Therefore, the
management of utilizingbuffer is very important. It plays a big role in the performance
of the network. The buffer management strategies are:

1. MaxProp: In this scheme when the buffer is full, the node schedules to drop the
packets having least probability to be delivered successfully.

2. Adaptive optimal buffer management policies: It was proposed by Li et al. In
this scheme, the mobility model will be tuned on the basis of historical meeting
information of the node.

4.5 Performance Metrics

There is a number of performance metrics for the routing in delay-tolerant networks.
Some of them are listed below.

1. The degree of centrality: This metric belongs to the type of local variable. The
degree of centrality refers to the number of edges connected to the node. This
metric has the importance to identify the nodes and from the local viewpoint.
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2. Closeness to centrality: This metric belongs to the type of global variable.
It refers to the mean distance between the node and the other nodes that are
reachable from the current node geodesically.

3. Betweenness of centrality: It is also a type of global variable. The betweenness
means that the shortest path among all the nodes passes through the current node.
It is used for measuring load for a particular node.

4. Centrality bridging: This metric lies under the category of a global variable. It
tells about the network that up to what extent of correction, the edges or nodes
are situated among the connected regions. This metric reports the information
about the bridging of nodes and edges.

5. Page rank: it is also a global variablemetric. It helps inmeasuring the importance
of a node from the global perspective. This metric shows the important nodes
especially hubs.

6. The coefficient of clustering: This metric belongs to the type of global variable.
The coefficient of clustering refers to themeasure of the degree of nodeswithin the
network which wishes to cluster together. This metric is useful while forwarding
information within a cluster.

7. Similarity: This is a local type of variable. The similarity metric illustrates the
common features among the nodes. It is a very useful metric to be kept in con-
sideration while transmitting the message.

8. Selfishness: This metric also belongs to the type of local variable. This metric
refers to the measure of the degree of the cooperation and the interaction of a
particular node with the rest of the nodes. It helps in identifying the willingness
to forward the message.

5 Security in Delay-Tolerant Network

The specifications for the bundle security describe the confidentiality and the integrity
mechanisms along with the other policy options. The LTP is a convergence layer
protocol which adds some security in DTN. The threats while designing the process
for DTN security mechanism are as follows.

1. Non-DTN node threat: The most common threat can come from the nodes
which are not a direct part of DTN.

2. Resource consumption: Because of the lack of resources in DTN, the unfair
use of the resources is a big issue. The DTN resources can be consumed unnec-
essarily by the entities in the following manner.

(a) Unauthorized access by the entities
(b) Uncertified control on DTN infrastructure
(c) Transmission of bundles without permission
(d) Unlicensed content manipulation for the bundle
3. Denial of service (DOS) attack: The DOS attack must be taken into account

for DTN networks. The DOS attack can be scaled at any layer.
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5.1 Security Issues

Key management: This is the major research open issue in DTN. The usage of the
existing schemes is easy in DTN but the key distribution services and checking the
security status online are not practical in high delay environments. There exist some
identity-based cryptography schemes in order to solve the problems but they do not
work up to the mark.
Traffic analysis: The protection on traffic analysis is generally not required in delay-
tolerant networks. But in some specific case like hiding traffic, it is an important
security issue that must be taken into consideration. The one open security issue in
traffic analysis is that up to what limit it is a requirement for a generic scheme to
protect the traffic analysis.
Routing protocol security: Definitely, as the routing protocols needed somemodifi-
cation for working in the DTN environment, the security for routing in DTNwill also
be applied differently. But it was the least focus on the security issue while writing
the routing protocols for DTN. This again is an open research issue.
Multicast security: In multicasting, the message will be forwarded to all the recip-
ients who are in the recipient group. In DTN, there is no mechanism which can
identify the registration of a node as a multicast or anycast.

5.2 Fragments Authentication

DTN applicable schemes: The frequent network partitioned and disconnections
are the features of DTN which conclude that the security services applicable for
traditional security will not be applicable.
Confidentiality and integrity: The fragment can also be vulnerable from integrity
and confidentiality point of view. The examples are

(a) The source forging of bundle
(b) Change in the desired destination
(c) Modification of the control fields of the bundle.
(d) Manipulation in payload and block fields
(e) Manipulation of the data during transmission.

6 Delay-Tolerant Network and Vehicular Adhoc Netwwork

6.1 Overview of VANET Delay-Tolerant Networks

In a vehicular network, theDTN routing needs a vehicularmodel as it is closely linked
with the mobile nodes and a population of the network. The vehicular networks can
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be divided into two subcategories, vehicular networks and vehicular delay-tolerant
networks (vehicular network in sparse traffic). To make the applications feasible via
vehicular networks, it is necessary to design the specialized networking protocols
which may overcome the problems arose from the vehicular environments.

6.2 Characteristics of VDTN

The unique features of DTN and VANET will be combined to design the protocol
for VDTN. A few of specific features of VDTN are discussed below.

1. Vehicular applications: Several safety applications in vehicular networks like
the application of emergency brakes require hard delay constraints. For such
applications, the DTN might not be proved optimal. For non-safety applications
like exchanging entertainment information to other vehicles, parking lot payment,
etc., where there is no hard delay constraints are required, the DTN principles
can be applied.

2. High mobility and frequent disconnections: The mobility and high speed of
vehicles in VANET results in a frequent change in topology and disconnection.
For example, the two vehicles are moving in opposite direction at some speed.
They will come in contact for a few seconds; the opportunistic window of com-
munication will be for short duration. After that, they will not be in the range of
each other resulting in disconnection. For low-density traffic, these two vehicles
will remain in contact for a long duration, which is the case in VDTN. This
concept of VDTN makes it more attractive and useful for such scenarios.

3. Geographical awareness: The geographical location of the vehicles can be iden-
tified and used for the algorithm of routing andmessage delivery. Even the trajec-
tory of the vehicles can be determined. The examples are the route identification
of the public transport like bus and train. There exist several message delivery
paradigms in computer networking like unicast, multicast, broadcast and any-
cast. In vehicular networks, the special message delivery paradigm exists which
is known as ‘Geo-cast’. In geo-cast, the message will be sent to the group of
vehicles belonging to common geographic location.

4. Mobility prediction: The vehicles are moving from one location to another
location. But, the advantage of a vehicular network is that the vehicles will be
moving on specified paths. On the basis of these paths, the future location and
trajectory of the vehicle can be determined. Therefore, the mobility model must
have the capability of determining the future location and path trajectory which
will increase the performance of the network.
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6.3 DTN Protocols for VANET Delay-Tolerant Networks

The VDTN is a special case of VANET for addressing the specific problems like
network partitioning and frequent disconnections or where there is no guarantee of
an end-to-end delivery of messages. The VANET also faces these problems because
of high mobility in the network. The VDTN use store-carry-forward approach rather
than an end-to-end message delivery. The conventional routing protocol designed for
VANET will not work in VDTNs. The architecture of VDTN is based on three types
of nodes (Fig. 6). These are terminal nodes called access points, the mobile node is
known as vehicles and the relay nodes are referred as fixed device points at cross
roads. The mobile nodes may transfer and receive data to and from other nodes. The
VDTN architecture also separates the data and control planes to enhance the overall
performance of the network, by transmitting long size message rather than the small
sized packets.

VDTN Routing

Flooding (coding 
based)

Epidemic routing protocol

Random
forwarding

Deterministic
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Knowledge based 
forwarding
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History of node encounters

Location information
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Multi copy

GeoOpps (Geographic 
opportunistic routing for 
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allocation protocol for 

Intentional DTN)

Optimization 
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Fig. 6 VDTN routing protocols
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7 Conclusions and Future Scope

The delay-tolerant-networks (DTNs) are completely different approaches as com-
pared to typical connected wired or wireless networks. In DTNs, the end-to-end
path availability is not required at any point of time to transfer data between the
sender and the destination node pair. The DTNs came in the picture where the routes
between a pair of nodes cannot be achieved, for example, sparse network scenario
where end-to-end routes are not available, like military battlefields, there DTN pro-
vides the medium to place communication. It does not need any prior knowledge
of the network in order to forward bundles from one node to another. It is based on
store-carry-forward approach. The delay-tolerant network is very emerging and use-
ful area. The important features and applications are already discussed in previous
sections. Though, DTN has a number of applications, still it needs a lot of improve-
ments. A few of the open research issues will be a discussion in the next section.
There is a huge scope for improvement especially in the security of the DTN.
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Architectural Building Protocols
for Li-Fi (Light Fidelity)

Mayank Swarnkar, Robin Singh Bhadoria and Karm Veer Arya

Abstract Light fidelity commonly known as Li-Fi is the technology emerged from
visible light communication (VLC) that allows to transmit data through illumination,
i.e., through light emitting diode (LED). Li-Fi varies in intensity faster than human
eye to be followed, and therefore, Li-Fi is known for high data speed. With the
increase in the number of wireless gadgets such as smartphones, tabs, smart wrist
watches, etc., Li-Fiwill surely be an incredible companion ofWi-Fi and an interesting
subject for research. Therefore, in this chapter, we cover the evolution of Li-Fi, its
architecture, requirement of Li-Fi, and its challenges. We also discuss the integration
of Li-Fi protocolswith existing protocols for integrated communication and conclude
the chapter with the future scope of Li-Fi in the Internet.

Keywords Visible light communication · Light fidelity ·Wireless
communication · Light emitting diode ·Modulation

1 Introduction

Wireless devices for communication are growing at a rapid pace because of its mobil-
ity and ease to handle. As per the reports of [1], the globalmobilewireless penetration
worldwide from 2008 to 2020 will increase from 66 to 99%. There are millions of
devices using Wi-Fi to connect to Internet. One of the growing areas of wireless
communication is now optical communication [2] in which communication medium
is light. Visible light communication (VLC) [3] is an uprising and popular optical
communication technology nowadays. Visible light has spectrum range from 400
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to 800 THz. One of the emerging VLC technologies is light fidelity or Li-Fi. It is
becoming popular and can replace radio frequency communication technologies in
the near future [4, 5]. We discuss about VLC and Li-Fi briefly in the following
subsections.

1.1 Visible Light Communication

It is a communication technology which exploits light emitting diodes (LEDs) [6]
emitted light for data transmission. It can be a supplement to radio frequency (RF) or
cellular network communication. VLC uses visible light spectrum, and this spectrum
is 104 times larger than the radio frequency spectrum. Therefore, it yields more
bandwidth than radio frequency-based communication networks. This is one of the
reasons VLC generates very high data transmission rates, making it competitive for
radio networks. VLC Spectrum is shown in Fig. 1.

1.2 Importance of VLC

VLC is an emerging technology which has many advantages and following are the
points which make it important to us:

• Radio frequency cannot regulate above 3 THz but can be regulated by VLC. Radio
waves also suffer interference which VLC does not, and hence, regulation can be
one easily in dense areas also.

Fig. 1 Visible light spectrum
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• VLCcan be used almost everywhere because of its frequent use and easy and cheap
availability. Radio waves are already used for general wireless communication.
LEDs are used generally everywhere including houses and offices, which makes
LEDs as ideal for pervasive data transmission. As per ZionMarket Research, LED
Lighting Market Share & Growth Will Increase $54.28 Billion by 2022 [7]. This
makes VLC an easy and scalable way of wireless communication.

• Image sensors work as receivers in VLC. Image sensors are capable of detecting
incoming data accurately as well as its direction from transmitter to receiver. This
quality of Image sensors makes various new applications which are not possible
in radio wave communication. It includes augmented reality, indoor navigation,
accurate position measurement, and accurate control of robots or vehicles.

1.3 Modes of Communication in VLC

There are two modes of communications in VLC which are as follows:

• Infrastructure-to-Device Communication: It is a connection between a wired
device and VLC device which intermediate protocols for connection. Usually,
Internet backbone network (usually wired) is connected to VLC infrastructure in
this mode of communication.

• Device-to-Device Communication: It is a connection between two VLC devices.
It can be a LED to LED communication or a VLC sender to VLC receiver
communication.

2 Light Fidelity

Light fidelity or Li-Fi is a type of VLC technology which uses common household
LEDs for data transmission. Li-Fi is bidirectional, high speed, and broadcast network.
Li-Fi works on the phenomenon of flickering of LED at a very high rate. Switching
of states of LED is fast enough that it cannot be noticed by naked human eye. Since
light waves of LED cannot penetrate walls which makes Li-Fi to work in shorter
range, but this also works as an advantage because it is more secure from hacking
compared to Wi-Fi. It is not necessary to have a direct line of sight for Li-Fi for
signal transmission because light is reflected by the walls.

2.1 Need of Li-Fi

There are various reasons to promote use of Li-Fi. Some are practical examples
explained below which shows the real need of Li-Fi in our daily life:
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• Speed: Nowadays, high-speed Internet is the requirement of every person. High-
quality video buffering, video calls, conference calls, etc., require high data speed.
Li-Fi provides higher data transmission speed which is in Gigabits.

• Cost: LED are used in daily life by nearly all people who are economically capable
of using Internet service. Currently, Internet is used by end users using Wi-Fi, and
Ethernet CAT5 cables and dial-ups connections require costly hardware installa-
tions by users. Li-Fi removes all these hardware installation costs, which makes it
overall cheaper than these types of connections.

• Availability: Internet connectivity can be provided to users at any place where
white light or LEDs are available. Therefore, there is no point in neglecting the
fact that Li-Fi can be provided anywhere, i.e., inside rooms, on roads using traffic
lights, street lights, in shops, in hotels, at petrol pumps, etc.

• Smart Device Add-ons: Smart devices like smart television, smart rooms, smart
cars, etc., use Internet services for intelligent performance. Instead of using radio
waves for internet connectivity, the add-ons and simple Li-Fi receivers are inte-
grated into the smart devices makes easy possible solutions.

2.2 Challenges for Li-Fi

Li-Fi definitely has many advantages but there are few challenges which need to be
resolved for adopting this technology. Few are the following challenges needs to be
taken care to install Li-Fi:

• Line of Sight (LOS): LOS makes the signal stronger. Visible light signals can be
reflected but do not get through opaque objects which is results in lack of coverage
but provide a good security. Another disadvantage of line of sight is the prevention
of the signal from dispersing amongmultiple rooms in any building.We also know
that reflection absorbs energy and results in the limited communication ratewithout
line of sight between the transceivers. In general, even if we use optical devices to
spread signal, the power regulation cannot be strong enough to let reflected signals
still preserve enough power for communication (reflection results in power loss).
If light levels are low and receiver can collect photons, it can receive data at a
lower data rate. Similar to radio wave technology that indirect signals have lower
power and results in the reduction of data rate.

• Multipath Distortion: When the transmitter and receiver both are equipped with
outspread beam, the facsimile of the identical signal from divergent paths arrive
the destination with different delay, because paths differ in length from source to
destination. This creates problem of multipath distortion which can cause inter
symbol interference, and it results in critical degradation in the performance.

• Simplex Communication: VLC cannot have duplex connection, and LEDs can
only be used for data transmission for either uplink or downlink. This needs to
be isolated on the basis of code, time, wavelength, spatial isolation, or optical
isolation. Due to high cost and bandwidth, visible light communication can be
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implemented for downlink via Wi-Fi or IR may provide a good uplink where
congestion is less probable, and it provides a high capacity uncongested downlink.

• Power Wastage: For VLC, LEDs needs to be on power all the time. During
daytime, LEDs in domestic environments are usually switched OFF because of
availability of natural light. Therefore in such environments, even if there is no
requirement of LEDs, it needs to be turned ON which therefore consumes power
which was not been used in Wi-Fi. Another issue is that if the LEDs are ON in
domestic environment, the illumination will not be noticed because illumination
level falls belowambient levels as the buildings are designed to have enoughnatural
light in daytime. The power consumed is comparable with the radio transmissions
but may have performance issues in daytime.

• Transmitter Sources: Solid state LED lighting is presently being sold supported
its performance for illumination functions solely. Communications performance
is not even a secondary thought; therefore, it is entirely impractical to expect the
industry to side this into styles at this stage. In an exceedingly sensible sense,
glorious results will be achieved with expensive and specifically designed LED
devices. If higher devices area unit on the market for VLC then nice, otherwise
to implement VLC, existing LED devices is to be thought-about which is able to
sure enough have performance problems.

2.3 Comparison of Li-Fi and Wi-Fi

Li-Fi and Wi-Fi both are technologies which transmit data over wireless medium.
Yet there are differences in both the technologies which are as follows:

• Li-Fi performs data transmission over visible light using LEDbulbswhereasWi-Fi
performs data transmission over radio waves using wireless modems.

• Li-Fi has faster data transfer speed as compared to Wi-Fi. Data transfer with Li-Fi
can be obtained over 1 Gbps whereas withWi-Fi it is about 150 kbps. Data transfer
speed of Wi-Fi is increased up to 2 Gbps using Wi-Gig or Giga-IR.

• Wi-Fi suffers interferences with other nearby wireless modems because of radio
wave frequencies whereas there is no issue of interference in Li-Fi.

• Li-Fi uses IrDA [8] compliant devices whereas Wi-Fi uses WLAN 802.11 stan-
dards.

• Due to interference, Wi-Fi is not suitable for highly dense environment but Li-Fi
suffers from no such issues.

• Wi-Fi has better coverage than Li-Fi. Wi-Fi ranges up to 32 m depending upon
antenna and power whereas Li-Fi ranges no more than 10 m.
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2.4 Architecture of Li-Fi

Architecture of Li-Fi is shown in Fig. 2. Li-Fi mainly comprises two components
which are:

• Transmission Source: A bright white LED is the data transmission source of Li-Fi
also known as LED luminaire. It consists of an LED source and LED Driver. The
LED source may contain single or multiple LEDs. The LED source also includes
a circuit which is used to control the current flowing through the LEDs which in
turn controls the brightness known as LED driver. Whenever an LED is used for
communication, a modified circuit is made in order to modulate the data through
emitted light. There are generally two types of LEDs are used for generation of
bright white light: Blue LEDwith phosphor and RGB light combinator to generate
white light. An example of transmission source is a transmitter using ON-OFF
keying modulation. Here, the data bits 0 and 1 can be transmitted by choosing two
different levels of light intensity like 0 for OFF and 1 for ON.

• Reception Element: A silicon photodiode or image sensor are the reception ele-
ment of Li-Fi also known as Li-Fi dongles. The photodiode is a semiconductor
that converts light into current. It decodes the light illumination just in the reverse
way of encoding by transmission source. An image sensor is also known as cam-
era sensor and can be used as a reception to the transmitted visible light signals.
An imaging sensor consists of many photodiode having certain topology in an
integrated circuit. But the image sensor limitation is that it requires a number of

Fig. 2 Li-Fi architecture



Architectural Building Protocols for Li-Fi (Light Fidelity) 133

photodiodes to obtain high-resolution photography. These photodiodes are directly
connected to the end devices as the receptors generally in the formof Li-Fi dongles.

2.5 Difference Between Photodiode and Image Sensor

An image sensor is the combination of multiple photodiodes arranged in a manner in
an integrated circuit. Photo-sensors receives one signal at a time whereas image sen-
sor receivesmultiple signals simultaneously because image sensors containsmultiple
photodiodes. Figure3 shows an example of image sensor using multiple photodiodes
in which it collects multiple signals and then processes it. The way of receiving sig-
nals is totally dependent on the design of the image sensor.

2.6 Working of Li-Fi

Li-Fi has two main components such as transmitter and receiver. Usually, in Li-Fi,
white light source is the transmitter which is generally LED bulbs. Signals generally
transmitted in binary form also known as digital signal sent using digital signaling
and digital modulation techniques. Li-Fi sends digital signals by coding luminous
intensity to 0’s and 1’s. For example, LED at ON state is 1 and LED at off state is 0.
The ON-OFF state change of LED bulb is so fast that the change is not noticeable
by human eye. Another example is coding the signals by light color in visible light
spectrum. A red light is 1 and blue light is 0. Here flickering in colors may be seen

Fig. 3 Working of image
sensor using photo diode
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Fig. 4 LED encoding

by human eyes. One more example is using brightness of white light for mapping
binary signals. The Li-Fi receiver is a photodiode or cluster of multiple photodiodes
in some arrangement (image sensor) which decodes the LED in the same way it is
encoded. In other words, it can be said that the decoders depend on the encoding
scheme of encoders. These examples can be visualized in Fig. 4.

3 Li-Fi Standardization and Its Integrated Communication
Protocols Solution

Li-Fi1 follows VLC standardization which is IEEE 802.15.7. The IEEE 802.15.7
standard offers three physical (PHY) types for VLC. PHY I operation range: 11.67–
266.6 kb/s, PHY II operation range: 1.25–96 Mb/s and PHY III operation range:
12–96 Mb/s. PHY I and PHY II are designed for a single source of light and sup-
port OOK modulation and VPP modulation. PHY III uses multiple optical sources
with different frequencies and uses a fixed modulation format called color shift key-
ing (CSK) modulation. Multiple modulation schemes at physical layer trade-offs
between speed of data transmission and different dimming ranges of LED lights.
Dimming or flickering of LEDs is important for efficient power utilization. It is
also valuable because it can maintain connection even when the LED light dims
because of natural light. Operating modes of PHY I, PHY II, and PHY III are shown
in Tables1, 2 and 3. The modulations used in PHY I, PHY II, and PHY III are as
follows:

1We talk about physical layer communication of TCP/IP Suite and its integration with Li-Fi.
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Table 1 PHY I operating modes

Modulation Encoding method Optical clock rate
(kHz)

Data rate (kbps)

OOK Manchester 200 11.67–100

VPPM 4B6B 400 35.56–266.6

Table 2 PHY II operating modes

Modulation Encoding method Optical clock rate
(MHz)

Data rate (Mbps)

VPPM 4B6B 3.75–7.5 1.25–5

OOK 8B10B 15–120 6–96

Table 3 PHY III operating modes

Modulation Optical clock rate Data rate

CSK 12–24 MHz 12–96 Mbps

• OOK modulation with dimming,
• VPPM modulation with dimming, and
• CSK modulation with dimming.

3.1 OOK Modulation with Dimming

In OOK modulation [9], LEDs are flickered, i.e., turned on or off on the basis of
binary values of data to be transmitted. It is the simplest modulation technique used
in visible light communication. In this modulation, it is not a restriction to turn the
light completely OFF; instead, the luminosity of the light can simply be reduced
enough to distinguish between the ON and OFF levels of the LED light. OOK uses
Manchester encoding [10] as digital signals encoding scheme.

3.2 VPPM Modulation with Dimming

In VPPmodulation [11], bits are encoded on the basis of the change in the duty cycle
per optical symbol. VPPM uses a variable term which represents the change in the
duty cycle in response to the requested dimming level. VPPM exploit the position of
the optical pulses to distinguish between the optical symbols. The logical symbols 0
and 1 are modulated pulse width and depend on the dimming duty cycle requirement
of the LEDs.



136 M. Swarnkar et al.

3.3 CSK Modulation with Dimming

White LED lights are produced by using a combination of multiple colors by two dif-
ferent methods.White LEDs can be produced using blue LEDs and yellow phosphor.
It has a little disadvantage that yellow phosphor slows down the switching response
time of the white LEDs. Color shift keyingmodulation [12] is similar to FSK because
both the modulation technique uses bit patterns encoded to color (wavelength) com-
binations. The spectrum of seven color bands is standardized as the IEEE 802.15.7
standard to define various colors for communication.

3.4 Hybrid Li-Fi: Integrating Li-Fi with Wi-Fi

There are few obstacles in Li-Fi connection uplink which can be taken care if Wi-Fi
is used with Li-Fi. These obstacles are as follows:

• If we use LEDs for both uplink and downlink then both the links may interfere
with each other.

• If transmitter is movable then focusing issue will arise between transmitter and
receiver.

• LED as transmission from a device could also be uncomfortable to the users as
a result of its high power consumption on finish device which can be running on
battery as well as device can emit light every time.

A vital solution to overcome the above issues is to use radio transmission commu-
nication with visible light communication. One can useWi-Fi for downlink and Li-Fi
for uplink or vise versa. Another solution can be based on dynamic bandwidth usage,
i.e., if a large file needs to be uploaded or downloaded then use Wi-Fi and Li-Fi for
otherwise. There are few schemes proposed in literature for using Wi-Fi and Li-Fi
together as integrated system [13–15]. However, the hybrid methods are in need of
Wi-Fi should direct the uplink acknowledgments of communication frames which
may formmultiple small-packet traffic. As a result, it would reduce the throughput of
sharedWi-Fi devices. In the same way, the latency and transmission rate are affected
by the presences of Wi-Fi devices.

4 Conclusion and Future Scope

In this chapter, we discussed VLC and Li-Fi. It is true to say that Li-Fi is the future
of wireless data communication and can work as a companion to Wi-Fi. Since Li-Fi
transmits data using LEDs, therefore it can be used anywhere in the environment. Li-
Fi is also a hope for a fast smart device communication and Internet of things. Li-Fi



Architectural Building Protocols for Li-Fi (Light Fidelity) 137

is a cheaper, safer, and green option for communication in the near future. Currently,
there are issues need to be resolved for ideal working of Li-Fi in regular use in
commercial manner and therefore an important topic of research for the researchers.
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Infrastructure in Mobile Opportunistic
Networks

Antriksh Goswami, Ruchir Gupta and Gopal Sharan Parashari

Abstract Opportunistic networks or OPNETs are challenged networks with spo-
radic communication opportunities and erratic link performance.OPNETs are simply
considered complementary to traditional networks particularly at the time of disaster
or at the locations without adequate network infrastructure. However, OPNETs are
neither obsolete even after unprecedented infrastructural development in traditional
networks nor ubiquitously deployed parallel to traditional networks. The need of
the hour is to look at these networks with a newer vision considering current devel-
oped status of traditional networks. OPNETs can offer cellular network offloading,
communication in challenged areas, proximity-based applications and censorship
circumvention. This chapter will discuss the concept, protocol, architecture, cooper-
ative framework, routing techniques, privacy issues and future directions of research
in OPNETs.

1 Concept, Protocol and Architecture for Mobile
Opportunistic Networks

Opportunistic networks are emerging networking paradigms where a source and a
destination communicate on the fly depending on the availability of communication
links. In these networks, connectivity is sporadic and the communication between
mobile devices can be performed in the absence of direct route. This type of network
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does not require the previous knowledge of the network topology. The connection
and the disconnection of the devices in the network results in the randomness of
the network [1]. This networking paradigm heavily benefits from the heterogeneous
networking and extant as well as future communication technologies. Hence, given
the recent advances in wireless networking technologies and unprecedented prolif-
eration of mobile devices, opportunistic network seems very much promising for a
variety of future mobile applications.

The terms delay-tolerant networks (DTN) and opportunistic networks are often
used interchangeably. A number of research challenges have been introduced by
mobile opportunistic networks in the field of communication, computing and net-
working. Messages transferred from a source reaches to a destination device by
using various routing protocol [2]. In the next section, we will have a look at all these
protocols.

1.1 Routing Protocols

The traditional routing techniques, which are employed in fixed networks, are not
applicable in opportunistic routing. In literature, a significant amount of routing tech-
niques has been proposed for opportunistic networks [3]. Normally, it is assumed
that in a network, a pre-existing end-to-end path exists between the nodes. However,
some mobile opportunistic networks may not adhere to this assumption. Mobile sen-
sor nodes do not always remain active due to limited battery power. Other networks
like vehicular network, pocket switched networks and battlefield networks also expe-
rience similar disconnections due to mobility, less battery power and node failure.
One solution for successful message delivery in such networks is that the source
postpones the delivery until the destination comes within the communication range
of the source. As destination comes under the range, message is directly delivered to
destination. Another solution is to forward the message to all the nodes, which are
in communication range. The receiving node carries the message and also forwards
the message to the nodes which are in their communication range. Advantage and
disadvantage are also bestowed with these solutions. The first method, albeit uses
very low resources but has low delivery rate at the same time. The second method
has a very high delivery rate but it exploits large amount of resources. The routing
protocols can be described by using two types of probabilities, viz. transfer probabil-
ity and replication probability. Transfer probability is the probability of transferring
the message to another node if the nodes meet and replication probability is the
probability of retaining the copy of message by the sender after transmitting it. In
the first solution, for successful message delivery, the transfer probability for the
destination node is one and zero for others, whereas the replication probability is
always Zero. The second solution uses transfer probability as one for all nodes, and
the node replicates the packet each time it meets another node.
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1.1.1 Direct Delivery Protocol

Under this protocol, the delivery of message happens only when the destination
comes within the communication range of the source.

1.1.2 Epidemic Routing Protocol

In this protocol, the source sends copy of the messages to each node within its
range. Nodes after receiving the message also send the copy of the message to each
node within their range. This protocol, though very simple, may consume significant
resources like battery power of each node, communication link and storage capacity
of each node which is used to keep the copy of message.

In this protocol, themessage is expired after someamount of timeor after somehop
count. A node may receive the same message from multiple nodes, and therefore, it
wastes the resources of the network. For this, each node first sends the index message
which contains the IDs of the messages which it has already received. Nodes only
after receiving this index message transfers the messages that are not yet received by
other nodes.

1.1.3 Random Routing

This routing method has the transfer probability to each contact between 0 and 1.
In this method, replication probability also lies between 0 and 1, and the message is
transferred every time the transfer probability is greater than a threshold value.

1.1.4 PRoPHET Protocol

This is probabilistic routing protocol using history of past encounters and transitivity,
which is used to estimate each node’s delivery probability for each other node. The
delivery probability of node i when it meets node j is updated by

p
′
i j = (1 − pi j )p0 + pi j , (1)

where p0, a design parameter for a given network, is an initial probability. When
node i is not in contact with j for some time, the delivery probability decreases by

p
′
i j = γ k pi j . (2)

Here, k is the total amount of time units since last update, and γ is the ageing factor
(γ < 1). In PRoPHET protocol, nodes exchange their indexmessages as well as their
delivery probabilities. Each node computes the transitive delivery probability of all
the nodes whose delivery probabilities they received from other nodes. For example,
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when node i receives delivery probabilities for node j , node i may compute the
transitive delivery probability through j to z with

p
′
i z = (1 − piz)pi j p jzλ + piz (3)

with λ being a design parameter for the impact of transitivity.

1.1.5 Link-State Protocol

This approach assigns the weights to each path which connects the source with desti-
nation. The weights may be the median inter-contact duration or exponentially aged
inter-contact duration. The formula for exponentially aged inter-contact duration
between node i and j is

q ′
i j = αqi j + (1 − α)(t − ti j ), (4)

where α is the ageing factor, t is the current time and ti j is the time of last contact.
Whenever nodes come into the communication range, they share their link-state
weights and messages are forwarded to the neighbour which has route with lowest
link-state weight to the destination.

1.1.6 Binary Spray and Wait [4]

In spray and wait routing technique, there are two phases spray phase and wait
phase. In spray phase, source node initially spreads and forwards L copies of every
message, where L is any arbitrary number. In wait phase, if the destination is not
found in the spraying phase, each of the L nodes that is carrying a copy of themessage
forwards the message only to its destination. As this mechanism does not tell how to
spread initial L copies of the message, a new protocol, viz. binary spray and wait is
proposed. In this protocol, the source initially transfers the L copies of the message.
After this any node A that has n(>1) copies of message, and encounters another node
B with no copies, hands over the n/2 message copies to B and keeps n/2 for itself.
When it is left with only one copy in this process, it switches to direct transmission.

2 Cooperative Framework for Building Opportunistic
Networks

Ad hoc mobile networks use mobile data for taking decisions on various types of
works like building sensing maps, taking the atmospheric decisions, taking envi-
ronmental decisions. This data is usually transferred by the Internet connections.
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Fig. 1 Opportunistic routing with cooperation

However, an Internet connection is not always available due to poor connectivity or
expensive network access (e.g. in disaster or war like scenarios). Due to this, there
should be a solution which can function in all critical scenarios [5]. The network
of mobile nodes without fixed infrastructure can help in such type of information-
intensive applications as shown in Fig. 1 as example. Existing data forwarding tech-
niques are not sufficient for these types of applications as spatial–temporal correla-
tion among the sensed data has not been explored [6]. For implementing forwarding
scheme which can manage these sensing data with low delay and energy consump-
tion, a cooperative sensing and data forwarding framework is necessary. Cooperative
data scheme can eliminate sampling redundancy and hence save energy. Two pro-
posed cooperative data forwarding schemes are epidemic routing with data fusion
and spray—wait data with fusion [4]. These techniques take into the consideration
that there is no central infrastructure or communication management. Nodes when
forwards the data also integrates the data on the basis of their proximity and tem-
poral information. This is because when users require the sensory data, they are
only interested in the aggregated results of the sensory data. For example, only the
average value of the relevant parameter may be of interest. This scheme removes the
redundancy in the data and hence also save the energy for forwarding the redundant
data. For example, the data of close proximity can be of high correlation, which
can be integrated to remove redundancy. In this scheme, the forwarding is based on
correlated data packets. Which means, independent data packet forwarding is not
assumed, and this makes it difficult to analyze theoretically. An ordinary differential
equation model is proposed and used for analysis. In addition to the above-discussed
application of opportunistic network, opportunistic computing [7] may be another
application. The pervasive mobile devices can come together and collectively solve
some problem. This is only possible with cooperative devices in the opportunistic
network. Although wireless LAN, cellular network and other wireless technologies
are available, these are not efficient for opportunistic computing [7]. By applying the
opportunistic computing using opportunistic networking, the vision is to increase the
computing power and enrich the mobile devices with better processing abilities.
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Fig. 2 Opportunistic computing in healthcare scenario

This computing can be used in the pervasive healthcare applications, military
communication systems, intelligent transportation system and crisis management
systems [7]. In the intelligent healthcare system, for example, in Fig. 1, a patient
who wants treatment from the healthcare centre has his own sensor which is sensing
different parameters of the body. The sensed data of the patient is collected in the
mobile device with patient. This data can also be enriched by combining with the
other environmental sensor information and other devices information which are sur-
rounding the patient. This data may be processed with OC (opportunistic computing)
or without OC (left part of Fig. 2). A human will have his own personal device with
other equipment required for sensing different body parts for building personal body
area network. Required signals sensed from the personal body area network will
be sent to the healthcare centre. In this process, the sensed signals can be enriched
by taking the sensed data of the neighbouring users of the patient and sensed data
from the environmental sensors. The additional data informs the healthcare centre
about the environmental conditions of surroundings of the patient. This helps the
computing facility at healthcare centre in producing more accurate results. Health-
care centre will perform computing on the received signals and results are sent back
to the user device for triggering some actions. In this way, the cooperation of the
other neighbouring nodes involves but it is not efficient. Opportunistic computing
solution simplifies this as in the right frame of Fig. 2. In this, the patient device using
opportunistic computing will automatically exploit all the signal from his body sen-
sors and from the other surrounding sensors. The signals from the devices around
him will be given to particular service components available on one of the devices.
These components are composed and executed in distributed fashion. In this way,
more effective solution can be produced as the devices around the patient can iden-
tify the services available on the devices around the monitored person which can be
combined the information with the patient’s own sensors. Moreover, the overhead to
the network traffic can be reduced using OC.

The social network of mobile devices can also be used for computing facilities
[7]. The resource of a mobile device can also be used and shared with other devices
when come into contact opportunistically. In this way, a richer functionality of the
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different resources available in the network can be composed. Other applications of
cooperative mobile opportunistic network include executing the task remotely and
exchanging the information.

3 Recent Advances in Routing Methodologies

In the last decade, routing protocols of mobile opportunistic networks attracted con-
siderable attention. This has resulted in many advances in routing methodologies. A
wide range of methodologies has been designed which covers from modification to
wired network routing algorithms to new routing algorithms. These protocols mostly
use the multi-hop routing [8] which enables them to forward the message to a long
range in comparison with a limited single node communication range, by exploiting
neighbour nodes as relay nodes. Multi-hop forwarding techniques also provide mul-
tiple paths between the source and destination. Even if there is direct path available
between two nodes, it may be possible that it is already congested or link quality
of path is poor. Multi-hop forwarding techniques strengthen communication path
between source and destination [8]. But it does not exploit all the benefits of wireless
communication, viz. broadcasting. This is due to the fact that in multi-hop protocol
design, a node discards all the packets at data link layer that is not destined to this
node. In this way, a node may remain unexploited which is closer to the destination
than the source. With the use of forward error control (FEC) and automatic repeat
request (ARQ),multi-hop techniques oppose the time-variant impairment of wireless
propagation [9].

For example, as in Fig. 3, if in a scenario there are three nodes ‘A’, ‘B’ and ‘C’.
Node ‘A’ finds a packet for node ‘B’. As compare to node ‘A’, another node ‘C’ is
closer to node ‘B’. If node ‘A’ uses the multi-hop transfer mechanism for transferring
the packet and it chooses node ‘B’ as a next hop. In this, if node ‘A’ is not reachable
to node ‘B’ then routing cannot be successful although there is a path available to
node ‘B’ via ‘C’. Whereas if node ‘A’ chooses the node ‘C’ as next hop, which
may be most reliable link, then it does not take advantage of wireless propagation
in which ‘B’ directly receives packet. The point in this example is that in both the

Fig. 3 Multi-hop routing
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decision of choosing the next hop, node ‘A’ is not exploiting all the benefits ofwireless
communication. In contrast to this, opportunistic routing only requires the node to
directly transfer the packet without selecting the next hop. In this way, most of the
possible advantages of the wireless network can be exploited.

Node mobility and wireless network instability provide the ad hoc networks with
spatial diversity and distributed nature. Due to this property of the ad hoc networks,
a neighbour that was selected as a next hop previously for data forwarding may
move outside, and a more favourable node may now become a new and unexplored
neighbour. By using opportunities of wireless propagation in this network, even if
more favourable hop moves outside the network, some other less favourable node
may propagate the packet to the destination or may also take advantage from a more
favourable node that just came into the visibility of the sender and still unexplored.
Such opportunities increase the probability of successful transmission of packet but
on the cost of routing overhead.

3.1 Challenges in Opportunistic Routing

Achieving the maximum routing progress with minimum number of copies of the
same packet and minimum coordination overhead is the major challenge of oppor-
tunistic routing [3]. In order to utilize the possible benefits of opportunistic routing
and to avoid the above-mentioned problems, an effective protocol requires to imple-
ment the following tasks [3]:

1. Candidate selection,
2. Forwarder election,
3. Forwarding responsibility transfer and
4. Duplicate transmission avoidance.

Candidate selection selects the possible next hop. The next hope may be any
neighbouring node whose distance to the destination is lesser than the forwarder.
Indeed, it is not a good practice to forward the message to the nodes which are farther
away from the destination than the actual forwarder, as in that case, message instead
of traversing towards the destination moves away from it. This is to be noted that
the more precise is the forwarder election, the smaller is the amount of coordination
overhead. The forwarder election provides a mechanism to choose the node that is
nearest to the destination, among all the nodes selected from the candidate selection
phase andwho have successfully received the packet. Particularly, this process allows
the node to select the next hop at the receiver side. Obviously, better this process is,
more is the increase in throughput.

The forwarder node and candidate nodes are jointly allowedby forwarding respon-
sibility transfer to become aware of the winner of the election. Here, the unique fea-
ture that helps in differentiating opportunistic routing from flooding is responsibility
transfer. Though in both, flooding and opportunistic routing, several nodes receive
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the same packet but opportunistic routing allows only single node per time inter-
val to be in charge of packet forwarding, which is totally different from flooding. If
implemented efficiently, it causes less duplicate transmissions, which in turn reduces
overhead generated by the duplicate transmission avoidancemechanism. However, if
implemented incorrectly, several packet transmissions may occur in spite of only one
innovative packet transfer(by winning forwarder). This will cause throughput loss to
a network implying need of an effective mechanism to stop useless transmissions.
This mechanism is known as Duplicate transmission avoidance mechanism.

3.1.1 Game-Based Data-Forward Decision Mechanism for
Opportunistic Networks [10]

The routing techniques discussed till now, take decision at the sender level, i.e.
whether to forward the message or not. In this technique, the receiving node is also
involved in taking the routing decision that whether it will accept the forwarded
message or not. Aiming at the problem of forward decision of the routing pattern,
By selecting four important context parameters and combining them with Kalman
filter, this mechanism provides a utility function. By using this utility function, it
proposes the two-player game between sender node and receiver node. With this
mechanism, the receiver node also involves into the decision process and optimizes
the performance and balances its load. This routing mechanism exhibits the high
delivery ratio and full consumption of forwarding capacity.

3.1.2 Game Theory-Based Routing Scheme (GTR) [11]

Routing scheme that we have studied so far are mainly of two categories, viz.
multicopy-based routing and single copy-based routing. Multicopy-based routing
schemes, though robust in delivery of data to the destination, consume a large amount
of resources of the network. Delivery ratio of such schemes are high and the trans-
mission time is very low. The disadvantage of these types of mechanisms are only
that these consume a large amount of resources. Opposite to these mechanisms,
single copy-based routing mechanism consume less amount of resources but there
delivery ratio is low and transmission time is very high. Hence, a mechanism which
provide the trade-off between these two types of mechanism will be efficient. GTR
is such type of mechanism that takes this trade-off into account. For this, the residual
resources (energy, bandwidth and buffer space) of a node are defined after time t .
The delivery probability for each node, similar to PRoPHET, is also calculated in
this mechanism. After this, a multiplayer bargaining game is defined. These games
are non-zero-sum games in which participating players try to achieve win-win situ-
ation. Sender node computes the payoff of all other nodes within its communication
range by utilizing the delivery probability and residual resources. After calculating
this payoff, the sender node takes the routing decision based on this payoff. By
using this mechanism, a node calculates which message can be delivered to which
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node, when to make duplicate copies of a message and how many duplicate message
copies should be delivered in the networks. GTR performs better than some routing
techniques in terms of packet delivery ratio, average hop and average delay.

3.1.3 Social Graph-Based Routing

Some routing techniques use the social information of the node like moving pattern
and knowledge about its interaction with other nodes [12]. By using this information,
the routing can become simpler. However, these techniques raise the privacy and
security issue of the nodes. These issues will be discussed separately in the later
section.

4 Mobile Peer-to-Peer Content Dissemination Model in
Load Balancing

Nodes in opportunistic networks communicate with the help of error-prone and
unstable links. Each node transfers the messages to their connected node by using
these channels and some routing techniques as discussed in previous section. As
all these channels’ capacity is limited, therefore the load balancing to these links is
required [13]. Thus, the load balancing mechanism becomes crucial to the network
along with the routing techniques. Load balancing and reliability cannot be achieved
together as most of the load balancing techniques are not robust for high link-failure
rate [14]. There are two types of load balancing techniques available in literature, viz.
local load balancing and global load balancing. In local load balancing technique,
for informing the energy change, the ‘hello’ message is sent to each neighbour by
each node. By using the interval of this ‘hello’ message, the control overhead and the
timeliness of the energy change can be determined. By using local load balancing
technique, a data packet may enter into ‘energy bottleneck’ region where the energy
of nodes is less whereas the energy of the node outside the region may be high. Due
to this reason, global load balancing is used so that the higher energy path can be
achieved.

Mobile opportunistic network can itself be used for load balancing in cellular
network [15]. In this, the cellular network traffic produced from mobile devices
is delivered over the complementary network made up of opportunistic network.
Although this traffic is originally produced for transmission over cellular connec-
tion, it is actually transferred over opportunistic network. This is called mobile data
offloading. The offloading process exploits the automatically build social network
in mobile ad hoc networking. The devices which are in the network can be seen as
member of the social network. This whole network can be called as mobile social
network (MoSoNet). In themobile social network, the devices which are in the vicin-
ity of any device is called the neighbours of the later. Any device first communicates
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Fig. 4 Mobile data offloading

within its own social network to make up its neighbours connection. Then, neigh-
bours communicate with their neighbours and so on. In this way, the information,
that any device wants to transmit, flows. A number of schemes are proposed in the lit-
erature for mobile data offloading which uses MoSoNets. In one of the schemes [15]
of mobile data offloading, first k target users of opportunistic network are selected
for transferring the cellular data to these users. For example, in Fig. 4, the value of k
is 1. The objective of this selection is to minimize the traffic over the cellular network
or can be translated as to maximize the expected number of receiver of the informa-
tion over opportunistic network. As the dissemination of information in mobile ad
hoc network is analogous to susceptible-infected-recover (SIR) epidemic spreading
model in social network, this maximization problem can be seen as maximizing the
number of infected nodes. The target set is identified by monitoring the pattern of
humanmobility. The history ofmobility is used for information delivery in the future.
For example, for a given time period, based on the user mobility pattern, target set
is identified and then in future during the same time period this target set is used.

The data which can be offload over mobile social network includes weather fore-
cast, movie trailers, multimedia newspapers, etc. which is generated by the content
service providers. Multimedia newspapers include written text, photos, audio, video
clips and some interactive games. To take the leverage of the delay-tolerant nature of
non-real-time information and application, service providers selects only a few users
(target user) for transferring the information. This minimizes the mobile network’s
traffic. Hence, in the process of mobile data offloading, at first, the bootstrapping
occurs in which the target set (node 1 in Fig. 3) is selected for themobile data offload-
ing. These users then further propagate the information to the subscribed users in
their social network, when their mobiles are within the transmission range of each
other. In this way, the load on the mobile cellular network can be minimized.
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The content dissemination in mobile peer-to-peer network is capable to support
various emerging applications. This can be understood by analysing the behaviour
of content dissemination in mobile peer-to-peer networks [16]. This requires the
investigation about the time required for spreading the data in the given region, the
probability to reach the data within a given time and to the given destination, the
probability bounds of the minimum time required for reaching the data at the region
that is sufficiently far away and the rate at which such a probability tends to zero as
the distance increases to infinity.

5 Privacy and Forwarding Models in Mobile Opportunistic
Networks

Social network information is used for effective routing in social network routing
protocols. However, this may cause privacy breach and security threats for users, and
this in turn discourages the participation [17]. Moreover, the confidentiality of the
payload carrying by data packets is also required. If confidentiality is not ensured,
message contents may get disclosed which enables any untrusted or unintended user
to read the message. This threat may be alleviated using encryption.

Another threat, communication patterns can be determined by tracing the mes-
sages as they progress through the opportunistic network. This does not require the
attacker to read the message content. Only by intruding on multiple encounters and
detecting the same message is transmitted can provide the communication pattern.
Location of any node can also be determined by exchanging the message since the
message can only be exchanged when both nodes are in physical proximity.

Humans carry mobile devices and their mobility generates communication oppor-
tunities. Whenever user devices are not in direct communication range and if one
wants to transfer data, then path is created opportunistically using other devices
and data is transferred. This allows the users to communicate even if their direct
connection is intermittent. In this way, the critical real-time application can also be
handled as this type of applications continuously required connectivity. But this lead
to another privacy threat, i.e. identification of location of the source devices. There-
fore, there should be some location privacy-aware algorithms that may prevent this
threat. For protecting the users’ location and making them certain about superior
privacy, a k-anonymity protocol (LPAF) [18] is proposed which is fully distributed
meaning without any central server and synergetic. Location-based services (LBS)
application requires the location information of the source for producing the desired
results [18]. The lightweight multi-hop Markov-based stochastic model may be uti-
lized for location prediction and to direct the queries towards the LBS location and
to reduce the required resource in terms of retransmission overhead. This protocol
ensures the location privacy for the LBS as it does not require user identity. The
main idea in this protocol is to take the leverage of the social network formed by
the mobile devices. It choose the path which hides the real sender of the data during
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the location obfuscation. Location obfuscation is a process to conceal the location
information of the user from the location-based services. Zakhary et al. [18] propose
a lightweight Markov model to implement the privacy-preserving protocol using a
stochastic model for location prediction. The implementation is based on two dif-
ferent possibilities which depends on whether the nodes can locate them self (GPS
coordinates) or not [18]. If the node can locate them self, then path prediction can be
maintained locally using theMarkovmodel proximity. If the node cannot locate them
self, then recorded IDs of the sighting of fixed access points or GSM communication
cell IDs can be used as the location identifier. The local predictions of nodes is being
exchanged by the nodes when they meet. This exchange help them to obtain more
accurate estimate of prediction [18]. In the location obfuscation, a node with some
queries to obfuscate, explore best neighbours to forward these queries to increase
the privacy by keeping the query within the social group.

6 Concept for Pocket Switched Networks, Amorphous
and Semantic Opportunistic Networks

Devices, which can be kept in the pocket and remain always on, can collectively
create a network communication paradigm which is based on opportunistic contacts
between mobile devices and human mobility [19]. This network communication
paradigm is called Pocket switch network. These networks use the contacts which
is opportunistically created between mobile devices and the mobility of humans
to spread the data without the depending on any infrastructure. It makes use of
both human mobility and local connectivity in order to transfer information between
different users’ devices. It is also aimed at enabling network services for mobile users
even when they are not in reach of direct network connectivity likeMANETs, mobile
social networking. devices, in pocket switched networks, include mobile phones and
other hand handle devices.

6.1 Amorphous Opportunistic Networks

In some situations, a decentralized network is naturally formed due to the population
of people with same interest. This type of networks is called amorphous opportunis-
tic networks [20]. As these networks consist of a group of people who are unknown
to each other, therefore, it is also insecure for the group members. Semantic oppor-
tunistic networks and Freenet are the most frequently used amorphous opportunistic
networks where hosts create appropriate group of same issues to reveal conditional
similarities [20]. This network has encouraged the research in many related fields.
Involvement of social networking with these types of networks enables it to be a
solution for content search network.
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7 Future Research Trends in Mobile Opportunistic
Networks

The advancement in the electronics and networking technology has made avail-
ability and connectivity of various handheld movable devices everywhere. These
advancements have given rise to new computing possibilities in the form of Internet
of Things (IoT) [21]. Internet of Things allows the development of various appli-
cations, of which only a few are currently available. As these applications will be
equipped with objects of growing intelligence therefore these applications would
definitely improve the quality of our lives. For example, application in the healthcare
domains, in the transportation and in the logistics domains will require permanent
connectivity of the mobile devices to the Internet so that they can communicate
with each other and reveal the information sensed from the surroundings. MANET
makes it simple to avail such type of requirement to these devices, and therefore,
it is suitable to this type of applications. The handover of the mobile objects while
they are moving between different subnetworks should be seamless in MANET so
that they can support to sensible applications. The future research in this area can
focus on reducing the handover time, so that it can become seamless, and controlling
the network congestion. The solutions may be in the form of reactive ad hoc routing
protocols and proactive agent advertisement approach. Along with this direction of
future work, there are some issues that must also be investigated:

• Route holding time should be reduced on reactive protocols so that the declaration
time of broken route can be reduced.

• As the handover occurs themanagement of IP addresses ofmobile object should be
done to handle the address collision discovery so that seamless handover becomes
possible.

• While in handover the old registration should be maintained so that if actual one
is lost, it can work as backup registration. Hence, further work on handover is
necessary to assess the utilization of multiple agent registrations.

• To reduce the handover time, multiple routes can be maintained to the gateway.
With this, agent will not lose the information even if the route is broken. The
management of these multiple routes still requires some feasible solution.

• MANET is preferred type of network in 4Gwireless systems. As these are far from
structured networks, the performance during handovers must be investigated.

• Efficient localization of mobile devices is crucial for monitoring applications;
therefore, some new and robust techniques should be explored.

• For opportunistic networks, all the protocolswhich consist ofmediumaccess layer,
transport and routing should be reinvestigated. This is required to deal with the
energy and bandwidth constraints. Additionally, it would also address the issue of
intermittent connectivity.
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8 Conclusion

Opportunistic networks are an emerging and rapidly growingway of communication.
This chapter discusses issues, advancements and applications of opportunistic net-
works. Routing in opportunistic networking is has attracted considerable attention.
Privacy and security is themain concern in using these networks. The advancement in
the wireless technology communication making it widespread throughout the world.
Due to the evolution of mobile social networks, opportunistic network is becoming
more prominent and easy to use. This network is most suitable for different types
of application domain, viz. e-commerce and emergency services. New proposals in
the routing protocol, load balancing, content dissemination, privacy and security are
making it stable and useful to different areas of communication. Due to the ease of
manage infrastructure, this is fascinating the world. This networking style is most
suitable for the information and application which are non-real-time and delay toler-
ant in nature. We can say that the opportunistic network will be the next generation
of networking technology.
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Generic Design and Advances
in Wearable Sensor Technology
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Abstract Rapid development in telecommunication, microelectronics, sensors, and
material science creates new opportunities for the interaction between human body
and wearable sensors. The wearable devices fixed on the human body can sense,
analyze, and transmit data through awireless to a terminal device formore processing;
these collected data will provide a health care of human being. Wearable sensor
technology has many applications in medical and health care, monitoring elderly and
chronically sick persons, monitoring player in such sports, education and teaching
assistance, tracking andmonitoring human/animals, and security. However, to design
and implementing wearable devices, a lot of obstacles will have to be overcome
to inexpensively develop the active electrical devices on elastic substrate taking
advantage of macroscale fabrication techniques. The wearable devices system is
consist of sensors (e.g., temperature and pressure sensors, gyroscope), low-power
embedded system, and wireless transceiver system (e.g., Wi-Fi, Bluetooth, ZigBee);
all these devices are integrated into one system to transmit and receive data. This
chapter will shade the light for these obstacles toward realizing a robust and reliable
integrated wearable system.

Keywords Wearable sensors · Body area network · Healthcare monitoring
Power harvesting for wearable devices system · Smart glass · Augmented reality

S. Gomha (B)
Pan African University Institute for Basic Science Technology and Innovation (PAUSTI),
Nairobi, Kenya
e-mail: siddig.gomha@gmail.com

S. Gomha · K. M. Ibrahim
Faculty of Engineering, University of Medical Sciences and Technology (UMST),
Khartoum, Sudan
e-mail: khmoibrahim@gmail.com

© Springer Nature Singapore Pte Ltd. 2018
K. V. Arya et al. (eds.), Emerging Wireless Communication and Network Technologies,
https://doi.org/10.1007/978-981-13-0396-8_9

155

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0396-8_9&domain=pdf


156 S. Gomha and K. M. Ibrahim

1 Introduction of Wearable Sensor-Based Systems—Design
and Architecture

Wearable sensors have received considerable interest over the past decade due to their
tremendous promise for monitoring the wearer’s health, fitness, and his surroundings
[1]. Wearable sensor networks are considered as main part of a multistage system
of Wireless Sensor Network (WSN) as illustrated in Fig. 1. The architecture of this
network includes in its first stage the sensor nodes attached to the human body, which
are integrated into the wireless Body Area Network (BAN). Each node contains
embedded system to sense, sample, and process one or more physiological signals.
The second stage (e.g., mobile tire) works as sink node to aggregate all transmitted
data from the sensor nodes; in the last stage, the collected data is transmitted through
GSM or Internet to the central remote server [2, 3].

Each node contains microcontroller, transmitter, and energy harvesting and stor-
age system, in designing wearable electronic devices considering the different char-
acteristics, such as low-power electronics, energyharvesting, energy storage,wireless
transmission, microsensors, and system integration [4].

Sensor 
interface

Microcontroller Transmitter

Energy harvesting and 
power storage

Fig. 1 The whole system architecture and main parts inside the wearable sensor
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2 Challenges and Issue in Wearable Computing and Sensor
Implications

The most important applications of wearable devices in our daily life are monitoring
health care, tracking person’s movements, and a wearable sensor system can provide
a documented record for healthcare condition, aswell as gives a feedback in real time;
thus, the human being’s life will be improved. Furthermore, integration of wearable
systems with breakthroughs technologies [e.g., Internet of Things (IoT), Augmented
Reality (AR), and Artificial Intelligence (AI)] comes with a pledge of carrying out
an exciting new standard of people convenience.

Wearable devices, particularly used in combination with smart textiles, are a pow-
erful candidate in getting to be the unique interface between people along with the
digital community, substituting or just extending smartphone as well as other hand-
held linked items. Wearable devices are able to integrate these kinds of advantages
of information economic system in lots of fields including, medical care, production,
education and learning, energy, and safety [5].

The forecasting of wearables market in the next 5–10 years from now would be to
increase into a multibillion-euro Internet marketing business, as reported by Gartner,
product sales of wearables are going to grow from 275 million items in 2016 to 477
million items in 2020; this corresponds to a $61.7 billion money coming in by 2020,
as well as stated by HIS forecasts, unit shipments are going to achieve 320 million
by 2020, which represents approximately more than $40 billion in earnings [5].

Wearable devices industry faces many challenge and obstacles to design reliable,
low cost, and high-performance wearable system. The key challenges toward the
successful realization of effective wearable sensor systems are related to materials,
power consumption, analytical procedure, communication, data acquisition, pro-
cessing, and security. The criteria of wearable devices include small size, rigidity,
flexibility, lightweight, and stability. The present wearable power sources are unable
to meet all the requirements for wearable electronics owing to their low energy den-
sities and slow recharging. There are several energy harvesting challenge issues,
including unreliable power supply and limited stability. There are also major chal-
lenges relating to handling and securing the big data generated by wearable sensors
[1].

The most significant issues are the improvement of intelligent signal processing,
information technical analysis as well as interpretation, communication specifica-
tions interoperability, electronic modules performance, and system integration [6].

Regarding the wireless network of the wearable sensors, there are several chal-
lenges: the physical layer suffers from some challenges when it comes to implement-
ing wireless body area networks, e.g., bandwidth limitations, receiver complexity,
and power consumption that is higher in dynamic conditions, and many researches
have been carried out to tackle these challenges [2].
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3 Wireless Communication Standards Used in Wearable
Technology

The main component of a Wireless Sensor Networks (WSNs) is the node, which is a
small module contains small processing unit to process the signals received from the
sensor; furthermore, it has a transceiver unit to transmit/receive data from the other
nodes and the main central node, and in case of the Body Sensor Networks (BANs),
nodes are distributed over the body area. In most cases, all the nodes are similar in the
network. The information collected by the nodes flow in hierarchy form toward the
sink node, or access point, and central node is usually more powerful and provides
access to the WSN information.

In the overall context of the BANs technology, data needs to be transmitted over
two transmission links: the first link is short-range communication between the nodes
and central node, and in this tire, the gathered signals are transmitted to the central
node; and the second transmission link is long-range communication for sending the
collected data from the central node to a remote medical station (e.g., cell phone,
computer) as shown in Fig. 2.

3.1 Short-Range Wireless Communication Standards for
Wearable Sensors

Transmission of data in terms of short-range betweennodes can be performed through
physical wires or wireless links. Bluetooth IEEE 802.15.1 and Zigbee 802.15.4 are
short-range wireless communication technology used to connect nodes in BAN net-
works.

ZigBee is a short-range wireless technology designed as remote control and wire-
less sensor applications, which is appropriate for operation in many radio environ-
ments. ZigBee technology is built on IEEE 802.15.4 standard; it works on frequency

Fig. 2 The (short/long) wireless link between human body and medical station



Generic Design and Advances in Wearable Sensor Technology 159

of 2.4 GHz and 868 MHz/900 MHz bands; it has many features such as very low-
power consumption and very low complexity; and it is not required to have wide
bandwidth, but it is necessary to consume low power to save the battery lifetime for
the low data rates nodes that have built-in battery. The IEEE 802.15.4 standard relates
to the physical and media access controller layers, at the same time the ZigBee speci-
fications cover network security, and application layers. The IEEE 802.15.4 standard
for ZigBee has many features; can facilitate star and peer-to-peer topologies; uses
64-bit and 16-bit short addressing, providing up to 65,000 nodes per network; and
supports up to 128 bytes packet size [7].

Bluetooth is another wireless technology for short-range application to connect
(portable/fixed) devices; it has numerous features such as consume low power, inex-
pensive, and working in the free spectrum band 2.4 GHz; it uses more than 79
channels in the ISM (Industrial, Scientific, and Medical) radio band to reduce inter-
ference and fading; and Bluetooth technology has the ability to transmit/receive data
for the distance up to 100 m, with data rate up to 3 Mbps in the enhanced mode.
The supported topology network by Bluetooth is star network with one master and
seven slaves; the Bluetooth consumes low energywhich is suitable for the low energy
systems. Furthermore, Bluetooth 3.0 utilizes the Wi-Fi (physical and MAC) layers
for higher data throughput.

Infrared Data Association (IrDA) is a wireless technology for short-range BAN
communication, is a cheap cost communication protocol for short-range data
exchange over infrared light IrDA includes many technologies, infrared, theMedical
Implant Communication Service (MICS), and Ultra Wideband (UWB). The advan-
tage of IrDA is a little power consumption, and it has data rate up to 16Mb/s, themain
disadvantage of IrDA is the need of Line of Sight (LOS) communication, therefore
making it unreasonable for Body Sensor Network applications. However, MICS is
an ultralow power, free mobile service for transmitting low rate of data in medical
devices. IrDA uses the frequency band from 402 to 405MHz, and the radiated power
is limited to 25 µW [8].

The main disadvantage for Zigbee and Bluetooth wireless technology are not
able to support high data rate multimedia applications, in 2003 the IEEE 802.15.3
released high data rate standard (e.g., 11–55Mbps)with a focus onMACand physical
layer specifications (IEEE 2009). The WiMedia alliance consists of more than 350
groups of company and organizations which have approved Multiband-Orthogonal
Frequency Division Multiplex (MB-OFDM) based Ultra Wide Band technology
(UWB) as the empowering technology for high rate Personal Area Networks (PANs)
(WiMedia 2010). WiMedia technology based on wireless USB has the ability to
transmit and receive data for the distance range 3–10mwith data rate speed from 110
to 480 Mbps, and frequency operation is in the range of 3.1–10.6 GHz. Recently, the
WiMedia Alliance released an improved UWB PHY standard can handle high-speed
data rate up to 1,024 Mbps [9]. Table 1 summarizes the most common short-range
wireless communication standard.
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Table 1 Summary of common short-range wireless communication standard

Tech. standard Freq. Range (m) Data rate Current drain Cost/node

Zigbee
(802.15.4)

868 MHz
915 MHz
2.4 GHz

10–75 20 kbps
40 kbps
250 kbps

Very low
(20–50 µA)

Very low

WiMedia
(802.15.3)

3.1–10.6 GHz ~10 480 Mbps Up to 400 mA Medium

Bluetooth
(802.15.1)

204 GHz 10–100 1–3 Mbps 1–60 mA Low

IrDA IR 200 54 Mbps – Low

3.2 Long-Range Wireless Communication Standards for
Wearable Sensors

Regarding second transmission link long-range communication between the sensor
nodes and a remote station, there are many wireless systems existing that can fulfill
that goal. Such technologies are included in the wireless network generations (e.g.,
2G, 3G, 4G); these network generations can offer extensive network coverage. Fur-
thermore, the advances of the future fifth-generation (5G) of mobile communication
systems are on the way, and it was anticipated that would ensure worldwide consis-
tent access to the web at much higher data rates, and thus to meet the demand for
more efficiently, we need to gather medical information from wearable system in a
real time and send the data to the remote location for more processing. Table 2 shows
summary of wireless network generations [10].

Table 2 Summary of common long-range wireless communication standard

Freq. Data rate Standard Service

2G 800, 900, 1800,
1900 MHz

9.6–14.4 kbps GSM, and
(GPRS, EDG in
2.5G)

Digital voice,
SMS

3G 800, 900, 1800,
1900 MHz

2 MBs UMTS, 3GPP,
CDMA

Broadband data,
multimedia

4G 800 MHz, 2.6
GHz

Up to 1 GB LTE standard,
WiMAX Release
2

Complete
IP-based, High
stream
multimedia
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4 Design Antenna for Wearable Devices System

Design and implement antennas for a wearable device is another challenging issue
because body tissues reduce the functionality of the antenna by absorbing the power
radiated from the antenna and changing the input impedance of the antenna [11].
Several antennas have been developed in different shapes and techniques: textile
antennas (e.g., shirts, suits) for GSM/PCS/WLAN communications [12], broadband
textile-based UHF RFID tag antenna [13], stretchable and flexible textile antenna
which can be implantable or wearable [14], and tunable antenna which was designed
to work in ISM 433 MHz band that is customized for wearable wireless sensor
applications; it is operating well across several body locations [15], and also in
[11], a slot antenna has been implemented using 3D printing technology and CIP
techniques. The slot was shaped by painting silver ink on the inner side of a 3D
printed plastic box, the proposed antenna has 39% bandwidth at 10 dB and center
frequency of 2.5 GHz, and the total radiation efficiency (simulated) of the antenna
is 55% on body and 90% in free space.

5 Inferences of Body Area Network System Architectures

Body Sensor Network (BSN) architecture is shown in Fig. 3, and the system is
constituted by three layers (tires) that can be identified as sensor tire, mobile tire,
and remote server tire. The following sections show more detail about each tire.

5.1 Sensors Tire

A collection of sensors are fixed on the human body for collecting biomedical signals
and sending them to the central receiver called sink node, in this tire a star network
is commonly used due to the short distance ranges [16].

Fig. 3 Body Sensor Network (BSN) system tiers
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There are many types of sensors attached to the human body, electrochemical
sensors as wearable accessories (e.g., belt, armband), electrochemical sensors com-
bined into dresses of human (e.g., shirt, gloves), and electrochemical sensors that are
applied to the body (e.g., skin patch) [17].

The transmitted data from the sensors is gathered and sent to the central node of
BAN, which can be a custom-designed microcontroller, PDA, smartphone, or pocket
PC [8].

5.2 Mobile Tire

The mobile tier may consist of either Android smartphone or computer known as
central hubs. The mobile phone works as a gateway node which aggregates the
information flow from the sensor nodes and forwards it to the access point. The
IEEE 802.11/Wi-Fi/GPRS standards are used as communication medium with the
access point. The mobile tire responsible for collecting and storing the detected
information, and manipulates the power usage; at a discrete time interval, the data
sensed from the patients is sent to the remote server tier through GPRS networks to
provide the healthcare monitoring services [18].

Furthermore, access points (AP) can be used for connecting theWBAN to various
other networks like cellular network or the Internet, ad hoc-based architecture in
which multiple APs will be sending information, and APs are in a mesh construction
by which deployment is fast and flexible; through this method, coverage area also
get improved from 2 to 100 m [19].

Due to the limited capacity of the battery storage, the gathered information are
regularly sent to separated external devices (e.g., cloud computing) with more opti-
mization power, and smartphones have become commonly used in this tire because
they are powerful and provide all the technologies desired for several applications.
Additionally, smartphones have highly secure encrypted transmission systems [20].

5.3 Remote Server Tire

Since both sensors and mobile tires have limited resource, collected information
are commonly sent through GSM or Internet to the central remote server (cloud
computer) for extensive data processing and long-term storage. Furthermore, cloud
computing system has the ability to provide storage and analysis of the big data gath-
ered from the wearable-based systems; they ease connection and share the resources
in a universal manner, providing online on-demand services [20].

Remote server is a tire 3 which creates a communication path through tier 2.
The design of this tier is application specific, for example, through Internet we
are connected to the Medical Servers (MS) of some specific hospital where all our
monitored is getting stored regularly [19].
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6 Wearable Sensor Based on Advanced Materials

In the last few years, numerous new materials have been developed; the goal of this
section is to briefly explore the current state of advancedmaterials that have been used
as wearable sensors. The smart materials (e.g., nanomaterials) significantly improve
the feasibility and efficiency of applyingwearable device sensors in themedical fields
and academic research; accordingly, modern wearable devices are becoming lighter,
cheaper, smaller, and more reliable. The chart in Fig. 4 shows the main classification
of the common wearable sensors.

6.1 Wearable Temperature Sensors

Temperature sensing devices can be classified into two types, resistometric or resis-
tance change thermally (e.g., the operation concept depends on resistance changes
of the sensing elements), and the second type is depending on measuring the thermal
sensitivity for the Field Effect Transistors (FETs) (e.g., the operation concept of this
type depends on sensing transfer characteristics for the FET because it is effecting by
temperature). The FET-based temperature devices have some advantage than thermal
resistance-based devices; it has a high level of sensitivity, and simply integrated into
analogue IC (Integrated Circuits) having the ability of signal amplification [21].

Wearable 
sensors

Wearable 
Temperature 

Sensors

thermally-
resistance 

(resistometric) 

thermally-
sensitive field 

effect transistors 
(FETs)

Wearable Strain 
Sensors

Piezoresistive-
Based Strain 

Sensors

Piezocapacitive-
Based Strain 

Devices

Piezoelectric-
Based Strain 

Sensors

Wearable 
Devices for 
Recording 
Electrical 

Conductivity 
Through the 

Skin

Wearable 
Sensors for 

Analyzing Sweat 
Metabolites

Wearable 
Sensors for 
Detection of 

Volatile 
Biomarkers

Metal 
Nanoparticle-

Based 
Resistometric 

Sensors

Potential 
Materials for 

Tracking Skin

Fig. 4 Classification of the common wearable sensors
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6.2 Wearable Strain Sensors

The mechanism of strain is explained as measuring the amount of changing in shape
or distorting through the application of pressure.

Strain gauge is a well-known sensor used for measuring the level of strain, and
this conventional type of strain sensor can be considered as a resistor or capacitor on
a substrate which is take advantage of piezoelectric effect (e.g., piezoresistive-based
strain sensor is consist of sensing thin film attached with a flexible substrate, any
change in the electrical conductivity lead to changes in the bulk resistivity of the
material as a function of applied force/load) [22].

Wearable strain sensors have valuable applications in the medical field, such as
monitoring of heartbeat and respiration rate.

There are some variables which limit the utilization of wearable strain devices
(e.g., shape, flexibility, size, and resistivity), also the surface on which it should be
utilized. Usually, the sensor should be lightweight, reliable, and stretchable to match
the mechanical properties of human skin. Therefore, there is a demand for advanced
technology to empower the design and implement the high-performance and low-cost
strain sensors [21, 22].

The comparison between capacitive and resistive type of strain sensors shows that
the resistive-based sensors have better stretchability and higher sensitivity, but with
some disadvantage (e.g., nonlinearity behaviors and hysteresis phenomenon).While,
the capacitive-based strain sensor has advantages in linearity, stretchability, and hys-
teresis performance, but this type has one disadvantage, is very low sensitivity [23].

6.3 Wearable Devices for Sensing Change Through the Skin

High sensitive wearable sensors enable us to sense a small electrical change on the
skin, it could be useful for monitoring the electrical activity of abnormal heartbeat,
and these outcomes can help the doctor to decide whether there is a need for medi-
cation, or need Implantable Cardioverter Defibrillator (ICD), or some other surgical
treatment. Furthermore, the human body condition can be investigated through skin
humidity as well as the amount of sweat, which are indirectly indicating the health
condition of human [21]. Glucose is the main component of the sweat that comes out
from the human body, and sweat rate sensor can be used for monitoring the amount
of sweat comes out after any physical activity for the human body [24].
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6.4 Nanomaterials-Based Wearable Sensors

Graphene and CarbonNanotube (CNT) are a promisingmaterial for the development
of flexible and wearable tactile sensing system, functioning as active sensing mate-
rials of tactile sensors, as well as this nanomaterial have good properties nanostrips
semiconductor nanowires, ZnO nanowires, metal nanowires, nanoparticles, and thin
films [25]. Fiber-based sensors have valuable features, light, durable, and flexible,
and therefore ideal for wearable devices, like ECG and EMG. Fiber-based sensor is
made from CNTs, or metal alloys (e.g., stainless steel, copper, silver); also some of
them are made from dielectric textiles by surface coating and lamination [26].

7 Power Harvesting for Wearable Devices System

Power harvesting and saving energy are very important issues in wearable sensor
devices, because the energy is limited for supporting the whole sensor system and its
operation. At first, each part of the system will be designed as a very low-power con-
sumption. In themeantime,many types of batteries and energy harvesting devices are
often selected for smart sensors. Specifically, rechargeable batteries and the storage
capacitor are of great importance for the development of future smart sensors [25].

Several techniques have been used for harvesting and saving power, such as self-
powered integrated systems, MEMS transducers, and human-powered energy har-
vesting, and also vibration energy can be converted into electrical power through
electromagnetic, electrostatic transducers, and piezoelectric materials applied in res-
onators and oscillators [27].

7.1 Self-power Devices

Reducing power consumption is required in sensors design to extend battery life,
sensors based on piezoelectric as well as triboelectric phenomena have the capability
of self-power without the need for an external power supply, which is particularly
suitable for themobilewearable application. Several researches have been carried out
for synthesis materials based on self-powered technology: one interesting example
of self-powered tactile sensor is based on a piezoelectric potential change in the ZnO
nanowire under small external force [28], and another example is a self-powered
temperature sensor based on the thermoelectric effect [29].
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7.2 Energy Harvesting from Heat of the Human Body

Human is classified as warm-blooded animals, or homeotherms, during metabolism
human blood can produce heat energy; this energy is dissipated into these forms,
IR infrared radiation, dissipated into the surrounding as heat, and dissipated into
the form of water vapor. Moreover, only a small fraction of that heat flow can be
converted into electricity by using a Thermoelectric Generator (TEG), thus can be
used in a wearable device [30].

7.3 Rechargeable Micro-battery and Super-Capacitors for
Energy Harvesting

The harvested energy should be well stored to guarantee constant power source with-
out continuing harvesting; therefore, a compact rechargeable battery must be inte-
grated into the system. For this purpose, several micro-batteries have been developed,
e.g., micro-batteries based onmicro-fluidicMEMS packaging Li-ionmicro-batteries
(active area 6×8mm2, 0.2–0.4mAh)with interdigitated electrodes andglass housing
have been fabricated and successfully tested [31], and also, a customizable thickness
is in the range between 0.3 and 1 mm resulting in an area capacity between ca. 1
and 5 mAh/cm2 thin micro-battery is in development at the Fraunhofer IZM and TU
Berlin, it is cost-effective and reliable technology that allows extrememiniaturization
of batteries into silicon and glass chips and electronic packages [32].

7.4 Energy Harvesting from Electromagnetic Radio
Frequency Spectrum

Radio Frequency Energy Harvesting (RFEH) is a process of converting Radio
Frequency (RF) into power energy, GSM mobile system has frequency work
(900/1800 MHz), and digital television works in frequency of 700 MHz; all these
frequency spectra have a good source for radio frequency energy harvesting, and the
energy harvested is enough for wearable sensors applications. Super-capacitors can
be used as a tank for storing the harvested energy. Furthermore, the supercapaci-
tor tanks have advantage than conventional battery in terms of accurate estimation
of the remaining energy, and also the conventional battery has limited number of
recharge/discharge cycles [33].
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8 Use Case for Optics for Smart Glasses, Augmented
Reality, and Virtual Reality Headsets

Augmented Reality (AR) is a technique that enables us to combine the digital infor-
mationworldwith the real world; AR is a technology that has three key requirements:
combines real and virtual content, interactive in real time, and registered in 3D [34].

ARdisplays can also be categorized based onwhere the display is placed; there are
three approaches, positioning AR display between the user’s eye and the real-world
scene, wearable devices, and Head-Mounted Displays (HMD).

AR is guided by some pioneer technology companies (e.g., Microsoft, Google,
and Facebook), smart glasses are wearable devices that combine both real and virtual
information in the consumer’s view field, and they will become the next evolution in
the media technology [35].

8.1 Augmented Reality Smart Glasses

AR smart glasses are worn like regular glasses to combine virtual and physical
information for user’s view, there are three pioneer companies have started com-
mercializing smart glasses, Google Glass (Project Aura), Microsoft Hololens, and
Everysight.

Furthermore, smart glasses have been studied by several researchers from the
viewpoint of advanced applications, as example application of smart glasses in med-
ical field as international collaborations during surgeries, and also smart glasses can
be used to improve the efficiency of logistical procedures in the shipment and storage
of things in warehouses [34, 36]. Google Glass can be used in art gallery for assisting
visitors to obtain augmented information whereas looking at pictures [35].

8.2 Using Smart Glass in Surgical Education

Smart glasses have many features that can be used for remote monitoring to improve
medical training; the glass attached to a laptop/computer/mobile phone through a
wireless (Wi-Fi) provides users the access to the World Wide Web; in addition, the
glass comes with video recording (e.g., 720p high-definition (HD) camera) and audio
(e.g., microphone), providing the user to manage with the aid of voice instructions
[37]. Also, with some modification, the smart glasses can be used to recognize the
veins in a patient’s human body, and the glasses work with short-wave infrared
radiation to look into the interior composition of the veins under skin, hence making
it possible for fast and simple position and accessibility to the perfect vein for injection
[38].



168 S. Gomha and K. M. Ibrahim

8.3 Wearable Contact Lenses

Nowadays, contact lenses used usually for visibility modification or for improve the
appearance of eyes, whatever the purpose of wearing contact lenses, it comes up
with smooth reach with our tear fluids, which means that provide a perfect wearable
solution for optical diagnostics, at the same time independently, the wearable contact
lenses sensor can be used tomeasure intraocular pressure, and glucose amount in tear
liquid, according to distinct electrical reactions. However, electronics on soft contact
lenses have a big challenge because the system requires flexibility, stretchability,
reliability, and optical transparency for unobstructed vision [39].

9 Use Case in Health Monitoring and Prognosis

Wearable sensor devices have many applications in our daily life, health care and
medical (46%), safety and security (27%), sport and fitness (21%), and general pur-
poses (6%). In this particular part, we pay attention to the applications of wearable
sensors in the healthcare and medical field [40]. Health monitoring systems based on
wearable sensors have many advantages than conventional clinical diagnostic; the
system can detect the health situations from the beginning, due to the fact that the
medical diagnosis is usually done after the presence of primary health symptoms;
moreover, historical medical information for the patient tend to be documented in
the system. Two types of health monitoring system, preventive health monitoring
systems, and responsive systems, the first one can give real-time feedback infor-
mation to the consumer to optimize characteristics which may end up in resisting
health situations later on, they support good behaviors and reduce the possibility of
significant illness by instantaneously foretelling harmful recreation as well as notice
the person regarding all of them. The second type is responsive physical condition
supervising; systems can detect the health conditions at a preliminary stage bymeans
ofmonitoring and examiningmultiple biomedical signals (e.g., EEG, ECGheart rate,
blood glucose, and blood sugar) for long period of time, for example, the CodeBlue
and MobiHealth are two projects performed in the past few years, but recently, there
is a power efficient long-term consistent confidential overall health checking sys-
tem proposed by [41]. The system is based on several biomedical sensors (e.g., heart
rate, ECG, EEG, blood pressure levels, fresh air saturation, human body temperature,
blood glucose, and accelerometer) [42].

Human health care can be carried out through various observations of the human
body, wound fluid, sweat, and body odor. There are many researches that have been
done in a health monitoring based on sweat analysis, and various sensing as well as
imaging methods for injury treatment [40].
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10 Conclusion

This chapter presents the wearable devices technology, and the application of wear-
able sensors has recently attained preferred development for regular monitoring of
various physiological data associated with a human. Sensors linked to the human
body are able to particularly identify the parameters, for which they are designed for.

Many challenges for body sensors network have been explored through this
chapter, the network architecture for wearable system as well as wireless standards
for short-range and long-range communication. The smart materials (e.g., nanoma-
terial, carbon nanotube) play a key role in body sensors manufacturing. Furthermore,
power harvesting and compact battery storage are very important issues for supply-
ing and saving power for the wearable system. Finally, Augmented Reality (AR) and
smart glasses have been presented as cutting-edge wearable applications in surgi-
cal education, as well as applications of wearable sensors in health monitoring and
prognosis.
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Abstract The evolution of the Internet of Things (IoT) has been highly based on
the advances on wireless communications and sensing capabilities of smart devices,
along with a, still increasing, number of applications that are being developed which
manage to cover various small and more important aspects of every people’s life.
This chapter aims at presenting the wireless technologies and protocols that are
used for the IoT communications, along with the main architectures and middleware
that have been proposed to serve and enhance the IoT capabilities and increase its
efficiency. Finally, since the generated data that are spread in an IoT ecosystemmight
include sensitive information (e.g., personal medical data by sensors), we will also
discuss the security and privacy hazards that are introduced from the advances in the
development and application of an IoT environment.
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1 Introduction of IoT with Emerging Wireless Technologies

In recent years, as the number of smart devices, wireless technologies, network-
ing protocols, and sensors rapidly grows, the IoT has emerged as the vision of a
global infrastructure of networked real-world smart objects with little or no human
intervention [1–5]. The IoT constitutes an interoperable, energy-efficient, and secure
network architecture of connected heterogeneous devices and objects and has gained
the attention in the academia and industry as an integrated part of the so-called
Future Internet. According to forecasts, the IoT will consist of billions connected
things, i.e., IoT devices, including televisions, cars, kitchen appliances, surveillance
cameras, smartphones, utility meters, cardiac monitors, thermostats, etc.

Among the most notable challenges, wireless and mobile technologies are the
underlying technologies for realizing the IoT [6, 7]. Both long-range and short-range
wireless communication technologies can be supported with some advantages and
weaknesses and different characteristics in terms of the data range and rate, network
size, channels, bandwidth, and power consumption. This capability can lead to the
provision of numerous services. This section attempts to shed a light on the different
types of wireless communication infrastructure within the IoT, underline the corre-
sponding potential applications, and highlight the privacy issues considering both
the technological aspects and their implications on business models and strategies.

1.1 Types of Communication Within the IoT and Challenges

The IoTmay utilize a wide range of communications at various radio frequencies and
proprietary protocols with different implementations at the physical, data link, and
network layers, in order to successfully and uninterruptedly interconnect the devices
[6–8].

The communications in IoT can be classified as Device-to-Device (D2D), device
to human and vice versa, and device to distributed storage. Depending on the number
of relay nodes within the networks, single-hop or multiple-hop connections may be
present. The former includes an access point or a base station, whereas the latter
considers that multiple devices relay information for each other to attain a seamless
end-to-end communication. In addition, the communication may take place with,
or without, human intervention depending on the requirements for human decision
making. Inherent hardware and software constraints may exist (such as low com-
putation capabilities, low transmission power, low-power consumption, insufficient
memory, limited battery life, reduced implementation and operational cost, wide
coverage range, simplicity), which should be explicitly adhered. In addition, the
wireless radio channel suffers from much impairment, such as fading, shadowing,
and interferences, which may degrade the system performance.
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Consequently, the choice of technology is actually a major challenge to be faced
for the applicability of the IoT and is limited to particular scenarios. Possible modi-
fications of the available technologies may also be requisite.

1.2 Potential Applications

To improve the quality of life in our society, the emerging IoT intends to positively
affect a huge number of applications depending on the type of network availability,
coverage, scale, heterogeneity, repeatability, user involvement and impact. In partic-
ular, the potential applications of IoT can be classified into the following domains,
which are currently characterized with only primitive intelligence and elementary
communication capabilities [9–11]:

• Personal, home, and social applications: A typical paradigmof such applications
is the home monitoring system for health care, which involves both medical staff
and patients and allows for the measuring and monitoring of physiological param-
eters. To succeed in the healthcare domain, implantable, wearable, and ambient
sensors should be used to store health records. Moreover, IoT enables the vision
of the smart home/office and optimizes the automation, security, and energy man-
agement by controlling the corresponding home equipment, e.g., heating devices,
lighting, alarm systems, via distributed sensors and actuators.

• Enterprise applications for the advancement of communities: This type of
applicationsmainly refers to large-scalework environments,where the information
data are exclusively used by the owners and are selectively provided to other users.
IoT will, also, make possible the monitoring of vehicle emissions and air quality,
the collection of recyclable materials, and the reuse of packaging resources. In
addition, the mobile ticketing transportation services will allow the users to buy
tickets via mobile phones using Near Field Communication (NFC) tags located
on posters or panels, whereas driving services will improve the navigation and
safety by employing collision avoidance systems and monitoring of transportation
of hazardous materials.

• Applications at a national or regional scale: This application domain corre-
sponds to service optimization via extended networks rather than consumer con-
sumption and includes smart resource management and efficient energy consump-
tion, in order to increase the profit, as well as smart grid, and smart metering.

• Smart transportation and smart logistics: IoT is capable of providing several
advantages in the automotive industry and the smart transportation,where vehicles,
e.g., cars, trains, buses, and bicycles, are equippedwith wireless sensors and actua-
tors with increased processing powers. Specifically, exploiting the IoT, monitoring
of various critical mechanical and electronic parameters, vehicle travel times on
motorway and streets, queue lengths, transport network state, air pollution, and
noise emissions can be realized.
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1.3 Privacy Hazards

With the IoT functionalities and services covering a large variety of a human’s life,
as has been described above, the most important feature is the information that is
generated, shared and, even, being processed to test whether certain conditions are
met to reach for decisions. For example, in health care, the data generated from a
patient are being processed to alert the doctor when hazardous conditions are close
to emerge and, even, prevent them when early signs are recognized or, in home
automation, the temperature of the room is measured and when it reaches certain
threshold values, then the air condition or the heat (depending on the value) is turned
on.

Since, often, the generated data include very sensitive, even private, information
the handling of these data should be following specific and strict rules. Therefore, in
an IoT ecosystem, reserving the privacy of the users data is of ultimate importance
and, along with security, they are in the center of attention from the architecture view
(see Sect. 3 formore information) to the functionality and performance of the system.
In fact, the importance (both regarding the collection and processing of the user’s
data) and the need to ensure the users that their data are being used for well-specified
reasons (stated explicitly in each application scenario and service demanding user
consent), is such that recently the European Parliament regulated accordingly [12].
In Sect. 3, a more detail discussion on IoT security and privacy hazards is presented.

2 Basic Elements for Forming IoT and Addressing the
Issues Associated with It

2.1 Components of IoT

To efficiently and effectually set up and construct IoT-based wireless networks and
succeed in accomplishing complex tasks and providing advanced services, all the
components of these networks should uninterruptedly interoperate and cooperate.
The major components of the IoT can be summarized as follows [9]:

• Identification (ID): A particular method of object identification (ID) is indispens-
able. Hence, an ID should be assigned to each object based on the MAC ID, IPv6
ID, a universal product code or some other custom method.

• Security controls: To manage and limit the risks associated with unauthorized
connections among the devices, restrictions on the types of devices that can be
connected should be designated.

• Service discovery: The devices of IoT networks should be aware about the capa-
bilities of other devices and the types of services that they can provide.
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• Relationshipmanagement: It is necessary tomanage the relationships among the
devices and correspond each device with another device based on the similarity
of the service they can provide.

2.2 Application Protocols

The IoT aims at covering a huge range of applications that may involve massive
cross-platform deployments of embedded technologies, cloud systems, and devices
connecting in real-time [4, 9]. The protocols intend to act as a common language
and a set of rules and instructions that are used by two or more devices, especially
distributed devices in different locations, to interact with each other and exchange
information.

The future of IoT lies in standardizing the protocols used across the network stack.
The choice of a protocol depends on the underlying scenario, the reliability of the
network, and the QoS. Besides, multiple protocols may be occupied in complex sce-
narios. Since the IoT involves the connection of physical objects to the Internet, these
objects should operate in an Internet Protocol (IP) manner, in order to be capable to
provide data exchange among different devices and servers over the Internet. How-
ever, the devices of a local network may exploit non-IP protocols to communicate.
Then, an Internet gateway is necessary to enable communication with an Internet
service or external devices.

The Hypertext Transfer Protocol (HTTP) is the typical protocol for distributed,
collaborative, and hypermedia information systems. However, in resource con-
strained environments, other alternate protocols with limited parsing overhead are
required. Paradigms of open protocols for IoT environments, which provide mech-
anisms for asynchronous communication, run on IP, and have a range of implemen-
tations are briefly described below:

• CoAP: This protocol is actually an alternative to HTTP and it is optimized for
constrained application environments, especially forMachine-to-Machine (M2M)
applications, such as smart energy and building automation. CoAP uses the Effi-
cient XML Interchanges (EXI) binary data format, which is more efficient in
terms of space. CoAP also supports built in header compression, resource discov-
ery, auto-configuration, asynchronous message exchange, congestion control, and
support for multicast messages.

• MQTT: This protocol is a lightweight publish/subscribe (pub-sub) protocol that
runs over the Transmission Control Protocol (TCP) and is suitable for the major-
ity of IoT applications, especially in situations characterized by low-bandwidth,
limited processing capabilities, small memory capacities, and high latency. Con-
sidering low-power and low-cost devices, the MQTT-S/MQTT-SN extension of
MQTT is suggested.

• AMQP: This enterprise application oriented protocol is a message-centric mid-
dleware based on queuing and topic-based publish-and-subscribe messaging. It
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is mainly used for building large-scale, reliable, resilient, or clustered messaging
infrastructures.

• RESTful HTTP: This protocol leverages the HTTP, which stands for the service
interface, and is usually used in mobile applications and distributed systems, such
as social networking, mashup tools, and automated business processes. In this
protocol, the devices are able to create, read, update, and delete data on a server. In
particular, the data are uniquely referenced by a designatedWeb page that contains
an eXtensible Markup Language (XML) file containing the desired content and
can be acted upon using HTTP operations.

• XMPP: This protocol is based on TCP and XML and facilitates the exchange of
structured data between multiple connected entities. Among the positive aspects
of XMPP are its application to publish–subscribe systems, the decentralization,
and the capability of providing authentication using a centralized XMPP server.
However, XMPP lacks end-to-end encryption and cannot ensure QoS.

2.3 Frequency Bands and Regulations

To realize the wireless IoT, specific frequency bands should be licensed on a global,
regional, or national basis and for each frequency band, appropriate regulatory pro-
visions should be established based on technical, regulatory, and operational studies.
At the same time, the biggest challenge in IoT, which should be addressed by the
standards organizations, is the interoperability among devices from different vendors
to exchange data.

Since the IoT is heterogeneous and encompasses different types of applications
and services with various technical and operational requirements, a wide variety of
spectrum solutions for access to spectrum that fits all the scenarios is required [3,
4]. Frequencies ranging between 100 MHz and 5.8 GHz are, in general, suggested.
Although high frequencies allow for sufficient data rate, lower frequencies have an
extended coverage range. The frequency bands that can be used for the IoT include:

• Frequencies with no requirements for individual authorization: These fre-
quencies are mainly identified for consumer IoT services, low-cost and low-power
sensing and data-collecting devices, e.g., health and fitness monitoring and smart
home devices, and short-range links, in the following bands: 169, 433, 863–870,
2,400–2483.5, 5,150–5,350 and 5,470–5,725 MHz.

• Frequencies with particular requirements for individual authorization: These
frequencies should be allocated for the implementation and operation of public cel-
lular networks (current 2G, 3G, and 4G and upcoming 5G networks in frequencies
between about 1 and 4 GHz depending on the location and the generation of cellu-
lar technology), professional mobile radio networks and fixed-service frequencies
(e.g., wireless local loop, microwave).
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3 General Architecture and Factors Affecting IoT Centric
Features

3.1 General Architecture and Reference Ones

An IoT ecosystem is a very heterogeneous environment that consists of many differ-
ent parts and devices that include, but are not limited to, the following:

• significant number of the various sensors and actuators which generate the data,
• physical devices (e.g., aggregators or gateways) that are capable to provide pre-
liminary processing of the data and that can deal with the interconnection between
them and/or the outside world (e.g., the Internet), and

• server-side (probably cloud based) components that enhance the performance by
supporting the system’s functionalities, gather the data, visualize them, and provide
services to the end-users through applications. Here, a platform is usually found
that enhances the system performance and usability.

Each of the aforementioned parts can be found in a generic, three-layer IoT archi-
tecture [2, 9] that can be seen in Fig. 1, along with the interconnections between
them. The three depicted layers are the Sensing, Transport, and Application layer
that generally include the respective parts described above. In more details:

• The Sensing layer includes all the sensors and actuators that are in the system,
sensing for specific physical parameters or for the existence of other smart devices
in the close environment,

• The Transport layer that includes both the gateways (located at the edge [13])
that forward the information from the sensors to the core of the system and the
routing between the devices (and/or the platform) for the dissemination of the
unprocessed (or raw) information. This layer uses communication technologies
like 3G or Wi-Fi as discussed in the previous section,

Fig. 1 A generic three-layer IoT architecture
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Fig. 2 Extended IoT architecture (five layers+ security overall)

• The Application layer that includes the data gathering and data processing func-
tionality which allows for the delivery of those data, in a desired form, to the
end-user by using applications to visualize and manage it.

An extension to this generic architecture can expand some of the existingmodules
to create new ones that emphasize on the management, processing and networking
features that can be found in an IoT ecosystem. To this end, the expanded IoT
architecture might include five layers: Sensing, Transport, Network, Processing, and
Application layer as this can be seen in Fig. 2. The two new layers can possess the
following characteristics:

• TheNetwork layer could be responsible for the dissemination of the generated data
that have already been introduced to the system by the Transport layer. Therefore,
the Transport layer will be, mainly, responsible for the gateway node to forward
the data from the sensors or actuators to the upper layers, as an entry point to the
system while the Network layer will deal with the routing of those data inside the
system,

• The Processing layer, that could be considered as a middleware, is responsible for
the analysis, storage, and processing of the data, alongwith providing visualization
capabilities that can be used by the, following, Application layer as a service to
the end-user.

One more layer can be considered vertically in the architecture, covering all the
aforementioned layers and interacting with them, the layer of Security, where the
needed mechanisms or techniques at each level should be described and applied.
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In addition, the Network and Processing layers could be located in the Cloud,
where the serverswill be responsible for the described actions in these levels, forming
a centralized IoT architecture. If multiple cloud solutions would be used, then a
federation of those clouds should be considered [14].

Finally, lately, due to the large volume of data and the increased processing capa-
bilities of the gateways (with a sharp decrease in their cost), there is an effort to move
part of the data analysis and processing features at the sensors and gateways, which
will be, therefore, inserting processed data in the system, allowing them to be more
easily handled and shared among the end-users. This new architecture is called Fog
computing [15] and, also, inserts storage, monitoring and security layers [16] in the
generic three-layer architecture discussed above and seen in Fig. 1.

In an effort to standardize the structure of an IoT architecture, many initiatives
took place to provide their ideas for a reference architecture [13, 17–19] that, not only
could be followed by all manufacturers and interested parties, but could also provide
solutions to many issues found in an IoT environment. Those issues usually concern
power consumption, connectivity and communications, security and scalability, and
other key performance indicators that will be discussed later in this section.

To this end, in [18] a reference architecture for IoT is presented by proposing a
reference model that has five different views in the architecture (functional, system,
communications, information, and usage view). In [20], ITU-TY.2060, another refer-
ence model is presented. This model consists of four layers: application, service and
application support, network and device layer along with the security and manage-
ment requirements that should be met by each one of these layers, highlighting their
importance throughout the proposed structure. Finally, in [21], the described architec-
ture consists of four layers: the Sensors and Actuators, the Aggregator/Gateway, the
Internet and the Service layer for single administrative domains, while for multiple
administrative domains, the view changes including layers for data harmonization,
distribution, and virtualization.

3.2 IoT Key Performance Indicators

In order to be able to measure the performance of an IoT system, there are several
metrics that can be used as Key Performance Indicators (KPIs). In this subsection, we
will discuss the most important ones that can be considered for all the IoT systems
and that are affected by the aforementioned reference architectures. Those metrics
are:

• Scalability:With the number of devices that are included in an IoT ecosystem rising
rapidly, along with the volume of the generated data, IoT architecture should be
able to follow this growth in numbers and manage, store and process the huge size
of data using modern data analytics process in order to reach the expected levels
of performance.
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• Reliability: An IoT system should be reliable both in the sense of intermittent
communication and in the sense of data validation and Quality of Information
(QoI) that is shared among the IoT devices. This is very important in an IoT
system due to the highly heterogeneous environment that is created and in an
effort to allow the data to be used more efficiently by the interested parties or the
end-users.

• Low power and latency: For the system to be able to expand its lifetime, the sensing
devices should be able to work with low-power demands, therefore saving their
energy, especially considering that these devices might be scattered in distant and
difficult to approach places. In addition, the intermittent communications should
be enhanced with low latency results, because often the transmitted data are of
great importance (e.g., life critical data from a patient are transmitted to the doctor
to monitor his/her health or data from a home’s alarm system regarding a possible
intrusion).

• Large coverage: Coverage capabilitiesmust be extended tomeet the needs, depend-
ing on the application scenario.

• Low module cost: The cost for creating and maintaining the IoT ecosystem is
important for its performance and its life cycle. Recent advances in technology
permit the creation of many powerful sensors in a small cost that can be part of
such an ecosystem.

• Mobility and roaming support: The IoT enabled devices, very often, are not static
but they are moving around, generating and sending data to the (potential) IoT
platform to analyze and process. Therefore, the system should be able to support
such a behavior providing all the communication and operational functionalities
to this end.

• SLA support: The Service Level Agreement (SLA) is a characteristic to preserve
the privacy of the generated data in an IoT ecosystem. It is an agreement between
an end-user and a customer (i.e., company) that will handle, store, and process the
data of the individual according to the agreed rules and laws.

One more very important KPI for an IoT ecosystem, and one that has been under
consideration from, almost, all the described reference architectures is security. But,
because of its great importance, it will be covered in more details in the following
subsection.

To conclude, the aforementioned KPIs have not only been presented to charac-
terize the performance of an IoT ecosystem but also to be seen as requirements that
should be met in an IoT system.

3.3 Security Threats and Countermeasures

Security is of ultimate importance in an IoT ecosystem and is a characteristic that is
considered in all the layers of an IoT architecture. The reasons for this are relatedwith
the nature of the information that can be collected by the many sensors and which
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is disseminated in the system. In addition, the fact that these data travel through the
Internet increases the hazards that they might encounter and the need to pay special
attention for their integrity and security.

In an IoT ecosystem, there are different types of security that could be described:

• Device security that deals with the sensors and any attacks on them either to cause
a system failure or in an attempt to possibly take control of a number of those
devices and possibly misuse them.

• Edge security that, mainly, deals with the security in the communications in the
system and aims at altering the integrity of the generated data.

• Network security that deals with possible cyber-attacks on the system that are used
to either steal data or to break down the system and affect its functionality and
performance.

Due to its intrinsic characteristics, an IoT system not only deals with classic net-
work security hazards (e.g., man-in-the-middle, Denial of Service, Spoofing, Injec-
tion and Routing Protocol attacks [22]) but also with hazards specific to the environ-
ment. Those hazards will not be limited to the physical access of the attackers to the
IoT nodes, but can also include cyber-attacks, originated by sophisticated intruders
(e.g., invalid input data by injecting exploits, unauthorized access due to misconfig-
ured security parameters, hacking and installation of unauthorized software [22]).
The communication between the devices (also known as M2M communication) is
usually targeted.

To address those issues, an IoT ecosystem should be,mainly, interested in securing
the integrity of the data by meeting the following requirements:

• Encryption in the communication and storage of data, especially at the devices
that are capable (a lot of sensors might not have the necessary power to apply this
requirement),

• User authentication and identity management, preferable by more sophisticated
solutions that are based on tokens rather than the traditional user and password
combination.

• Use of firewalls and special intrusion detection systems to support and enhance
the network security in the system,

• Smooth management of keys and tokens throughout the layers of the architecture,
and

• Access Control that is based on specific policy rules and, often, user-managed
based on XAMCL [23].
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4 Middleware Technology for Grooming IoT Essence

4.1 Middleware for Internet of Things: Challenges

Essentially, IoTmiddleware is software which operates as an interface between com-
ponents of an IoT ecosystem and enables to join the heterogeneous domains of
applications that communicate over different interfaces. It creates a very ubiquitous
environment for different and already existing programs, and makes communication
possible among Things that would not otherwise be capable of [24].

Although IoT middleware eases many troubles and worries related to installing,
configuring and using IoT devices from different vendors, the process of design-
ing and developing middleware is not free of hassles. There are many challenges
that developers possibly face while creating middleware including: scalability, edge
computing, efficient communication architectures, protocol support, and cognitive
computing. In particular, edge computing points to the reevaluation of centralized
intelligence and control topologies in favor of distributed architectures, with intelli-
gence pushed into each edge device or data endpoint [9]. On the other hand, efficient
communication architectures, scalability and efficient protocol support are needed
to take advantage of the inherent characteristics of a modern IoT system.

The most critical point of most IoT solutions is the capability to consume data
from any end point in the IoT chain. However, the devices in the IoT chain may
come from all over the world with different size, shape, and standards. Hence, the
middleware should offer the capability to consume data immediately with the help
of plug-ins or Application Programming Interfaces (APIs).

4.2 Classification of IoT Middleware

IoT middleware manages the structure, format, and encoding of the information
that is being exchanged between different layers, devices, and sensors. It acts as a
common standard among the diversity of devices, sensors, operating systems, and
applications that make up the IoT ecosystem architecture. APImanagement is, also, a
critical function of IoT middleware since it tries to call APIs from disparate systems,
taking care of the interconnection. IoT middleware has also a role to play in security.

Although a customized and fully configurable IoT middleware is desired, such
middleware needs time for development and testing before deployment, resulting in
cost and time overrun in many projects. At the same time, the middleware must be
adaptive and optimized for scalability in an agile fashion. In this regard, the use of
open middleware may be ideal for most of the practitioners.

If IoT middleware systems in the literature are reviewed, these systems can be
broadly classified into service and agent-oriented systems. Hence, IoT middleware
systems can be designed either as an ecosystem of services or as an ecosystem of
agents. Importantly, both of these approaches can successfully overcome heterogene-
ity issues.
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On the other hand, if the existing middleware solutions are classified based on
their design techniques, they can be grouped into seven categories [25–27], namely:
event-based, service-oriented, virtual machine-based, agent-based, tuple-spaces,
database-oriented, and application-specific. In event-based middleware solutions,
components, applications, and all the other participants interact through events and
each event has a type and a set of parameters [25]. In service-oriented middleware
solutions, software, or applications are built in the form of services and their char-
acteristics such as service reusability, service discoverability, service composability,
loose coupling, and technology neutrality suit well to the demands of IoT applications
[25]. Virtual machine-based middleware solutions provide programming support for
a safe execution environment for user applications by the virtualization of the infras-
tructure [25].

4.3 Popular IoT Middleware

As we have seen, IoT platforms and middleware exist between physical devices
or data endpoints, and higher level software applications like artificial intelligence,
predictive analytics, and cognitive computing.

Accordingly, in recent years, well-known software companies such as Oracle,
RedHat, Mulesoft, and WSO2 have started to offer IoT middleware solutions that
provide API management in addition to basic messaging, routing and message trans-
formation [28].APIs enable to address IoTdevices and the serviceswhich they create;
nevertheless, they do not enable the connectivity. For IoT solutions, it is critical to
ensure that the IoT solution is addressable via APIs. On the other hand, Machi-
neShop, one of the well-known IoT platforms designed as a Platform of Services
instead of a Platform as a Service (PaS), relies on an API-first approach and, without
the limitations of a proprietary platform, enables all processes to be expressed as
discrete services [29]. Therefore, it is able to transform the way developers build,
integrate, and manage solutions. There are many commercial middleware solutions.
For instance, snapIoT is an IoT middleware and application enablement platform. It
allows creating end-to-end IoT applications which handle and manage the informa-
tion provided by any smart sensor, smart phones, or IoT cloud, on any communication
protocol or any operating system/device.

Despite the many well-known commercial middleware solutions, it is expected
that open-source middleware solutions will rule the IoT market by offering users
benefits that proprietarymiddleware solutions fail to deliver. For example, ownership
is a prominent benefit of open-source software. Proprietary middleware solutions
cannot, also, offer the flexibility offered by open-source solutions. Finally, as in the
realm of IoT in which data security becomes a more important issue, transparency
gives open-source middleware solutions a definite edge.
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5 The Device-to-Device (D2D) Communications Protocol
Stack

We have seen that in an IoT ecosystem many different communications take place.
Here, we will discuss the probably most prominent one, D2D communications pre-
senting the prominent technologies, their characteristics and how routing is addressed
in them.

5.1 Device-to-Device (D2D) Communication Technologies

Hosted in the Sensing layer of the architecture (see Figs. 1 and 2), the devices
responsible for the gathering of the produced, often sensitive, data usemainlywireless
communications either to interact between them, or with a base station, an aggregator
or a network gateway. The wireless protocols that are used for this dissemination of
information vary from well-known solutions to new emerging technologies.

In more details, the most important communication technologies that are used for
D2D communications in an IoT system are the following [30]:

• Bluetooth: One of the most popular short-range (or personal area) communication
technologies that has been used extensively from smartphones and wearables.
Especially, the recent version of Bluetooth Low Energy (BLE [27]) has been IoT
enabled by providing excellent performance for small data propagation in small
areas (from50 to 150m long) andusing high speeds (around1Mbps).An important
advantage is the use of the existing IP structure and the presence in many mobile
devices that facilitates its use.

• 6LowPAN: IPv6Low-powerwireless PersonalAreaNetwork (6LowPAN) is a net-
work protocol that uses the IPv6 addressing, along with encapsulation and header
compression to be enabled for IoT D2D communications [31]. Apart from this,
6LowPAN can be used in many different frequencies depending on the wireless
technology that needs to interact with (e.g., Bluetooth, Wi-Fi or any low-power
RF communication platform).

• Radio Frequency Identification (RFID): The IoT was initially inspired by the
success of the non-IP RFID technology and considered uniquely identifiable inter-
operable connected objects. This low-power technology is suitable for many of
the devices involved in the IoT, especially devices that are lightweight and operate
on batteries. The RFID is based on tags, i.e., small chips with antennas, which
transmit data via radio waves to a RFID reader. This identification technology
supports ranges up to hundreds of meters depending on the frequency and does
not require Line-of-Sight (LoS) communication between the tag and the reader
and human intervention.

• Near Field Communication (NFC): A common communication technology for
very-short-range low-power communications is also the NFC, which is based on
the RFID. Although communication links in distances of few centimeters can be
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accomplished, the requirement of close proximity between devices ensures secure
transactions, e.g., payments.

• Z-Wave: Z-Wave is a developing communication technology from SigmaDesigns
which manages to operate efficiently in the sub-1 GHz band [32]. Its main use is
in Home Automation providing solutions for smart lamps controllers or motion
detectors, among others. Its main characteristic is that it is a lightweight, reliable
protocol, whose performance is not affected by the presence in the area of other
well-used wireless communication technologies, like Wi-Fi or ZigBee. It has a
range of 30 m and is scalable enough, able to support up to 232 devices in the area.
The achieved data rates are around 9.6/40/400 kbps.

• ZigBee: It is one of the most popular and widely used communication technolo-
gies that are suitable for low-power operation, small-speed (e.g., around 250 kbps)
transmissions at infrequent time intervals [33]. ZigBee is highly scalable, manag-
ing to support a large number of devices, secure and robust solution that is mainly
applied in the industrial domain. It is based on the IEEE802.15.4 protocol which
is an industry standard solution that transmits at 2.4 GHz and has a range from 10
to 100 m.

• Wi-Fi: It can be considered as the most popular communication technology that is
based in the IEEE 802.11n standard and transmits in two bands at 2.4 and 5 GHz
[34].

• Cellular: This is a very popular solution for wide area transmissions of small rate
data over small period of time. The use of a GSM/3G/4G (now moving slowly
to 5G [35]) communication is ideal for sensors that comply with the previously
described characteristics, especially when they are placed in difficult to approach
areas that do have network coverage and provide for cellular communication.

• NFC: Near-Field Communication (NFC) is a wireless technology that encourages
a simple two-way contactless communication between electronic devices in a safe
manner [36]. Real-life scenarios that take advantage of NFC include the use of
a smartphone for payments, or the binding between smartphones to exchange
data and information. Following the ISO/IEC 18000-3 standard, NFC transmits at
13.56 MHz with data rates up to 100–420 kbps in a range of 10 cm, for security
reasons.

• LoRaWAN: This is a solution for Wide Area Networks (WANs) as the name
suggests [37]. It provides characteristics for low power (e.g., Low-Power WAN,
LPWAN), bidirectional communication specifically between IoT enabled devices,
for industrial and smart cities applications. One of its advantages is the high scal-
ability properties that it offers in a range of 2–5 km for an urban environment,
while it manages to extend to around 15 km for suburban ones. Supporting many
frequencies, the achieved data rates vary from 0.3 to 50 kbps.

Other popular D2D communication technologies includeNeul, Sigfox and Thread
that have started lately to gain in popularity and use.
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5.2 Characteristics of D2D Communication Within IoT

D2D communications have to take under consideration the many inherent character-
istics of an IoT environment in order to be effective and increase the system’s per-
formance. The aforementioned solutions manage to efficiently adapt to the demands
and, therefore, gain in popularity. More specifically, the conditions that they need to
address include, among others:

• Heterogeneity and cooperation of devices: The many different smart devices that
work in the Sensing layer not only might be used to measure different things, but
they could also use different technologies for communication and have different
energy consumption functionality.

• Device collaboration: In an IoT system, the devices should be able to cooperate
between them in order to find the desired information and serve a certain need. For
example, a user’s vacuum cleaner needs to be able to check whether the alarm in
the house is activated in order to perform cleaning without any problems. To this
end, the two devices could be connected and collaborate to achieve the scheduled
or desired result. These collaboration and communication between the devices are
also considered under the notion of Social Internet of Things (SIoT) [38]. The use
of middleware software is also preferred in IoT solutions.

• Diverse networks and networking standards: The various different sensors and
aggregators are connected in many different networking topologies, others using
an aggregator node as a gateway to the deeper layers of the architecture, or they
may possess more ad hoc characteristics, relaying the information through them
to the network. For their functionality, they may use different protocols depending
on their application (e.g., MQTT, REST, HTTP) but this should not affect the
overall performance and communication of the system. A discussion on the many
different routing protocols used in IoT follows in the next subsection.

• Device limitations: The smart devices that coexist in today’s IoT systemsmeet high
capacity requirements and include many communication technologies (e.g., on a
smartphone you can find available Bluetooth, NFC, Wi-FI and Cellular communi-
cation technologies), while operating at low cost with small power consumption
aiming at extending the life cycle of the device, before been (re)charged or stop
operating and in need of replacement. The harvesting of energy with the use of
renewable energy solutions would highly contribute to bend those limitations and
would significantly boost the performance of an IoT system.

• Self-configuration, self-organization and autonomy: The nodes in an IoT system
need to be able to adapt to any environmental hazards and to any network changes
that affect its functionality and operation. The self-configuration characteristic is
of great importance, also, against any potential privacy risks since it would deter
the possible intruders and would help the system to update and defend against any
hacking threats.

• Unpredictable mobility pattern: As has already been explained, the various sen-
sors could be mobile or static, a characteristic that should not affect the systems
performance. Geolocation data received by an IoT application to inform a human
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user for available parking spaces in his were-abouts, do not follow a predefined
direction but rather dynamically move in the area as the user searches the urban
environment for a possible end to his/her parking request.

• Multihop communication: Based on the network topology and the selected IoT
architecture, either the sensors have to relay the data to an aggregator node that
then forwards them to the gateway or they might need to communicate with other
sensors that are not located near them, therefore they should use the Internet for
their request.

5.3 Existing Routing Algorithms and Protocols

Due to its intrinsic characteristics, IoT needs a different approach for routing, dealing
not only with the IP address problem that leads to incorporate IPv6-based solutions
(the proliferation of devices with Internet access has urged the use of IPv6), but also
with solutions that demand low power and have small memory demands. With this in
mind, the most popular IoT algorithms and protocols are presented below [39, 40]:

• IPv6: As stated above, for IP-based networks, the selection of IPv6 solutions (like
6LowPAN) is rather straightforward but is recommended only for devices that
have high process capabilities and memory.

• CoAP: The most important feature is the translation of this routing protocol to
an HTTP message that can be integrated with web services. It can, also, support
multicast functionality with very small overhead.

• AdHoc onDemandMultipath Distance Vector Routing protocol for IoT (AOMDV-
IoT): A connection between connected regular nodes (without internet access) and
internet nodes takes place with this routing protocol. Unfortunately, there are no
security mechanisms deployed and since, it is not a context-aware routing protocol
(routing is rather based on the number of hops from the destination as with most
distance vector solutions) and, therefore, there is no mechanism to change the
route based on the energy consumption of the nodes on the selected path.

• Secure Multihop Routing Protocol (SMRP): It is a routing protocol that focuses
on security and for this reason, each IoT network must register its applications,
network addresses, and data link addresses to an authorized Service Provider (SP).
Then, the SP is responsible to create an Encrypted File (EF) that should be installed
on every individual device that will be used from them in order to authenticate any
future communications between the nodes. SMRP is not, also, a context-aware
protocol and this affects the network’s lifetime and needs more memory usage.

• IPv6 Routing Protocols for Low-Power and Lossy Network (RPL): As the name
suggests, this is a routing protocol that is better used for routing between low-power
devices with constrained process and memory capabilities in noisy environments
that cause losses in the network functionality.

Other well-known solutions include Energy aware Ant Routing Algorithm
(EARA), Pruned Adaptive IoT Routing (PAIR), and Multiparent routing in RPL.
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6 Conclusions

With the evolution of the IoT being closely related to the advances in the sensing
and power capabilities of the smart devices, along with the wireless capabilities that
the smart devices possess and use, this paper tried to emphasize on the challenges
and characteristics of the use of wireless technologies in this environment. From
their role in the proposed architectures to the study of the D2D communications,
one of the most important features of the IoT, wireless technologies emerge as the
force behind the wheel of IoT. At the same time, special care and attention should be
given on the advanced security features needed from the inherent characteristic of
such a heterogeneous, rapidly developing, scalable, and large size system. We also
discuss the security hazards and possibly solutions for a complete study of the effect
of wireless technologies in the IoT environment.
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Fast and Flexible Initial Uplink
Synchronization for Long-Term
Evolution

Md. Mashud Hyder and Kaushik Mahata

Abstract Orthogonal frequency-division multiple access has been widely adopted
by the modern wireless networking standards. These use initial uplink synchroniza-
tion (IUS) process to detect and uplink-synchronize with new user equipments (UEs)
(3rd Generation Partnership Project; technical specification group radio access net-
work; evolved universal terrestrial radio access (E-UTRA); physical channels and
modulation (release 10), (2011) [1]). IUS is a random access process where a UE
intending to start communication transmits a code during an “IUS opportunity”. The
code is chosen uniformly at random from a predefined codebook. The eNodeB uses
the received signal to detect the codes, and estimate the uplink channel parameters
associated with each detected code. This detection and estimation problem is known
to be quite challenging, particularly when the number of UEs transmitting during
an IUS opportunity is not small. We discuss some recent sparse signal processing
methods to address this problem in the context of long-term evolution (LTE) stan-
dards. This research does not only give some new directions to solve the detection
and estimation problem but also provides guidelines for designing the codebook. In
addition, the key ideas are applicable to other OFDMA systems.

1 Background

1.1 Initial Uplink Synchronization (IUS)

The orthogonal frequency-division multiple access (OFDMA) is the most successful
wireless access technology in mitigating the adverse effects of multi-access interfer-
ence and wireless channel fading. Most modern wireless communication standards
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use OFDMA [1, 20]. However for OFDMA to work properly, the OFDM symbols
from different UEs must arrive at the eNodeB at the same time with similar power
levels. Since different UEs are located at different points within the cell, and expe-
rience different degrees of wireless connectivity, they must adjust their transmission
power levels and delay their transmission appropriately to ensure their symbols arrive
at the eNodeB with similar power levels. Hence, these delay and power level values
must be estimated for each individual UE before it can start uplink transmissions.
To facilitate this estimation process, OFDMA systems require the new UEs to fol-
low a network entry procedure. It is called initial ranging (IR) in IEEE 802.16, and
random access (RA) in long-term evolution (LTE) [1, 20, 27]. In this scheme, a new
UE must downlink synchronize itself, and wait for an IUS opportunity. The eNodeB
periodically broadcasts the resource allocations of IUS opportunities in the downlink
channel. These allocations consist of a number of IUS subcarriers in some time slots.
The downlink synchronized user equipment (UEs) willing to commence communi-
cation can use this opportunity by transmitting certain code via the IUS subcarriers
during an IUS time slot. The code must be chosen at random from a predefined code-
book. If multiple UEs transmit their IUS signal simultaneously, they are allowed to
share the same IUS subcarriers. Since UEs are located at different positions, their
signal arrival time delay at the eNodeB will be different. In addition, the uplink wire-
less channel also varies widely for different UEs. The eNodeB receives the signal
resulted from the transmission of all the UEs. It is eNodeB’s task to use the received
signal to detect the IUS codes transmitted along with the channel parameters and the
delays corresponding to each code [3, 25, 26, 30, 31]. Subsequently, the eNodeB
broadcasts a response message indicating the detected codes and the corresponding
timing and power adjustment parameters. From this, a UE can infer its IUS code has
been detected or not. If the eNodeB fails to detect its code then the UE must make a
transmission in the next IUS opportunity [26].

1.2 Related Works

The correlation-based approach proposed in [21] is working based on the principle
that a time delay can be represented by a phase shift in the frequency domain. In
[33], it is shown that the frequency-domain correlation-based approach outperforms
its time-domain counterpart. Lee [22] replaces the IUS codes by a set of general-
ized chirp-like polyphase sequences to get a more accurate timing estimate. The IUS
resource allocation scheme in [14] requires theUEs to transmit their codes on disjoint
sets of subcarriers, resulting in a minimum level of MAI. This scheme reduces the
number of effective subcarriers for each user, resulting in some degradation of timing
estimation performance [25]. The IUS scheme in [4] needs that the uplink signals
from UEs are transmitted over disjoint subcarriers, and the receivers use filter banks
to separatemultiuser codes. The generalized likelihood ratio test (GLRT) basedmeth-
ods have been proposed in [26, 27], which are used in LTE and IEEE 802.16-based



Fast and Flexible Initial Uplink Synchronization for Long-Term Evolution 195

networks, respectively, estimate the timing offset and the channel response jointly
via the maximum-likelihood (ML) method. GLRT performs very well with one or
two UEs. However, its performance appears to degrade quickly with an increase in
the number of UEs.

The iterative maximum-likelihood algorithm in [29, 31] applied an expectation-
maximization (EM) type technique to mitigate MAI. Successive interference cancel-
lation (SIC) algorithms [23, 25, 26] are very popular in IUS. In its most basic form,
the algorithm works in an iterative fashion where the strongest path of each active
RT is detected and removed from the received signal, and the resulting signal is used
in succeeding iterations. The complexity of SIC algorithms are generally low and
have efficient user detection capability.

1.3 Emerging Challenges and Our Contributions

The user detection and channel estimation problem become very challenging in mul-
tiuser environment due to large multi-access interference (MAI). The state-of-the-art
methods are still unable to reliably solve the underlying detection and estimation
problem if the number of synchronizing terminals is not small. In addition, the com-
putation times of the more accurate algorithms are often quite high. This limits the
practical utility of these algorithms. Third Generation Partnership Project [1] deploys
a number of collision resolution algorithms, such as binary exponential back-off, to
keep the number of IUS terminals to a manageable level. But in the emerging M2M
networks with a vast number of devices, it will be hard to limit the number of simul-
taneous connection requests to a small number [32].

In this chapter, we describe a new signal processing framework for addressing
above challenges. We show that IUS can be cast as a sparse signal representation
problem. Subsequently, we use some analytic and computational techniques from the
compressive sensing literature to address the issues described above. The resulting
algorithms can reliably detectmore codes than the commonly usedmethods. It is pos-
sible to accelerate the computations significantly via some tricks employing the fast
Fourier transform (FFT). In addition, this framework allows us to use the theoretical
results in compressive sensing to quantify the desirable characteristics of a code-
book. This makes it possible to cast the codebook design problem as an optimization
problem. The solution to the optimization problem gives an optimal codebook which
ensures the best possible performance of a code detection-estimation algorithm. This
code design method is also extended to handle carrier frequency offsets. Typically, it
is very difficult to detect code of fast-moving IUS terminal due to Doppler drift of its
carrier frequency. The proposed framework allows us to design the codebook such
that the effect of this carrier frequency drift on the detection-estimation performance
is minimized.
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2 IUS Signal Representation

Single RT

Consider an OFDMA LTE system with N data samples Np cyclic prefix samples
per OFDM frame, and M adjacent IUS subcarriers (also known as physical random
access channel (PRACH)) [1]. Suppose the IUS codebook consists ofG codes, where
each code is an M-dimensional vector of complex numbers. LTE employs Zadoff–
Chu (ZC) sequences to generate codes. Given a root u, the ZC sequence is generated
as [11, 13]

Zu(s) = e−iπus(s+1)/M , s ∈ K, (1)

where K = {0, 1, 2, . . . , M − 1}. The (s + 1) th element of the k + 1 th code ĉk+1

in the codebook is given by

ĉs+1,k+1 = Zu {(s + k ncs) mod M} , s ∈ K. (2)

Here, “mod” is the mathematical modulo operator. The value of ncs can be chosen
from [1, Table 5.7.2-2]. Total �M/ncs� codes can be generated from a single root
[30]. We need multiple roots for generating codes more than �M/ncs�.

At an IUS opportunity, an IUS terminal picks a code ĉk randomly fromG available
codes, calculate its M point discrete Fourier transform (DFT) ck and transmit to the
eNodeB. Being M a prime number in LTE, it can be shown that [5, 24]

cs,k =Z̃ u(s − 1)ei2π(s−1)(k−1)ncs/M , (3)

with, Z̃ u(s) = eiπuu
+s(u+s+1)/M

√
M

M−1∑

n=0

Zu(n), (4)

where u+ is such that (uu+) mod M = 1.
The received signal at eNodeB is given by [17, Eq. (15)]

v = Rdiag(Z̃ u)Uk�Fh̃ (5)

Uk = diag{1, ei2π(k−1)ncs/M , . . . , ei2π(M−1)(k−1)ncs/M} (6)

R = �FDF∗�ᵀ, (7)

h̃ := [01×d h(0) . . . h(P − 1) 01×(N−P−d) ]ᵀ (8)

where D = diag{1, ei2πε/N , . . . ei2π(N−1)ε/N }. (9)

Here, F is the DFT matrix where [F]s,� = exp{−i2π(s − 1)(� − 1)/N }/√N , s, � ∈
{1, 2, . . . N }, � ∈ R

M×N whose �-th row is the j�-th row of the N × N identity
matrix, ε is the normalized carrier frequency offset (CFO). Equation (5) expresses
the received signal vector v in a convenient manner where R represents the effect of
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carrier frequency offset, diag(Z̃ u)Uk depends on the code transmitted, and h̃ repre-
sents the channel impulse response (CIR) h(n), n ∈ {0, 1, 2, . . . , P − 1} delayed by
d where the value of d depends on the distance between eNodeB and the RT.

In [17, Appendix A], it has been shown that

R = I + Wε + O(ε2),

where W(s,n) =
{
iπ(1 − 1/N ), s = n,

− πeiπ(s−n)/N

N sin(π(s−n)/N )
, s �= n

(10)

and I is an identity matrix. Let Pmax and D̂ are the maximum value of P and d,
respectively. In practical systems, Pmax is known from the statistical characteristics of
the channel, and D̂ is knownbecause the cell radius is known.Hence, N1 = Pmax + D̂
is also known. Now d + P ≤ N1. By construction (see (8)), all components of h̃with
indices larger than N1 are zeros. Therefore, we can rewrite (5) as

v = RẼ�ĥ, (11)

where, Ẽ� = diag(Z̃ u)U��F(:,1:N1)

ĥ = h̃(1:N1)

F(:,1:N1) is constructed from F by taking its first N1 columns. Note that Ẽ� is known
∀�. But {h(n)}, d and ε are unknown.

Multiple RTs

So far, we considered only one IUS terminal. In practice, there are multiple IUS
terminals sending multiple codes. We assume that one RA code does not transmit
by multiple UEs (see [19] for a justification). Hence, the received data y can be
expressed as

y = Ax + e, A = [ R1Ẽ1 R2Ẽ2 . . . RGẼG ],
x := [ ĥᵀ

1 ĥ
ᵀ
2 . . . ĥ

ᵀ
G ]ᵀ,

(12)

where e is the noise term, and ĥ� is the CIR (see (11)) of RT transmitting c�. Note
that ĥ� = 0 if no RT sends c�. Finally, R� embedded the CFO contribution of that
RT.

With this background the IUS problem can be stated as follows: Given y the
eNodeB needs to (a) find the set L = {� : ‖̂h�‖2 �= 0}, (b) timing offsets associated
to each user, i.e., d� for all � ∈ L, and (c) power associated with the channel impulse
response vectors ĥ� for all � ∈ L. Recall that the first d components of h̃ are zero,
see (8). Hence by construction of ĥ� in (11), the index of the first nonzero component
of ĥ� is 1 + d�.
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3 A Sparse Recovery Method

For now, we consider CFO is negligible [25, 27]. Hence, R = I, see (10). Later we
see how the ZC codes can be selected to mitigate the effects of CFO. When we use
these specially selected codes, the algorithms designed by setting R = I become
immune to the adverse effects of CFO.

With R = I, (12) becomes

y = Ax + e, A = [ Ẽ1 Ẽ2 . . . ẼG ]. (13)

Since Ẽ� is known ∀�, we can construct A. In practice, the number of RTs is much
smaller than G. Hence, ĥ� = 0 for most of � ∈ {1, 2, . . . ,G}. Even if ĥ� �= 0 for
some �, most components of that ĥ� have very small magnitude. As a result, ĥ� is
sparse [23, 25, 26], and hence, x is very sparse. Therefore, recovering x from y can
be cast as a sparse recovery problem.

From a sparse estimate x̆ of x, BS can extract the IUS information as follows.
Partition x̆ into G sub-vectors:

x̆ = [ h̀ᵀ
1 h̀

ᵀ
2 . . . h̀

ᵀ
G ]ᵀ,

where each h̀� is of length N1. Then we declare � ∈ L only if ‖h̀�‖ �= 0 and the index
of the first nonzero component of h̀� leads to an estimate of d�. In the following, we
consider ways to estimate x from (13).

SinceA is anM × G.N1 matrixwithM < G.N1, (13) is underdetermined, and has
infinitely many solutions of x, even when e = 0. With e �= 0 we have more possible
combinations of x and e satisfying (13). To solve x we need prior knowledge to
identify the desired solution from the solution set. This in our case is that x is sparse.
The most popular way to estimate a sparse x is to solve

minimize
x

‖x‖p, subject to y = Ax, (14)

with p ≤ 1 [9]. The solution for p = 0 (commonly referred to as the �0 optimization
method) has the smallest number of nonzero components. But this is a combinatorial
problem [10]. Hence, researchers either suggest using 0 < p ≤ 1 [15], or use some
smoothed approximation of the zero norm [18]. The later is often referred to as the �0
approximation algorithms. Taking p = 1 gives a convex problem popularly known
as basis pursuit (BP) [8, 10]. �0 approximation algorithms are resilient to noise. But
being non-convex these require some good initialization. Basis pursuit, on the other
hand, is not that noise tolerant.

Our algorithm in [19] starts with an iterative primal-dual interior point algorithm
for basis pursuit and generates a good approximate solution in a few iterations. This
approximate solution is then used to initialize a smoothed �0 approximation algorithm
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called ISL0 [18]. The resulting algorithm can be viewed as an iterative re-weighted
least square (IRLS) method, which is known to offer super-quadratic convergence
when initialized sufficiently close to the final solution [15]. The algorithm developed
in the following sections will be called “Handover” algorithm.

3.1 �1 Optimization Strategy

Let ai be the i th column ofA, and 1 denote the G.N1-dimensional vector of all ones.
In [19, Theorem 1], it is shown that BP can be solved by solving

maximize
g

(g∗y + y∗g)/2 (15a)

subject to g∗aia∗
i g ≤ 1, i = 1, . . .G.N1, (15b)

jointly with its Lagrangian dual

minimize
z

{1ᵀz + y∗[A diag(z)A∗]−1y}/2 (16a)

subject to z ≥ 0. (16b)

Table 1 lists the primal-dual algorithm of [19] to solve the primal-dual pair (15) and
(16) concurrently. This is based on the path following the method outlined in [7]. In
Table 1 f (g) = [ f1(g) f2(g) . . . fG.N1(g)]ᵀ, with

fi (g) = g∗aia∗
i g − 1, for i = 1, 2, . . . ,G.N1. (17)

In addition, we define the vector b such that

[b]i = 1/ fi (g), for i = 1, . . . ,G.N1. (18)

It can be shown that the Jacobean matrix of f(g) is

J = [ a1a∗
1g a2a∗

2g . . . aG.N1a
∗
G.N1

g ]ᵀ. (19)

In Table1, μ controls the surrogate duality gap, and α controls the step length in
backtracking line search. As suggested in [7], we take μ = 0.5 and α = 0.1. The
algorithm is run until a sparse enough x is produced. The energy of the M/2 most
significant components of x expressed as a fraction of the total energy of x is used as
the measure of sparsity [15]. When this fraction is above a threshold κ we terminate
the algorithm. The choice of κ is analyzed in detail in [19].
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Table 1 Primal-dual algorithm for initialization �1 (INL-1)

Initialization: Set g = 0, z = 0, and μ, 0 < α ≤ 1.

repeat
1. Compute primal-dual search directions:

Δg = (A diag(z)A∗ − J∗SJ)−1(−y + μJ∗b)

Δz = −(z + μb + SJΔg); where, S = [diag{ f (g)}]−1diag(z).
2. Find 0 < s ≤ 1 such that:

fi (g + sΔg) ≤ 0, z(i) + sΔz(i) ≥ 0; ∀i.
3. Set g = g + sΔg, z = z + sΔz, μ = αμ.

4. Compute x = diag(z)A∗g.
until (A rough estimate of optimal x is obtained)

Output: x(1) = x.

3.2 Smoothed �0 Norm Minimization [18]

The solution produced by the primal-dual method serves as the initial point in ISL0
algorithm. [16, 18]. ISL0 approximates ||x||0 by the sum of Gaussian functions
[16, 18]. In effect, it minimizes

Lσ (x) := −
G.N1∑

j=1

e− |[x] j |2
2σ2 + λ

2
||y − Ax||22 (20)

to estimate x from (13). Here, σ is a small real number and λ > 0. Taking σ → 0
approximates ||x||0 closely. But Lσ highly non-smooth when σ → 0. ISL0 imple-
ments a the graduated non-convexity (GNC) strategy [6], where σ controls the degree
of non-convexity. ISL0 constructs a sequence σn > σn−1 > · · · > σ0 with σ j − σ j−1

being a small positive number for each j . Thereby, the minimizer of Lσ j−1 is quite
close to the minimizer of Lσ j . If ISL0 finds out the minimizer of Lσ j , then it can
be used to initialize the solver for minimizing Lσ j−1 . This procedure of successive
optimization continues until the terminating value of σ , i.e., σ0 is reached. The value
of σ0 can be chosen using a procedure outlined in [18], which turns out to be 0.001
in our simulations.

ISL0 employs Gauss–Newton-based convex–concave procedure to minimize Lσ

for a fixed σ . This algorithm uses the fact that Lσ (x) is decreasing along ζσ (x) − x
[16], where

ζσ (x) = λ
[
Wσ (x)/σ 2 + λA∗A

]−1
A∗y, (21)

and Wσ (x) = diag

{
e− |[x]1 |2

2σ2 , . . . , e− |[x]G.N1
|2

2σ2

}
. (22)



Fast and Flexible Initial Uplink Synchronization for Long-Term Evolution 201

Table 2 ISL0 Algorithm

Input: x, σst , λ, σ0.

Initialization: σ = σst , and ρ, η, γ ∈ [0, 1), i = 0, β = 1.

repeat
1. while Lσ {βζσ (x) + (1 − β)x} > Lσ (x)

β = γβ.

end

2. xo = x.
3. x = βζσ (x) + (1 − β)x. Set β = 1.

4. If ||x − xo||2 < ησ then σ = ρσ .

while σ ≥ σ0.

Output: x̄ = x.

Furthermore, at the minimum point x∗ of Lσ (x) it holds that

x∗ = ζσ (x∗). (23)

The ISL0 algorithm is given in Table 2. The value of λ depends on the noise level.
Following the recommendations in [28], we take λ = c/

√
2σ 2

e M log(G.N1), where c
depends onA [28]. We follow the recommendations in [16, 18] and set ρ = 0.3, η =
0.5, γ = 0.5.

The initial value of σ depends on the output x(1) of the �1-optimization routine
in Table 1, which is used to initialize ISL0. For the GNC strategy of ISL0 to work
well, we must choose the starting value of σst carefully. We cannot allow x(1) to be
far from the minimum point of Lσst . In particular, if we like to ensure that x

(1) is the
minimizer of Lσst , then (21) and (23) require

x(1) = λ
[
Wσst (x

(1))/σ 2
st + λA∗A

]−1
A∗y. (24)

We take σst as the solution to the least squares problem

σ 2
st = argmin

σ 2

∥∥∥∥
Wσ (x(1))

σ 2
x(1) − λA∗(y − Ax(1))

∥∥∥∥
2

2

, (25)

induced by (24). The problem (25) being one-dimensional can be solved reliably by
an interior trust region algorithm [12].

The major computational steps in the algorithms in Tables1 and 2 can be acceler-
ated significantly by using FFT algorithm. This possible because A depends on the
DFT matrix F. We refer the readers to [19] for details.
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4 Codebook Design

Recall that LTE uses ZC codes in its codebook. In fact, LTE uses some restricted set
of ZC codes in the sense that only a few values of the ZC root u and the parameter
ncs are allowed in LTE, see [1, Table 5.7.2-2]. This is because the codes used in the
codebook has a profound effect on the performance of the code detection algorithms.
To illustrate this, we simulate three active IUS terminals with low CFO. The LTE
systemmodel used for the simulation is detailed in Sect. 6. The user detection perfor-
mances of three IUS algorithms are given in Table 3 as functions of ncs . According
to LTE standards, we can pick any ncs from [1, Table 5.7.2-2]. However, the results
in Table 3 reveal that the probability of successful code detection (Ps) depends on
ncs . When r = 2.1 km, Ps is poor for ncs ≤ 15. In contrast, Ps are above 0.9 for
ncs ≥ 18. Again, ncs ≥ 26 is required for r = 3.2 km. This result demonstrates the
importance of choosing appropriate ncs .

In this section, we show how the sparse recovery framework described in the
previous section helps us in the codebook design process. In particular, the code
design method aims to produce a matrix A for which we get the best possible sparse
recovery performance. For that, we apply the sparse signal recovery theory which
shows that the performance of sparse recovery algorithm generally depends on a
factor called “matrix coherence”. We establish a connection between ncs and matrix
coherence of the IUS problem. We propose an efficient RA code matrix design
procedure by using the theory. The code matrix can also avoid the effect of CFO for
code detection. It turns out that there are better codes than those suggested by the
LTE standard, and these codes are particularly useful to mitigate the effects of larger
carrier frequency offsets.

Table 3 Code detection probabilities for three IUS users. SNR of the users is distributed in [0, 15]
dB

Algorithm ncs = 13 15 18 22 26 32

Ps with r = 2.1 km

SMUD [25] 0.086 0.374 0.980 0.986 0.988 0.998

SRMD [23] 0.340 0.620 0.950 0.966 0.974 0.996

Handover
(proposed)

0.375 0.670 0.973 0.99 0.999 0.999

Ps with r = 3.2 km

SMUD [25] 0.006 0.014 0.080 0.460 0.978 0.996

SRMD [23] 0.040 0.106 0.246 0.760 0.974 0.994

Handover
(proposed)

0.07 0.160 0.513 0.98 0.99 0.999
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4.1 The Mutual Coherence

Being a sparse recovery problem, the IUS code detection performance can be
enhanced by minimizing the mutual coherence μ(A) of A [?]

μ(A) = max
m �=n

|[A]∗(:,m)[A](:,n)|
‖[A](:,m)‖2‖[A](:,n)‖2 . (26)

The angular distance between columns of A increases with decreasing μ(A). There-
fore, for smallerμ(A), it is possible to identify a sparse signal efficiently by applying
sparse recovery algorithms [?, ?]. In [17], it is shown how μ(A) influences the per-
formances of some IUS algorithms, which were not originally proposed under the
sparse recovery framework. It was found that several popular IUSmethods implicitly
relies onμ(A) to be high to yield good detection performance. In addition, we found
that another related measure called block coherence has a significant impact on the
estimation performance. The block coherence between two blocks Ẽm and Ẽ� of A,
see (12), is defined as

μ̂(Ẽm, Ẽ�) = max
s,n

|[Ẽm]∗(:,s)[Ẽ�](:,n)|
‖[Ẽm](:,s)‖2 ‖[Ẽ�](:,n)‖2

. (27)

Using (26) and (27), it can be shown that

μ(A) = max{μ(Ẽ1),max
k �=p

μ̂(Ẽp, Ẽk)}. (28)

5 Zadoff–Chu Sequence Selection

5.1 Small CFO

The following results describe the ZC code design procedure at low CFO.
Single root case: Define

G(n) = M−1| sin(πnM/N )/{sin(πn/N )}|. (29)

The following theory establishes the relation of ncs with the mutual coherence of the
code matrix A.

Theorem 1 If Ẽk = diag(Z̃ u)Uk�F(:,1:N1), then μ(Ẽk) = G(1); ∀k. In addition, if
k, n ∈ {1, 2, . . . ,G}, and

MN1/N ≤ ncs ≤ M(N − N1)/{N (G − 1)} (30)
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then μ̂(Ẽk, Ẽn) ≤ G(1) for any k �= n. Define

ζ(ncs) = ncs N

M
− (N1 − 1). (31)

In general, if ncs ≤ M
G for some ncs satisfying

0.25N (M − 1)−1 ≤ ζ(ncs) ≤ 0.5N (32)

then μ̂(Ẽk, Ẽn) ≤ H(ζ(ncs)/N ), where H is a monotonically decreasing function
over 0.25(M − 1)−1 ≤ ζ(ncs)/N ≤ 0.5:

H(v) =
{

12
π(6−π2v2)(M+1)v

, 1
4(M−1) ≤ v ≤ √

2/π,

1
(M+1)v ,

√
2/π ≤ v ≤ 1/2.

(33)

See [17] for a proof. Since μ(Ẽk) = G(1), ∀k, the value of μ([ Ẽ1 . . . ẼG ]) ≥
G(1). The lower bound is possible if (i) ncs ≥ MN1/N (see (30)), and (ii) G ≤
n−1
cs M(1 − N1/N ) + 1. Thus, we can maintain μ([ Ẽ1 . . . ẼG ]) = G(1) by setting

ncs = MN1/N�, while we maximize G. Next, (32)–(33) show that we can lower
the block coherence values μ̂(Ẽk, Ẽn), k �= n by increasing ncs which results in
some performance improvement. However, Eq. (33) shows that the value of block
coherence decreases slowly at larger ncs . Therefore, a significantly larger ncs is not
very effective. Furthermore, as we always need to satisfy (30) for smallest μ(A), a
larger ncs enforces smaller G.

Multiple root case: Suppose in a random access environment we need total Ḡ
codes. IfG < Ḡ, wemust use v = Ḡ/G� roots. DenoteEu

� = diag(Z̃ u)U��F(:,1:N1)

and Bu = [ Eu
1 . . . Eu

G ]. We wish to design the root set U := {u1, u2, . . . uv} which
makes μ(A) minimal, where A = [Bu1 . . . Buv

]. Using (28), we get

μ(A) = max{max
v∈U

μ(Bu), max
vr �=vt ;
vr ,vt∈U

μ̂(Bvr ,Bvt )}. (34)

Choosing ncs andG by using the procedure described in the previous section ensures
μ(Bu) = G(1),∀u. For μ̂(Bur ,But ), we use the result from [17, Lemma 1] which
shows that for any value of �,m, p, k if ur �= ut , then μ̂(Eur

� ,Eut
m ) is approximately

equal to 1/
√
M . Furthermore, in a typical LTE system 1/

√
M � G(1). Hence, find-

ing U such that
μ̂(Eur

� ,Eut
m ) ≤ G(1), ∀r,m, �, t. (35)

is not hard. Therefore, we can choose {uk}vk=1 such that

μ([ Bu1 Bu2 . . . Buv
]) = G(1),

for which a sufficient condition is (35).
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5.2 Mitigating the Adverse Effects of CFO

For simplicity, we assume single root cause. Let ε� be the CFO associated with the
code c�. WriteW in (12) as W = iπ(1 − 1/N )I + Ŵ, where

Ŵ(s,n) =
{
0, s = n,

− πeiπ(s−n)/N

N sin(π(s−n)/N )
, s �= n.

(36)

Denoting h̆k = hk + iπ(1 − 1/N )hkεk , (12) reduces to

y =
G∑

k=1

{Ẽk h̆k + ŴẼkhkεk} + e, (37)

where the second-order term of ε is absorbed in e.1 For an efficient code detection,
we want to select the ZC sequences such that μ(A) = G(1) and at the same time it
can reduce the effect of the second term in (37) on user detection. This approach
is useful for generic methods outside the class of sparse recovery methods. Some
illustrative examples are available in [17].

The ZC code selection procedure described in the previous section ensures
max� �=m μ̂(Ẽm, Ẽ�) is the smallest. Now, we want to make

μ̂ = max
s �=n p,q

∣∣∣[Ẽn]∗(:,q)[ŴẼs](:,p)
∣∣∣

small, where p, q ∈ {1, 2, . . . N1} and s, n ∈ {1, 2, . . .G}. Note that μ̂ is monotonic
in G. Therefore, to minimize μ̂, we fixed a threshold ξ first. Then, we select a G so
that μ̃ ≤ ξ , which can be done easily in a computer.

6 Simulation Results

Table 4 shows LTE simulation parameters. The signal-to-noise ratio (SNR) of each
RT is independent and uniformly distributed in [0, Q] dB. The SNR for �-th RT is
defined as SNR = 20 log10(‖v�‖2/‖e‖2) where v� is defined in (11). The wireless
channels are modeled according to Extended Pedestrian Amodel (EPA) [2] if mobile
speed is less than 5m/s and ExtendedVehicular Amodel (EVA) otherwise. The value
of N1 equal to 506 and 731 for cell radius r = 2.1 km and 3.2 km, respectively. L
denotes the set of active RA code indices, while L̂ denotes the code indices detected
by an algorithm. The probability that L = L̂, denoted by Ps , is used as the detection
performance measure. We also evaluate the false detection probability (Pf ). A false

1Because the practical values of |ε�| ≤ 0.5.
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Table 4 Simulation parameters

Parameters Notation Values

Carrier frequency fc 2.5 GHz

Sampling frequency fn 30.72 MHz

Subcarrier spacing Δ f 1.25 KHz

No. of RA samples N 24,576

Cyclic prefix (CP) samples Np 3168

Total PRACH subcarriers M 839

detection occurs when the algorithm includes the index of an inactive code into L̂.
RA codes are generated using two LTE standards i) unrestricted set standard and ii)
restricted set standards (see [1, Sect.-5.7.2]). The algorithm developed in Sect. 3 will
be called “Handover”. The simulation results obtained by applying Handover on the
unrestricted and restricted set will be denoted by “Handover: unres” and “Handover:
res”, respectively.

6.1 Performance Evaluation at Low CFO

The value of CFO of every UE is uniformly distributed in [−0.015, 0.015]. At first,
we evaluate IUSparameter estimation performance by different algorithms for a fixed
codebook where ncs = 22. Figure 1a compares the value of Ps achieved by different
algorithms as a function of K at different values of SNR.Handover performs the best.
For instance, the value of Ps for Handover at [0, 20] dB SNR is significantly higher
than that achieved by other algorithms. Thus, the gain in detection performance
offered by Handover is significant when compared to the other algorithms. Also note
that Handover is robust to noise. Its performance at [0, 20] dB SNR is just slightly
worse than that at [0, 15] dB SNR with as many as 10 users. As can be noted that the
user detection performance of all algorithms degrades at high SNR variation. This is
due to the fact that at high SNR variation some users have very high channel power
compared to some other users. Consequently, the interference of high energy users
affects significantly the low power users.

In Fig. 1c, we plot the root mean squared error (RMSE) associated with the
estimate of the timing as a function of K for different values of SNR.As expected, the
MSE of timing estimate increases with K and decrease in SNR, while the Handover
algorithm outperforms the other algorithms by a respectablemargin. Figure 1d shows
the RMSE of channel power estimation. Here, SRMD and Handover perform almost
similarly. SMUDperformswell for [0, 15] dB, but cannot perform similarly at higher
SNR variation [0, 20] dB.

We now investigate the effect of codebook design on IUS parameter estimation.
Here, we validate the following results:
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Fig. 1 IUS parameter estimation by different algorithms as a function of UEs. The mean value
of CFO ∈ [−0.015, 0.015] and wireless cell radius r = 2.1 km with ncs = 22. a Probability of
successful code detection, b probability of false code detection, c RMSE of estimated timing offset,
and d RMSE of estimated channel power

R1

We need to choose ncs that minimize μ(A) to enhance user detection performance.
Applying (30) we see that the smallest ncs from [1, Table 5.7.2-2] that minimize
μ(A) are 18 and 26 for N1 = 506 and 731, respectively.

R2

The discussion after Theorem 1 claims that we can enhance the user detection per-
formance by increasing ncs .

IUS parameters estimation performance for different values of ncs is illustrated
in Fig. 2. Figure 2a shows that with r = 2.1 km and ncs ≤ 15, the Ps value of
all algorithms is very low. The value goes above 0.86 for ncs ≥ 18. After that, Ps
increases slowly with increasing ncs . We get a similar result for r = 3.2 km (Fig.
2c). The timing offset estimation results are shown in Fig. 2b. The timing estimation
performance of all algorithms is improved for larger value of ncs . We also observe
that ncs has a similar effect on both unrestricted and restricted type RA codes.
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Fig. 2 IUS parameters estimation performances as a function of ncs . User CFO is low with
SNR = [0, 15] dB. a Successful user detection rate for r = 2.1 km, b timing offset estimation
accuracy for r = 2.1 km, c successful user detection rate for r = 3.2 km, and d timing offset
estimation accuracy for r = 3.2 km

6.2 Performance Evaluation at Larger CFO

The value of CFO for �-th active user is ε� ∼ N (s · τ, 10−4), where s is the sign
bit takes values in {+1,−1} with equal probability. Code detection performance
of different algorithms in varying CFO environment is tabulated in Table 5. By
“SMUD:proposed”, we denote the code detection performance of SMUD when the
RAcodes are designed by using our proposedmethod (see Sect. 5.2).We set ncs = 32
for generating the codes. As can be seen, the code detection performance of all
algorithms are significantly better when we design codes by the proposed method,
specially at higher CFO. Algorithms with unrestricted LTE codes cannot performs
equally when τ ≥ 0.15. Restricted LTE codes exhibits some improved performance
until τ ≤ 0.3. In contrast, Ps value of “SMUD:proposed” remains above 0.85 for
ncs ≤ 0.5.



Fast and Flexible Initial Uplink Synchronization for Long-Term Evolution 209

Table 5 Success rate of user detection for different values of CFO mean (τ ). SNR of the users is
in [0, 15] dB and K = 10

Algorithm Ps with r = 2.1 km

τ = 0.01 0.05 0.1 0.15 0.2 0.25 0.3 0.4 0.5

SMUD:unres 0.9960 0.8740 0.5960 0.4800 0.4000 0.3400 0.2700 0.1180 0.0060

SMUD:unres 0.9860 0.9200 0.7000 0.5300 0.4400 0.3800 0.3000 0.1600 0.0140

SMUD:res 0.999 0.9980 0.9980 0.9940 0.9860 0.9740 0.7860 0.3260 0.0980

SMUD:res 0.998 0.9940 0.9900 0.9860 0.9820 0.9800 0.8660 0.3660 0.1260

SMUD:proposed 0.9999 0.9980 0.9980 0.9960 0.9940 0.9940 0.9940 0.9540 0.8600

SMUD:proposed 0.9999 0.9980 0.9975 0.9960 0.9945 0.9860 0.9780 0.8740 0.6860

7 Need of Advancement of IUS Algorithms for Future
Wireless Communication

In this work, IUS problem is solved by using a sparse signal recovery framework.
Comparing to the state-of-the-art works, the proposed algorithm shows a clear
improvement of IUS parameters estimation performance. Nevertheless, there are
still some areas which need to improve for future system:

• Current IUS algorithms can efficiently detect up to 10 users. In near future, a
huge number of devices are expected to be conceded to the same network [32].
Consequently, the number of active IUS users will increase further. More efficient
IUS algorithms will be necessary for a large number of IUS users.

• Figure 2 shows that performance of all algorithms degrades at larger SNRvariation.
Because at largeSNRvariation the received signal energy at the eNodeB fromsome
users are very high compared to other low SNR users. As a result, high SNR users
act as interference source to low SNR users making it difficult to detect low SNR
users. This problem will increase with increasing the number of active users.

• Section 6.2 shows that the state-of-the-art algorithms can detect users efficiently
at high CFO environment by using our designed RA code matrix. However, the
algorithms can not estimate the CFO associated with each user. If CFO of a user is
high, then it can degrade the data transmission rate. Therefore, a suitable algorithm
is necessary with can detect user and estimate CFO simultaneously.

8 Conclusion

This chapter describes a new direction for solving the initial uplink synchronization
problem in LTE systems. Unlike conventional methods, we show IUS as a sparse sig-
nal recovery problem. Section 2 develops a new data model which matched perfectly
with the standard sparse recovery problem. This representation allows us to develop
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a time efficient algorithm by combining �1 − �0 norm minimization approach. The
sparse signal recovery theory also gives a direction of designing RA code matrix that
can enhance user detection performance both in low and high CFO environments.
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Toward a “Green” Generation
of Wireless Communications Systems

Fernando Gregorio and Juan Cousseau

Abstract Green mobile networks are essential to enable sustainable growth of
future communications systems. Communication transceivers with reduced-power
consumption and high-spectral efficiency will enable suitable connectivity while
maintaining user access costs at accessible levels. The term “green” in our case
refers to devices of low implementation cost but that is efficient from two points
of view: energy consumption and use of radio spectrum. Based on the premise of
spectral efficiency, this chapter describes spectrum access techniques, in particular
full-duplex and massive communication techniques. It is worth to mention that these
techniques are presented in a realistic scenario considering RF front-end imperfec-
tions always present in low-cost units. Furthermore, a performance study of these
systems is also presented. On the other hand, in order to improve energy capabilities,
the more challenging context of massive MIMO systems is studied.

1 Introduction

The demand of high data rates, motivated by the new generation of wireless sys-
tems that requires huge data transfers while keeping the transceiver cost and power
consumption at reasonable levels, is a challenging issue [1].

As illustrated in Fig. 1, a wireless transceiver is generically composed of two fun-
damental blocks: (a) the digital section and, (b) the RF analog block. The receiver
front-end amplifies the incoming signal and downconvert it to baseband. The base-
band signal is digitized and processed by the digital block in order to recover the
transmitted symbols. On the other hand, the baseband section of the transmitter gen-
erates modulated signals. These signals are upconverted to RF, amplified and trans-
mitted. The RF front-end consists of several components such as: oscillators, mixer
for down/up conversion operation, low-noise amplifier, filters, and power amplifiers.
These elements need to be carefully chosen to ensure a proper system operation.
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Fig. 1 OFDM transceiver
model

The number of components employed in the RF front-end is small if compared
to the components required to implement the digital part. However, especially for
the case of base stations and mobile devices [2], the RF components are usually
responsible for a significant part of the cost, performance, and power consumption
of the complete radio system. Moreover, the analog-to-digital (ADC) and digital-
to-analog (DAC) converters working as interface between the analog and digital
“worlds” and vice versa are also critical components when the overall system power
consumption and implementation cost need to be optimized [3].

The modulation scheme, the operation bandwidth, and the power budget of the
transceiver are significant parameters to be considered for the election of the ADC.
The increasing use of multicarrier modulation techniques, as orthogonal frequency
division multiplexing (OFDM), imposes severe requirements over the quality of the
RF front-end. OFDM has been chosen by the majority of wireless communication
standards due to its high-spectral efficiency and robustness against multipath channel
[4].However, its performance is jeopardized by the distortions generated at the analog
front-end. Particularly, the high peak-to-average-power ratio (PAPR) associated to
the OFDM signals is an important obstacle when power efficiency is a requirement.
The performance of the whole communication system is affected by its RF front-end
and needs to be carefully designed to avoid performance degradation and waste of
significant resources [5].

This chapter is focused on the challenging issue of energy efficiency in novel
communication systems based on OFDM modulation. The chapter begins with an
overview of RF impairment models in an OFDM context. Afterwards, full-duplex
techniques are addressed. Finally, implementation issues of massive MIMO systems
are introduced in the last section.
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2 RF Front-End Imperfection Models

In the following, we present an overview of the more common RF impairments that
affect the performance of wireless communication systems.

From the transmitter side, power amplifier (PA) distortion, phase noise, and mixer
imperfections are the more significant contributors to degrade the system perfor-
mance [6]. PA is also one the most power demanding devices. At least for medium
or high power transmitters, PA governs the consumption of the whole system. Con-
sidering the receiver front-end, local oscillator, downconverter, and ADC are the
critical components to be optimized in order to increase the receiver sensitivity and
minimize its power consumption.

When the energy efficiency is themain priority and the challenge topic, the energy
dissipated in baseband processing and analog components need to be carefully ana-
lyzed. It is assumed, generically, that the analog block dominates the power consump-
tion of the system. However, in low-power applications, the digital block starts to
dominate the consumption of the transceiver [7]. Typical scenarios in the upcoming
5G are the ultra-dense small-cell networks, where the distance between base station
and users is small, requiring low-power transmission. In this context, the processing
power dominates over the analog power. The processing energy cannot be ignored
in short-range link systems [8].

2.1 Power Amplifier Nonlinear Distortion

The power amplifier (PA) is a key component in present and future broadband com-
munication systems. In order to maximize its power efficiency, the PA is operated
close to the saturation pointwhere a nonlinear behavior is actually present, generating
nonlinear distortion (NLD). The nonlinear response is further emphasized when it is
driven by high PAPR OFDM signals. Nonlinear behavior creates in-band and out-
of-band distortions that degrade the system performance and also create unwanted
emission on neighborhood bands.

If the PA has a flat frequency response characteristic over its entire working fre-
quency range, it can be modeled as a memoryless system fully characterized by their
AM/AM (amplitude to amplitude) and AM/PM (amplitude to phase) conversions
[9], which depend only on the current input signal magnitude [10].

In broadband applications, PA frequency response is no longer flat over the fre-
quency operation region. Several models can be employed to characterize the behav-
ior of broadband power amplifiers [11, 12].

Based on the Bussgang’s theorem [13], the output of a nonlinear memoryless
PA driven by a Gaussian distributed signal x(n) can be represented by xpa(n) �
kpax(n) + d(n), where the distortion term d(n) is uncorrelated with x(n) and kpa is
the scaling factor.
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2.2 Phase Noise

The noise that originates from oscillator nonidealities appears in the baseband signal
as additional phase and amplitude modulation. Assuming that there is no determin-
istic offset in the system, the phase noise can be modeled as a zero-mean random
process, characterized by its power spectral density (PSD). The PSD of ideal LO
is represented by an impulse placed at the carrier frequency. The PSD of practical
oscillators is represented by side bands.

The LO signal quality is specified by the integrated single-side band phase noise
(IPN), given by I PN � ∫ ∞

0 S( f )d f [dBc].
The contribution of the phase noise can be viewed as an additional multiplicative

effect of the channel, like fast and slow fading. In case of OFDM systems, the
multiplication effect results in intercarrier interference (ICI) [14]. Considering an
OFDM transmitter, the signal at subcarrier k can be expressed as

Xup(k) � �0X(k) +
N−1∑

l�0,l ��k

�(k − l)X(k − l)

where�(k) is the frequency-domain representation of the phase noise process, given
by �(k) � 1

N

∑N−1
m�0

jφ(n)t e− j 2πN km

Two effects can be observed, the common phase error (CPE), �0X(k), and the
intercarrier interference (ICI),

∑N−1
l�0,l ��k �(k − l)X(k − l). The phase noise induced

ICI power depends on the bandwidth of the phase noise process and the subcarrier
spacing BS � 1/NT s. The ICI power can be expressed as

σ 2
ici (k) � σ 2

ici ≈ +∞∫
−∞

(

1 − sinc2
(

f

Bs

))

S( f )d f

where S(f ) is the PSD of the local oscillator.

2.3 Analog-to-Digital Converter Quantization Noise

An ADC with high resolution reduces the quantization noise increasing the achiev-
able data rate. On the other hand, the power dissipated at the ADC is increased
reducing the power efficiency of the receiver. There is a trade-off between the allowed
quantization distortion and the consumed power. Moreover, the use of large band-
width signal requires high sampling rate that inexorably increases the ADC con-
sumption. From the perspective of the future communication networks, the situation
is even worse due to the expected use of large bandwidth, high constellation size,
and energy constraints.

Several parameters can be taken into account to evaluate the performance of an
ADC:
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Quantization noise: Following the Bussgang theorem, the output of an ADC can
be expressed by xadc � Q(x) � αx + nq , where Q(x) denotes the quantization
function, α is the scaling factor, and nq is the quantization noise that

E
[
nq

] � (1 − α)E[x]

σ 2
nq � (1 − α)ασ 2

x

α �
(

1 − σ 2
x

σ 2
eq

)

�
(

1 − π
2
√
3

2b2

)

where b is the number of bits. The scaling factor is calculated considering a Gaussian
input signal with a nonuniform quantizer.
Power consumption: The power dissipation of ADC shows a dependence with
the sampling rate W and the number of quantization bits b and can be modeled
as PADC � cW2b, where c is the energy consumption per conversion step [15,
16]. Magnitude of c is a function of the implementation technology, the kind of
converter, and the resolution. Energy consumption per conversion step of 1 pJ/step
is reported in [15]. The state of the art is approaching 0.1 pJ/step [17]. Nowadays,
due to the large signal bandwidth and high constellation size (which demand ADC
with high resolution), ADC becomes a power hungry device that governs the power
consumption of the complete receiver.

2.4 IQ Imbalances

To reduce the implementation cost and size, the chip area and the number of com-
ponents need to be minimized; toward that objective a direct conversion (DC)
transceiver is a good choice. Unfortunately, the DC implementation is more sensitive
to amplitude and phase mismatch between I and Q branches and carrier frequency
offset (CFO) [18]. The performance degradation observed due to these imperfec-
tions motivates the implementation of digital domain compensation techniques in a
cost-effective manner. IQ imbalance appears in both, upconverters (TX) and down-
converters (RX). The distortion introduced by the transmitter can be described by

Xup(k) � μt x X(k) + υt x X
#(k)

where X#(k) � X∗(N − k) represents the mirrored OFDM symbol. μt x and υt x are
given by

μt x � cos(�θ) + j
 sin(�θ)
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Table 1 Simulation parameters for RF impairments evaluation

Parameter Value

No subcarriers 512

Bandwidth 5, 10, 20 MHz

Upconverter/downconverter μ � 5% 
 � 2◦
IPN = −20 dBc

Power amplifier SSPA model, IBO = 0 to −6 dB

ADC resolution 8–12 bits

υt x � 
 cos(�θ) − j sin(�θ)

with �θ and 
 being the phase and amplitude imbalances between the I and Q
branches. Identical effects appear at the receiver side due to imbalances in the down-
converter. The mirror signal attenuation can be quantified by the image rejection
ratio defined by I RR � 10 log10

(
μ

υ

)
.

2.5 Quantification of the RF Front-End Quality

The contribution of the different RF impairments to the system degradation can
be quantified by using the error vector magnitude (EVM), as is widely adopted in
communication standards. EVMprovides adequate information regarding distortions
generated by each RF component. On the other hand, the SINR is employed to define
the specifications at the receiver side. SINR evaluation includes the effects of the
receiver RF impairments.

For illustration purposes, the degradation of the different RF impairments is eval-
uated in a typical OFDM transceiver (with specifications in Table 1), as described in
Fig. 2.

The constellations obtained in different parts of the transceiver are illustrated in
Fig. 3. Phase rotation and ICI plus mirror interference are observed in TP1. In TP2,

Fig. 2 OFDM transceiver simulation model
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Fig. 3 Constellation at several test points

is depicted the NLD added by the PA. Downconverter distortion and quantization
noise are plotted in TP3. At the final point of the chain, TP4, the recovered symbols
after channel equalization are shown.

CPE effects can be easily removed by equalization. On the other hand, ICI terms
due to phase noise, quantization noise, and NLD, is modeled as an additive Gaussian
noise and its removal requires sophisticated algorithms.

Figure 4 shows EVM curves as a function of the PA operation point (back-off)
and the ADC resolution, with I RR � 20 dB and IPN = −20 dBc. Ideal channel
model is considered in this evaluation. These results indicate that in order to operate
with large constellation size, a back-off large than 5 dB and ADC resolution larger
than 9 bits are required.

3 Spectral Efficiency Using Full-Duplex

The full-duplex technology has emerged as an interesting option to reach the required
link capacity increment by allowing transmitting and receiving simultaneously in the
same frequency band. Full-duplex transceivers enjoy doubled transmission rates in
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Fig. 4 EVM in function of
PA input back-off and ADC
resolution

comparison with their conventional half-duplex counterparts. However, in order to
obtain that improvement, one needs to mitigate strong self-interference (SI) due to
its own transmitted signal that is coupled to the receive antenna [19].

Passive and active antenna cancelation techniques can be employed to mitigate
the SI at the input of the receiver chain. After that, analog RF cancelation is also
included to suppress the SI signal in order to keep the input signal at an adequate
level in the downconversion stage and avoid operating the mixer in the nonlinear
region of its transfer curve. This also reduces the saturation of the ADC and allows
to operate it with an adequate dynamic range enabling the implementation of DSP
for SI cancelation [20, 21].

There are two factors that determine the required amount of SI cancelation: (a)
the dynamic range of the ADC which defines the required level of cancelation at the
analog domain to avoid large quantization noise [22], and (b) the level of the desired
signal at the receiver. Ideally, the SI should be mitigated so that its power goes down
to the level of the receiver noise floor.

As discussed in the previous section, in the case of full-duplex systems, hardware
imperfections significantly limit the self-interference suppression capability.

3.1 Self-interference Reduction Techniques: Antenna, RF,
and Digital Cancelation with “Real-Life” Components

3.1.1 Antenna Cancelation

Due to the short distance between TX and RX antennas, the SI is typically stronger
than the signal of interest and its cancelation/suppression is mandatory. From
the antenna point of view, increasing the TX-RX antenna separation increases
the attenuation and reduces the self-interference level. However, due to practical
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reasons (cost and physical dimensions), the amount of attenuation is restricted to
20–30 dBs [23].

To achieve sufficient cancelation, it is necessary to increaseSI attenuationby active
antenna cancelation techniques [24]. Several options canbe considered to improve the
antenna isolation: (a) directional antennas,where theTXantenna gain isminimized in
direction of the receive antenna and vice versa, and (b) cross-polarization techniques
that employ transmit and receive antennas in orthogonal polarization states.

A simple design and implementation of a patch antenna array for full-duplex (FD)
applications was presented in [25]. The antenna array operates in the 2.4–2.6 GHz
band and is designed to provide large isolation between its TX and RX ports. The
feeding circuit for the TX antennas is a rat race coupler used to create 180° phase
change between the outputs. The antenna prototype and rate race coupler are illus-
trated in Fig. 5.

Measurements of the isolation between TX-RX antennas are plotted in Fig. 6
where an isolation between 52 and 57 dB is verified in the 2.5–2.55 GHz band.

The far-field pattern is shown in Fig. 7 (azimuth and elevation). The obtained
patterns are very well aligned with those obtained in the simulation. In the radiation
pattern, we can identify the nulls regions where the RX antennas should be placed
to get maximum isolation.

3.1.2 RF Cancelation Techniques

The RF canceler operates in the analog domain by adding a canceling signal to the
received signal at the victim antenna [26]. The canceling signal is generated by phase
and amplitude alignment of a reference interference signal to match the interference

Fig. 5 Patch antenna design with rate race coupler
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Fig. 6 TX-RX antennas isolation

Fig. 7 Radiation pattern azimuth and elevation

at the RX antenna. Generically, the RF cancelers are designed assuming a single-tap
SI channel, which introduces attenuation and phase delay as main parameters. If it
were the case of a multipath SI channel, the level of residual SI would be increased
deteriorating the performance. However, typical measurements show that the delay
spread of the SI channel is small compared with the OFDM sub-symbol duration
in the digital baseband domain and the SI channel typically manifests itself as a
flat channel for baseband processing. Despite that, the reflected paths should be
considered in the implementation of RF cancelers [27].
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3.1.3 Baseband Cancelation

After the implementation of antenna andRF cancelation techniques, the residual SI is
removed at baseband using digital domain techniques by subtracting the transmitted
baseband waveform from the received signal. The SI signal samples are generated by
the linear convolution between the transmitted symbols and the residual SI channel
estimate. The residual channel is composed by the channel coupling and RX-TX
front-ends.

3.2 RF Imperfections on Full-Duplex Relays

The link model comprises a source node, a full-duplex relay, and a destination node,
as is illustrated in Fig. 8. First, the received signal at the RN is given by

yR(n) � hSR(n) ∗ x(n) + hSI (n) ∗ βyR(n − D) + wR(n)

where x(n) is the transmitted time-domain signal generated by an OFDMmodulator
for N subcarriers, hSR(n) is the source-relay channel, hSI (n) models the loopback
coupling channel, and β is a scalar (amplify-and-forward relay). Parameter D is the
processing delay of the repeater and wR(n) denotes the channel noise.

The forwarded signal that is received at destination can be expressed as

yD(n) � hRD(n) ∗ βyR(n − D) + hSD(n) ∗ x(n) + wD(n)

where hRD(n) and hSD(n) represent the relay-destination and source–destination
channels, respectively.

Front-end imperfections limit the performance of full-duplex relays. In the fol-
lowing, the effects of typical RF impairments are addressed [28, 29]. A full-duplex
relay diagram is illustrated in Fig. 9.

Fig. 8 Relay link model
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Fig. 9 a Full-duplex relay model, b equivalent model

To simplify the analysis, we define an equivalent SI channel, heq(n) � Go(n) ∗
hsi (n) ∗ G1(n), where Go(n) denotes the TX front-end, and G1(n) models the RX
front-end that involves the LNA, mixer, and ADC.

The output of up/downconverter mixers including phase noise are given by

xr f (n) � (K1x x(n) + K2x x(n))e− jθx(n) � xiq(n)e− jθr(n)

where K1x and K2x denote the imbalance coefficients associated to IQmismatches in
the transmitter (x = t) or receiver (x = r) assuming that upconverter and downconverter
share the LO (single local oscillator, SLO), i.e., e jθ t(n) � e− jθr(n). The baseband
representation of the frequency-domain signal at k-th subcarrier (dropping the block
index n) is given by [6] Xr f (k) � Ψ (0)Xiq(k) + γ (k), where �(0) is the CPE term
and γ (k) is ICI induced by the phase noise.

On the other hand, the ADC output is modeled by xQ(n) � αAx(n) + Q(n),
A linearizedmodel is also employed to characterize thePA response, i.e., xpa(n) �

αpx(n) + d(n). The feedback signal by using the equivalent relay model is given by

z(n) � Go(n)r(n) ∗ ĥsi (n) ∗ G1(n)

� αaαpGLk1r k1t e
− jθr(n) ∗ ĥsi (n)e jθ t(n)r(n)

+ αaαpGLk2t k1r e
− jθr(n) ∗ ĥsi (n)e jθ t(n)r∗(n)

+ αaαpGLk1t k2r e
− jθr(n) ∗ h∗∧

si (n)e jθ t(n)r∗(n)

+ αaαpGLk2
∗
t k2

∗
r e

jθr(n) ∗ h∗∧

si (n)e jθ t(n)r(n)

+ αaαpGL
(
k1r d(n) + k2r d

∗(n)
)
e− jθr(n) + Q(n)
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where r(n) and z(n) denote the input and output signal of the equivalent feedback
channel, respectively. From this equation, several terms can be identified:

(a) Dominant term: αaαpGLk1r k1t e− jθr(n) ∗ ĥsi (n)e jθ t(n)r(n).
(b) Mirror terms: Due to SLO, the second term can be written as

αaαpGL k2t k1r H
∧

si (k)r(N − k). In the case of the third term, the expression
at subcarrier k is given by αaαpGLk1t k2r H

∧

si (k)r(N − k)Ψtr (0) + γtr (k). For
practical mixers, the fourth-term can be neglected.

(c) Additive term: this term comes from the distortion generated by the PA and
the quantization noise from the ADC.

• Self-interference channel estimate: The estimation of the SI channel is required
for the digital cancelation technique. If we employ a set of pilots symbols defined
to eliminate the effect of mirror subcarriers [30], a noisy version of the dominant
term is obtained H

∧

sieq (k) � αaαpGLk1r k1t H̃si (k).

The channel estimation error is given by εH � Hsi_eq(k) − H
∧

sieq (k), where
Hsi_eq(k) = Go(n)H̃si (k)G1(k), and composed by the dominant term, the mir-
ror components, and the additive terms previously described.

• Effective signal-to-interference-plus-noise ratio
The SINR at the output of the relay at any subcarrier can be expressed as

SI N Ro � Psoi
Pici + Piq + PQ + Prsi + Ppa + Pf eed + Pn

where

• Pici is the ICI: Pici � |αa|2
∣
∣αp

∣
∣2|β|2|GL |2|k1r |2|k1t |2σ 2

γ (k)
• Piq is the interference from mirror subcarriers:

Piq � |αa|2
∣
∣αp

∣
∣2|β|2|GL |2

(|k1t |2|k2r |2 + |k2t |2|k1r |2
)
Es

• PQ is associated to the ADC quantization noise:

PQ � |β|2(|k1t |2 + |k2t |2
)
σ 2
Q(k)

• Prsi is the residual self-interference due to imperfect channel estimation:
Prsi � |β|2(|k1t |2 + |k2t |2

)
σ 2

ε (k)PyR, where PyR is the power transmitted by
the relay.

• Ppa � σ 2
d (k) is the power of PA nonlinear distortion.

• Pf eed is the distortion due to the residual self-interference channel:

Pf eed � |αa|2|β|2|GL |2[
(|k1r |2 + |k2r |2

)(|k1t |2 + |k2t |2
)
σ 2
d

+
∣
∣αp

∣
∣2(|k1t |2|k2t |2|k1r |2 + |k1t |2|k2t |2|k2r |2

+ |k2t |2|k2r |2|k1r |2 + |k2t |2|k1t |2|k2r |2)PyR]σ 2
H̃
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Table 2 Simulation parameters (DRR denotes directed to reflected paths ratio)

Parameter Value

OFDM N = 512, B = 5 MHz

Relay Tx power PyR � 0–20 dBm

Antenna + RF
cancelation

Ac � 30 dB Ar f � 30 dB

Mixer imbalances and phase noise IRR = −35 dB, f3dB � 100

ADC resolution 8–12 bits

Power amplifier Third-order polynomial model
c1 � 1.1136 + 0.184 j, c3 �
−0.3807 − 0.0705 j

SI channel Ricean channel DRR = 30 dB

where σ 2
H̃

� σ 2
H̃
A2
c A

2
r f• Pn is the S-R channel noise:

Pn � |αa|2
∣
∣αp

∣
∣2|β|2|GL |2

(|k1t |2 + |k2r |2
)(|k2t |2 + |k1r |2

)
σ 2

w

3.2.1 Numerical Evaluations of FD Relay Performance

Link capacity and SINR at the relay output are evaluated to quantify the performance
of FD relay affected by RF impairments. Simulation parameters are summarized in
Table 2.

System capacity is illustrated in Figs. 10 and 11. The capacity for a HD relay
is also included for comparison purpose. From Fig. 10, it can be observed that FD
link outperforms HD for DSP cancelation levels larger than 30 dB even using a
low-resolution ADC. In this figure, a noise floor due to quantization noise appears.
Noise floor can be also appreciated in Fig. 11 due to nonlinear distortion and mixer
imbalances.

Figure 12 illustrates the dependence of system capacity with the relay transmitted
power (the SNR at destination is normalized in 30 dB). The effects of SI increment
(due to large transmitted power) over the overall system capacity are plotted in
Fig. 13. In this case, the dynamic range of the ADC input signal is large, and the
ADC resolution needs to be increased.

The effective SINR at the output of the relay node is shown in Fig. 14. Considering
that the SNR at the relay input is 30 dB, we can observe that this value is reached only
for large levels of DSP cancelation with ideal front-end. From practical implemen-
tations, a SINR degradation larger than 10 dB is obtained. To alleviate this problem,
nonlinear and widely linear DSP cancelers, predistorters, and ADC compensation
are the options to be explored.
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Fig. 10 Capacity versus DSP cancelation. FD and HD links are evaluated considering IQ imbal-
ances and nonlinear PA distortion. ADC resolution 8 bits

Fig. 11 Capacity versus DSP cancelation. FD and HD links are evaluated considering IQ imbal-
ances and nonlinear PA distortion. ADC resolution 14 bits
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Fig. 12 FD relay. Capacity dependence with relay transmitted power and DSP cancelation. IQ
imbalances and PA distortion is included. ADC resolution 14 bits

3.3 Self-interference Channel Models

The knowledge of the characteristics of the SI channel is a key issue to design self-
interference cancelation techniques

We investigate the equivalent SI channel model considering the proposed patch
FD antenna. The frequency response of a SI channel was measured using a vector
network analyzer (VNA) in four scenarios: anechoic chamber, laboratory, corridor,
and terrace. The S parameters at N = 2000 uniformly spaced frequency components
in 2.4–2.6 GHz (Bv � 200MHz) band were obtained. Each frequency sample value
was averaged over 30 measurements.

The time resolution is given by τmin � 1/Bv � 5 ns and a maximum time delay
of τmax � N−1

Bv
� 15µs. Several parameters are employed to characterize a wireless

cannel:

• Average isolation: I � 1
N

∑ fu
fl

|S13( f )|2 where fl and fu are lower and upper
frequency limits of the measurement bandwidth Bv.

• Power delay profile: is obtained by taking the inverse discrete-time Fourier trans-
form (IDFT) of the measured frequency response, p(t) � 20log10|s13(t)| where
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Fig. 13 FD relay.Capacity dependencewith antenna+RFcancelation,ADC resolution, relay trans-
mitted power, and DSP cancelation

Table 3 Self-interference channel metrics

Isolation I (dB) Rms delay spread στ

(ns)
Coherence bandwidth
Bc (MHz)

Terrace 54.3 70 2.84

Corridor 63.1 110 1.80

Laboratory 55.3 84 2.36

Anechoic chamber 57.0 19 10.5

s13(t) � F−1[S13( f )], and F−1[·] is the inverse discrete-time Fourier transform
(IDFT).

• Delay spread: It is given by, στ �
√

τ 2 − τ 2 where τ 2 � ∑N
l�1 τ 2

l p(τl) and
τ � ∑N

l�1 τl p(τl).
• Coherence bandwidth: it quantifies the frequency selectivity of a wireless chan-
nel, Bc � 0.02

στ
.

A synthesis of the measured parameters is listed in Table 3.
From these results, we can infer that only in case of nonreflective scenarios, the

SI can be considered as frequency flat requiring a single-tap DSP canceler. However,
for baseband processing, the single or multipath characteristic of a SI channel is a
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Fig. 14 Effective SINR at the relay output. SN RR � 30 dB

function of the sampling frequency. Considering an OFDM system operating with
n sampling frequency fs � 1

Ts
, each baseband channel tap can be obtained as the

combination of Ts/τmin samples of p(t).
Figure 15 shows the power delay profile of power normalized SI channel consid-

ering OFDM bandwidths of Bof dm = 5, 10, and 40 MHz. In case of lower sampling
frequency, the energy of the channel is concentrated in a dominant path. When the
sampling frequency is increased, secondary paths have also significant levels of
energy in reflective scenarios.

4 Massive MIMO Systems

The development of massive multiple-input multiple-output (MaMIMO) was moti-
vated by the necessity of a large spectral efficiency and reduced power consumption.
The implementation of a large number of antennas offers a large spectral efficiency
and link reliability. Moreover, the use of MaMIMO allows scaling down the trans-
mitted power proportionally to the number of antennas which potentially leads to a
significant improvement in terms of energy efficiency [31].

MaMIMO systems have been developed to provide very high data rate, without
increasing the spectrumbandwidth and energy consumption [32, 33].MassiveMIMO
usually consists of tens to hundreds of antenna elements, placed in one or some of
the involved communication devices. A base station with a massive antenna array
serving several single-antenna user terminals is a typical example of massive antenna
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Fig. 15 Sampled channel impulse response of SI coupling. Energy distribution per tap for an
OFDM system with bandwidth of 5, 10, and 20 MHz

application. The use of large number of antennas at the base station is essential to
enhance the capacity without extra spectral resources [34].

OFDM and MaMIMO present a huge potential to obtain very high data rates
and high quality of service (QoS). However, MaMIMO systems requires a mobile
equipped with multiple antennas at the transmitter that is a challenging issue in
mobile devices due mostly to their size, cost, and computing power limitations.
These technological issues constrain the use of large number of antennas only to the
base station. In the mobile device, only single or a couple of antennas are allowed
[35].

4.1 Low Complexity RF Front-End Design

The radiated power per antenna decreases linearly with the number of antennas.
Moreover, the effects of small-scale fading, noncoherent interference and receiver
noise are minimized. However, a massive number of antennas require a separate
transceiver chain and power amplifier (PA) for each antenna. In this situation, the
size and costs of theRF front-end (includingADCandDAC) andPAbecome a critical



234 F. Gregorio and J. Cousseau

issue. The optimization of cost and size implies the use of low-cost componentswhich
creates several imperfections/impairments that degrade the system performance. For
large number of base station (BS) antennas, the system capacity is only limited by
the impairments at the user equipment. That result implies that RF imperfection at
BS can be supported with low performance degradation [36, 37].

A critical component ofMaMIMO front-ends is the ADC. In case of large number
of antennas, a MaMIMO front-end implies in many ADCs, i.e., cost and power
consumption prohibitive for practical implementations. Low-resolution ADCs are
proposed tominimize the cost and power consumption of eachRF chain [38–40]. The
trade-off between quantization noise and power consumption need to be investigated
in order to find an optimal resolution that minimizes the SNR degradation.

4.2 Power Efficiency and Linear Precoding Techniques

The MaMIMO system model based on OFDM illustrated in Fig. 16 is composed
of a single-cell scenario that operates in a TDD mode. It includes a base station
with M antennas with a total power constraint Ptr that serve N single—antenna
users (M × N). It is assumed that the channel is uncorrelated without coupling
between antenna elements. The vector of the received signal on subcarrier k, yk , with
(k � 1, 2, . . . , NFFT ), for an arbitrary OFDM symbol is given by

Fig. 16 Massive MIMO system
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yk � ρkHk Qk sk + wk

where yk � [
y1k , . . . , yNk

]T ∈ CN×1, the response of the wireless fading channel at
subcarrier k is Hk � [

h1
k, . . . , hN

k

] ∈ CN×M , with elements hn ·m
k with n = 1, …,

N and m = 1, …, M). Qk ∈ CM×N is a precoding matrix with elements qm,n
k and

sk � [
s1k, . . . , sNk

]T ∈ CN×1 is the data symbols vector, andwk � [
w1

k , . . . , wN
k

]T ∈
CN×1, with wn

k are sampled of independent and identically distributed (i.i.d.) zero-
mean complex white Gaussian with variance σ 2

w. The power transmitter is subject
to a constraint given through ρk � √

pk and it is assumed that power per user is
normalized

[
E |xn|2] � 1. The precoding matrix is obtained assuming that the BS

has perfect knowledge of the channel. The precoded signal is given by xk � Qk sk .
Considering a linear precoder, the transmitted signal can be written as

xnk �
N∑

i�1

qn,i
k sik

And the received signal by the user n is

ynk � ρn
k h

n
k q

n
k s

n
k + ρn

k

N∑

i�1,i ��n

hn
k q

i
k s

i
k + wn

k

where the desired signal, the interference, and the noise can be easily identified. The
precoding matrix is designed to minimize the multiuser interference, improving the
signal-to-interference-plus-noise ratio (SINR). That SINR can be expressed by

SI N Rn
k � ρn

k E[|hn
kq

n
k |2]

pnk
∑N

i�1,i ��n E[|hn
kq

n
k |2] + σ 2

w

where pk � ρ2
k . The achievable rate for user n can be approximated by

Rn ∼� log2
(
1 + SI N Rn

)

Complexity issues motivate the use of linear precoding techniques, which present
a good performance and lower implementation complexity. Particularly, two linear
precoding techniques will be explored: Least square (LS) and maximum ratio
transmitter (MRT).
LS or zero-forcing is designed to eliminate multiuser interference (MUI). The pre-
coding matrix for each subcarrier k is given by

Qk,LS � β−1
LS H

H
k

(
HkH

H
k

)−1
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where βLS �
√∥

∥
∥HH

k

(
HkHH

k

)−1
∥
∥
∥
2

F
. LS precoding avoids the MUI. However, the

channel noise is amplifiedwhen the channel has large deeps in its frequency response.
Maximum ratio transmitter (MRT) precoding maximizes the power of the desired
signal disregarding the interference. The precoding is given by

Qk,MRT � β−1
MRT H

H
k

where βMRT �
√∥

∥HH
k

∥
∥2

F . The MRT scheme avoids matrix inversion leading to the
simplest precoding solution.

4.2.1 Channel State Information

CSI is estimated at the BS using a training sequence allocated to each user. During
the training, all N users transmit non-orthogonal sequences and the BS estimates
each channel. By considering uplink–downlink channel reciprocity, the estimates
are employed to make the precoding matrix.

In case that lower resolution ADC is employed in each RF chain of the BS, the
estimate will be affected by quantization noise and the downlink performance will
be degraded.

4.3 Numerical Evaluation

In order to check the performance ofMa-MIMO systems with low-resolution ADCs,
we define a simulation scenario that consists of a BS equipped with N BS and M
single-antenna users. MRT and LS precoders were evaluated.

The recovered symbol constellation with 1 and 2 bits ADC at the BS is illustrated
in Fig. 17 for MRT precoding. Two active users are considered. The BS is equipped
with 40 and 250 antennas. Severe quantization noise can be observedwhen 1 bit ADC
is employed. Using the LS precoder and 40 antennas, the MUI is severe and cannot
be suppressed. The results are improved for the case of 250 antenna elements. When
an ADC of 2 bits is adopted, a significant noise/interference reduction is obtained.
For large number of antennas, the quantization noise can be considered negligible
even for the case of 2 bits ADC.

The capacity for user n is illustrated in Fig. 18 that is evaluated for MRT and
LS precoding varying the number of antenna elements and the ADC resolution. LS
precoding obtains the best performance in the high SNR region. When 100 antennas
and 2 bits ADC are employed, the performance is almost identical to the ideal with
a low penalty. On the other hand, it can be seen that the rate of the MRT quantized
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Fig. 17 Recovered constellation at user n (BS using MRT precoding)

systems is limited by the MUI. The implementation complexity and the associate
power consumption of both precoders need to be carefully evaluated in order to
decide which the best option for Ma-MIMO is. The trade-off between cost in terms
of power consumption and the penalty in terms of SINR are the variables to be
optimized.

5 Summary of the Chapter

• RF components are fundamental elements that govern the performance of com-
munication devices.

• The power consumption of long range communication systems is a function of
power amplifier consumption. In this case, the implementation of linearization
techniques is mandatory. However, when the transmitted power is lower (short-
range communication),DSPandADCconverters appear as significant contributors
to the power driven.
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Fig. 18 Capacity versus number of antenna elements and ADC resolution

• The consumption of digital blocks needs to be considered in low-mean power
devices. ADCs and digital processing block need to be carefully designed in mas-
sive MIMO applications.

• Full-duplex systems allow increasing the system capacity and spectral efficiency.
Practical implementation of self-interference cancelation techniques is an open
issue where several items are still unsolved.
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Security Attacks on Wireless Networks
and Their Detection Techniques

Rizwan Ur Rahman and Deepak Singh Tomar

Abstract The security issues of wireless networks have been a continuous research
area in the recent years. With the advancement of wireless networking systems,
building secured and reliable communication is particularly important. Security of
wireless systems is to prevent unauthorized access or harm to computers from the
attackers. Since wireless networks are open in nature, it is possible for attacker to
launch numerous types of attacks onwireless network.Hence, the security ofwireless
network remains a serious and challenging issue. In this chapter, security issues in
context to wireless network are presented. In the first section, vulnerabilities such
as unknown network boundary and no physical access required are explored. The
next section is dedicated to attacks in wireless networks, attacks classification such as
active attack versus passive attack, and the other types of attack in wireless networks.
Special section is dedicated to emerging attacks in bitcoin peer-to-peer network. The
last section gives the security mechanism of wireless network and attack detection
techniques including active attack detection and passive attack detection techniques.

Keywords Wireless security · Vulnerabilities · Attacks · Active attacks
Passive attacks · Cryptocurrency · Bitcoin · Blockchain · Bitcoin attacks ·WIDS
WIPS · Firewall · Anomaly detection

1 Introduction

Wireless technology is becoming the most exhilarating field of communication and
networking. The rapid development of cell phone use, a variety of satellite services,
and at the moment the wireless local area networks wireless Internet are making
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incredible changes in communication and networking. This chapter explores the
core areas in the field of security in wireless network:

• Wireless networking introduction,
• Vulnerabilities in wireless networks,
• Attacks in wireless networks, and
• Attack detection in wireless networks.

1.1 Introduction to Wireless Networking

A wireless network is a computer network that allows computing devices to com-
municate with each other without being connected via a physical communication
medium, such as networking cable. Modern wireless networks typically rely upon
radio communications which take place in the band of frequencies beyond infrared
light in the electromagnetic spectrum [1]. Other means of wireless signaling which
rely upon higher energy frequencies within the electromagnetic spectrum are also
possible within the broader framework of network communications. Wireless net-
works are implemented at the physical layer that is layer 1 of the OSI (Open System
Interconnection) reference model. A typical wireless system is shown in Fig. 1.

1.2 Wireless Access Points

Wireless access point is used to provide wireless entrance to a device that does
not have wireless access. It can be thought as a converter between regular local area
network and a wireless world.Wireless access point is employed to accomplish other
tasks, for instance, increase a wireless network as well [2].

Wireless access points are typically physically connected to a wired network
via a network router. One of the primary components of a wireless access point
is a radio transceiver which is a device that allows for both the transmission and
reception of radio signals client. Devices wishing to join a wireless network also
have a transceiver and in this way, two-way wireless communication between a
client and aWEP becomes possible. Wireless access points commonly use theWi-Fi
set of communication standards which are alternatively known as the IEEE 802.11
protocol suite.

1.3 Advantages of Using Wireless Network

Wireless networks are advantageous in many different ways and one good way of
understanding the advantages that wireless networks provide is to divide them into
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Fig. 1 A typical wireless system

two groups. The first is the advantages for network users and the second is the
advantages for network providers.

1.3.1 Advantages for Wireless Network Users

For network users, wireless networks provide both convenience and mobility. Wire-
less networks are often more convenient to users than wired networks because they
allow user to connect to a network without needing to attach a network cable to
computing device and without needing to specify any cumbersome network config-
uration settings such as IP addresses, subnet masks, gateways, DNS servers, and so
forth. Wireless networks also provide users with mobility rather than being forced
to stay in one physical location as with a wired network. Users of wireless networks
are free to roam to any location in the world which provides wireless access and can
still be connected to the network [3].
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Table 1 Summary of wireless network advantages

S. no. Advantages for wireless network users Advantages for wireless network providers

1 Work with multiple devices Network cables are not required

2 Guest use Fewer points of failure

3 Convenience Fewer points of attacks

4 Increased mobility Lower maintenance and installation cost

5 Safety Scalability

Another advantage of using wireless networks is that it works with numerous
devices. Whether the device of end user is a PC, tablet, laptop, or even cell phone, it
can be connected to the network with a trouble-free click. This is suitable for visiting
clients, plus employees in an office who want to complete different tasks during the
day, such as making notes or checking emails during meetings. So, in this way, it
gives a convenience for guests visiting the office or any other place. Last but not
least, it provides safety to the end users. As there are no cables used in a wireless
connection, the possible risk of stumbling over any trailing wires can be avoided in
general.

1.3.2 Advantages for Wireless Network Providers

Wireless networks also offer many advantages for network providers. First, with
wireless networks, a network provider needs to run much less network cable that
would be necessary if it used an exclusively wired network of the same capacity.
This concept also extends into mobile telephony. Developed countries, for example,
spent more than a century laying millions of kilometers of telephone wires. In the
modern era, developing and emerging countries can simply deploywireless telephone
networks in order to allow their citizens to communicate with each other.

The summary of wireless network advantages is presented in Table 1.

1.4 Communiqué Using Wireless Networks

An end user who wishes to employ a wireless network must possess a wireless net-
work interface card (NIC) which supports the communications protocols. In the early
period of computer networking, network interface cards (NICs) were often separate
devices that had to be installed into a computer’s expansion slot. But now NICs have
become standard components that are mostly a permanent part of computing devices
in primary circuitry. It should be noted that each NIC has a media access control
(MAC) address which in theory provides a mean through which the network inter-
face card can be uniquely identified. The capability of each computing device to be
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uniquely identifiable and addressable is essential for computer networking including
wireless networking [4].

Most modern wireless networks rely upon the IEEE 802.11 protocol suite of
communications protocols. The 802.11 protocol suite is a family of related commu-
nications protocols that provide detailed specifications for implementing local area
wireless computer networks. For instance, IEEE 802.11 based wireless protocols
include 802.11a and 802.11b. The usable range of 802.11 wireless networks varies
widely from approximately 25 m to approximately half kilometers depending upon
the local environmental conditions and the specific protocol being used.

1.5 Data Frames in Wireless Networking

Wireless data are being transmitted in blocks of data known as wireless data frames
[5]. Each wireless data frame is made up of three key parts. A typical wireless data
frame is shown in Fig. 2:

1. Frame header
2. Frame payload
3. Frame checksum sequence.

Frame Header:
The frame header contains five numbers of different attributes that are required in
order to make wireless networking realistic in a multiuser environment.

Fig. 2 Wireless data frame
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1. Type of Frame: The first one among these is the frame type which could be a
usual data frame or some other types of frame such as an authentication frame
or beacon frame or an association frame.

2. Direction of Frame: The next attribute in the frame header specifies the direction
of the frame that is whether the frame is sent from a wireless access point to a
client or a client to the wireless access point.

3. Order Control and Fragmentation: The third part of the frame header deals
with fragmentation and order control as wireless messages are subdivided into
frames; it is essential to maintain the order and sequencing of each frame within
a message.

4. Bit ofEncryption: The fourth part of the header is a bit of encryptionwhich speci-
fieswhether the frame utilizeswired equivalent privacy (WEP)-based encryption.

5. MAC Address: At last, the header has the MAC addresses of the sender and
receiver in order to determine whether the frame is meant for them of the wireless
devices within the range.

Payload:
After the frame header, the next key piece of the wireless data frame is the frame
payload. For this frame, Wi-Fi data frames have data between 0 and 2047 bytes of
payload data.
Frame Checksum sequence:
Finally, the thirdmajor part of thewireless data frame is the frame checksumsequence
which is used to verify the integrity of the frame. In other words, the frame check
sequence is used to make certain that the data frame was not modified or corrupted
while transmitting between the sender and receiver. The checksum sequence for a
data frame generally uses the cyclic redundancy check (CRC) value.

2 Vulnerabilities in Wireless Network

Although wireless networks have many advantages for both network users and net-
work providers, it is important to realize that using wireless networks can potentially
createmany security vulnerabilities. This section explores the vulnerabilities in wire-
less network such as insecure physical location, rogue access points, lack of network
monitoring, inadequate encryption and decryption standards, and unknown network
boundary.

2.1 Vulnerability Definition

Vulnerability can be defined as a type of weakness in a wireless network itself, in
a set of protocols, or whatever thing that leaves wireless network security exposed
to a threat. Vulnerability is the internal weakness of wireless network systems. On
the other hand, a threat is an external factor that could harm the wireless network
system [6].
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2.2 Insecure Physical Location

Wireless access points (WAPs) should not be positioned from where they are easily
accessible. For this reason, they can be detached and tampered with copied config-
urations or altered configurations then returned.

2.3 Rogue Access Points

When an access point is installed on a wireless network without the apparent autho-
rization from a local wireless network administrator, then it is known as rogue access
points. These points are usually added by the employees of an organization or by a
malicious attacker [7].

A rogue access point may also be effortlessly smuggled onto enterprise premises
by a stranger. Moreover, a rogue access points cause grave security threat to a wired
enterprise wireless network. In view of the fact that, it provides a wireless backdoor
into the enterprise wireless network for outside users, evading every one of wired
safety measures such as network access control and firewalls. A typical scenario of
rogue access points is presented in Fig. 3. As shown in the figure even the firewall
cannot protect from rogue access points since the firewall operates at traffic transfer
point between the Internet and local area network. Firewalls are not able to monitor
traffic through rogue access points.

Fig. 3 Rogue access points
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2.4 Physical Access Is Not Required

No physical boundary exists between a malicious attacker and the data that is trans-
mitted over a wireless network. In other words, a wired network gives an extra layer
of protection that a wireless network does not provide insofar as eavesdropping on
a wired network needs physical access to network infrastructure components, for
instance, network cables, routers, or switches.

Wireless access points may also lose signals because of office wall, doors, cab-
ins, and other office building materials. These signals may also penetrate into the
airspace of other office and could connect with their wireless network. This is known
as accidental associations and could take place in densely populated areas where
numerous end users or organizations use wireless technology [8].

2.5 Inadequate Encryption and Decryption Standards

Wired equivalent privacy also referred asWEP is an encryption algorithm forwireless
computer networks [9].

Wired equivalent privacy (WEP) encryption standard has a number of weaknesses
such as key size and the initialization vector (IV) is very small. As a result, some end
users will not even enable it. This can prove to be damaging to the wireless local area
network since weak encryption is far better than the no encryption. Furthermore,
some users make use of the longer encryption key, but this is not going to make the
local area network extra secure.

2.6 Unidentified Network Boundary

Another vulnerability, connected with wireless network systems is that they often
create an unknown boundary for the wireless network. In a wired network, admin-
istrator and security personnel know precisely where the network boundary ends.
This is not generally possible with a wireless network because clients often estab-
lish or drop connections to a wireless network on an ad hoc basis. Moreover, these
clients can further complicate the network boundary by using network extenders or
by enabling internet connection sharing for the other users through which computing
devices are could connect to the wireless network by piggybacking on an existing
client connection [10].
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2.7 Insecure Wireless Network

The most substantial threats to information security emerge in the context of inse-
cure wireless networks. Unencrypted wireless data frames can be easily sniffed and
analyzed using free software by anyone within range of the wireless network.

Insecure wireless networks are in fact such appealing targets for networks and
have become a widespread activity among malicious parties searching for and mark-
ing unsecured wireless networks. The most common forms are “War Driving” and
“Warchalking” [11, 12].

2.7.1 War Driving

War driving sometimes also referred as an access point mapping is a method used to
take an advantage of wireless networks by the unauthorized use of insecure wireless
local area network. It involves driving around a town neighborhood or city to search
for open wireless local area network.

If the open wireless networks are found, they could be exploited for many pur-
poses, from accessing organizational documents to simply browsing the Internet. A
lot of wireless networks remains unlock to whatever happens since the individual
user or organizationsmake use of these networks that do not consider taking an added
security measures to be essential.

Global positioning system (GPS) technology is exploited for war driving, creating
these networks with no trouble to spot. The war driver could locate wireless networks
on a map and distribute it using the apps, for instance, Google maps or other GPS
softwares.

2.7.2 Warchalking

It is a process of sketching of a particular set of codes to mark the streets and
sidewalks in order that other well-informed parties can take advantage of the wireless
networks.Warchalking ismotivated by hobo symbols, given away byMatt Joneswho
draw the set of icons and made an open access document containing these symbols.
Warchalking symbols of open node, closed node, andWEP node are shown in Fig. 4.

3 Attacks in Wireless Network

This section introduces the attacks in thewireless networks. First, the attack definition
is presented, and then the classifications of attacks such as active attack, passive
attacks, cryptographic, and noncryptographic attacks are explored.
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Fig. 4 Warchalking symbols

3.1 Attack Definition

Wireless network attacks can be defined as an attempt to harm, expose, modify,
damage, embezzle, or gain unauthorized access to a wireless network asset. Internet
EngineeringTaskForce (IETF)describes the termattack as an assault on the computer
network security or planned attempt especially in method or technique to dodge
security services and violate the security guiding principle of a system. An attack
could be carried out by an insider known as inside attack or from outside the company
known as outside attack [13].

In an inside attack, the attack is started by an attacker who is inside the security
boundary, i.e., an insider. This is usually carried out by an employeewho is authorized
to access the system resources and, however, uses these resources in such a way that
it is not permitted by the administrator who granted the authorization. In an outside
attack, the attack is started by an attacker from outside the security boundary, by an
unauthorized or illegal user of the system that is an outsider.

3.2 Attacks Classification in Wireless Networks

Attacks can be categorized into two main categories, according to the disruption in
wireless communication, i.e., passive wireless attacks and active wireless attacks.
The taxonomy of attacks in wireless networks is presented in Fig. 5.
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Fig. 5 Taxonomy of attacks in wireless networks

3.2.1 Passive Wireless Attacks

In passive wireless attack, a wireless network system is scanned and monitor for
vulnerabilities and open ports. In this type of attack, an attacker acquires the data
exchanged in the wireless network without disrupting the wireless communication.
The main idea behind these attacks is exclusive to obtain the information about the
target, and no data is changed or modified on the target systems [14]. Examples of
passive wireless attacks include the following:

• Active Reconnaissance: In active reconnaissance, the passive attacker connects
to the target system to collect the information about weaknesses and the vulner-
abilities. An attacker examines systems for vulnerabilities without interruption,
with the techniques like session capture.

• Passive Reconnaissance: In active reconnaissance, the passive attacker connects
with the target system with methods such as port scanning.

• Eavesdropping: The literal meaning of eavesdrop is to secretly listen to private
conversation over a confidential communication channel in away that is not legally
authorized. Inwireless system, it is the process of collecting the information from a
wireless network by snooping while the data is being transmitted. The information
remains unaltered, but the privacy is compromised.

• Traffic Analysis: Traffic analysis is the method of capturing and monitoring wire-
less frames or messages with the purpose of driving the information for patterns
in communication [15].
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Fig. 6 Passive attacks

• Wardriving: In this type of passive attack, vulnerableWi-Fi networks are scanned
in close proximity places with a portable antenna. This attack is usually carried
out from a moving motor vehicle, with GPS systems that the attackers use to mark
areas with vulnerabilities on a Google map or other GPS software. Passive attacks
are shown in Fig. 6.

3.2.2 Active Attacks

In activewireless attack, awireless network system is attacked by an attacker attempt-
ing to penetrate into the wireless system. During this type of attack, the attacker
damages data of the system as well as potentially modifies the data within the sys-
tem. During this attack, attacker interrupts the normal functionality of the wireless
network [16]. It is characterized by the following characteristics:

• Modification of information,
• Disruption of information, and
• Fabrication.

Active attacks are further classified as denial-of-service attacks, man-in-the-
middle attacks, and cipherattacks.

3.3 Denial-of-Service Attacks

Duringdenial of service, amostly single computer is usedby the attacker to exploit the
vulnerabilities of wireless network. It is performed in numerous ways, for instance,
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Fig. 7 DoS attacks

flooding a network by redundant traffic thereby preventing legitimate user request,
twisting the connection information, for instance, resetting a TCP session, and block-
ing the access by disrupting the connection among the communicating systems [17].
A typical DoS attack is shown in Fig. 7.

Denial-of-service attack in wireless network can be done in different ways includ-
ing jamming attack, flooding, ping of death attack, smurf attack, and teardrop attack.

3.3.1 Jamming Attack

In jamming attack, the attacker uses deliberate radio interference to damage the
wireless network communications bymakingwireless communicationmediumbusy.
Jamming attack causes a transmitter to pull back when it senses busy medium, or it
may corrupt the wireless frames received at receiver site. Jamming attacks typically
target at the physical layer; however, attacks on other layers attacks are also possible
[18].

This attack is generally carried out by producing the radio frequency noise in the
frequency domain used by the wireless equipment. Devices such as laptop, mobile,
and PC which operate with the similar frequency may be affected by the jamming
attack. Typical jamming attack is shown in Fig. 8.

3.3.2 Flooding

In flooding denial-of-service attack, continuous and particular types of wireless
frames are sent into the wireless network.
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Fig. 8 DoS jamming attack

In flood attack, attacker floods victim with unbounded number of request but does
not respond with acknowledgment packet when a packet is received from the server
their by making half-open connection with the server. As the number of pending
request increases, the server resource get consumed and fails to provide service to
other genuine clients. Flooding in a wireless network can be of two types: authenti-
cation flooding and de-authentication flooding.

3.3.3 Ping of Death Attack

Ping is used to check the reachability of a client on a network. Ping transmits ICMP
request packets and stays for ICMP echo reply. Ping of death attack is performed
by sending packets of size larger as large as 65,535 bytes. A ping packet is of size
56 bytes if it is correctly formed. If a packet is of size larger than the allowed
limit, packet gets divided into multiple packets [19]. Victim system crashes when it
performs reassembling of these malformed packets. Ping of death attack is shown in
Fig. 9.

3.3.4 Smurf Attack

Smurf attacks are those attacks caused because of misconfiguration of network
devices. Source IP is spoofed to victim IP address by the attacker [20]. Smurf attack
is shown in Fig. 10.
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Fig. 9 Ping of death attack

Fig. 10 Smurf attack

3.4 Man-in-the-Middle Attacks

After denial-of-device attack (DoS), the most serious attack to wireless network is
the man-in-the-middle attack. This attack typically works in three steps. In the first
step, an attackerwaits forwireless access point (WAP) for a genuine user to initiate an
association with theWAP. In the second step, as soon as an association is established,
the attacker captures the MAC addresses of the genuine user and the wireless access
point continuing the attack. After that, the attacker changes his MAC address to
match the MAC address of the wireless access point and sends a disassociate request
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Fig. 11 Man-in-the-middle attack

to the legitimate user. Legitimate user terminates the associationwith the realwireless
access point. Meanwhile, the attacker changes his MAC address once more this time
adopting the legitimate users MAC address; the attacker is then able to continue the
legitimate users authenticated session with the wireless access point [21]. Systematic
description of man-in-the-middle is depicted in Fig. 11.

3.4.1 Captive Portal

A captive portal is generally a web page which is shown to new users before they are
allowed further access to network resources. Captive portals are usually used login
page which may require authentication in the form of username and password, or
other valid credentials that both the provider and the user agree. Captive portals are
used for a wide range of mobile, Wi-Fi, and home hotspots.

In captive portals, end users merely use a browser to login to the wireless network,
a malicious party attacker only requires to make the similar login page, which should
look indistinguishable from the real page, and capture credentials such as username
and password as people attempt to login. The malicious party could even operate as
proxy transferring the username and password onto the real authentication server.
This kind of attack is also known as wireless phishing [22].
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3.4.2 802.1x/Eap

The IEEE standard for port-based network access control is IEEE 802.1x. This stan-
dard is part of networking protocols of the IEEE 802.1. It offers an authentication
method to computers wishing to connect wireless local area network.

Even as a correctly employed,WPA/WPA2wireless network using 802.1x authen-
tications is protected andnot exposed to aman-in-the-middle attack, numerous clients
aremistakenly configured, leaving themvulnerable to an attack. Theweakness occurs
from certificate used to authenticate the remote authentication dial-in user service
(RADIUS) server. A lot of clients configure their computers in order that it does not
discard certificates given by the RADIUS server [23].

3.5 Wireless Cipher Attacks

In wireless cipher attacks, the basic purpose is to decode ciphertext by breaking a
cryptosystem and then obtain the plaintext from the ciphertext. To get the plaintext
from the ciphertext, the attacker only requires getting the decryption key, since the
encryption and decryption algorithms are already in the public domain.

Therefore, the attacker applies utmost effort to obtain the secret key of encryption
and decryption algorithms. If the key is obtained by an attacker, then system is
considered as a compromised and broken system. Different types of wireless cipher
attacks are WEP attacks, WPA dictionary attack, and WPA/TKIP.

3.5.1 WEP Attacks

The threats of security associated with the wireless transmission of data are known
since the inception of the age of wireless communications. In an effort to offer a level
of protection to Wi-Fi networks, wired equivalent privacy (WEP) was released for
the 802.11 protocols in the 1997 and was officially accepted in the year 1999 [24].

WEP was intended to give wireless communications with a level of security and
privacy analogous to that provided by wired communications. However, numerous
weaknesses have been identified in wired equivalent privacy.

• The very first weakness is discovered within 2 years after its formal acceptance.
For instance, WEP makes use of a shared static key, i.e., the same key sequence
can be used for multiple data frames belonging to the same message.

• Second,WEPuses a very short encryption key comprised of as few as 40 bits. A 40-
bit key can be easily cracked with advanced parallel computers using brute-force
algorithms.

• Further, WEP implemented a weak encryption method based on the RC4 algo-
rithm. In the web encryption model if a malicious party is able to guess the
decrypted value of any single frame, then the key sequence used to encrypt that
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frame can be recovered, as WEP reuses the same key sequence again and again.
This means that other data frames can be hacked too.

• Fourth, WEP used an unencrypted integrity check value that was generated from
a well-known algorithm. A malicious party could thus send modified data frames
with appropriate check values that would appear to be legitimate.

• Lastly, WEP has no proper method for authentication and without authentication
malicious parties could gain access to the network if they can get a correct SSID
and MAC address.

3.5.2 WPA Attacks

With regards to all of the vulnerabilities that were recognized with wired equivalent
privacy, the IEEE design and developed an improved way of protecting wireless data
while they were in transmission between a client and a wireless access point.

To overcome these attacks, Wi-Fi protected access or WPA and later Wi-Fi pro-
tected access version 2 orWPA2were developed as a replacement ofwired equivalent
privacy standards.Wi-Fi protected access is designed to improve wireless security by
particularly addressing the problems that had been identified with the wired equiva-
lent privacy standards [24].

• First, WPA2 uses a dynamic encryption key as different to the static encryption
key which was used with WEP. This makes the compulsion for the encryption key
to be changed for each data frame involved in a wireless message.

• Second, WPA2 includes real authentication in practice. Nearly, all WPA2-enabled
wireless networks use password-based authentication but the standard also allows
for additional authentication mechanisms, for instance, tokens certificates.

• Third, WPA2 makes use of strong encryption with a long encryption key. The
WPA2 standard at the present supports AES encryption with a 256-bit key.

• Fourth, WPA2 makes use of enhanced cryptographic integrity protection for wire-
less data frames. Particularly, the standard supports 64-bit encrypted data integrity
values.

• Fifth, WPA2 implements a lot improved process of initiating sessions which relies
on a four-way handshaking operation.

Collectively, all of these characteristics formulate WPA2 wireless networks more
safe and secure thanWEP-protected wireless networks. In spite of the many security
enhancements, they were incorporated into the Wi-Fi protected access standard.
There are numerous known ways in which WPA2-protected wireless networks can
be attacked. The two most common WPA attacks are WPA dictionary attack and
WPA authentication attack.
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Fig. 12 WPA authentication attack

WPA Authentication Attack

The first way in which Wi-Fi protected access networks might be compromised is
through an authentication attack. In authentication attack, SSID masquerading is
used to gain the legitimate authentication credentials. Authentication attack in Wi-
Fi protected access networks is three-step process. To initiate the attack, an attacker
obtains the SSID of a legitimate wireless access point. In the second step, the attacker
establishes his own wireless access point using the same SSID as the genuine access
point, thus permitting the malicious party to masquerade as the genuine access point.
In the third step,when a genuine user attempts to authenticate, the realwireless access
point unknowingly sends her authentication credentials to themalicious access point.
The attacker can then use the legitimate user’s credentials to access the network using
the real wireless access point [23]. Systematic descriptionWPA authentication attack
is shown in Fig. 12.

WPA Dictionary Attack

The dictionary attack has numerous forms; nearly in all of the forms, attackers com-
pile a dictionary. In very basicmethodof this attack, the attacker compiles a dictionary
of ciphers and equivalent plaintexts that has decoded over a span of time. Hence-
forth, as soon as an attacker obtains the cipher, then the dictionary can be referred to
discover the equivalent plaintext.

WPA and WPA 2 allow for password-based authentication, so standard password
cracking approaches such as a brute-force attack can be used in an attempt to gain
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access to the protected network if the password for the wireless network is short or
easy to guess; then, a dictionary attack might be very effective [24].

3.5.3 WPA/TKIP

Temporal key integrity protocol (TKIP) was developed in the year 2003 and, among
other improvements, incorporated an additional per packet hashing algorithm, known
as message integrity check (MIC). It is likely to decrypt wireless frames which are
protected via Wi-Fi protected access/temporal key integrity protocol (WPA/TKIP).
The temporal key integrity protocol (TKIP) attack could give the plaintext data but
does not depict the key. This attack lies on the attacker knowing nearly all of the
bytes of the IPv4 range on the wireless network [23].

3.6 Cryptocurrency Attacks

A cryptocurrency or sometimes also written as crypto currency is a kind of digital
currency designed to work as a medium of trade using cryptography to make safe the
transactions and to prove the transfer of currency. For instance, the most common
cryptocurrencies are bitcoin, litecoin, peercoin, and namecoin.

Bitcoin is the earliest decentralizeddigital cryptocurrency, since the bitcoin system
works with no central depository or particular administrator [25].

Themain reason behind the success of bitcoin is the decentralization of the system.
As a replacement of using a central financial institute to control currency, bitcoin
makes use of a decentralized network of computers which uses the computational
proof-of-work to accomplish agreement on a distributed public ledger of transactions
known as blockchain.

Blockchains keep data across a network of individual computers creating them
not decentralized but distributed as well. Therefore, no single firm or individual
possesses the system; however, one and all can use it and help out run it. It is difficult
for any one person to take down the network or corrupt it. The individuals who use
the system employ their computer to keep bundles of records submitted by others in
a sequential chain. The blockchain uses cryptography to ensure that records cannot
be counterfeited or changed by anyone else [26].

Many research studies have emphasized techniques to compromise one or numer-
ous bitcoin nodes. In this section, large-scale bitcoin network-level attacks are
explored.

3.6.1 Eclipse Attacks on Network of Bitcoin

In this attack, the attacker takes the charge over an access node to information in the
bitcoin peer-to-peer network. With appropriate manipulation of the bitcoin peer-to-
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peer network, an attacker could eclipse a node in order that it is merely communi-
cating with the malicious nodes [27].

To launch this attack, an attacker could maneuver the node in order that all its
outgoing TCP connections are to the attacker IP address. This could be achieved in
three basic steps: (1) Load the peer tables of node with the attacker IP address, (2)
The node starts again and unable to find its existing outgoing connections, and (3)
The compromised node makes fresh connections merely to the attacker IP address.

3.6.2 Double Spending Attack

As bitcoin is essentially a digital file, it is possible to duplicate than actual money. As
a result, some users could manipulate their way to paying more than once with the
same bitcoin. This is referred as double spending. A typical type of double spending
attack is known as race attack which is generally exploited by agents and merchants
who allow a zero confirmation transaction [28].

In this attack, the fraudulent user sends two transactions in quick succession,
one to the trader and another to his own address. In a nutshell, it becomes a chase
between two transactions, fifty percent chance of hitting and missing. The fraudulent
user could get better his chance of hitting by adding up a bigger fee to his transaction;
however, any trader will be able to distinguish that the double spend is happening,
and a single confirmation is adequate to avoid it.

3.6.3 ZeroAccess Botnet Bitcoin Mining Attack

ZeroAccess is a type of botnet (Network of Bots) that attacks Windows operating
systems. The bitcoin is spread by exploiting the ZeroAccess rootkit malware by
numerous attack vectors. The most common attack vector is a type of social engi-
neering, where an end user is convinced to run malicious code either by masquerade
it as a genuine file, or attaching in hidden way as an extra payload in an executable
file [29].

If a computer is infected with the ZeroAccess botnet, it would start either of the
two key botnet tasks: (1) Bitcoin mining: machines involved in bitcoin mining make
bitcoins by solving cryptographic problem for their wallet; and (2) click fraud, the
computers used for click fraud imitate clicks on advertisements in website paid as
pay per click basis.

3.7 Accounts-Linked Attacks (Semantic Attacks)

These types of attacks are performed on the user accounts and these attacks are
also referred as semantic attacks. Fundamentally, these attacks do not target the
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application or any physical infrastructure rather they target the users of application
[30]. They are classified into the following categories.

3.7.1 Credential Stuffing

The phrase “Credential Stuffing” consists of two words credential which means
claim and proof. Usually, it is implemented by username and password. The second
part is stuffing; here, the meaning of stuffing is large-scale stealing. So, the credential
stuffing is taking over large number of credential, that is, the username and passwords.

3.7.2 Account Takeover

Unlike credential stuffing, where large numbers of credentials are stolen, in this
attack, attacker targets the individual account.

3.7.3 False Accounts

In this attack, the attacker creates fake or false accounts at large scale in order to
be able to form fake followers and fake likes as well as to be able to use those fake
accounts for other types of purposes like money laundering.

3.7.4 Account Lockout

An account lockout attack is an attractive way for an attacker who does not have
credentials for legitimate users on the website, and still be able to harm those users.
In this case, they are taking an advantage of the fact that there is a securitymechanism
that has developed to be able to deal with brute-force attacks on websites which is
the 24 h lockout [31].

Numerous web applications implement security mechanism where if the user
tries to log into their account unsuccessfully four times, websites presume that the
account is under attack and they lock out the account for 12 h or 24 h depending
on what rule has been applied. Unluckily, an attacker could go through and attempt
with different usernames that are associated with that websites or service and even
without legitimate password they could make multiple password attempts and lock
out thousands or even millions of users accounts. This creates a different type of
problem for the service because now they have to deal with huge number of annoyed
and irritated users who are calling them and asking the resetting of the user account
passwords.
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3.8 Security Breaches

A security breach is an event that results in illegal access of applications, network
data, web services, and network devices by bypassing their fundamental security
mechanisms. Generally, security violation is used for the term security breach. These
types of attacks can be further classified as vulnerability scanning and API abuse.

3.8.1 Vulnerability Scanning

The vulnerability scanning is an automated process of constantly identifying secu-
rity weakness of websites in a network in order to exploit, threaten, and attack the
websites. Vulnerability scanning makes use of bots that search for security flaws and
compare in a database with identified flaws [32].

3.8.2 API Abuse

The problem of API abuse is a growing one, as attackers are taking interest in the
mobile application as a way of targeting APIs (Application Programming Interface)
to steal sensitive information. An API Abuse is illegal or unauthorized access to
the servers API through mobile applications or web applications. This may result
in stealing of precious intellectual property application codes. Mobile application
development is a vital area, where the applications are becoming a growing target
for the attackers. It is important for both end users and application programmers to
ensure that APIs are protected against attacks, and an important measure is ensuring
that the application use to access the servers API is recognized and well-known [33].

4 Wireless Defense Mechanism

In this section, the key techniques behind the wireless security and defense mech-
anisms are discussed. The main purpose of security and defense mechanism is to
detect, defend, and recover from the wireless network attacks. In the first part, goals
of wireless security such as confidentiality, availability, integrity, access control, and
non-repudiation are discussed.
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Fig. 13 Wireless security goals

4.1 Wireless Security Goals

Similar to information security and network security, the wireless security has three
main goals: confidentiality, integrity, and availability [34]. This is usually referred
as CIA model and its pictorial representation is shown in Fig. 13.

4.1.1 Confidentiality

Confidentiality guarantees that only authorized end users with sufficient privileges
can view the information. To achieve the confidentiality in wireless networks, numer-
ous encryption techniques are used such as Wi-Fi protected access.

4.1.2 Integrity

Integrity guarantees that the data stored on devices and data being in transit is correct,
and no unauthorized persons or malicious user has altered the data. It is probably
more critical than either confidentiality or availability measures.

As data frames in wireless networks are transmitted via the medium of air, they
could be intercepted and altered with no trouble by the attackers. This means that
integrity of data in wireless networks is additionally vulnerable to attacks. To protect
integrity in wireless networks, error checking methods such as checksums and file
hashing are used.
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Fig. 14 Taxonomy attack detection techniques in wireless network

4.1.3 Availability

Availability is pretty straightforward; it means that wireless network resources are
readily available to authorized users. However, a safe computer must provide limited
access attempts by illegal users. It must allow immediate access to authorized users,
for example, a banking client should be able to check their balance or withdraw their
money in a timely manner.

Wireless networks are typically susceptible to DoS. Different from the wired
networks, it necessitates the attacker to be physically coupled with the network in a
way before the attacker could launch an attack.

4.2 Attack Detection Techniques

Depending on the methodology applied in detection of wireless attacks, they can be
classified as active detection technique and passive detection technique. Taxonomy
of attack detection techniques in wireless network is shown in Fig. 14.
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4.2.1 Active Detection Techniques

Active detection techniques in wireless networks are further classified as wireless
intrusion detection system (WIDS), wireless intrusion prevention system (WIPS),
and firewalls.

Wireless Intrusion Detection System (WIDS)

An intrusion detection system (IDS) is any physical device or software application
that actively monitors the wireless network for malicious activities and alerts the
administrator when it detects an attack [35].

There are different types of intrusion detection system, each one monitoring
incoming and outgoing traffic, notifies security administrators of abnormal activ-
ity, and generates reports.

Moreover, a number of intrusion detection system could actually respond to
and prevent attempted attacks. The majority of intrusion detection system identifies
threats using two common techniques, signature-based detection and anomaly-based
detection. Similar to any antivirus software, intrusion detection system keeps a list
of malware signatures. It compares incoming threats to this list and blocks any mali-
cious request that is on the list. Intrusion detection system also examines the wireless
network for any abnormalities. It identifies abnormalities by establishing a system
baseline and looking for variations from that baseline.

In general, WIDS monitors a wireless local area network using a combination
of hardware and software known as intrusion detection sensors. The sensor resides
on the IEEE 802.11 network and monitors all wireless network traffic. The main
problem while installing WIDS is to make a decision on the suitable place to locate
the intrusion detection sensors. Typical examples of wireless intrusion detection
system are AirMagnet, AirDefense, and Red-M.

Wireless Intrusion Prevention System (WIPS)

Wireless intrusion prevention system (WIPS) is generally a network device that
examines the radio frequency spectrum for the existence of unauthorized access
points or rogue access point, and be able to take countermeasures automatically.

Themain idea of aWIPS is to check unauthorized network access towireless local
area networks. These systems are usually implemented as a cover to wireless LAN,
even though they could be implemented standalone to inflict no wireless rules within
business. A number of advanced wireless infrastructure has inbuiltWIPS capabilities
[36].
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Firewalls

A firewall is a security mechanism in wireless networks that constantly monitor
and manage the wireless traffic both the incoming and outgoing based on predefined
security policies. A firewall normally set up a boundary between a genuine, protected
internal network and outside network. Firewalls could be made in hardware as well
as software or sometimes a mixture of both. Firewalls are often used to check illegal
users from gain an access to wireless network of some organization linked to the
Internet, particularly the Intranet. Every incoming or outgoing message of intranet
goes through the firewall, which monitors a message and stops those that do not
qualify the security criteria.

Firewalls are generally categorized as network firewalls, host-based firewalls,
and web application firewall. Network firewalls set up a boundary between two
networks. Host-based firewalls give an extra layer of software on the system that
monitors network incoming and outgoing of that single machine. A third category is
specifically made for the web application is web application firewall (WAF).

4.2.2 Passive Detection Techniques

Numerous passive detection techniques using machine learning techniques, such as
supervised learning, unsupervised learning, rule-based classification, and anomaly-
based detection can be used effectively and efficiently to detect attacks on wireless
networks [37].

Anomaly Detection

In anomaly detection methods, they try to distinguish attack traffic from genuine
traffic based on a number of network traffic variance, i.e., anomalies, for instance,
large volume traffic, high latency of network, traffic of unusual ports, and abnormal
behavior of system that may specify the presence of attacks in the wireless network.
The effective method for attack detection is to find out the attack traffic from genuine
traffic.

Rule-Based Detection

Information of patterns and behavior of known attacks is used for attack detection
and identification. For instance, SNORT is the most common IDS that monitors the
traffic of network to identify the patterns of intrusions. Similar to all the intrusion
detection system, Snort can be configured with signatures or patterns or a set of rules
or to keep a record of traffic which is considered as suspicious. On the other hand,
rule-based detection techniques mostly could be used for identification and detection
of known wireless attacks. As a result, this technique is not helpful for detecting the
unknown wireless attacks.
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Detection Through Supervised Learning and Unsupervised Learning
Techniques

Supervised learning and unsupervised learning techniques are based on machine
learning algorithms such as classification including decision trees, random forest, K-
nearest neighbor, and clustering techniques including flat and hierarchical clustering.

5 Conclusion

As described in the chapter, although there are tremendous advantages of using wire-
less networks, there are a lot of practical issues related to wireless security needs
to be solved. Similar to any technology, several security issues confront wireless
networks. In this chapter, security mechanism of (Detection methods and prevention
methods) wireless networks from attacks are reviewed, and the primary vulnerabil-
ities in wireless networks are also discussed. It is revealed that these attacks have a
severe impact on wireless networks and the attacks may lead to the serious problem
for wireless networks. Nearly, all central attacks in wireless networks along with the
possible impacts and the available countermeasures have been described.
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Spectrum Decision Mechanisms
in Cognitive Radio Networks

Rafael Aguilar-Gonzalez and Victor Ramos

Abstract An open issue in cognitive radio networks (CRNs) is spectrum decision,
which is the capability of a cognitive radio to efficiently choose a spectrum band to
accomplish the quality of service (QoS) requirements of secondary users (SU) so
as not to interfere primary users (PU). A complete mechanism for spectrum deci-
sion must take into account a detailed set of information parameters, ranging from
spectrum occupancy statistics to the final spectrum allocation for an SU. Spectrum
decision is a very important issue in CRNs; however, to date, there is still plenty
of research work to do. One solution for such a process that has attracted a lot of
attention is based on multiple attribute decision-making (MADM) mechanisms fed
with actual information of spectrum occupancy. In this chapter, we provide a brief
review of several techniques for spectrum decision in CRNs. We describe the main
mechanisms that have been proposed by providing a comparative characterization
among them, as well as an overview of the affordability of such mechanisms accord-
ing to the demands for SUs. Finally, we discuss the impact on CRNs of emerging
trends such as cloud CRN and Internet of Things (IoT) in cognitive radio.

1 Introduction

Wireless communications have gained a lot of significance among their users, tech-
nologies like Wi-Fi, WiMax, cellular telephony, and Bluetooth are some examples
of the most used services. Due to the high demand for these technologies, there
is a great need to perform efficient transmission mechanisms in order to achieve a
good Quality of Service (QoS). However, the capacity of the current and forthcom-
ing telecommunications services depends mainly on a finite resource, which is the
electromagnetic spectrum. The fixed spectrum access (FSA) technique has been the
most usual choice to allocate the available spectrum; nevertheless, this has caused
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spectrum scarcity [4]. According to [40], parts of the spectrum spaces considered by
FSA are used between 15 and 80%, and there is work validating such unoccupied
range with spectrum measurement campaigns [12, 26, 37]. Thus, the presence of
several spectrum holes is clear; such holes may be temporarily occupied by other
users, consequently allowing a better usage of the electromagnetic spectrum.

Dynamic spectrum access (DSA) is a technique to reduce spectrum scarcity. Such
a mechanism adapts in real time the spectrum occupancy depending on the environ-
ment. According to the FSApolicies, the licenses to transmit in a particular frequency
are allocated to primary users (PU). However, in order to improve efficiency, using
DSA whenever a PU reduces its transmission during a certain time period, another
user called secondary user (SU) is allowed to use temporarily such frequency. SUs are
able to occupy opportunistically the spectrum even if they have or have not allocated
a transmission frequency [4, 23].

Cognitive radio (CR) is a technology able to execute DSA. CR has been proposed
as an alternative during the last few years to achieve the necessary tasks in DSA [38].
A widely accepted definition for CR is the following: “A Cognitive Radio is a radio
that can change its transmission parameters based on interactionwith the environment
in which it operates” [4]. A vital part of CR is software-defined radio (SDR), which
is a reconfigurable systemwith the ability to modify parameters such as transmission
frequency, transmission power, and modulation, just to mention a few [3]. Hence, it
is possible to assess the spectrum holes considering CR as a serious candidate.

Communication among several CR devices is supported by a cognitive radio
network (CRN). Basically, a CRN is composed at least of a primary and a secondary
network. The primary network is where all PUs are distributed, while the secondary
network is where all SUs or CR users are deployed [3]. A successful CRN achieves
a good interaction among PUs and SUs, with a low user interference rate, providing
quality of service and keeping seamless communications. A well-studied framework
for CRNs may be found in [3]. Such a framework executes a cognitive cycle in four
main functions, as it is shown in Fig. 1.

The definitions of these functions are the following. First, we have spectrum
sensing, which determines the occupation state of the frequency spectrum [3, 4].
Then, spectrum sharing coordinates activities of PUs and SUs in order to minimize
interferences among them [3, 4]. Next, spectrum mobility whose purpose in CRNs
consists in carrying out the spectrum hole transition in a fast and correct fashion
[3, 4]. Finally, spectrum decisionwhere the selection of spectrum holes is achieved in
order to fulfill SUs links requirements. An adequate spectrum allocation mechanism
based on SU’s needs allows to increase the spectral efficiency [3, 4]. Such a function
is described in next section.

2 Spectrum Decision Overview

Spectrum decision is the ability to select a spectrum hole satisfying the quality
requirements of SUs. The procedure is as follows: once spectrum holes are detected,
it is necessary to decide which one of them is the best according to the quality
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Fig. 1 Relation among the four functions of spectrum management and some of the main task of
spectrum decision

parameters required by the SU without causing interference with the PU. Next, it is
necessary to reconfigure transmission parameters in order to reach the new spectrum
hole [31, 36]. We describe the three main tasks of spectrum decision and two recent
reinforcement steps. The relation among the tasks of the spectrum decision and the
other functions are shown in Fig. 1.

2.1 Spectrum Characterization

The knowledge of the characteristics of the available frequency bands is quite impor-
tant. A robust characterization of spectrum holes increases the probability of making
a right decision. We describe here the steps of spectrum characterization.

• Characterization of the radio-electric environment: Since the available spectrum
holes are dynamically changing, it is necessary to estimate some parameters:

– Channel identification: The main task is to identify the channel assigned to
PUs. These channels are classified according to the traffic, deterministic, or
stochastic. For the case of deterministic traffic, the process is expressed as anON
or OFF digital signal. However, for the case of stochastic traffic, it is necessary
to compute some probabilities because of the intrinsic variation of time and
space, as is the case of cellular networks. For both cases, it is possible to predict
PUs behavior and apply the right spectrum decision method [19, 24].

– Channel capacity estimation: With the knowledge of the spectrum hole size, we
may be able to estimate if such space will fulfill or not the SU requirements. A
traditional parameter estimation mechanism is the signal-to-noise ratio; how-
ever, it has been shown that the precision of the results with such a method is
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not adequate. For this reason, new methods with several improved characteris-
tics have emerged, for instance, they compute the normalized capacity. These
methods have shown better results than the traditional ones [31, 50].

– Channel switching delay: This parameter is a consequence of switching from
one channel to another by channel quality degradation or PU presence. This
causes an additional delay in CRNs; it can change depending on the physical
capacity and the type of algorithms implemented by the SU. It is essential to keep
the delay as small as possible in order to keep an acceptable CRN performance
[16, 22].

– Channel interference estimation: CRNs should coexist mainly with PUs and
SUs, but also with several CRNs or primary networks around a particular zone.
Thus, it is necessary to measure the interference generated in the network in
order to be able to control it. With this information, it is possible to know
the quality of the network and the available channels. The QoS and error rate
depends straightly from the interference [15, 42, 57].

• PU activity modeling: Spectrum hole apparitions are not guaranteed, thus once an
SU has selected an idle space, a PU could appear, reducing the provided quality of
service. In order to reduce this effect, it is crucial to have a knowledge about the
environment and predict PU behavior. By getting this information, it is possible
to improve the network performance. Also, modeling PU activity may increase
spectrum occupancy efficiency. Modeling depends on characterization and may
be divided into the following areas:

– Poissonmodeling based onPUactivity: This type of traffic has beenwell studied
for some years. It is modeled as a two-state process; user apparition is an inde-
pendent and identically distributed random variable assuming a Poisson process
for arrivals. When a channel is occupied, it is represented as an ON state; con-
sequently, an OFF state means an idle channel. Most of the applications assume
this behavior. However, there is some evidence that it is not completely applica-
ble; as a conclusion, Poisson modeling is not always recommended for practical
applications [11].

– Modeling from real data: The electromagnetic spectrum provides information
for a better understanding of real PUs behavior. This information is measured
through spectrum measurement campaigns. From the data spectrum, channels
are classified as available or occupied and, according to the behavior, as stochas-
tic or deterministic channels [6, 47]. Also, this information is useful for devel-
oping empirical distribution functions, among other possibilities [33, 34].

2.2 Spectrum Selection

After spectrum characterization of spectrum holes, it is essential to select them based
on SU quality requirements. Due to constant changes in the available spaces, the
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network topologies change as well. In this section, centralized and distributed CRNs
are described.

• Centralized spectrum selection in CRN. The IEEE 802.22 standard is one of the
most common examples for spectrum selection, and it is charged with dynamic
channel management [14, 49]. Spectrum availability depends on TV channels
occupation. In this case, base stations and access points are considered; bandwidth
is between 6 and 8 MHz. An important challenge is channel fragmentation of
available channels, which varies depending on the number of TV channels [18].

• Distributed spectrum selection in CRN. This topology faces several challenges
because of the several jumps caused by channel properties changes. To date, some
of the main metrics in this subject are spectrum conjunction and design selec-
tion [29, 46].

2.3 CR Device Reconfiguration

Traditional communication devices are designed to operate on a particular frequency
for transmission. However, in order to get a better spectrum occupancy, it is neces-
sary to consider systems with the ability to adapt their parameters according to the
environment. This process is executed after those of characterization and selection.
Afterward, a parameter classification should be done when making a decision, such
as the following:

• Reconfigurable parameters: Depending on SU quality requirements, some param-
eters should be reconfigured. For example, the schemes of modulations have to be
adaptive to increase the data rate [39]. The transmission power control is imple-
mented to reduce co-channel interference, maximize capacity, and reduce energy
consumption [32]. The channel bandwidth size and the transmission frequency are
some common parameters to be modified in CRNs [7, 56].

• Energy efficiency: The energy consumption is an open issue in all wireless commu-
nications systems. This parameter is highly important in CRNs due to the number
of activities performed. The CRN energy consumption depends mainly on the
network environment. Thus, several external variables should be considered in
the CRN design. However, good energy savings are achieved by adjusting radio
components characteristic [20].

2.4 Reinforcement Steps for Spectrum Decision

The following are additional steps often made in order to strengthen spectrum
decision:
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• Control manager: In a CRN, several SUs compete for a spectrum hole. However,
due to the network capabilities, there is not enough space for all of them. In
order to keep the QoS for current SUs and to avoid unnecessary operations, a
control manager is needed. The control consists in allowing the access of SUs to
the network. Some recent contributions consider this subject. Information coming
from spectrum sharing and channel characterization provides a better panorama
for this manager [9, 35].

• Spectrum databases: The recent administration of big data is suitable in CRNs.
All the useful information generated in the management of the CRNs should be
stored in order to improve the performance of all functions. If data from spectrum
measurements, channels characterizations, PU apparitions, and other parameters
are stored in a database, it could help to increase the certainty in spectrum decision
or other functions as spectrum sensing. Recentwork has shown databases as a trend
in several wireless communications systems [17, 55].

3 An Overview of Spectrum Decision Frameworks

3.1 Definition of Spectrum Decision Frameworks

Several functions need to be executed in order to guarantee an efficient spectrumdeci-
sion. However, they require to be coordinated because of the constant information
exchange between adjacent functions and among internal decision functions. Spec-
trum decision frameworks work dynamically to provide an efficient decision-making
process and to respond to all possible perturbations in the communication process. In
this chapter, some representative spectrum decision frameworks are described. Also,
a spectrum decision framework with an MADM mechanism is introduced.

3.2 Framework 1: A Spectrum Decision Framework
for Cognitive Radio Networks

The proposal presented in [31] is one of the first frameworks focused on spectrum
decision. Among its several features, this structure is characterized by a strong con-
nection between spectrum sharing and spectrum sensing. The authors consider two
types of applications, decision events and a capacity model. The main contribution
of this work is the introduction of two decision schemes based on the application.
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3.2.1 System Model

In this work, a secondary centralized network is considered, where SUs with SDR
capabilities are deployed inside the coverage range of a base station which controls
them. SUs perform spectrum sensing and send such information to the base station
that characterizes spectrum activity. Uplink and downlink signals are split through a
frequency division duplex (FDD) system. Authors consider multiple non-contiguous
bands to solve the issue of communications break occurring when an SU has to move
to another frequency band to transmit. This system model is deployed in the next
framework.

3.2.2 Framework Characteristics

The network status is classified according to the capacity: underloaded (available
space), overloaded (middle available), and outage state (not available space). PUs
are modeled according to an exponential distribution, with busy and idle states. This
behavior is considered for the cognitive radio capacity model proposal.

The full process of the frameworks starts according to the next event. The structure
of the framework is composed basically of three parts: resource manager, spectrum
decision, and event detection. First, a decision is made when one of the next events
occurs: A newCRuser wants to transmit in the network, a PU appears in the spectrum
band assigned, and the quality of a channel does not satisfy CR user requirements.
Afterward, if a CR user wants to access the network, it should pass through the next
block.

• Resource Manager: This is the first filter to access the network. This block is
composed of two parts: admission control and decision control. The admission
control part should decide if an SU is accepted or not for transmitting on the CRN.
Here, the SU characteristics are measured; with this information, the network
computes the network degradation caused by the SU. Afterward, based on the
outage probability, an admission criteria unit decides if the new SU is accepted or
not.
Decision control is executed for SUor PUapparitions; there is a specific scheme for
each case where the state of the network is considered. If the network may provide
an affordable space for the SU, it is passed to the decision schemes explained in
the next section. For the case of a PU apparition, contrary to the SU case, the
occupancy is checked and SUs are redistributed in order to keep the provided
service.

• Event detection: This block considers spectrum sensing and monitoring of quality.
SUs are the only ones that can execute event detection; they also provide the
spectrum sensing part. When an event as a PU apparition is detected, the CRN has
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to reconfigure the spectrum assigned in order to maintain the QoS. This part is
related to spectrum sharing and is the main source of information to the resource
manager unit.

3.2.3 Spectrum Decision Mechanism

In this framework, the spectrum decision is applied according to the application type:
real-time or best-effort. Both applications are described here:

• Real-time applications: These applications require a spectrum space with low
latency and low jitter. Thus, it is strictly precise to have a stable frequency in order
to guarantee the QoS offered. The same scheme is applied to single and multiple
selections. In the case ofmultiple selections, users are sorted fromhighest to lowest
loss rate, where users with high loss rate select the best capacities. In this method,
there are three steps:

– Spectrum selection: by using a linear integer optimization, SUs select spectrum
bands, where the total number of SU’s transceivers, SU’s capacity, PU’s activity,
and currently available spectrum is considered. To satisfy real-time applications,
available spectrum bands and the spectrum occupied by best-effort applications
are considered in this selection.

– Resource allocation: In this step, the varianceminimization of the total capacity
of the network takes place. Here, for each SU, the data loss rate and the capacity
are considered. First, the CRN obtains the expected capacity, then the variance,
and finally the minimization.

– QoS checkup: This step is executed when the target loss rate is not achieved
after the other two steps. In this case, there are two strategies to compensate
this issue: aggressive and conservative approaches. The first one tries to find the
best space for SU requirements. If it does not work, the conservative approach
adapts and reduces the data rates.

• Best-effort applications: These applications also try to maximize the capacity of
the network; however, here the PU activity and long-term channels are considered.
Thismethodworks for simple ormultiple selections.Basically, this proposal avoids
the optimal maximum capacity method by considering a complex process and
computes the decision again. Such a gain is defined as the sum of the expected
capacity gain when a new SU joins the CRN, minus the expected capacity loss of
other SUs over the available bandwidth.
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3.3 Framework 2: A QoS-Aware Framework for Available
Spectrum Characterization and Decision in Cognitive
Radio Networks

The spectrum decision framework presented in [10] has a strong relation with spec-
trum sensing and spectrum mobility. Basically, this proposal considers two new
parameters that help to increase network performance. The first one, called oppor-
tunity index, considers PU fluctuations. The second one is named request index
and captures the SUs QoS requirements. The structure looks to provide good QoS
to an SU while maintaining the overall fairness among all the SUs. An important
contribution of this work is the inclusion of four types of traffic in the network.

3.3.1 Framework Characteristics

The decision framework is shaped by five modules: PU activity, QoS-aware, admis-
sion control, spectrummobility, and spectrumdecision. The former four are described
next, while the latter is explained in the next subsection.

• PU activity module: all spectrum bands are modeled and analyzed separately.
Here, the parameter called opportunity index is proposed. It computes the relation
between available and occupied spectrum. This parameter shows what portion of
the spectrum is available to be used by SUs.

• QoS-aware characterization module for CR users: Here, another parameter called
index request is computed. It is a ratio between an instantaneous SU request and
the maximum number of requests of all SUs. Authors classify SUs into four types
with the following priorities: 1—constant bit rate, 2—video conference, 3—voice
over IP, and 4—best-effort users.

• Admission control: this module stabilizes the QoS requests of new CR users.
Before admitting a new user, an evaluation about its QoS requirements is done.
If the network has the capacity of fulfilling these requirements, the CR user is
accepted. The main target here is to not degrade the current QoS.

• Spectrum mobility: This module provides information about the CR users that
are moving in order to send such information to the spectrum decision module.
Basically, this information is about the current opportunities for CR users and so
the spectrum mobility module decides if the user should move or stay in the same
space.

3.3.2 Spectrum Decision Mechanism

This part collects information from all the other blocks; here, the proposal parameters
help during the decision-making process. Three types of decision are considered:
perfect decision, smooth decision, and aggressive decision. An algorithm makes the
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decision according to the SUsQoS requirements; this is repeated until all SUs receive
a frequency space.

The algorithm works for a specific number of SUs in a determined number of
spectrum bands. When the requested index is lower than the opportunity index, a
perfect decision is made. For a smooth decision, the priority and request indexes
have to be lower than the opportunity index. Finally, an aggressive decision is made
when the opportunities are reduced. This last case means that there is a high demand
for spectrum bands with low availability. The results of the algorithm are returned in
terms of fairness and throughput.

3.4 Framework 3: A Belief-Based Decision-Making
Framework for Spectrum Selection in Cognitive
Radio Networks

The work in [43] considers a CRN architecture where a belief decision-making is
a central part. The current work contributes to an interference model that helps to
decidewhich spectrumbandwill fulfill the SU requirements.Also, the dynamic smart
scenario characterization is considered and an eigenvalue-based metric is proposed.
Finally, the framework is evaluated in different scenarios and compared with other
frameworks of the literature.

3.4.1 System Model

The authors consider a centralized network with a set of radio links or SUs and a
base station. The communications process can be possible among users or among
users and a base station. Each SU has a determined data rate with a specific duration
time. Also, the spectrum is organized in sets, each with a central frequency and a
bandwidth size. The selection process avoids internal interferences; however, external
transmissions may produce interference in the system considered.

3.4.2 Framework Characteristics

The framework is a centralized cognitive management entity composed of four
blocks. One of them is in charge of control tasks between blocks, and another one
requests spectrum measurements to the nodes of the network. The last two blocks
are responsible for the main tasks, which are the following:

• Decision-making: This is the main block of the framework. Also, it presents a
full interaction with other entities to process the information needed for selection.
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Here, two other blocks have been placed: a spectrum selection decision-making
unit that is explained in the next subsection and the observations strategy decision-
making unit. This unit decides when the spectrum measurements need to be made
by each user.

• Knowledge management: this block acquires and processes spectrum measure-
ments from the environment. Also, it stores and provides important information
for the other blocks of the framework. Knowledge management is formed by three
parts: knowledge database, knowledge manager for processing, and knowledge
manager for acquisition.

3.4.3 Spectrum Decision Mechanism

The spectrum selection decision-making unit operates with the following consider-
ation. It allocates a spectrum hole each time that a new radio link session is started.
This mechanism does not consider spectrum sharing, thus when there is no available
space for a new user, it is blocked. The spectrum decision here is done considering
the measured interference spectral density, where a discrete-time Markov process is
used to model the interference evolution.

Based on the interference of each of the spectrum holes, each user will receive a
reward that depends on the obtained performance. The reward is a metric that points
out the convenience of a spectrum hole. Thus, the spectrum selection mechanism
maximizes the vector of rewards considering the time of duration sessions among
a group of spectrum holes. In order to predict the reward along the link duration,
decision functions are generated. These functions consider spectrum measurements
and the interference characterization in order to estimate the spectrum reward of the
spectrumhole in a future instant of time.Also, these functions consider a belief vector
where the conditional probabilities of spectrum holes are allocated. The decision
functions have three modalities called strategies, each one according to the type of
selection, duration time, and belief vector.

3.5 Framework 4: Reducing Spectrum Handoffs and Energy
Switching Consumption of MADM-Based Decision
in Cognitive Radio Networks

3.5.1 System Model

A centralized CRN coexists along a centralized primary network where users for
both networks are considered in [1]. Each SU has two tasks: it performs spectrum
measurements and sends its spectrum requirements through a connection profile.
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The secondary base station processes this information and sends it to the spectrum
decision framework. There, the main decision is made and the result is sent using
the base station to the SU. The contributions of this work are the consideration of
extracting information from spectrum measurements, reduction in energy consump-
tion, the inclusion of MADM algorithms as decision mechanism, and the adaptation
of this to CRNs.

3.5.2 Framework Characteristics

In this framework, spectrum decision takes information from spectrum sensing
and shares information with spectrum mobility. This framework considers the next
blocks: power spectrum measurements, user connection profile, power spectrum
measurements processing, spectrum repository, spectrum decision with MADM
algorithms, and a Comparison Function. A description of all of them is presented
here. Also, Fig. 2 shows the interaction among the participants of this framework.

• Power spectrum measurements: In several frameworks, the PUs behavior is sim-
ulated with a particular probability distribution function (PDF). In order to get
good results in implementation, it is preferable to consider real data information.
In this regard, spectrum measurement campaigns have been used just for knowing
spectrum occupancy. However, a recent trend uses spectrum samples to generate
models of the behavior of PUs. The information coming from a spectrum mea-
surement campaign is included as spectrum sensing. The power spectrum samples
were taken during each second for 3 days in three observation points in several
frequencies as it is mentioned in [1]. Each time a decision is requested, an amount
of power spectrum samples is analyzed in order to know the current spectrum
occupancy.

• Processing of power spectrum measurements: In this type of studies, most of the
time themain target consists in knowing the power spectrum.Besides, by analyzing
this information it is possible to get more data in order to characterize spectrum
activity. Each time a request of a spectrumhole occurs, the spectrummeasurements
are averaged and analyzed as follows:

– Bandwidth size (bw): The importance of this parameter lies in the size of the
bandwidth of the spectrum hole. The channel capacity is proportional to the
bandwidth, thus larger is better. For any transmission, a larger bandwidth repre-
sents a higher data rate. An algorithm presented in [1] is used to find spectrum
holes considering spectrum occupancy. Every time a decision is made, a set of
spectrum holes appears where only spectrum holes from 5 to 8 MHz are con-
sidered. Each of them is characterized by a central frequency and a particular
size.

– Stability of spectrum holes (st): This is one of the additional parameters that are
hidden in spectrum measurements. A spectrum hole can be attractive in band-
width size; however, this size can change frequently. This parameter measures
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Fig. 2 Blocks of the
spectrum decision
framework proposal

the changing rate of a spectrum hole each time a decision is made. The ratio
obtained provides information to the decision mechanism. A more stable spec-
trum hole is better because SUs will avoid frequently switching from one space
to another.

– Power index (pi): Avoiding interferences between PUs and SUs is highly impor-
tant to guarantee an efficient network functionality. This parameter shows the
power spectrum ratio when a PU is present and absent. The target here is to
quantify how much an SU transmission can be affected by a PU apparition. A
higher power index means that there is not a big change in the power spectrum
after a PU apparition.

– Duty cycle (dc): This parameter provides the percentage of occupied spectrum
band. After setting a threshold for each power spectrum sample, the result indi-
cates if a frequency is occupied or available. In general with this parameter,
it is possible to know the percentage of time a spectrum band is occupied [1].
A lower value of this parameter is better, meaning that the spectrum band is
available most of the time.

– Interference temperature (it): A spectrum hole can be available; however, its
neighbors can interfere with this band. This parameter computes the rate of
interference caused by PUs adjacent to the spectrum hole. After knowing the
location of the spectrum hole along with the bandwidth size, it is possible to
compute this parameter.

– Selected frequency (sf): A transmission with a specific power can reach a higher
covering area if it is done in lower frequency bands rather than in higher ones [1].
This parameter assigns high weights to spectrum holes in low frequencies and
small weights in high frequencies.

• User connection profile: Each SU has different requirements, in this proposal their
preferences are adjusted to each of the parameters mentioned before. For example,
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for a video conference service, an SU might be interested in the largest and stable
bandwidth size. Thus, a high weight is assigned to these parameters among all
of them. Each SU has a connection profile that is sent at the same time as the
spectrum measurements.

• Spectrum repository: After power spectrum measurements processing is per-
formed, this module stores information each time that a decision is requested.
The spectrum samples analyzed are utilized by the spectrum decision mechanism
which is explained in the next section.

3.5.3 Spectrum Decision Mechanism

MADMalgorithms inCRN. These algorithms have been considered in the solutions
of several problems in the literature. In telecommunications, they have been applied
mainly in handover for heterogeneous networks. Nevertheless, this decision tool is
almost unexplored forCRN. In the first approach presented in [2],MADMalgorithms
exhibit a good performance according to the SU demand. However, in order to fulfill
SU requirements, MADM algorithms execute a considerable number of frequency
changes or spectrum handoffs. This phenomenon named the ping-pong effect can
reduce drastically the performance of the CRN and consumes a reasonable amount
of energy. Thus, in order to improve MADM algorithms, a function is proposed.
In the next, the MADM algorithms considered in this work are presented and the
decision function is explained.
Apresentation ofMADMalgorithms.MADMalgorithms are a branch in themulti-
criteria decision-making (MCDM) field [48]. MADM provides a decision as long
as the problem to be solved can be raised through alternatives, multiple attributes
describing the alternatives in different units, and a set of weights that rank the impor-
tance of each attribute.

Among many MADM algorithms in the literature, we select three of the most
common ones for testing them in CRNs. A decision matrix is set with the parameters
mentioned previously. For this case, there are J parameters such as bandwidth,
stability, and power index corresponding to benefit parameters, while duty cycle,
interference temperature, and selected frequency are cost parameters. High values
of the first three parameters are preferred, while for the others low values are desired.
Each spectrum hole is an alternative, k; these parameters are called attributes. The
MADM algorithms considered are as follows:

• Simple additive weighting (SAW): Thismethod is widely known among allMADM
algorithms. SAW was presented for first time in [13]. SAW has been considered
for the solution of diverse problems. For example, it was introduced for financial
decision problems in [25], for engineering materials in [28], and in the pharma-
ceutical field in [27], among other applications.
However, in the branch of electrical engineering, SAW has been used in wire-
less communications. This method is used for handover in heterogeneous net-
works in [52], where a particular number of candidate networks is considered.
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The network attributes considered are price, bandwidth, SNR, time, seamlessness,
and battery consumption. The services provided by the network are voice and
file downloads. After a numerical demonstration, among several algorithms SAW
proved affordable ranking results.
In this work, from the decision matrix that is composed by ck j elements, SAW
normalizes the parameters according to benefits or costs in the vector, at [1]. If
atk j is a benefit parameter, it is normalized with Eq.1, where c+

j = maxk∈K ck j .

atk j = ck j
c+
j

. (1)

If atk j is a cost parameter, it is normalized according to Eq.2, where c−
j =

mink∈K ck j .

atk j = c−
j

ck j
. (2)

The characteristic and final equation of SAW can be seen in Eq.3, where the
weight vector w is multiplied by the vector of normalized attributes, at . Finally,
SAW selects an alternative that maximizes the operation and assigns the result to
the hole selected vector hs∗SAW.

hs∗SAW = argmax
k

J∑

j=1

w j atk j . (3)

• Technique for Order Preference by Similarity to Ideal Solution (TOPSIS): This
method is presented in [25]. Basically, its algorithm computes the ideal and
negative-ideal solutions by calculating the shortest Euclidean distances between
each alternative. The ideal alternative has the best values of each attribute,while the
negative-ideal has the worst ones [48]. TOPSIS is a method that has been explored
in different fields, for example, in supply chain management and logistics, busi-
ness and marketing management, human resources management, and chemical
engineering [8].
Similar to SAW in the handover decision, TOPSIS is also presented in [52]. After
testing this method, the results point out that TOPSIS is sensitive to attributes with
high scores and to users’ preferences. TOPSIS is also explored and compared with
more MADM algorithms in [45]. In that work, a 3GPP network is considered with
the next classes of traffic: conversational, streaming, interactive, and background,
with attributes as bandwidth, delay, jitter, and BER. The results shown that TOP-
SIS is a good method with a performance similar to SAW.

In order to make a decision, TOPSIS performs the next steps:
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Step 1: Build the atk j normalized decision matrix. This allows a fair comparison
across the attributes, which is characterized by

atk j = ck j√∑K
k=1 c

2
k j

. (4)

Step 2: Construct the vlk j weighted normalized decision matrix with vlk j =
w j ∗ atK j .

Step 3: Determination of alternative solutions. The ideal one with (5) and the
negative-ideal with (6):

Al+ = {(max
k∈K vlk j | j ∈ BC), (min

k∈K vlk j | j ∈ BC ′)}, (5)

Al− = {(min
k∈K vlk j | j ∈ BC), (max

k∈K vlk j | j ∈ BC ′)}, (6)

where BC is the set of benefit parameters and BC ′ is the set of cost parameters.

Step 4: Compute the distance between the positive ideal alternatives with (7) and
the negative-ideal alternatives with (8):

ss+
k =

√∑

j∈J

(vlk j − vl+j )2, (7)

ss−
k =

√∑

j∈J

(vlk j − vl−j )2. (8)

Step 5: Calculate the relative closeness to ideal alternative.

cc∗
k = sc−

k

(ss+
k + ss−

k )
. (9)

The last equation of the process appears in (10), where TOPSIS maximizes the
relative closeness to the ideal alternative, cc∗

k . The result is assigned to hs∗TOP.

hs∗TOP = argmax
k

cc∗
k . (10)

• VIKOR: The VlseKriterijumska Optimizacija I Kompromisno Resenje (VIKOR)
method is introduced in [41]. This mechanism was developed for the optimization
of multi-criteria decision-making processes. It works as follows: after receiving
initial weights, VIKOR obtains the preference stability compromise solution to
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determine the compromise ranking list, the compromise solutions, and weights
stability intervals. VIKOR presents a multi-criteria index measuring the closeness
to the ideal solution [48].
Similar to other MADM algorithms, VIKOR has been considered as a making-
decision tool in several fields. For example, for operation research inmanufacturing
process in [5]. The performance of VIKORunder an empirical case and its applica-
tions is presented in [51]. Also, VIKORhas been applied to heterogeneouswireless
networks for vertical handoff. In [44], VIKOR shows a performance ranging from
satisfactory to excellent compared to other MADM algorithms in the selection of
four different types of connections.
VIKOR executes four steps, where maximizations and minimizations are calcu-
lated [1].

Step 1: For each parameter j = 1, 2, 3, . . . , J , select the best (11) and the worst
(12) of the values given by

F+
j = {(max

k∈K xi j | j ∈ Jb), (min
k∈K ck j | j ∈ Jc)}, (11)

F−
j = {(min

k∈K ck j | j ∈ Jb), (max
k∈K ck j | j ∈ Jc)}, (12)

where Jb ⊂ BC is the set of benefit parameters and Jc ⊂ BC is the set of cost
parameters.

Step 2: Calculate the values of Sk y Rk for k = 1, 2, 3, . . . , K with

Sk =
∑

j∈J

w j

(F+
j − ck j )

(F+
j − F−

j )
, (13)

and

Rk = max
j∈J

[
w j

(F+
j − ck j )

(F+
j − F−

j )

]
, (14)

where w j is the parameter weight importance j .

Step 3: Compute the values of Qk for k = 1, 2, 3, . . . , K with

Qk = γ

(
Sk − S+

S− − S+

)
+ (1 − γ )

(
Rk − R+

R− − R+

)
, (15)
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where
S+ = min

k∈K Sk, S− = max
k∈K Sk, (16)

R+ = min
k∈K Rk, R− = max

k∈K RK , (17)

and the parameter γ with 0 ≤ γ ≤ 1 is the strategic weight.

Step 4: The values of Q for all k ∈ K are a list where all candidates are ranked in
an increasing order.
Finally, this algorithm selects among all alternatives the closest to the ideal solu-
tion. It is defined with Eq.18, where Q∗

k is the best solution according to SU’s
requirements.

hs∗VIK = argmax
k

Q∗
k . (18)

Comparison function (CF). This proposed function establishes a trade-off
between the energy consumed by channel switching and the goodness spectrum
holes by the MADM algorithms [1]. As we mentioned before, a spectrum request
occurs under different cases. Here, it is assumed that an SU requests a decision in
order to improve the parameters of its current spectrum hole. Thus, when a spectrum
decision is required, the spectrum decision framework obtains a spectrum hole hsn ,
expecting the spectrum hole hsn−1 has not disappeared, and n is the number of the
spectrum decision requests. Under this consideration, CF calculates the energy con-
sumption due to channel switching (ECCS) ECSn from the frequency of fhsn−1 to the
frequency fhsn with Eq.19, where PCS is the power dissipation and tCS is the time
delay for the channel switching [7].

ECS = PCS(tCS| fhsn−1 − fhsn |). (19)

Then, CF measures the benefits/costs provided by the new spectrum hole selected
hsn with respect to hsn−1. The process is done normalizing the differences of param-
eters of the same type, as can be seen in Eq.20 for the case of stability of a benefit
parameter. In Eq.21, it is shown the process for selected frequency, which is a cost
parameter.

st′ = |sthsn − sthsn−1 |
max(st) − min(st)

[0, 1]. (20)

sf ′ = max(sf) − min(sf)

|sfhsn − sfhsn−1 |
[0, 1]. (21)

Next, an rn vector stores the results of the six decision parameters. This vector
is normalized and summed, and finally it gets a representative quantity of the bene-
fit/cost parameters in r

′
n . The ECCS also is normalized in E

′
CSn . By minimizing these
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values, the CF decides if the SU should remain in the current spectrum hole or move
forward according to MADM, as can be shown in Eq.22:

dn = min(E
′
CSn , r

′
n). (22)

The final spectrum hole, fhn , is obtained according to Eq.23. If E
′
CSn is the min-

imum value, it means that ECCS is affordable and that the benefit/cost parameters
of hsn will provide a better performance than the current one. Thus, the CF recom-
mends moving forward to hsn . The contrary case occurs when r

′
n is the minimum,

meaning that the benefits/costs of hsn do not provide any gain and the ECCS is not
affordable. For that case, CF suggests staying in hsn−1:

fhn =
{
hsn, if dn = E

′
CSn′ ,

hsn−1, if dn = r
′
n.

(23)

3.5.4 Results

In the previous work shown in [1], the spectrum framework proposal is analyzed
under two user connection profiles. In that first approach, the results exhibit consid-
erable savings for spectrum handoffs and ECCS. The CF has shown a better per-
formance for MADM algorithms in CRNs. Now, following the services mentioned
in [10, 31], a real-time and best-effort applications are considered. The scenario,
spectrum measurements, and methodology are the same as those presented in [1].

Real-time application connection profile. For this case, the SU connection pro-
file looks for a spectrum hole with a constant data rate and low variance. In a subjec-
tive way and according to the spectrum parameters presented here, we assign high
values to stability and interference temperature. The proportion considered is of 1/3
to each one of the mentioned parameters and the rest divided equally among the
other parameters. Figure3(left) shows the number of spectrum handoffs done by the
MADM algorithms with and without the CF. It is possible to notice that the results
considering the CF reduce for SAW and VIKOR almost the half of the spectrum
handoffs. For the case of TOPSIS, the CF decreases the handoffs in more than a half
respect to the algorithm alone. Figure3(right) presents the ECCS in joules, where
the CF still reduces the energy. In this figure, TOPSIS+CF obtains the lowest con-
sumption among all the options. The purpose of the random case is considered to
realize the importance of a decision mechanism.

Best-effort application connection profile. This user receives as much as the
network can deliver; it has the lowest priority in the allocation order. Thus, the SU
tries to maximize the spectrum hole capacity in order to get a good performance.
We distribute weights in the same way as the real-time application. However, the
considered parameters with high weights are bandwidth size and duty cycle. These
two parameters are selected since they are highly related to the channel capacity. In
Fig. 4(left), it is possible to appreciate again the reduction of spectrum handoffs for
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Fig. 3 Average performance of MADM algorithms, MADM algorithms + CF and a random case
for a real-time application connection profile. Left: Number of spectrum handoffs. Right: Energy
consumption due to channel switching

Fig. 4 Average performance of MADM algorithms, MADM algorithms + CF and a random case
for a best-effort application connection profile. Left: Number of spectrum handoffs. Right: Energy
consumption due to channel switching

all the MADM algorithms when they consider the CF. For this case, the number of
spectrum handoff is lower than the half obtained with theMADMalgorithms by their
own. This reduction impacts directly the delay in channel switching. Figure4(right)
shows how the algorithm TOPSIS obtains the lowest ECCS among all combinations.

The results presented here demonstrate how the MADM algorithms work as a
spectrum decision mechanism. Affordable outcomes can be obtained considering
the proposal Comparison Function. There are still a lot of combinations of weight,
requirements, and additional parameters from spectrummeasurements; however, this
approach offers another application for MADM algorithms.
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4 Discussion

In this work, all the relevant elements of spectrum decision have been described
along with a detailed explanation of how to achieve an efficient decision-making
process. Besides, the importance of spectrumdecision and how the collaborationwith
other functions allows to improve the CRN performance have been discussed. The
main characteristic of spectrum decision frameworks lies on how they are organized;
they are designed to coordinate efficiently the information needed for the decision-
making process. Basically, spectrum decision consists of two parts: the framework
and the decision mechanisms. The first one is needed to coordinate and organize
the information moving around spectrum decision. The second one is basically the
pure decision. There are different ways of making a decision. The different spectrum
decision frameworks cited in this chapter point to several choices for making a
decision. However, all of them depend on the scenario, user requirements, and the
number of users, just to mention a few. To date, it would be quite difficult to state
which is the most efficient spectrum decision mechanism. Nevertheless, the work
presented here provides several ideas to decide which spectrum decision technique
is the best according to the problem.

4.1 Open Issues

An important parameter that has been often ignored is computational complexity.
Spectrum decision mechanisms can provide the best selection; however, in CRNs the
time an algorithm spends on its execution is of key importance. Spectrum decision
is just a part of the total CRN spectrum management, and thus a fast and efficient
decision is needed. All spectrum decision frameworks should provide computational
complexity information so as to consider them for the solution proposal.

Computational complexity is also related to energy consumption, which may
represent a serious problem depending on the network topology and the assigned
task to each entity. The user experience will be still better if this parameter is taken
into account. Thus, for example, in mobile devices, battery life should be extended to
themaximum.Also, newproposals have to follow the trendof green communications.
Then, energy consumption should be considered imperatively in spectrum decision
networks.

A couple of important open issues is the implementation of all the spectrum deci-
sion mechanisms and the choice of one of them according to the CRN requirements.
The multiple solutions described in this chapter are deployed in simulated scenar-
ios. Some of them consider real CRN characteristics as power spectrum, bandwidth
sizes, services, and requirements. However, they have not been implemented in real
time so as to measure their efficiency under realistic spectrum traffic patterns. Also,
there is still work to do comparison of all the spectrum decision solutions. One single
spectrum decision mechanism for all the possible variables in a CRN would not be
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the best choice. For each type of traffic or spectrum requirement, there should be a
fair spectrum decision mechanism. This selection has to fulfill all the demands in the
best way. Among the several solutions, one would be the best for a specific service.
Thus, part of our future work is to look for decision mechanisms that are well suited
for a particular traffic pattern.

4.2 Discussion of New Technologies in CRN

In the coming years,wireless communications in coming years requiremore available
spectrum frequencies. However, it is almost sure that the spectrum scarcity problem
will remain growing at the same rate than now or worst. In the last part of this work,
we analyze some of the trend technologies and the incursion of CRN in them.

Internet of things (IoT) considering CRN [30]. IoT is a technology with tremen-
dous possibilities of modifying and adapting the interactions among things. The
most important goal of IoT is to account with smart sensors collaborating without
any human intervention in order to get a new class of applications. Then, an object
in which we are interested to retrieve information is equipped with sensors and a
communication device. In most of the cases, this object will transmit information
preferably in a wireless way. Thus, a set of objects will shape a network, consid-
ering that almost any object can be improved; the number of them will be huge.
To fulfill with the offered, IoT networks need to take advantage of current networks
solutions and more. As with other wireless technologies, they have to deal with spec-
trum scarcity among other issues. The combination of IoT with CRN may enhance
the communications among these objects. CR-based IoT frameworks could reduce
interference, provide information about network status, and dynamically access tem-
porally unoccupied spectrum bands, among other benefits. However, some hardware
and spectrum function issues need to be solved. It is highly likely that CRN should
be adapted with more or fewer steps to work perfectly in IoT.

Long-Term Evolution (LTE) and Wireless Fidelity (Wi-Fi) coexistence. LTE is a
technology that has provided good QoS in the last years. However, in order to reach
modernQoS requirements, LTE has been complemented and improved several times.
Because of its characteristics, LTE unlicensed (LTE-U) accesses dynamically the
spectrum through several mechanisms, for example, listen-before-talk (LBT) which
ensures that there are no users in the band before performing a transmission [21,
58]. Some CRN techniques are similar to LBT, and thus it is highly likely that some
contributions ofCRNcan be tapped for LTE, especially for the case of the coexistence
between LTE and Wi-Fi.

It is possible to improve some features of CRN; one of them is the storage. Taking
advantage of the growth of cloud services, cognitive radio cloud networks (CRCN)
emerge as a potential candidate [53, 54]. This combination will help CRNs to store
huge amounts of information; for example, spectrum measurements among several
benefits. Work in this regard is still in progress; however, the cloud is a tool that helps
wireless communications technologies to improve performance.



Spectrum Decision Mechanisms in Cognitive Radio Networks 293

5 Conclusions

Spectrum decision is a key factor for an affordable performance of a CRN. In this
chapter, some spectrum decision frameworks were presented and applied to CRN.
All of them provide different approaches and use several mathematical tools. How-
ever, the core idea is exactly the same: improving spectrum decision to satisfy SU
requirements. The multiple applications of spectrum decision mechanisms presented
here are difficult to compare. Part of our futurework is to configure a specific scenario
related to CRN standards with realistic services in order to decide which spectrum
decision framework is the best for each user. Particularly, spectrum management
should consider the different spectrum mechanisms and apply them according to the
current scenario.

Here, MADM algorithms were presented as an option in the decision-making
process forCRNs.However, the simple application of thesemethods does not provide
considerable good results. They need to be adapted according to CRNs requirements.
As we showed, considering a comparison function (CF) improves the performance
of MADM algorithms. The case of TOPSIS is an example considering a CF with
a reduction of more than a half in the number of spectrum handoffs and ECCS
compared with the simple use of TOPSIS. The results show the need for newMADM
algorithms adapted only to CRNs. Finally, it is worth to mention that CRNs should
include MADM algorithms as an option in the spectrum decision process.
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Abstract Urban mobility is a current problem of modern society and large cities,
which leads to economic and time losses, high fuel consumption, and high CO2

emission. Some studies point out Intelligent Transportation Systems (ITS) as a solu-
tion to this problem. Hence, Vehicular Ad hoc Networks (VANETs) emerge as a
component of ITS that provides cooperative communication among vehicles and the
necessary infrastructure to improve the flow of vehicles in large cities. The primary
goal of this chapter is to discuss ITS, present an overview of the area, its challenges,
and opportunities. This chapter will introduce the main concepts involved in the ITS
architecture, the role of vehicular networks to promote communication, and its inte-
gration with other computer networks. We will also show applications that leverage
the existence of ITS, as well as challenges and opportunities related to VANETs such
as data collection and fusion, characterization, prediction, security, and privacy.

1 Introduction

The disorderly growth of large urban centers has caused severe socioeconomic and
structural problems for the population, which contributes to the increase of social
inequalities and a significant stress on the structure of cities. In this way, services
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and resources must be provided in a way that tackles and minimizes these problems.
Among them, it can be mentioned the incorrect occupation of the urban space that
collaborates to generate diverse problems of mobility in big cities. In this context,
public transport systems are an essential part of improving urbanmobility. For exam-
ple, in São Paulo—Brazil, 23% of the residents spend at least 2 hours commuting to
their destination every day [1, 2].

Over the years, traffic-related problems have been increasing due to the number
of vehicles in circulation and the vast concentration of people in the same region.
According to studies conducted by IBM, the current quantity of automotive vehicles
in the world currently exceeds 1 billion, and this number can double in the year
2020. With this, big cities are the most affected by this increase of vehicles, with the
constant presence of traffic jams. For example, recent surveys show that São Paulo
has an annulling loss of 20 billion, and this loss is related to 85% lost time in traffic;
13% increase in fuel consumption; And only 2% of the growth in the emission of
polluting gases. Which also contributes to the increase in warming in these urban
centers.

Aiming to solve the problem ofmobility, some solutions are proposed, for e.g., the
plate casters and incentives for the use of public transport. However, these solutions
have not been very successful. In many scenarios, they affect the routine of the
population and do not achieve engagement. On the other hand, intelligent solutions
that make use of communication can contribute to greater success, improving traffic
in these scenarios. These solutions can provide applications that enable the control
and management of traffic, with services ranging from amore assertive control of the
schedules and routes of public transport to the intelligent synchronization of traffic
lights. These services make up the Intelligent Transportation Systems (ITS) [3].

ITS use data, communication, and processing to provide services and applications
to solve various transportation problems. These systems, in addition to providing
services tomanage and improve security for people in transit, also can enable comfort
services for drivers and passengers, such as access to social networks and video
stream services while traveling. These applications rely on collaboration between
the elements that integrate the system such as vehicles, sensors and other mobile
devices. Each of these elements plays an important role, collaborating and sensing
data that will be evaluated by the system. All this collaboration of elements is made
possible by the communication between them. For this, elements such as antennas
and control stations can intermediate this communication. In the context of the direct
communication between the vehicles, vehicular networks arise, a type of network
that has been exerting a significant influence on the scene of the ITS [4].

The services and applications provided by ITS have their characteristics and pecu-
liarities, which differs to other traditional applications. They are services that gener-
ate and consume a varied amount of data, use different communication technologies
with different bandwidths, reach, and latency. Besides, vehicles have high mobility,
moreover, speed limits and directions determined by public roads become commu-
nication a challenging task in this scenario. For this reason, designing a service part
of these systems becomes a major challenge. In this chapter, we discuss ITS and
present an overview of the area, defining its central concepts, integration, the role
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of VANETS to provide communication, and the cooperation with other networks.
Also, we describe challenges of the infrastructure to promote the services and the
open issues about data and security.

The remainder of this chapter is organized as follows. Section 2 discusses the
concept of ITS presenting all definitions, architecture, and integration with other
networks. Section 3 presents features and challenges related to infrastructure and
services in ITS. Section 4 discusses opportunities for the current research topics
related to data and security in ITS. Finally, Sect. 5 presents the conclusion.

2 Intelligent Transportation Systems

Intelligent Transportation Systems (ITS) aims to improve transport safety andmobil-
ity, as well as to increase people’s productivity and reducing the harmful effects of
traffic. This improvement is achieved through the integration of communication tech-
nologies in vehicles and infrastructure.

ITS is not only proposed to improve vehicle traffic conditions but also intends to
make the transportation safer, more sustainable, and efficient, avoiding the inconve-
nience caused by traffic congestion and the effects of climate problems on traffic. To
this end, the focus is on improving themanagement of cities’ resources and increasing
the convenience of people using information and alert services. This improvement,
therefore, helps to ease the flow in the city, reducing the time spent on congestion
and consequently reducing fuel consumption, CO2 emissions and monetary losses.
In the following sections, the central concepts related to ITS will be presented.

2.1 Architecture

Considering the evolution of computing and communication technologies and the
increasing demand for ITS services with different requirements, the necessity for
standardization to define how devices and components can interact with each other
arises. Among the proposed architectures, it is worth tomention the North American,
the European, and the Japanese.

The National ITS Architecture, defined by the US Department of Transportation,
describes how communication between its elements and subsystems occurs, with a
precise definition of the role of each one of them. This architecture is divided into four
classes: Center, Fields, Vehicles, and Travelers. Center defines the center of control
and management of the whole system, in which the services are executed. Field
encompasses all the infrastructure of the environment (RSU, monitoring sensors,
cameras). Vehicles, which are vehicles and embedded sensors, and Travelers that are
defined by the devices people use during the trip.

The Japanese architecture proposed by the SmartWay defines the communication
among vehicles and among vehicles and all the intelligent infrastructure of the roads
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(sensors, RSU, traffic lights) and uses as the standard of the DSRC [2], along with the
proposed ARIB standard (similar to theWAVE protocol). The European architecture
(ITS ISO CALM) has very similar characteristics to other architectures such as the
adoption of RSUs and the DSRC [2] for communication. However, this architecture
has the greatest difference in the utilization of the CALM communication protocol,
which provides a communication interface between the transmission technologies
such as 3G/4G, Wi-Fi, infra-red, and others.

Both Japanese and European architectures have disadvantages compared to North
American architecture because they lack the flexibility to use new communication
technologies and new paradigms of computing such as cloud and fog computing.
Hence, one can observe a requirement to design architectures that allow the easy
integration of new technologies, since they can cooperate for the development and
improvement of services offered by ITS.

2.2 Vehicular Ad Hoc Networks

Vehicular networks are a type of emerging network that has attracted the interest
of many research groups. These networks are made up of vehicles with processing
capacity and wireless communication, traveling on streets and highways, sending
and receiving information from other vehicles. They differ from traditional networks
in many ways. The first of these is the nature of the nodes that form them, such
as automobiles, trucks, buses, etc., which have wireless communication interfaces,
and equipment attached to the roads. Also, these nodes have high mobility, and their
trajectory follows the limits and direction defined by public roads [5–7].

Vehicles participating in the network are equipped with an onboard system with
computing capability, communication interfaces, sensors, and user interfaces. The
system supports a range of applications to improve transport security and also provide
services to users. A network infrastructure along roadsides and streets called the
Roadside Unit (RSU) is also part of VANETs and facilitates the communication of
network nodes to the Internet. Also, passenger handhelds and the vehicle system
can connect to the Internet through the RSU infrastructure. A management system
can be adapted to control and authenticate the entrance of vehicles in the network,
mainly in the aspect of computer security, such as the distribution of cryptographic
keys, authentication servers, etc. The system can also provide services and manage
node mobility during network exchanges.

Due to high node mobility, vehicular networks allow nodes to exchange infor-
mation along with their trajectory without the need of any infrastructure, in an ad
hoc fashion. Hence, vehicular networks can be considered as a type of Mobile Ad
hoc Network (MANETs). However, there is a possibility of nodes communicating
with the infrastructure of the highways, allowing an infrastructural communication
[8–10]. In this way, considering these peculiar characteristics, the communication
between the vehicles can be classified in three ways (as illustrated in Fig. 1).
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Fig. 1 Types of communication in vehicular networks

• Vehicle-to-Vehicle (V2V): It allows a direct communication of vehicles without
relying on fixed infrastructure support. In this type of communication, vehicles
can exchange data of the conditions of the highway, detect the presence of other
vehicles, and even information about vehicles in unsafe movement.

• Infrastructure-to-Vehicle (V2I): It allows a vehicle to communicate with the road
infrastructure. In this way, the vehicle can receive from the road infrastructure
information about obstacles and the presence of pedestrians, road conditions data,
advertisements, and safety information.

• HybridArchitecture: It combinesV2VandV2I solutions. In this case, a vehicle can
communicate with the road infrastructure in a single or multiple hops according
to its location about the point of connection with the infrastructure for different
purposes.

Currently, car manufacturers already put into circulation cars with onboard com-
puters, wireless communication devices, sensors, and navigation systems. These
resources enable the establishment of the vehicular networks. An example of the
application of these features is vehicles that have sensors to collect weather condi-
tions, vehicle status, road conditions, and even road speed limit. In this scenario,
vehicles can interact with the infrastructure of the highways, obtaining information
of traffic which generates improvements in the conditions for the driver to make
decisions about the traffic.

An interaction between vehicles can prevent the occurrence of collisions on public
roads. Traffic surveys show that in Brazil an average of 110,000 traffic accidents
occurs per year, around 300 per day. Also, 6 thousand people die, and another 68
thousand are injured, generating to the government an expense about US$7 billion
[11]. The primary cause of these accidents was the lack of attention of the drivers,
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followed by drivers who do not obey the safety distance and speed limit [12]. Studies
show that about 60% of accidents can be avoided if the driver is warned a second
before the collision. In this context, the use of vehicular networks can provide the
reduction of these accidents rates, through the vehicle–vehicle interaction the drivers
can be alerted of hazards on roads [13].

In vehicle networks, information should usually be delivered within vehicles in
a region of interest, taking into account the geographical position of the node and
the relevance of the information to the node. One challenge in this context is how to
distribute information to vehicles efficiently, considering the dynamics and mobility
of vehicles on the network and even the urgency of delivering information to avoid
a collision. For this, an important tool to be studied is the routing protocol, which
must be efficient, reliable, support multi-hop communication, and delay intolerant.
Moreover, it is important that the vehicle receives thewarningof the possible obstacle,
even if they are not in the same range of communication [14].

2.3 Integration with Other Networks

Wireless technologies are becoming ubiquitous. It provides network access to a
variety of standards, such as IEEE 802.11, 3G/4G, LTE and Bluetooth, which can be
used to equip sensor networks, unmanned vehicle networks, and vehicular networks.
Hence, cellular networks (4G/LTE) may provide long-distance communication and
Internet access for vehicles, and, in short distance, DSRC (Dedicated short-range
communications) ad hoc should bemore suitable. Hence, ITSs must provide services
to drivers and passengers at any time and place. And the success and availability of
this service will depend on the integration of different technologies and networks.

In [15], the authors present a performance analysis of the two communication
patterns in vehicular networks for different scenarios, densities, and speeds of vehi-
cles. It can be observed that the DSRC scores good results in scattered networks. But
because of its communication radius limitations, its support for vehicle mobility is
limited. On the other hand, the LTE standard presented a good performance regarding
scalability, reliability, and mobility support. However, it presents some challenges in
dealing with the delay constraints in some applications.

Regarding data collection, ITSs should make use of an integration with sensor
networks (WSN) and unmanned vehicle networks (FANET). Sensory data can be
combined with other data collected by the vehicles to, for example, infer the posi-
tioning of a network node (vehicle, RSU,mobile user device), provide vehicle density
in roads, point out the presence of points of floods and obstacles, etc. Taking into
account the unmanned vehicles, they can be applied in special occasions like acci-
dents or floods, to aid in the collection and dissemination of data. In such cases, they
would assist in the diffusion of alert messages by establishing communication links
in places where RSU infrastructure is in operation or unavailable.

Considering other aspects of data transmission technology, these standards can
also be used to establish communication between ITSs and all intelligent traffic
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infrastructure. For instance, reprogramming traffic lights, reading data from cameras
and sensors installed on public roads, communication with radars, etc., all such
devices must be able to communicate with traffic monitoring centers to provide data
that can assist with the management of all traffic.

3 Infrastructure and Services

In this section, we present the main current research topics related to infrastructure
and services of traffic prediction and mobility in ITS. We listed the key features and
opportunities of this topic.

3.1 ITS Infrastructure

The dynamic scenario of a transportation system has as main characteristic the high
mobility of its components in an urban environment. Although people and goods’
mobility are present for many years, it has never reached such a high scale as nowa-
days. Therefore, problems faced along those years, such as accidents, congestions,
and dangerous situations have also worsened with the mobility increasing.

With the technology advancement, the communication evolved from radio, signs,
and alerts from own drivers to onboard computers, sensors, smartphones, and other
devices that receive real time notifications through wireless communication. New
technologies enabled a more dynamic and instant communication.

ITSs have a flexible hybrid architecture, allowing the operation within Internet
connectivity, either by infrastructure or taking full autonomy of the system, in an ad
hoc manner. This architecture has benefits such as scalability and delay reduction,
but it faces some challenges to perform efficiently and guarantees quality and safety,
besides representing an additional cost that is not always feasible.

Many devices compose such architecture, including sensors, OBUs (onboard
units), RSUs (roadside units), GPS (global positioning system), intelligent traffic
lights, access points, portable devices (smartphones, tablets, laptops), satellites, spe-
cialized servers, and the Internet. To allow communication among those components,
diverse technologies can be adopted, such as Wi-Fi, WiMAX, LTE, GSM, 3G, 4G,
satellite, and Bluetooth, among others.

One of the biggest challenges consists of designing new communication solu-
tions in this heterogeneous set of available technologies. Since an intelligent system
operates in a collaborative manner, it is necessary to define standards to enable the
integration of all components. Moreover, due to the high mobility, the infrastructure
deployment becomes an issue (for instance, consider access points or RSUs location),
besides delay and fault tolerance, inherent in such systems.

The components of ITS can be equipped with multiple types of wireless
transceivers and can communicate over more than one wireless data channel.
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The IEEE 802.11p protocol, a variant of Wi-Fi technology, provides the alloca-
tion of bandwidth for specific V2V and V2I communication. Communication can
take place in short range, enabling V2V and V2I communication, through GPS and
DSRC radios or long range, mainly for V2I and I2I, using cellular data transceivers,
GSM-based, GPRS, UMTS.

The work [16] highlights the importance and the role played by the Internet
infrastructure in the context of vehicular networks. Being ubiquitous and available
in various urban environments, the wired Internet infrastructure can provide support
to a variety of applications. For instance, the downloading of advertisements and
entertainment or the storage of data gathered and sent by the vehicles. Also, content
that is already in the possession of some vehicle may also be shared by opportunistic
P2P connections between vehicles and other devices. The authors conclude that a
big trend for the Future Internet is the interaction between wireless P2P commu-
nication side by side with a support infrastructure for the adequate provisioning of
applications and services. Among them, we have navigation safety, navigation effi-
ciency, entertainment, vehicle monitoring, urban sensing, participatory sensing, and
emergencies.

In the following, we highlight some works on integrating infrastructure and ad
hoc networks to show how ITS can become complete and efficient by using a hybrid
architecture.

The problem of RSUs deployment for V2I communication through IEEE 802.11p
is studied in [17]. The main goal consists of analyzing urban features’ impacts, along
with a suitable RSU deployment and communication configurations to guarantee a
successful V2I communication. Results presented for a large set of experiments con-
ducted in the city of Bologna show that the quality of V2I communication through
IEEE 802.11p is strongly affected by street layout, terrain elevation, trees and veg-
etation, traffic density, and presence of heavy vehicles. Thus, it is necessary to take
such factors into consideration in the proper deployment of RSUs and radio config-
uration. The authors propose guidelines to be followed for an efficient deployment
in the design of vehicular networks.

In [18], the I2V data delivery problem is investigated. It consists of accurately
estimating the destination position, considering the temporal and spatial encounter
of the packet and destination vehicle. The proposed solution, named Trajectory-
based Statistical Forwarding (TSF), uses a packet delay distribution and a vehicle
delay distribution to select a target point aiming to minimize packet delivery delay
while satisfying the packet delivery probability requested by the user. They consider
the installation of RSUs as infrastructure, vehicles equipped with OBUs and DSRC
communication, GPS present in both vehicles and stationary nodes and knowledge
of the trajectory of the vehicle, which is shared on the Internet periodically through
access points.

Infrastructure on the design of ITS is explored in many works of the literature.
The employment of RSUs can be found in [19, 20]. The integration of VANETs and
cloud computing is treated in [21–23]. Security strategies are studied in [24, 25].
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3.2 Traffic Prediction

Traffic congestion impacts not only congested roads but also nearby streets and
highways which are alternative paths to drivers avoiding it. A solution to avoid
these situations is tracing more efficient routes, which depend on updated traffic
information. Since obtaining real-time traffic state of all roads in a city is a hard task,
alternative ways of sensing such aspect were developed.

Lippi et al. [26] presented a comparison between multiple short-term traffic pre-
diction strategies. Predicting traffic state in shorter windows of time is an easier
task and more effective, given that routes will be traced taking into consideration
more recent information. Tostes et al. [27] and Abadi et al. [28] developed predic-
tors of traffic levels in urban areas based on statistical tools. Regression models are
especially useful in predicting short-term traffic because they capture the typical
behavior of congestion levels and adapt in face of unusual situations, like accidents
and roadblocks.

Recent communication technology advances have enabled vehicles to commu-
nicate among themselves and with a city’s underlying infrastructure. Being able to
communicate, vehicles can share sensor data which contains reflexes of traffic state.
Wan et al. [29] and Pan et al. [30] present methods to aggregate sensor data from
multiple individuals and extract traffic information to trace less crowded routes in a
city.

3.3 Mobility and Traffic

Urban problems, especially regarding mobility and traffic, are one of the main
research challenges related to the quality of life of people in the cities. In this sense,
several efforts have been made to reduce congestion, provide safe means of locomo-
tion, reduce environmental pollution, reduce noise pollution, among other objectives.
ITSs can play a key role regarding technological solutions to achieve those objectives.

Understand the dynamics of cities is a fundamental aspect to provide mobility
and traffic solutions. Thanks to the popularization of devices with the capacity for
sensing and the evolution of ITSs, an enormous amount of data has been generated
and made available to analyze the behavior of the entities (e.g., vehicles, people, and
objects) in the cities, thus facilitating the understanding of human mobility and the
behavior of traffic through the days. Many cities around the world provide several
open datasets that can be freely used for the study of mobility, for example, Rio de
Janeiro,1 London,2 and New York.3

1http://data.rio/.
2http://data.london.gov.uk/.
3http://opendata.cityofnewyork.us/.

http://data.rio/
http://data.london.gov.uk/
http://opendata.cityofnewyork.us/
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Data sources such as social networks and applications (Waze4 and Bing Maps5)
also are a powerful form of data collection for the study of mobility and traffic. For
example, [31] analyzed social network data (Instagram6 and Foursquare7), [32] used
Bing Maps data to analyze and predict congestion points in Chicago in the United
States. These studies show how the discipline of data analysis can be interesting to
facilitate the understanding of the dynamics of cities. For example, to identify the
main routes used by the population, collect information on the demand for private
and public vehicles, find out the causes of congestion, etc. Also, there are several
opportunities related to the use of heterogeneous data sources, large-volume data
manipulation and processing, and techniques for summarizing and understanding
the semantics of the data.

In addition to the analysis to understand the mobility of the population in the
cities, another critical perspective is the offer of services that optimize resources and
efficiently use the means of transport, considering the particularities of each city
such as territorial and population size, road topology, culture, and other aspects. In
that sense, the remainder of this section focuses on exposing mobility and transit
solutions, highlighting the key opportunities and challenges associated with them,
as is illustrated in Fig. 2.

Shared mobility: In this case, new transport solutions allow users to use systems
of shared means of transportation such as cars and bicycles for a particular time.
Generally, in these systems, vehicles are available at stations and users can use them
for a fee. In this context, several research challenges are related. Yang et al. [33]
proposed a predictive method for balancing bicycles in stations based on the study
of mobility data in Hangzhou in China. Similarly, some efforts have focused on
studying vehicle sharing [34, 35].

Carpooling: A common occurrence in several cities is the action of drivers offer-
ing car rides to lower travel costs by considering their mobility routines. The digital
media leveraged this behavior, as people started to organize themselves in social net-
works and message groups to plan the rides like the service provided by BlaBlaCar.8

In this sense, one of the main challenges for this type of system is the creation of
recommendation services that explore the infrastructure of ITS such as VANET and
data generated by vehicles and people.

Integrated systems and multimodal transport: This refers to integrating the
various modes of transport to provide the mobility of people. For example, an inte-
grated systembetween bus lines, subways, bicycles, or shared cars. Therefore, several
challenges must be considered when designing multimodal transport systems, such
as real-time information manipulation, multicriteria analysis, making route recom-
mendations, and user preferences.

4http://www.waze.com/.
5http://www.bing.com/maps/.
6http://www.instagram.com/.
7http://www.foursquare.com/.
8http://www.blablacar.com.br/.

http://www.waze.com/
http://www.bing.com/maps/
http://www.instagram.com/
http://www.foursquare.com/
http://www.blablacar.com.br/
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Fig. 2 Data flow to promote the services in ITS

Mobile applications: The popularization of smartphones has leveraged the devel-
opment of mobile applications that provide services for both mobilities (e.g., Uber9

and Lyft10) to get traffic information (e.g., Waze11). In this sense, new initiatives
exploring supportive technologies (e.g., mobile and ubiquitous computing, things
based on location systems) to ITS are highly recommended in the current scenario.

Traffic control: Monitoring and controlling traffic flow of vehicles (traffic) is an
important topic in ITSs. Tian et al. [36] have reviewed the literature on studies that use
cameras to monitor and assist the traffic in urban areas. They proposed a taxonomy
of methods for detecting, tracking, and recognizing vehicles. Another topic related to
the problem of vehicle traffic is the control of intersections, especially at peak times,
to improve the flow of vehicles and safety of drivers and pedestrians. In this case,
the challenge is to manage traffic lights and intersections for the synchronization of
traffic between lanes as discussed in [37, 38].

Detection and management of traffic incidents: Detection and mitigation of
traffic incidents is one of the leading research opportunities in the context of ITS,

9https://www.uber.com.
10https://www.lyft.com/.
11https://www.waze.com.

https://www.uber.com
https://www.lyft.com/
https://www.waze.com
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since it is possible to explore the large volume of data generated by vehicles or made
available by users through mobile applications and social networks. Pan et al. [39]
proposed a system for detecting incidents (e.g., accidents, sporting events) and sug-
gested routes using vehicle location data and information shared by social networks.
In this topic, there are some open challenges such as spatially determining the impact
of an incident, time duration, and semantics.

In summary, technological solutions in mobility and traffic seek people to spend
less time in traffic safely using the various types of transport, prioritizing the con-
scious consumption of energy resources and reducing the environmental impact.

4 Data and Security in ITS

Data and security become important research topics in ITS due to a series of restricts
and challenges to deal with personal data and its peculiarities. Thus, we discuss
aspects of data collection, quality, and security issues in ITS, highlighting some
research opportunities in the following.

4.1 Data Collection and Quality

Nowadays, modern vehicles have high-technology embedded systems that aim to
improve driving safety, performance, and fuel consumption. To achieve these goals,
manufacturers have invested both in the quantity and quality of sensors that vehicles
have [40]. Currently, a vehicle collects information from hundreds of sensors that
are connected to the Engine Control Unit (ECU) through an internal wired sensor
network [3] and the Output data is accessible via an Onboard Diagnostic (OBD)
interface.

The control system of modern vehicles relies on data collected from embedded
sensors. These systems allow to control vehicle’s stability and contribute to safer
driving. Sensor data is available through the OBD interface, which has been intro-
duced for regulatory and maintenance issues but has been exploited for various other
purposes due to the information it provides.

Some of the data collected from vehicle’s sensors do not represent relevant infor-
mation for drivers sincemost of this data is used by the ECU and does not have a clear
meaning for the driver (e.g. oxygen and fuel pressure sensors). Besides, sensors that
indicate meaningful information to the driver are displayed by indicators in vehicles
such as rotation per minute, speed, and temperature of the engine.

Thus, the challenge is to extract useful information from vehicle’s sensors to
correlate them with internal and external variables, enabling personalized services
for drivers and a transportation system. To better illustrate this subject, data were
collected from Bluetooth adapters connected to the OBD interface and smartphones.
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Fig. 3 Data collection schematic using the OBD interface and smartphone

Table 1 Used protocols of the OBD interface

Protocols Bitrate (kbit/s)

SAE J1850 PWM 41.6

SAE J1850 VPW 10.4

ISO 9141-2 10.4

ISO 14230 KWP 2000 10.4

ISO 15765 CAN 250 or 500

TheOBD-II interfacewas introduced to standardize the physical connector, proto-
cols, and message formats. The system is used to monitor and regulate gas emission,
and it is present in all produced cars in Europe and the United States since 1996.
The OBD interface also assists maintenance services, tracking the origin of mechan-
ical problems [41]. By enabling the storage of engine failure codes, this information
provides a history of problems and possible associated sources. Figure 3 illustrates
the collection process: the acquired data from the sensors through the OBD interface
are transferred to a smartphone with the Android operating system where they are
processed and registered.

Table 1 shows five protocols allowed with the OBD interface. These protocols
use the same OBD connector, but the pins have different functions except those that
provide battery power. The collected data from sensors are available through OBD
parameters IDs (PIDs). Table 2 shows some of the information available consider-
ing smartphone, vehicle, and data from virtual sensors (values are generated from
physical sensor data and mathematical processing and data fusion). There are also
hundreds of other sensors that can be accessed through PIDs, some of which are
defined by OBD standards and others by vehicle manufacturers.

It is important to note that data from physical sensors are inherently subject to
errors caused by some reasons, including the accuracy of the sensor itself, and even
operation failures of the vehicle and sensor [42]. Therefore, the first step of the
processing and analysis of virtual sensor data is its verification to ensure it is in
correlation to the measured data. Among the observed issues at this stage we can
highlight discrepant or outliers’ data, conflicting information from two or more sen-
sors, incomplete or ambiguous data. Once the data are verified, it is possible to apply



310 F. Cunha et al.

Table 2 Data collected from ECU and mobile phone

Data collected

Mobile phone Vehicle Virtual sensor

Device time Trip distance Engine load Engine RPM Acceleration

GPS location Fuel remaining Fuel flow Speed Reaction time

GPS speed Ambient air temp Engine coolant
temp

CO2 average Air drag force

GPS precision Barometer Adapter voltage CO2 instant KPL instant

GPS bearing GPS altitude Fuel level Pedal Speed/RPM
relation

Gravity Intake air temp Gear

data fusion, which aims to obtain new values with a more significant meaning than
the individual data.

4.2 Security

This section presents data security and privacy as a major issue when developing
ITSs. ITS services data may contain personal information, enabling people and vehi-
cles tracking. Because data can be transmitted through multiple hops and adminis-
trative domains, malicious entities can capture this data. By implementing security
in ITSs, one can mitigate those issues and avoid high degradation of ITSs services
factors such as response time, network overload, and desirable quality of service.
The overview presented in the following was based on [43–45], which introduced
guidelines and good practices for Internet security, cyber security for general propose
ITS and intelligent public transport, respectively.

One can define the security in ITS into three aspects: objectives, threats, and
services. Security objectives are the goals to keep the ITS as safe as possible. Security
threatsmayaffect the security objectives causingdegradationof ITS services. Finally,
security services are aimed to counter the threats and to drive the system towards
the security objectives. Each security component is discussed in more details in the
following section.

4.2.1 Security Objectives

One can divide security objectives for ITSs into four major categories12: confiden-
tiality, availability, integrity, and peer authentication.

12Note that different authors can consider others security objectives [43–45].
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Confidentiality: It aims to keep user and system data free of unauthorized mali-
cious entities, processes, or systems. Hence, the ITSs may selectively grant access
only for entities, processes or system with right permissions.

Availability: This objective intends to keep ITSs information available when it
is needed. ITS available is accessible at all times and has ways to overcome threats
(such as natural disasters, accidental, or intentional ones) to its proper functioning.

Integrity: The basic goal here is to ensure that ITS data sent and received was the
same. In another word, the data over the communication channel should maintain its
meaning, completeness, and consistency.

Peer authentication: It is aimed to make sure that the one in the endpoint of the
communication is the one intended to be. In [43], the authors highlight that without
peer authentication, it is hard to reach confidentiality and integrity.

4.2.2 Security Threats in ITS

This section concerns security threats in ITS. Here, threats are everything that poten-
tially can cause problems to proper ITS functioning. One can loosely divide ITS
security threats according to its consequences to a system (such as unauthorized
usage, denial of service, manipulation). Also, one can classify ITS security threats
concerning its origins:natural disasters, accidental, or intentional ones. These under-
standing promote a basis to create security services to counter ormitigate threats. The
remaining section discusses mainly threats and consequences to the system, which
are pertinent to a wide range of ITSs and applications.

Unauthorized usage: ITS must not be freely accessible to most of the public.
Indeed, only authorized users with worth permission level have to receive access to
a given ITS function. Although several ITS are available for public users, some sub-
services are intended to specific users. Suppose, for instance, ITS RESTFUL service
like Google Maps13 or HERE,14 the servers will serve data to its ordinary users, but
they restrict the ability to modify data from the servers or even insert/remove data to
specific users. Thus, if the regular users perform service data modification, it would
be an unauthorized usage, and then action would be taken. Unauthorized usage arises
from accidental or intentional origins ranging from misconfiguration to malicious
attackers.

Denial of Service (DoS): One can classify an attack asDoSwhen actions are taken
to block access or interrupt the proper ITS functioning. DoS arises from intentional,
accidental, or natural events. However, usually, the cause of DoS is an intentional
insertion of malicious codes into the system or by executing inappropriate actions.
Critical hazards can emerge when DoS attacks occur in ITS. For instance, if a system
of safe driving detection suffers a DoS, then accidents can happen.

Manipulation: Thepractice of altering data andother information fromsystems to
produce unauthorized effects is namely known as manipulation. Natural, accidental,

13https://developers.google.com/maps/.
14https://developer.here.com/.

https://developers.google.com/maps/
https://developer.here.com/
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or intentional events can cause manipulation issues. Within ITS, consider a sign
system controlling speed limits in roadways. If system manipulations are made in
the signs to display incorrect or inappropriate information, several traffic issuesmight
happen such as poor system performance, traffic jams or even accidents.

Replay: In such threat, an attacker records a sequence of data messages and
sends them back to the intended receiver.15 Thus, an attacker replays valid data
under invalid circumstances to promote unauthorized effects to the system. In the
ITS context, consider a toll system being used by Alice to perform a payment. Bob
(an attacker) could capture themessages of theAlice payment and replays it, although
he cannot read the messages, he causes twice transactions.

Message insertion, deletion, or modification: Several threats come from inser-
tion, deletion, or modification of spurious messages. On the message insertion case,
an attacker forges a message and inserts it into the system to promote malicious
effects, for example, in a DoS, the attacker can open a bulk of TCP connections
with the victim to drain memory resources and deny the service quickly. On mes-
sage deletion cases, messages are dropped from the system. An example is the black
hole attack [46], where a misconfigured router has zero cost to any destination, and
then all traffic loads are forwarded to this router. Consequently, the router does not
support the burden and fails. Finally, on the modification case, the attacker removes
a message from the system, modifies it, and then reinserts the modified message
again into the ITS network. Consider a ITS fast food service, where a user does an
order to the service. An attacker wants to attack the order and receives the food. The
attacker does not know the victim credit card number. Thus, the attacker waits for
the victim to perform an order, then he intercepts the messages order, modifies them
by replacing some properties (such as address, goods, and order description) and put
the messages again to the system.

Repudiation: When users deny that they performed actions or transaction in the
system, one can say a repudiation has occurred. Hence, repudiation attacks are hard to
prove without an auditing. Repudiation arises from accidental or intentional events.
Such threat usually affects the system integrity and peer authentication. In the ITS
context, repudiation, usually, occurs in electronic transactions, for instance, suppose
an order service facility. Using an automatic payment schemewithout proper security
audition, the user could deny ordering a service and refuse to pay.

4.2.3 Security Services

Developing security services is a natural step derived from the identification of
security objectives and threats categories. Security services are protections usually
employed to enhance confidentiality, availability, integrity, and peer authentication.
In the following, it is listed some useful security services for ITS16:

15The attacker does not need to know the message content to replay messages.
16In [44], the reader can find a more exhaustive list of ITS security services.
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• Authentication service: It aims to verify entities identity and ensure that the ones
in the endpoints or even in the middle of the communication channel are those
who are supposed to be. Usually, the own entity performs its identification to
the system. Such services, enhance the system confidentiality, integrity, and peer
authentication objectives.

• Integrity services: These services support integrity analyses over information
flowing through the system, aiming to minimize manipulation threats. Error detec-
tion and correction, cryptographic checksums, digital signatures are basic integrity
services that provide some confidence that the data has not been modified during
the communication.

• Access control services: It aims to provide specific permissions/limits for system
entities (such as users, managers, process) to access system resources, according
to entity rule in the system. Usually after an entity authentication action, then it is
applied some system access permission level to the entity. Access control helps to
mitigate unauthorized usage, DoS, manipulation and furthers.

5 Conclusion

This chapter discusses the main concepts related to intelligent transportation sys-
tems. Issues related to existing architectures, communication network standards,
and integration of systems with different types of communication were pointed out
and discussed, showing the demand for the standardization and integration of these
systems.

Additionally, it is presented the main types of ITS applications, to show the works
found in the literature that already uses these concepts, giving some directions of new
works. Finally, it points out the main topics of current research and the challenges
that are found in ITS with the purpose of guiding future research in the area. We
believe that there are new challenges that can arise as these systems evolve and new
users join.
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State Estimation and Anomaly Detection
in Wireless Sensor Networks

Aditi Chatterjee and Kiranmoy Das

Abstract Reliable co-operative wireless sensor networks are now used in a variety
of disciplines including but not limited to geoscience, medical science and security
management. Sensor nodes are low-powered microelectronic devices with limited
communication and sensing range. In a cluster-based network, sensor nodes are
grouped into a number of clusters based on their physical locations. Sometimes, an
anomalous node is cleverly placed into the network by intruders for reducing power
and efficiency of the network. These nodes collect and send the confidential infor-
mation to outsiders. Additionally, an anomalous node can destroy the network by
gradually damaging inter-node dependence within a cluster. We review some exist-
ing and recent statistical models for locating such anomalous node and recovering
efficiency of the network. Then, we propose a novel dynamic linear mixed model for
the simultaneous state estimation and anomaly detection. Our proposed model can
efficiently locate an anomalous node in a relatively short time and the power of the
model is evaluated by numerical studies. The proposed approach will be very useful
in medical science, military surveillance and environmental studies.

1 Introduction

In the past 10 years, we have witnessed a revolution in the advancement and wide
applications of wireless sensor networks (WSNs). WSNs are being applied in mil-
itary surveillance [42], in health science [22], in battlefield [25], in environment
monitoring [40], in geology [35] and in criminology [12]. WSNs are mainly task-
oriented networks with the objective of obtaining and transmitting information of
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Fig. 1 A general wireless sensor network

interest [8]. Typically WSNs consist of ten to thousands of sensor nodes which are
low powered, and have limited processing and storage capacity. Sensor nodes sense
and obtain relevant information (e.g. temperature, humidity, event occurrence, etc.)
and then pass it to sink. The sink is also known as base station, and it is a high-
powered device linked to databases via satellite links. Relaying of data occurs via
wireless multi-hop routing. Figure1 shows a typical WSN for information collection
and data processing.

WSNs can be used either for discrete times, or for continuous time monitor-
ing. For a discrete-time WSN, the time points t1, t2, . . . , tk , are integers, and for
a continuous-time WSN, these are real numbers. The quantity being measured is
typically continuous, e.g. room temperature, humidity, etc. However, sensor nodes
consume more energy for collecting, storing and relaying continuous measurements
over time. Since energy conservation is always desirable [1], sometimes sensor nodes
are made in such a way that they collect continuous measurements, and then based on
some pre-fixed threshold they store only binary responses (e.g. normal/abnormal).
The nodes transmit these binary outcomes to base station dynamically. Sometimes
sensor nodes collect measurements at each time point, but store and transmit only
“important” information (e.g. event based, or query based) to base station [20]. These
protocols are energy efficient.

Reliable data delivery is the fundamental goal of WSNs. However, reliability
of data delivered can be affected by several factors including but not limited to
node failure, presence of anomalous node(s), lack of proper communication, defec-
tive or disturbed communication mechanism, etc. Such challenges have motivated
the researchers in the network designing, reliability checking, state estimation and
anomaly detection. The issues and challenges related to network designs for WSNs
are discussed in Hac [14], Fischione et al. [10], Lazaropoulos [16], Gupta and Sikka
[11] and the references therein. A number of recent articles propose reliability anal-
ysis of wireless sensor networks under different model settings. Examples include
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Zhu et al. [43, 44], Mahmood et al. [19], Silva et al. [39], Dâmaso et al. [7]. Because
of the wide applications, it has been extremely important to develop energy- efficient
reliable WSNs in the recent years.

Most of the applications of WSNs, however, depend on some important aspects,
namely, (i) time synchronization, (ii) node localization, (iii) state estimation of sen-
sor nodes. The reliability of a network is affected if sensor-specific clocks are not
well synchronized. There is a rich literature on time synchronization, and powerful
statistical models have been proposed for this purpose. Examples include Noh et
al. [23, 24], Kaur and Kaur [15], Chatterjee and Venkateswaran [2] and references
therein. These authors proposed statistical models for estimating clock-offset and
clock-skew parameters and used those estimated values for time synchronization.
There is also a vast literature on node localization. By “node localization”, we mean
to determine the location of a sensor node. In many applications, it is extremely
important to determine the location of a sensor node based on infrastructure [13].
The nodes send signals to base station, and based on those signals the system locates
the position of the sensor node [38]. A real example of node localization system is
GPS. GPS determines location of a sensor node by receiving signals from its nearest
satellites. The literature for state estimation is equally vast, and probabilistic models
have been proposed for efficient and robust state estimation of both discrete-time
and continuous-time WSNs under different conditions.

Innovations-based state estimation forWSNs has been proposed byQuevedo et al.
[26]. Liang et al. [17] proposed distributed state estimation of a discrete-time WSN.
An energy-efficient state estimation method has been proposed by Quevedo et al.
[27]. Mo et al. [21] proposed a powerful state estimation for WSN under false data
injections. A constrained state estimation for individual localisation was proposed
by Feng et al. [9]. Rana and Li [30] proposed a microgrid state estimation method for
WSN. Chhade [5] developed a data fusion and collaborative state estimation method,
and more recently Liu and Wang [18] developed robust state estimation with data-
driven communication for WSNs. It is worth mentioning that most of the state esti-
mation approaches proposed in the literature are based on Kalman filtering [31].
Chatterjee et al. [4] propose a regression-based statistical model for state estimation
of a discrete-time WSN and estimate model parameters using the maximum likeli-
hood estimation (MLE) method. These authors also propose an alternative Bayesian
model for state estimation, where model parameters are estimated by Markov Chain
Mote Carlo (MCMC). Chatterjee et al. [3] developed a Bayesian approach of the
simultaneous state estimation for a cluster-based WSN.

Proper communication within a network can be ascertained by allowing “infor-
mation exchange” among sensor nodes which are spatially close to each other. The
model proposed by Chatterjee et al. [4] consider such spatial dependence by incor-
porating a neighbourhood effect in statistical model. Essentially, they assume that
current state value of a sensor node will be affected by the average state value of
its nearest neighbours at the previous time point. The temporal correlation is also
captured in their model by considering the effect of the state value for the previous
time point of a sensor node on its current state value. However, their model did not
consider any sensor-specific effects, which could explain variations among the sen-
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sor nodes (in their state values) with similar other parameters. In this chapter, we
are proposing a better version of their model which can explain such sensor-specific
variations over time.

The reliability of a wireless network is also affected by the presence of one or
more anomalous node. Anomalous nodes are the nodes which behave abnormally
compared to other nodes in the network. Sometimes a sensor node stops working,
and hence will be an anomalous node for the next time points. An external intruder
can on purpose make a normal sensor node anomalous for information collection.
Such nodes will collect information from other nodes and relay to the intruder but
will not communicate with other nodes properly in the network. An early detection
of such nodes is extremely important for obvious reasons, and there are some papers
in the literature addressing this issue. Rajasegarar et al. [28, 29], Wang et al. [41],
Roy et al. [33] developed methods for anomaly detection in WSNs. Traditionally, an
anomalous node is detected by its behaviour compared to its neighbours. However,
this method is quite subjective, and hence might not be reliable. Here, we will review
model-based method proposed by Chatterjee et al. [4], where they used the estimated
state values for anomaly detection. For a cluster-basedWSN, these authors locate an
anomalous node by successive splitting and merging of the clusters. This method is
discussed in detail in Sect. 2.5.

The rest of the chapter is organized as the follows. In Sect. 2, we review the
continuous state estimation methods for a discrete-time WSN. We review Kalman
filter models and then propose a linear mixed model similar to Chatterjee et al. [4].
Themotivation and differentmodel components and estimationmethod are discussed
in different subsections of Sect. 2. Numerical results for assessing the effectiveness of
the proposed model are shown in Sect. 3. Finally, in Sect. 4, we give some concluding
remarks, and discuss possible future research directions.

2 Statistical Models for State Estimation

Here, we will review some useful methods for state estimation of WSNs, and then
propose a new linear mixed model for the same purpose. First, we will give a precise
definition of the “State” of a dynamic system, and then discuss estimation procedure.

For any dynamic system, “state” refers to the smallest vector that fully summarizes
the past of the system. In the context of WSNs, we note that for a particular sensor
node we have the measurements say, x1, x2, . . . , xt , till the time point t . Based on
these t measurements, we predict the measurement for the time point t + 1, and that
predicted value denoted by x̂t+1 will be called “state” of the sensor node at time
t + 1. For estimating the state of a dynamic system traditionally state-space models
are used in the literature. State-space models assume that “true” state of the system
at time t , which we denote by xt is latent or unobserved, and can be modelled as the
following:

xt = ft (xt−1, vt−1), (1)
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where vt−1 is random noise, and ft is a time-dependent mathematical function (pos-
sibly nonlinear) describing the evaluation of states. Since “true” state is latent, we
assume a measurement process in which true state is obtained from noisy measure-
ments zt as the following:

zt = ht (xt , nt ), (2)

where the time-dependent function ht defines measurement process, and nt denotes
random noise. The particle filter-based estimation is carried out in two steps. In the
“prediction step”, we predict xt based on z1, z2, . . . , zt−1 (denoted by z1:t−1) as the
following:

P(xt |z1:t−1) =
∫

P(xt |xt−1) × P(xt−1|z1:t−1)dxt−1.

Note that here P(A|B) denotes the conditional probability of event A given event
B. Next, in the “update step” we update xt based on z1:t as the following:

P(xt |z1:t ) ∝ P(zt |xt ) × P(xt |z1:t−1).

Note that the term “filter” is used because “true” state is obtained from noisy
measurements through filtering. Under linearity of ft and ht , and under Gaussian
distribution for noise terms vt and nt , for each time point t , estimation becomes
simpler and is known as Kalman filter. Thus, the state-space model for Kalman filter
can be written as the follows:

xt = Ft xt−1 + vt−1, zt = Ht xt + nt .

Here, Ft and Ht are process and measurement matrices; and noise terms vt−1 and
nt are Gaussian with zero means and unknown but fixed variances.

In this chapter, we will propose an alternative powerful linear mixed model for
state estimation of sensor nodes in a cluster network. A cluster network is shown in
Fig. 2, where the entire network is divided into a number of clusters, and each cluster
has a cluster head. The nodes within a cluster are spatially close to each other. We
consider the following approach for one particular cluster, and the model has to be
repeated for each cluster separately.

Consider a particular cluster with N sensor nodes forming a discrete-timewireless
sensor network. For each node, state values for t different time points (1, 2, . . . , t)
are communicated to the cluster head. Let (θi , δi ) be the coordinates of the i th sensor,
i = 1, 2, . . . N . The Euclidean distance between sensor i and sensor j is denoted by
Di j .
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Fig. 2 Cluster formation in a general wireless sensor network

2.1 Linear Mixed Model

The state value of the i th sensor at time t , which we denote as Xi (t), is modelled as
the follows:

Xi (t) = f (t) + αXi (t − 1) + βZi (t − 1) + γ0i + γ1i t + εi (t), (3)

where the smooth function (twice differentiable) f (·) is the general effect of time
on current state value and Zi is a covariate which measures the average state values
at time t − 1 of r sensors which are closest (in terms of the Euclidean distance) to
sensor i . Note that r can either be pre-fixed or can be estimated from given data.
The regression coefficients α and β respectively measure the effect of the immediate
predecessor state value and the effect of the nearest neighbours on current state value.
The sensor-specific random intercepts and random slopes are denoted by γ0i and γ1i
respectively. This explains random variation of state values between different sensors
within a cluster at a given time point t . Note that here for the sake of simplicity, we
assume linear random effects. However, one can easily consider higher order random
effects and choose the optimal order using information criteria like AIC and/or BIC
discussed later. The randomerrors εi (t) are assumed to follow aGaussian distribution
with mean = 0 and unknown variance = σ 2

ε .
The motivation of the above linear mixed model is the following. We note that

state value of a particular sensor is updated over time. The general effect of time
explains how much of this change is due to the effect of time. Also, state value at
time t will somehow depend on the state value at time t − 1, and this effect will
be reflected in the estimate of α. A statistically significant value of α will indicate
that the effect of the immediate predecessor state value is significant for estimating
current state value. Also, current state value of a particular sensor might be affected
by the state values of its nearest neighbours at previous time points. This effect
will be reflected in the estimate of β. Here, for the sake of simplicity, we assume a
Markovian setup, i.e. we assume that given all the state values upto time t , current
state value Xi (t) depends only on the state value at time t − 1. The random effects
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of time, as mentioned earlier, explains the difference (if any) between state values
from different sensor nodes at each time point. The residual errors εi (t) are assumed
to be independent with subject-specific random effects vector γi = [γ0i , γ1i ]T .

2.2 Modelling the General Effect of Time

The smooth function (twice differentiable) f (·) can be modelled in various paramet-
ric or non-parametric approaches, e.g. polynomial functions, wavelets, B-splines,
penalized splines, orthogonal Legendre polynomials, etc. Here, we will use poly-
nomial function of time for simplicity of illustration, i.e. we consider f (t) =
a0 + a1t + a2t2 + · · · + apt p. When state values of different sensors are measured
at different time points and/or are expected to differ a lot from one sensor to other,
then a polynomial function of time might not be a good choice for modelling general
effect of time. However, in our current setup, we assume that state values are mea-
sured for all sensors at the same discrete-time points and those values do not differ
too much from one sensor to other over time. So, the above formulation of f (·) will
be good enough for modelling the general effect of time in our setting.

The optimal order (p) of the polynomial function can be obtained from informa-
tion criteria like AIC, BIC given as follows:
AIC = −2logL + 2P∗ and BIC = −2logL + log(N )P∗, where L denotes the joint
likelihood function discussed later, P∗ denotes total number of model parameters
that need to be estimated. We fit the model given in Eq. (3) for p = 1, 2, . . . and
choose the optimal order p for which the smallest AIC and BIC values are obtained.
For large values of N , BIC provides more consistent model than AIC, and hence BIC
is more preferable in the model selection literature.

2.3 Modelling the Random Effects of Time

The sensor-specific random effects γi = (γ0i, γ1i)
T are assumed to be indepen-

dent with the residual error vectors. Traditionally, random effects are modelled
with multivariate Gaussian distributions. In this paper, we consider the traditional
approach of modelling sensor-specific random effects and assume that γi s fol-
low bivariate Gaussian distribution with mean vector = (0, 0)T and covariance

matrix = Σi =
[

σ 2
0 ρσ0σ1

ρσ0σ1 σ 2
1

]
, where ρ denotes the correlation between γ0i and

γ1i , σ0 and σ1 respectively denote the standard deviation of γ0i and γ1i .
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2.4 Joint Likelihood Function and Parameter Estimation

Note that because of the Markovian nature of our model in Eq. (3), the condi-
tional distribution of Xi (t) given all the previous time points can be expressed as
l(Xi (t)|1, . . . , t − 1) = l(Xi (t)|t − 1). Here, by “given time t − 1” we essentially
mean “given the state values of all sensors at time t − 1”. Thus, the conditional
distribution of Xi (t) for given all previous time points (state values) and random
effects is given by Xi (t)|t − 1, γ0i , γ1i ∼ Gaussian( f (t) + αXi (t − 1) + βZi (t −
1) + γ0i + γ1i t, σ 2

ε ). Thus, we have,

l(Xi (t)|t − 1, γ0i , γ1i ) = 1√
2πσ 2

ε

exp

[
− (Xi (t) − f (t) − αXi (t − 1) − βZi (t − 1) − γ0i − γ1i t)2

2σ 2
ε

]
.

(4)
The marginal distribution of Xi (t) given t − 1 can be obtained by integrating out the
random effects as follows:

l(Xi (t)|t − 1) =
∫∫

l(Xi (t)|t − 1, γ0i , γ1i )π(γ0i , γ1i )dγ0idγ1i , (5)

whereπ(γ0i , γ1i ) denotes the density of the bivariateGaussian distributionwithmean
vector = (0, 0)T and covariance matrix = Σi as specified earlier.

Note that given all the previous time points, state values of different sensors at
a fixed time point are independently distributed. We will exploit this conditional
independence property to formulate joint likelihood function. However, we note that
state values of different sensors at a fixed time point are not marginally independent.

The joint likelihood function of all N sensors for t time points can be expressed
as

L =
N∏
i=1

[l(Xi (1))l(Xi (2)|1) . . . l(Xi (t)|t − 1)] . (6)

Model parameters are to be estimated by maximizing the above joint likelihood
function. Note that in our setting, the maximum likelihood estimates of the model
parameters cannot be written in explicit forms. Softwares like R, SAS (also MAT-
LAB) can solve this optimization problem and provide the parameter estimates. An
iterative algorithm is used to maximize the likelihood function and solutions are
obtained when convergence criterion is satisfied. In other words, if θ denotes the set
of all model parameters, and θ k is the estimated parameter set at kth iteration, then
we stop when ||θ k − θ k−1|| < ε, for some pre-specified value of ε.

2.5 Detection of Anomalous Node

The above model is capable of detecting one or more anomalous node in a cluster-
based sensor network, as illustrated in Chatterjee et al. [4]. We review the method
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from their work as the following. Note that an anomalous node is a node with abnor-
mal behaviour compared to other nodes in the network. Typically an anomalous node
can be a node which stops working after a certain time, and hence do not provide any
information to the network. Also, it can be a selfish node which collects information
from the network but does not share its own information to other nodes. Alterna-
tively, an intruder makes a normal node anomalous in order to disturb the network
communication. In all these cases, it is extremely important to detect such node and
remove it from the network. We propose a model-based detection approach as the
following.

Once the model parameters for the linear mixed model are estimated, one can
compute average state value of each cluster. Suppose, there are K sensor nodes
in a certain cluster, then the average state value of that cluster at time t will be
B(t) = 1

c

∑c
i=1 X̂i (t), where X̂i (t) = f̂ (t) + α̂Xi (t − 1) + β̂Zi (t − 1). Note that

“hat” indicates the estimate of the respective parameter or function obtained from
maximum likelihood estimation discussed earlier. We compute absolute difference
between the average state values at two consecutive time points, i.e. |B(t) − B(t −
1)|, and check if the differences are consistently below a pre-fixed threshold (η), i.e. if
|B(t) − B(t − 1)| < η, for all t , thenwe conclude that the cluster under consideration
is less dynamic and hence possibly does not contain any anomalous node. However,
for the other case, when we observe |B(t) − B(t − 1)| > η, for many consecutive
time points, we conclude the existence of an anomalous node in this cluster. Note
that the choice of the threshold value depends on the desired accuracy level and
application. We divide a dynamic cluster into two “sub-clusters” and repeat this
process for each sub-cluster to detect the more dynamic sub-cluster. The process is
continued until we obtain the target node and state trajectory of this node will be
significantly different from the trajectories of the other nodes. We detect this node
as an “anomalous node”. The investigation method is shown in Fig. 3.

We note that sometimes it is difficult to fix a single η as a threshold for such
anomaly detection. In such cases, one can consider a function η(t)with known form,
and use that function to capture dynamicity of the anomalous node. Form of the

Fig. 3 Detection of an anomalous node in a cluster-based wireless sensor network
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function η(t) can be known form past experience or suggested by some experts. In
patient monitoring or military surveillance such dynamic thresholds work better than
a constant threshold.

3 Numerical Studies

Wewill perform two simulation studies for investigating the operating characteristics
of the linear mixed model proposed in Eq. (3). The results of these simulation studies
show the importance and usefulness of the proposed methodology for estimating the
states of a discrete-time WSN.

3.1 Simulation 1

We consider a single cluster containing six sensor nodes and one cluster head. The
position of the sensors are given by their respective coordinates as (2, 4), (5, 6),
(3, 2), (4, 3), (3, 7), and (4, 6). For each sensor node, state values are measured at 5
discrete time points. For each sensor, the state value at time t (for t = 1, 2, . . . , 5) is
simulated using the following model:

Xi (t) = a0 + a1t + a2t
2 + αXi (t − 1) + βZi (t − 1) + γ0i + γ1i t + εi (t), (7)

where (a0, a1, a2) = (2,−0.6, 1.4), α = 2.5, β = 1.5. The vector of random effects
γi = [γ0i , γ1i ]T are simulated from a bivariate Gaussian distribution with mean

vector = [0, 0]T and variance–covariance matrix =
[
2.25 1.8
1.8 4

]
. The random resid-

ual errors εi (t) are simulated from Gaussian distribution (mean = 0, variance =
1.44). The Zi values are obtained considering 3 nearest neighbours (r = 3) of each
sensor.

We simulate 100 datasets (replications) from the above equation. For each dataset,
we estimate themodel parameters using themaximum likelihood approach discussed
in Sect. 2.4. On the basis of 100 simulated datasets, we obtain the final estimates of
the parameters by averaging the estimates from each dataset. The standard errors
(standard deviation/

√
100) of the model parameters are also estimated based on 100

replicates.
Table1 provides the model parameter estimates and the respective standard errors

on the basis of 100 simulations. Note that true values of these parameters are also
shown in this table. We observe that the estimated values are very close to the true
parameter values with reasonable (not very high) standard error values. We also
show the approximate 95% confidence intervals of the model parameters in Table1.
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Table 1 Parameter estimates, estimated standard errors, and 95% confidence intervals of the model
parameters for Simulation 1

Model parameter True value Estimate Standard error C.I.

a0 2 1.78 0.23 (1.33, 2.23)

a1 −0.6 −0.63 0.14 (−0.90,−0.35)

a2 1.4 1.32 0.38 (0.57, 2.06)

α 2.5 2.56 0.18 (2.20, 2.91)

β 1.5 1.46 0.26 (0.95, 1.97)

σε 1.2 1.14 0.32 (0.51, 1.77)

Table 2 AIC-BIC table for selecting the optimal order of the polynomial function in general effect
of time in Simulation 1

Order AIC BIC

1 (linear) 7.64 9.18

2 (quadratic) 3.72 4.68

3 (cubic) 6.93 8.71

Note that these approximate confidence intervals are computed using the following
formula:
Lower confidence limit = parameter estimate – 1.96 × standard error,
Upper confidence limit = parameter estimate + 1.96 × standard error.

The confidence interval provides a reliable range of the estimated parameter val-
ues. A model or an estimation procedure will be preferable if it estimates the param-
eters with smaller width of the confidence intervals. We note that the confidence
intervals for the parameters as shown in Table1 are not wide and hence the proposed
method does a decent job in parameter estimation.

To select the optimal order of the general effect of time, we calculate the AIC and
BIC values for a linear, quadratic and cubic function of time for simulated dataset.
Table2 provides the calculated AIC and BIC values for three different choices of the
polynomial function.We notice that the smallest value for AIC (and BIC) is obtained
for the quadratic function, which verifies that the proposed method picked up correct
order of the polynomial function. In practice, the recommendation is, one should
consider upto third or fourth degree and select the best one among them.

To obtain the optimum number of the nearest neighbours to be considered for
each sensor, we again consider AIC and BIC. We fit the model using r = 1, 2, 3 and
4. Table3 shows AIC and BIC values for different choices of r . We notice that r = 3
provides the smallest AIC and BIC value. Thus, it is verified that the correct number
of nearest neighbours is picked up through AIC and BIC.

This simulation study investigates the practical usefulness of the proposed
approach of estimating the state values. We notice that model parameters are esti-
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Table 3 AIC-BIC table for selecting the optimal number of nearest neighbours for each sensor in
Simulation 1

Number of nearest neighbours AIC BIC

1 8.52 10.63

2 7.29 9.58

3 4.42 5.89

4 5.76 6.94

mated quite accurately (as shown in the estimates) and precisely (as shown in the
standard errors of the estimates). The correct order of the polynomial function used to
model the general effect of time is picked up and the effect of the nearest neighbours
is also considered quite appropriately. For a general WSN, the proposed approach
can be used separately for each cluster. In that case, different models (models with
different parameter values) have to be used for different clusters.

3.2 Simulation 2

In this simulation study, we investigate the practical usefulness of the mixed model
proposed in Eq. (3). Here, we consider the same 6 sensors (same coordinates as given
in Simulation 1) in a single cluster network. We simulate the state values of each
sensor at 10 different time points (t = 10) using the following model:

Xi (t) = a0 + a1t + a2t
2 + αXi (t − 1) + βZi (t − 1) + γ0i + γ1i t + εi (t), (8)

where (a0, a1, a2) = (1.4, 2.1, 0.8),α = 2.7,β = 3.45. The vector of randomeffects
γi = [γ0i , γ1i ]T are simulated from a mixture Gaussian distribution given by the
following density:
g = 0.6g1 + 0.4g2, where g1 is the density of a bivariate Gaussian distribution with

mean vector = [0, 0]T and variance–covariance matrix =
[
4 2.7
2.7 9

]
and g2 is the

density of a bivariate Gaussian distributionwithmean vector= [0, 0]T and variance–

covariance matrix =
[

1 0.56
0.56 2.56

]
.

The residual errors εi (t) are simulated from Gaussian(mean = 0, variance = 1).
Zi values are obtained considering 5 nearest neighbours (r = 5) of each sensor.

First we compare two competing models. The first one is the model given in Eq.
(3) without the random intercept (γ0i ) and the random slope (γ1i ). We will refer this
as Model I. This model is essentially the one proposed in Chatterjee et al. [4].
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Table 4 Estimated bias and 95% confidence intervals of the model parameters for Model I and
Model II in Simulation 2

Parameter Bias estimate Width of C.I.

Model I a0 0.63 1.05

a1 0.57 0.94

a2 0.71 1.14

α 0.68 1.01

β 0.52 0.88

Model II a0 0.42 0.68

a1 0.38 0.61

a2 0.32 0.73

α 0.29 0.70

β 0.24 0.51

The second one is the model given in Eq. (3), where γi = [γ0i , γ1i ]T follows
bivariate Gaussian distribution with mean vector = (0, 0)T and covariance matrix =
Σi =

[
σ 2
0 ρσ0σ1

ρσ0σ1 σ 2
1

]
. We will refer this as Model II.

We simulate 100 replications of the dataset similar to the previous simulation
study. Then, we fit both Model I and Model II on the simulated datasets. Model
parameters for both the models are estimated using the maximum likelihood estima-
tion method discussed earlier. Then, we further simulate 400 datasets from the above
equation. The fitted Model I and fitted Model II are now tested on newly simulated
datasets. For each dataset, the mean squared errors (MSE) are calculated for both the
fitted models using the following formula:

MSE = 1
60

∑6
i=1

∑10
t=1

(
Xi (t) − X̂i (t)

)2
, where X̂i (t) is the estimated state value

from the respective model. The average mean squared error (AMSE) value is calcu-
lated forModel I andModel II by averaging theMSE values for 400 newly simulated
datasets. For Model I, the AMSE value is calculated as 11.36 with standard error
4.58, where for Model II it is 6.83 with standard error 2.49. This result indicates the
better predictive power of Model II compared to Model I.

Table4 shows the estimate of the bias and thewidth of the 95%confidence intervals
for the mean parameters ofModel I andModel II. Note that these estimates are on the
basis of 100 simulations originally used to fit the models. For each dataset, bias of a
parameter estimate is estimated as bias= true parameter value – estimated parameter
value. Final estimate of bias is obtained by averaging the bias estimates over 100
simulated datasets. Clearly, smaller bias is desirable for better inference. Width of
the confidence intervals is simply the difference between the upper confidence limit
and lower confidence limit. We notice that Model II provides parameter estimates
with smaller bias and shorter confidence intervals than Model I. This illustrates the
superiority of Model II over Model I and hence a mixed model is appropriate for
state estimation of a discrete-time WSN.
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Fig. 4 Estimated mean curve and the 95% point-wise confidence interval for Model I in the simu-
lation study 2. The solid curve is the true curve, broken curve is the fitted one and the dotted curves
are the confidence intervals

Figure4 shows true mean curve (solid) and estimated mean curve (broken) of the
state values for sensor 1 at 10 time points using Model I. We also show 95% point-
wise confidence interval (dotted) for the mean curve. In Fig. 5, we show the same
true curve (solid), estimated curve (broken) and the point-wise confidence intervals

Fig. 5 Estimated mean curve and the 95% point-wise confidence interval for Model II in the
simulation study 2. The solid curve is the true curve, broken curve is the fitted one and the dotted
curves are the confidence intervals



State Estimation and Anomaly Detection in Wireless Sensor Networks 331

(dotted) using Model II. As we observe in these figures, Model II provides a much
better estimate of the state values over different time points than Model I. Similar
results are obtained for all other sensors (graphs not shown for other sensors). Thus,
the usefulness and importance of considering the subject-specific random effects of
time is assessed and justified.

4 Conclusions and Future Work

The methodological developments for state estimation, event detection, node local-
ization, etc., have been enriched in the recent years because of wide applications of
WSNs under various complex environments and constraints. It is impossible to make
an exhaustive list of applications of WSNs. In this chapter, we have discussed the
basic structure of a WSN, and some basic state estimation algorithm. The numer-
ical studies show the usefulness of the statistical model we discuss here, and the
estimation accuracy and precisions.

An important aspect of state estimation, which we have not discussed here, is
modelling incomplete data. Sometimes in an energy-constrained environment it is
desirable to keep some of the sensor nodes in sleep mode for some time points, after
which, these sensors become active but some other nodes are kept in the sleep mode.
In a cluster-based network, at each time point at least one node from each cluster are
kept in the active mode for the cluster to be active. This creates an incomplete dataset
for state estimation, time synchronization, node localization, etc.Our proposedmodel
considers the effects of the nearest neighbours, and hence can be used for estimating
the missing state values for sensors kept in sleep mode. A statistical treatment for
estimating the missing measurements can be found in Rubin [34]. However, we note
that if the missingness is ignorable (e.g. missing at random), one can simply add
a data-augmentation algorithm to the proposed estimation approach. However, for
non-ignorable missingness (missing not at random) more complex algorithm will be
needed.

Our current modelling and estimation approach is based on the assumption that
sensor nodes, and base station are static. However, in many applications there are
mobile sink and/or mobile sensor nodes. Mobile nodes are effective for covering
larger geographical area, and hence in military surveillance, environment monitoring
mobile sensors are used [6]. Recently, Shi et al. [36, 37] proposed methods for
modelling the WSNs with mobile sink. We also note that even for a network with
static sink and static sensor nodes, theremight be amobile anomalous node collecting
information from different parts of the network. Extension of our proposed model
for mobile nodes can be an interesting future research.

In recent years Bayesian statistics is playing a key role in various disciplines. The
popularity of Bayesian statistics is due to the specification of “prior” information
available from the previous study or provided by some domain experts. Such prior
data are combined with observed measurements from the designed experiment, and
then “posterior” inference is made. Posterior inference are powerful since prior and
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the experimental data are used together for such inference. In the Bayesian frame-
work, model parameters are estimated by Markov Chain Monte Carlo (MCMC).
Detail discussion on Bayesian modelling and the MCMC estimation method can be
found in Robert and Casella [32]. In the context of state estimation of a cluster-based
WSN, Bayesian modelling has been proposed by Chatterjee et al. [3, 4]. However,
more in-depth applications of Bayesian statistics can be done in various problems
related to WSNs.
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Experimental Wireless Network
Deployment of Software-Defined
and Virtualized Networking in 5G
Environments

Flávio Meneses, Carlos Guimarães, Daniel Corujo and Rui L. Aguiar

Abstract 5G research has been looking for flexible, dynamic and low-latency net-
work architectures. In this regard, Software-Defined Networking (SDN) and Net-
work Functions Virtualization (NFV) have been key enablers for the next generation
networks. Although SDN was originally designed for wired networks, such as data-
centre networks, its popularity in the research community has extended its bound-
aries, also becoming considered for wireless networks. With its flexibility and pro-
grammability, Software-Defined Wireless Networks (SDWN) have been suggested
for mobile networks evolution. This chapter provides an overview of how virtual-
ization of network entities (such as points of attachment and flow-based mobility
management entities) can contribute to a new level of abstraction in heterogeneous
wireless access environments. To assess the enhancement potential of such mecha-
nisms, a framework case study is presented and evaluated, showcasing flow-based
mobility scenarios in multi-technology environments.

1 Introduction

Upcoming 5G communication systems have been driven by evolutions in customers,
technology and operator contexts. As such, consumers expect to get access to content
from just one click away, independently of where and how they are connected, with
smartphones considered the main connectivity device [1]. As of late, mobile data has
been increasing along with the number of connected devices. In 2016, smartphones
registered 81% of the total mobile traffic, with mobile video representing 60% [2].

The development of 5G architectures has been leveraging Software-Defined
Networking (SDN), Network Function Virtualization (NFV) and cloud technolo-
gies, to extend the physical equipment capabilities to better support applications
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requirements. The adoption of such technologies will break otherwise vertical sys-
tems into chainable and configurable building blocks, allowing greater flexibility.

SDN decouples control and data planes, centralizing management decisions in a
Controller. Decisions are further transmitted to forwarding devices through a south-
bound API (with OpenFlow [3] as the de facto protocol). This adds greater net-
work abstraction, allowing the deployment of a virtualized network independently
of the underlying transport and protocols. In this context, NFV allows the deploy-
ment of network functions as software instances running on servers through virtu-
alization, replacing hardware middleboxes [4]. It allows virtualization, in the cloud,
of IP network functions (e.g. load balancers, firewalls) and Long-Term Evolution
(LTE)/Evolved Packet Core (EPC) network functions (e.g. mobility management
entities).

The adoption of SDN and NFV not only improves CAPEX and OPEX, but also
provides new possibilities by bringing virtualization to network operations. For
example, in bare-metal scenarios, operators overprovision hardware resources to
face peak-hours utilization. Virtualization allows a more dynamic approach, with
resources scaling as needed.

As such, operators not only can virtualize middleboxes but also edge and access
entities such as Base Stations (BSs) and Access Points (APs), allowing them to scale
dynamically. Virtualization capabilities can also be extended into mobile devices,
complementing their limited capabilities with virtualized counterparts at the data
centre, allowing for high-quality video content generation, cloud gaming, supporting
smart scenarios [1] (e.g. smart-cities, smart-agriculture, smart-transportation) and
others.

Approaches such as SoftRAN [5] andCloud-RAN [6], evolve from the application
of SDN in cellular networks, exploring SDN and NFV to centralize the control
plane for Radio Access Networks (RANs), abstracting BSs belonging to a local area
(SD-RAN), and providing different network control algorithms. Finally, with the
proliferation of cloud-based services, applications became portable across multiple
devices (which are able to exploit multiple wireless technologies simultaneously)
capable of accessing services while on the move, increasing the complexity for full
inter-operation of such technologies, in terms of wireless mobility management and
performance. Additionally, industries are investing in machine-type communication
and IoT to improve and automate their processes [7]. Billions of smart devices will
use embedded communications and integrated sensors to act on the local environment
and use remote triggers based on intelligent logic [1]. However, these devices differ
in terms of requirements and communication capabilities. This allows the creation
of new services for vertical industries (e.g. health and automotive) with different
network requirements (e.g. latency and performance), forcing the development of a
reliable network capable of adapting to each use case. In this context, ‘Network slicing
offers an effective way to meet all of the diverse use case requirements and exploit
the benefits of a common network infrastructure, enabling operators to establish
different capabilities, deployments, and architectural flavors for each use case’ [8].
NetworkSlices are seen as a tool for delivering differentiated services, as they provide
optimized connectivity for each use case, application and user. In order to run the



Experimental Wireless Network Deployment of Software-Defined … 337

network in such way, researchers are laying efforts into SDN and NFV technologies
[1, 2].

Under this setting, it becomes critical to study and validate the utilization of
these mechanisms in different scenarios. This chapter provides a case study of key
enabling 5G technologies in wireless environments, focusing on SDN and NFV,
towards the exploitation and realization of mobile communication situations. First,
existing IP-based mobility aspects are compared with the advances proposed for 5G
(Sect. 2). Then, two key approaches are discussed and evaluated, namely virtual-
ization of network endpoints (Sect. 3) and mobile nodes (Sect. 4), followed by an
analysis of deployment possibilities (Sect. 5). These solutions are combined for flow
optimization in 5G scenarios (Sect. 6), concluding in Sect. 7.

2 Mobility Management in 5G Networks

According to [9], by 2021 Wi-Fi and mobile will account for over 63% of all IP
traffic. Among the reasons for this increase is the proliferation of mobile devices
exploiting different wireless technologies (e.g., cellular and Wi-Fi) and more pow-
erful capabilities (e.g., cameras). As such, multi-technology mobility becomes a key
requirement to users.

Devicemobility can be seen as changing Points of Attachment (PoA) (i.e. network
end-point towards user devices, namely BSs or APs) along with associated proce-
dures. Mobile IP (MIP) [10] was introduced by the Internet Engineering Task Force
(IETF), to address mobility by mapping, in the home agent, a global address with
the device’s current IP. Thus, packets destined to the mobile node (MN) are received
by the home agent and tunnelled towards the MN. However, even considering its
IPv6 variant (MIPv6), IP-based mobility was not deployed Internet wide [11] due
to handover delay, signalling overhead and software stack modifications. In alter-
native, network-based mobility management protocols such as Proxy Mobile IPv6
(PMIPv6) [12] and Distributed Mobility Management (DMM) [13] were proposed,
shifting mobility signalling to network nodes.

PMIPv6 still inherited issues such as non-optimal path communication between
the MN and the correspondent node, and tunnelling. Nonetheless, PMIPv6 was
deployed as a network-based mobility management protocol, handling the signalling
on behalf of the MN, improving the localized routing handover delay, signalling cost
and local mobility anchor utilization [11]. Despite an evolution, PMIPv6 can be
simultaneously deployed with MIPv6 [14], with the latter used globally and the
former locally.

Conversely, DMM was designed to be flexible and distributed [15]. Evolving
from IETF and 3GPP efforts, it complemented or replaced existing functions [13].
However, the inherent triangular routing and tunneling betweenmobile access routers
are still an issue [15]. Solutions such as [16–18], integrate DMM with SDN flow-
based capabilities, resulting in a frameworkprovidingmobility andQuality of Service
(QoS) for the end-user, in terms of latency and throughput.
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With SDN andNFV standing as base enabler technologies for 5G, studies propose
their integration within the LTE network [19]. In this way, the IP-based network is
maintained, while SDN improves its flexibility. Also, integrating the SDN controller
with the Mobility Management Entity (MME), allows the former to be aware of
mobility requirements. The adoption of SDN allows different grades of performance
and complexity for core network services, unifying mobility and routing manage-
ment.

2.1 Software-Defined Networking and Network Function
Virtualization as Key Enablers

5G is addressing the development of a converged architectural solution supporting
optimized device mobility in heterogeneous wireless environments. Mobility man-
agement procedures are deployed to allow users to exploit those features with the
best Quality of Experience (QoE). Mobility management studies for 5G networks
already started, with initial SDN-based DMM architectures [16, 17, 19, 20].

Despite that the initial deployment aimofSDN-based protocols and operations tar-
geted wire-based technologies (i.e., Ethernet and fibre), the flow-based traffic recon-
figuration capabilities were deemed of interest for wireless environments. Works,
such as [21], applied OpenFlow capabilities to APs, further extended in [22], allow-
ing SDN controllers to remotely configure flows traversing them. This established
the foundation for using SDN and OpenFlow as mobility management mechanisms,
with [23, 24] supporting an enhanced controller capable of managing handovers,
using IEEE 802.21 and OpenFlow. DMM principles were also integrated with SDN
mechanisms in [16, 17].

OpenFlow-based mobility support procedures were also applied into mobile
devices [25]. Experimental deployments were presented in [26, 27] focusing on
IEEE 802.11 technologies, and [28, 29] validating SDNmobility management capa-
bilities in heterogeneous environments. This was progressed in [30] by deploying
OpenFlow in end-to-end source mobility.

Works such as [31–33] have provided mobility management enhancements
enabling the creation of virtual APs (vAP). In this context, CloudMAC [34] allows
Wi-Fi MAC frames to be processed in a vAP instantiated in a data centre. Similarly,
Odin [35] virtualizes a managing agent to control APs. These were enhanced in
[31] with vAPs able to “follow” the MN, placing mobility procedures entirely inside
the virtualized network of interconnected vAPs. As such, each MN is associated
with its own vAP when it connects to the network, the latter moving along with
its client, with the MN unaware of the physical handover. In [32], the authors take
advantage of APs operating on multiple channels for seamless handovers. In [33]
SDN-based procedures were proposed for creating, managing and migrating vAPs,
without modifying MNs. Finally, in [36] the MN was also virtualized, allowing its
virtual representation to enhance the capabilities of its physical counterpart and
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Table 1 Mobility management frameworks with “key 5G technologies”

Advantages Disadvantages Mobility impact

SDN-based DMM
[16–20]

Overcome triangular
routing issues

Does not support
cross-technology
seamless source
handover

Per-flow mobility
Simpler data-plane

802.21 with
OpenFlow
[23, 24]

Mobile offloading Changes in the UE
Requires 802.21

Inter-technology
handover

meSDN [27] TDMA scheduling 802.11 only N/A

Forging client
mobility [30]

Allows seamless
mobile offloading

Changes in the
transmitter and
receiver

Inter-technology
handover

Extended OpenFlow
control path [28, 29]

Mobile offloading
without additional
mobility protocols

Changes in the UE Inter-technology
handover

Extended OpenFlow
control path and MN
virtualization [36]

Mobile offloading
without additional
mobility protocols
Allows to virtualize
the receiver in
different devices

Changes in the UE Inter-technology
handover

supporting media-independent network control processes. Table 1 presents an
overview of the state of the art in mobility management proposals for 5G networks.

2.2 The Role of Network Slicing

Slicing allows differentiating traffic traversing a shared network infrastructure, pro-
viding communication isolation. Presently, this is achieved through various mech-
anisms, such as VLANs or firewalls, adding configuration complexity and special
devices in specific network locations. FlowVisor [37] leveraged SDN-centralized
control to enable applications to control networks without interfering with each
other, albeit requiring complex hypervisor software at the managing plane.

Network slicing represents a key enabler for 5G architectures [38]. Requirements
in such environments are more demanding than today, envisioning an explosion of
connected devices, massive traffic and data rates with reduced latency [1]. As such,
the network needs to be built in a flexible and cost-efficient way, where speed and
scale can be configured on-demand in logical slices to meet the demands of each
use case [39]. Within initial 5G architectural proposals mostly based on SDN and
NFV enablement, several key issues have surfaced, considering both the application
of network slicing, as well as the transition towards novel 5G environments [40].
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The level of network programmability provided by SDN allows network slices to
be optimally configured using the same physical and logical network infrastructure
[39]. These features were exploited in [41] with slicing strategies used for better user
experience according to network requirements. On the other hand, NFV’s flexibility
allows network functions to be executed in a location-independent way, no longer
bound to a specific network node, as well as chained together as a logical network
slice [39].

Works such as [41] simulate control mechanisms that dynamically allocate net-
work resources to different slices, albeit disregarding mobility issues. The authors in
[42] proposed a “5G Network Slice Broker” to facilitate on-demand resource allo-
cation and admission control, using traffic monitoring and forecasting. Similarly,
[43] introduced hierarchical slices, allowing operators to customize E2E networks
as a service. Despite enabling operators to build network slices for vertical industries
more agilely, these approaches disregard mobility management issues, such as the
role of the MME and its slice management interaction.

Studies show that despite the increase of users/devices, 5G solutions should not
assume mobility support for all. Instead, on-demand mobility should be supported,
ranging fromvery highmobility, such as trains/airplanes, to lowmobility or stationary
devices such as smart-metres [1]. In this context, [44] proposes to extend SDN to
wireless networks, virtualizing the RAN and Core Network (CN), as a vAP and
a Network Slice, respectively. Simulation results demonstrate the efficiency of the
proposed scheme, but experimental results are still lacking. There is also the need to
test a slice-based 5G architecture, in order to consider that multiple network slices
can be present at the radio access and the core, simultaneously.

3 Points of Attachment Virtualization

This section addresses the PoA virtualization, presenting different approaches and
comparing them with legacy solutions. 5G mobility communication systems need to
go beyond mobile network technologies, thus providing mobility management and
control procedures in a technology-agnostic way. In this line, the vPoA represents
the virtualization of PoAmanagement and control services (e.g. authentication, asso-
ciation, Dynamic Host Configuration Protocol (DHCP), etc.) in the cloud, exploit-
ing resources therein to regard PoAs as virtualizable network functions that can be
dynamically instantiated according to utilization needs. As such, the vPoA can be
seen as working on behalf of the PoA, able to fully offload its operating mechanisms
(Fig. 1b) or only selected services and applications (Fig. 1c). Figure 1 compares the
different deployments, evaluated in Sect. 3.2.
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Fig. 1 PoA conceptual architecture for: a without virtualization; b L2 and L3 virtualization; and c
L3 virtualization

3.1 Overview of Existing Works

NFV has been being considered as a flexible mechanism in mobile CN and RAN,
exploring high-performance data centres [45]. Cloud-based RAN architectures (or
Cloud-RAN), exploit network virtualization and centralized coordination techniques.
CellSDN [46], SoftRAN [5], Cloud-RAN [6] and SoftAir [47] apply SDN allowing
PoAs to be abstracted and connected to virtual representations of themselves in the
data centre, providing optimized, flexible and scalable control.

Nonetheless, the proposed solutions have yet to become fully implemented,
whereas existing experimental deployments (i.e. such as CAPWAP [48], Odin [35]
and CloudMAC [34]), focus only in Wi-Fi. In CAPWAP [48], frame generation is
split between the controller and APs, providing centralized configuration, authenti-
cation and association. Odin [35] uses different virtualized agents at each AP, with
a unique BSSID for each connected MN. Finally, CloudMAC [34] performs IEEE
802.11 MAC processing in the vAP.

3.2 Virtualization Approaches and Their Signalling

PoA virtualization brings a trade-off between delay and both hardware and wireless
mobility simplicity. By virtualizing the PoA in the cloud (i.e. vPoA), the physical
PoA becomes a bare-metal device, but creates a longer control and management path
between the attached device and the vPoA. Different approaches can be considered
for PoA virtualization: (i) virtualize all its L2 and L3 management procedures; or
(ii) virtualize only L3 mechanisms (e.g. DHCP). In this way, for an IEEE 802.11 AP,
in (i) L2 management and control frames are offloaded to the vPoA, with wireless
authentication and association procedures performed there. Otherwise, in (ii), only
L3 mechanisms are offloaded to the vPoA. Figure 2 compares the signalling of both
approaches with the legacy approach (i.e. a regular Wi-Fi AP network), summarized
in Table 2.
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3.2.1 Mobile Node Attachment

In a regular Wi-Fi (Fig. 1a) network, where virtualization is not considered, the AP
deals with all wireless management and control frames (e.g. authentication, asso-
ciation and probes), while at the same time manages L3 connections and services.
Nowadays, AP configuration is simple, but in large-scale environments, complex-
ity increases substantially. Works such as [23, 24], apply SDN to wireless traffic
control, facilitating dynamic reconfiguration. Notwithstanding, it relies on complex
procedures and dedicated protocols, hindering heterogeneity.

Figure 2 illustrates exchangedmessages for L2 (represented as theWi-Fi open sys-
tem authentication) and L3 attachment (represented as the DHCP). Table 2 presents
the theoretical delay for each Wi-Fi virtualization approach. Discarding processing
time, it is expected that the “L2+L3 virtualization” approach has a higher delay for
both L2 and L3 attachment, since besides the Wi-Fi round trip time (RTT), an Eth-
ernet (eth) RTT is added. As such, “L3 virtualization” has a lower delay, since the

Fig. 2 Layer 2 (L2) andLayer 3 (L3) attachment signalling for differentAPdeployment approaches

Table 2 Delay calculation for different AP deployment approaches

AP implementation approaches Delay calculation for L2 and L3 attachments

Without virtualization 4x wifi_rtt+processing

L2+L3 virtualization 2x (2x wifi_rtt+2x eth_rtt)+processing

L3 virtualization 2x (2x wifi_rtt+eth_rtt)+processing
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“eth” delay is inputted only for DHCP messages. A regular AP deployment should
have the lowest L2 and L3 attachments delay (evaluated in Sect. 3.3).

3.2.2 Mobility Enhancement Enabled by the Point of Attachment
Virtualization

Under a L2 perspective, virtualizing the PoA in the cloud enables traffic manage-
ment to be offloaded to the vPoA, decoupling the intelligence from the hardware
and deploying it in any point of the network. This facilitates handover management
both for L3 and L2, since the attachment is processed in the virtual instance instead
of the physical node. As such, a vPoA can be transmitting/receiving management
frames from different physical nodes, and a handover between two physical PoAs
does not necessarily mean an L2 or L3 handover, since they may be connected to the
same vPoA. CloudMAC [34] and Odin [35] identified that AP virtualization into a
data centre improves intra-technologymobility at a cost in bandwidth and attachment
delay. In contrast, physical PoAs become simpler, while vPoAs had increased compu-
tational power. This was further exploited in [36] with the proposal of a cloud-based
mobility management procedure for L2 and L3 inter-technology handovers, which
became seamless for end-nodes, supported by virtualization mechanisms. Table 3
compares the presented PoA deployments.

Despite Mobile-Edge Computing (MEC) scenarios where this approach is well
suited [49], wireless networks may experience performance issues due to the delay
between the physical AP and the corresponding vPoA. At the cost of losing seam-
less L2 handovers, this is overcome by keeping the L2 attachment in the physical
equipment and virtualizing only L3 services (e.g. DHCP) (as in Table 2). In this
case, the AP handles L2 connectivity, allowing MN attachment and remaining L2
communications to be managed therein. Otherwise, L3 services are migrated to the
cloud. Considering a handover, where a MN switches the physical AP, a new L2

Table 3 Comparison of the different AP deployment approaches

Advantages Disadvantages Mobility impact

Regular AP Simple
implementation

Manual
reconfiguration

Complex mobility
management
Dedicated mobility
protocols

L2 vPoA Simpler network
equipment

L2+L3 attachment
delay
Lost performance due
to the RTT delay

Seamless L2+L3
handover

L3 vPoA Simpler network
equipment
Reconfiguration on
the fly

L3 attachment delay Seamless L3 handover
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connection is required. However, the MN may keep the L3 connection, facilitating
handover management (more details in Sect. 4).

3.3 Virtual Wi-Fi Access Point Evaluation

This sectionprovides an experimental overviewof different vAPstrategies. TheMN’s
network (re)attachment delay, L2 and L3 handover and the MN signalling impact
are studied. Physical nodes (i.e. MN and PoAs) were deployed in the AMazING
wireless testbed [50], with the corresponding virtual instances (i.e. vMN and vPoAs)
deployed in an in-house data centre, using a VM with 1 vCPU and 2 GB RAM.
AMazING nodes were equipped with a 64-bit support AMD APU CPU with 1 GHz
dual-core and 2 GB DRAM. In both types of network nodes, Ubuntu 64-bit 14.04
was used.

Figure 3 compares a regular AP with different vAP deployments in terms of
attachment delay and bandwidth, related with Fig. 2. As such, “L2 attachment”
corresponds to messages 1a–2b (i.e. Wi-Fi open system authentication), while “L3
attachment” corresponds tomessages 3a–4b (i.e. DHCP). As a trade-off for hardware
simplicity and L2 handover management, the “L2 virtualization” approach has the
worst result, with a delay increase of 50% for a L2 attachment and DHCP IP address.
As shown in Table 2 from the previous section, this is mainly due to the increase of
RTT and overhead caused by increased forwarding of wireless management frames.
This is reflected in the bandwidth,which decreasedby14%.ByoffloadingL3 services
only, not only the bandwidth value was re-established, but also the DHCP delay was
improved, whilemaintaining the L2 attachment delay. Thismay be due to forwarding
overhead decrease (since Wi-Fi management frames are processed in the AP), allied
with the increased computational power of the vAP.

Fig. 3 Attachment delay and bandwidth for the deployed AP
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Fig. 4 QoS scenario deployment

AP behaviour was also evaluated in regard to QoS. The scenario, illustrated in
Fig. 4, was deployed using Open vSwitch [51] and OpenFlow. Since APs have
about 22 Mbps of upstream bandwidth, two queues with different bandwidths (15
and 5 Mbps) were created, mimicking different user classes. QoS performance was
assessed for different traffic types (i.e. UDP, TCP andRTP). PoA deployments “with-
out virtualization” and “L3 virtualization” have the queues implemented in the PoA,
whereas “L2 virtualization” has it in the vPoA, evidencing the need of prioritizing
wireless control and management frames.

In Fig. 5a, two TCP streams were sent via the AP, showing that QoS was accom-
plished both in the Wi-Fi and Internet link. Despite that MN#1 has all bandwidth
(about 22 Mbps) available until 15 s of evaluation time, it only uses the predefined
bandwidth (i.e. 15 Mbps). Moreover, when MN#2 started transmitting, it only occu-
pied the pre-established bandwidth. In contrast, in Fig. 5b, two UDP streams were
considered and, despite that QoS was accomplished for the traffic sent towards the
Internet, in the wireless link both streams were competing for resources, with the
first decreasing its bandwidth to 10 Mbps. From the figure, it is seen that MN#1
transmits at full bandwidth (22 Mbps), disregarding QoS. Such QoS shaping is only
performed on the Internet link. When MN#2 begins transmitting at 15 s, it also tried
to use full bandwidth. This resulted in a QoS downgrade for MN#1, while the QoS
for MN#2 was achieved.

The TCP and UDP impact was also studied over a RTP video stream. Figure 5c
shows that since the TCP stream adapts its traffic, the video stream QoS was not
affected. Otherwise, Fig. 5d shows that, since UDP does not realize adaptations,
QoS was downgraded for others. Since RTP is usually transported over UDP, if the
upstreaming video outperforms the pre-establish bandwidth, the traffic shaping will
be verified only on the Ethernet, allowing the video stream to compete for the wire-
less bandwidth. These behaviours provide indicators for future SDN-enabled PoAs
deployments, in order to allow SDN protocols (such as OpenFlow) to (re)configure
wireless QoS on the fly.

4 Bringing User Context to the Cloud

This section addresses end-virtualization. This enables information about the MN’s
link to be collected in the CN by its virtual instantiation (i.e. vMN), enabling the
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Fig. 5 QoS evaluation for: a two TCP stream; b two UDP streams; c a video stream (stream 1)
and a TCP stream (stream 2); and d a video stream (stream 1) and an UDP stream (stream 2)

Controller to adapt the network service provisioning to each type of access technol-
ogy.

4.1 Virtualizing the User Equipment

Current smartphones allowaccessing online serviceswhilemoving fromonewireless
technology to another. UE virtualization implies the virtualization of its network
context into the cloud enabling the vMN to performmanagement decisions on behalf
of theUE: the vMNnot only allows to anchor theUEwhen offloading traffic fromone
wireless PoA, but actually allows to deploy a virtual representation on other devices
(Fig. 6). For example, when a user accesses an online video using the UE and is near a
TV with a set-top-box connected, the video can be offloaded to it by creating a small
virtualized instance of the smartphone in the set-top box. The vMN acts as a proxy
for the Internet access and as a mobile anchor, enabling transparent cross-technology
handovers, since both transmitter and receiver continue to send/receive traffic to the
vMN. Such scenario is further discussed and evaluated in Sect. 6.
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Fig. 6 Virtualization of the MN scenario

4.2 Mobile Node Virtualization Procedures

The interaction between the vMNand its physical counterpart allows the provisioning
of information about the connectivity status of the latter. Thus, the network controller
(which is involved in the instantiation of the vMN and its traffic flows configuration)
gets feedback on the physical link conditions of the MN, allowing optimization.
Moreover, the fact that the physicalMN is connected to its virtual counterpart, means
that all traffic associations between the vMN and other communication entities can
be handled inside the data centre, minimizing handover control signalling.

4.2.1 Context Update of the Virtual Mobile Node

During MN attachment (Fig. 7: 1 and 6), the PoA informs the controller of a new
connection (Fig. 7: 2 and 7), using an OpenFlow Packet_inmessage. MN attachment
information is sent to the SDN controller, registering the necessary information for
network (re)configuration. By saving theMN’sMAC address and PoA, the controller
verifies if the MN is already associated to an existing vMN (Fig. 7: 8) or if a new
one is required (Fig. 7: 3 and 4).

After identifying the respective vMN, the controller (re)configures the network
to redirect all MN’s traffic to the vMN (Fig. 7: 5 and 9). For context updates (e.g.
active links and neighbour cells), different approaches can be considered:

i. The PoA/vPoA monitors the different attached MNs and periodically updates
the controller (or when triggered), which updates the vMNs (Fig. 7: Case A,
10–11a).

ii. TheMNmonitors thewirelessmedium, sending updates to the controller (Fig. 7:
Case A, 10–11a and 10–11b).
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Fig. 7 Signalling for
instantiation and context
update of the vMN

iii. Extend the OpenFlow control path all the way to the MN enabling it (and
the vMN) to directly communicate via OpenFlow messages. This also enables
source offloading mobility mechanisms [28, 29] (Fig. 7: Case B).

In the first approach, the SDNController updates vMNs with the respective MN’s
context, evidencing a scalability issue when many MNs are connected. As such, the
latter approaches provide a better level of scalability, since eachMN directly updates
its context in the cloud, but requires MN modification.

4.2.2 Mobility Procedures

Upon attachment, all MN Internet traffic passes through its vMN. In this way, the
correspondent node will see traffic from both interfaces as being from the sameMN,
enabling an offloading mechanism transparent to end nodes. In case of a handover
request from a network entity, depending on the requester (e.g. vPoA or MN) and
the traffic direction (i.e. downstream or upstream) different procedures are taken, as
illustrated in Fig. 8:

i. Downstream: if the trigger is sent from the vPoA to the Controller (1b1), the lat-
ter verifies the network state and, after deciding which MN should be offloaded,
updates the flow table (1b2) with the IP address of the MN new receiving
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Fig. 8 Handover signalling

interface. For an MN-initiated mobility (1a), the trigger is sent to the vMN,
which updates its flow table. Instead of OpenFlow, the MN can send the trigger
via an UDP packet (1c), which is converted into an OpenFlow message in the
vPoA (1b1), and sent to the Controller (1b2).

ii. Upstream: When the trigger is sent from the vPoA towards the Controller (1b1),
the latter verifies the network state, and informs the respective vMN (1b2). If the
trigger is sent from the MN (1a), the message is sent to the vMN, responsible
for choosing which flow will be offloaded (2–5). In addition, an OpenFlow Bar-
rier message (3–4) is used to verify the correct reception of the first flow-rule,
preventing packet loss due to the handover procedure [36].

Table 4 compares the describedmechanisms (“virtualization of the PoA andMN”)
against scenarios “without virtualization” and with “only PoA virtualization”.

4.2.3 Network Enhancements

The signalling between aMNand its PoA, can be improved bymodifying thewireless
driver and allowing the vMN to realize it instead. This enables a deeper exploration of
the virtual entities context in the cloud, reducing the signalling wireless impact. For
example, in the open system authentication, the intermediary signalling of the MN
authentication and association are exchanged between the vPoA and vMN (Fig. 9:
1a/b–2a/b). In this way, for a newL2 attachment, theMNonly needs to be involved in
the first and last related packets (i.e. authentication request and association response).

Table 5 providesmessages details in a L2 and L3 attachment (open system authen-
tication andDHCP, respectively). Section 3.2 shows how the former three approaches
are related. For the last approach, it was assumed that the Wi-Fi RTT has a higher
delay than Ethernet. For latency, it is expected that the signalling enhanced approach
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Table 4 Mobility impact of the MN virtualization

Mobility impact

Without virtualization [28, 29] Requires the SDN controller to be aware of all MN
wireless state
In a handover scenario, the SDN controller needs to
be aware MN’s path and reconfigure the right nodes in
the path to avoid triangular routing

Only PoA virtualization [34, 35, 51] Requires the SDN controller to be aware of all MN
wireless state
Easier to reconfigure the path up to the MN
(compared to without virtualization approach)
Triangular routing with less impact

Virtualization of the PoA and MN [36] Each vMN keeps the wireless state of the respective
MN
Easier to reconfigure the path up to MN (compared to
former approaches)
Avoids triangular routing

Fig. 9 Access point’s (AP) Layer 2 (L2) and Layer 3 (L3) attachment enhanced signalling

has lower delay, since it reduces the total number of over-the-air messages to 50%
for the L2 attachment and 25% for DHCP. Notwithstanding, “L3 virtualization”,
when compared to “without virtualization”, increases the same values in the wired
signalling (i.e. Ethernet).

In the “without virtualization” procedure, neither the AP or MNwere instantiated
in the cloud, hence the MN performs eight message interactions (i.e., authentication,
association and DHCP). Despite that this approach has only one hop between the
MN and the AP, current integration of Wi-Fi and 3GPP (e.g. Hot Spot 2.0) adds new
interaction steps where the connectivity procedure also has to be sent towards the
operator infrastructure, for AAA, roaming and other procedures, increasing delay.
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Table 5 Over-the-air overhead and delay calculation for different AP deployment approaches

AP implementation
approaches

No. of
messages

No. of bytes Delay calculation for L2 and L3
attachments

Without virtualization 2×4 288+1368 4x wifi_rtt+processing

L2+L3 virtualization 2×4 288+1368 2x (2x wifi_rtt+2x
eth_rtt)+processing

L3 Virtualization 2×4 288+1368 2x (2x
wifi_rtt+eth_rtt)+processing

L2+L3 virtualization
with signalling
enhancement

2+1 141+342 1.5x
(wifi_rtt+eth_rtt)+processing

Using a “virtualized L2+L3 AP” (presented in Sect. 3) increased delay, due to the
Ethernet RTT. To improve the previous case, the “L3 virtualized AP” was presented
with a trade-off of losing seamless L2 handovers.

The introduction of a vMN does not negatively affect the MN attachment delay.
In fact, besides resulting in similar times when compared to previous cases, the vMN
allows the deployment of a mobility mechanism for inter-technology handovers [36].
Moreover, the previous signalling can be enhanced by decoupling the MN from
the previously needed authorization and association messages. In this way, the MN
sends the first message and receives the last, resulting in a reduction of 50% of the L2
attachment signalling over-the-air. Remaining management messages are exchanged
in the cloud between virtualized entities, with lower processing times. Regarding
DHCP, this can be directly negotiated with only the vMN, transmitting to the MN
only the result, saving 75% of the transmitted bytes.

4.3 Proof-of-Concept Prototype Evaluation

This section provides an experimental assessment of the deployment of a vMN in a
data-centre along with vAPs in a physical testbed. All management decisions will
be performed in the cloud, assisted by a SDN controller enhanced with mobility
management and virtual machine/networking functions. To extend OpenFlow to the
MN, one bridge for each wireless interface was created and interconnected with
patch ports (Fig. 10) [28].

The framework was tested in two different environments, OpenStack1 and
Docker,2 in order to evaluate its virtualization impact. OpenStack VMs were instan-
tiated with 1 vCPU and 1 GB RAM, running Ubuntu 64-bit 14.04 LTS. Docker ran
in a Virtualbox VM, with 1 vCPU, 4 GB RAM and identical Ubuntu. To evaluate
the delay of the on-demand instantiation capability added to the SDN controller, the

1OpenStack: https://www.openstack.org.
2Docker: https://www.docker.com.

https://www.openstack.org
https://www.docker.com
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Fig. 10 Conceptual vMN architecture

Table 6 Instantiation and reconfiguration time of the vMN

Instantiation Network
reconfiguration

MN and vMN control
connection

OpenStack (s) 134.34±2.17 134.49±2.27 138±3.75

Docker (ms) 551.49±6.71 551.49±6.71 N/A

time between the initial instantiation request and the first communication performed
between the vMN and remaining network entities was registered and is shown in
Table 6.

The controller begins communications establishment and has a delay of about
134 s in OpenStack against the 551 ms in Docker. This delay is related to OpenStack
VM instantiation which needs to be scheduled, built and initiated. Also, using a
regular Ubuntu 64-bit OS, instead of an optimized one, increases the delay. Notwith-
standing, the use of Docker significantly reduces the delay, since it does not contain
a guest OS, decreasing the boot-time and creation delay [52]. Despite these delay
issues, VM creation is not a major issue in this proposal, since it is only created on
the first attachment. As such, it can be compared to activating a mobile device, where
a user waits several seconds for network connectivity. Moreover, the framework does
not aim to be tied to a particular virtualization mechanism, but rather illustrates an
approach for 5G realization in the coming future. Studies such as [53] aim to provide
new methods for decreasing VM creation delay, along with numerous cloud man-
agement solutions under development. These VM instantiation technical issues are
beyond the scope of this work.

In [36], the use of a vMNwas evaluated in a video upstreaming scenario (Fig. 11),
using the same platform described in Sect. 3.3, and assuming that VM creation has
already occurred. The scenario evaluates two different triggers inmake-before-break
and break-before-make approaches:
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Fig. 11 Video throughput and signal level over time for the live video upstreaming scenario [36]

i. MN-initiated: As the MN moves away from PoA1, link quality decreases and
when a better one is detected, it sends a handover request to vMN.The vMNstarts
the handover, implements the necessary flow rules and the MN starts streaming
via AP2.

ii. Network-initiated: The vPoA measures the MN signal level, which is streaming
video via AP1.When the signal decreases (past a configurable threshold), vPoA1
sends a handover request to the controller, which analyzes the network state, and
spotting the MN, alerts the respective vMN. In turn, the vMN handovers the
MN’s flow to AP2.

For make-before-break approaches the MN sends the handover request as soon
as the signal level crosses the threshold (at 30 s with a signal level of −65 dBm),
avoiding the loss of 1.16MBof the videowhichwas registered for break-before-make
approaches. Handover delay was analysed under the perspective of theMN, showing
thatMN-initiated scenarios have an extra component from theMN’s point of view: the
interval between the handover request (i.e. Figure 8: 1a) and themoment that the flow
starts to be redirected (i.e. Figure 8: 2). This extra communication increased delay in
25.56 (±8.22)ms and signalling over-the-air in 144 bytes. Notwithstanding, from the
network’s point of view (i.e. measured in the vMN and defined as the delay between
the handover request—Fig. 8:1a—and the flow being actually redirected—Fig. 8: 5)
the MN-initiated handover delay had better performance than the network-initiated,
since the MN notifies the vMN directly [36].

5 The Impact of Virtualization in 5G Scenarios

This section highlights threemajor 5G scenarios, namelymobile operators,MEC and
smart-cities where the deployment of virtualization-based mechanisms can support
mobility management operations.
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5.1 Mobile Operator

In current mobile networks, indicators such as interference and load are used to assist
in network management. On a virtualized SDN-based, the inherent delay between
the controller and network devices needs to be considered. Figure 12 overviews the
framework deployment in a mobile operator scenario. By virtualizing the network
entities, a shorter path is set between them and the controller, reducing delay, simpli-
fying control and leaving only the actual data to be transported towards end-nodes.
The presence of the vMN in the cloud, reduces management decisions, such as PoA
attachment and handovers, as well as reducing the control signalling over-the-air.
On one hand, the integration of SDN in the MN can require changes to how L3
flow procedures are executed, as well as L2 wireless association. On the other hand,
it allows seamless and simpler L2 and L3 handovers. Moreover, it is difficult for
a single controller to allocate the right resources in time, due to the dynamics of
the channel. As such, the vMN is responsible for managing and adjusting the MN
to channel variations. Hence, while the network controller has a global view of the
network state, the vMN assists, manages and controls the MN state and handover
decisions.

5.2 Mobile-Edge Computing

With network cloudification, MEC places compute and storage resources nearer to
the RAN, improving content and applications delivery to end users. This enables
operators to better adapt traffic to radio conditions, optimize service quality and
improve network efficiency. This allows to explore scenarios where services benefit
from being hosted in the distributed cloud close to customers and better adapt content
delivery to ensure consistent QoE [54]. Instancing the vMN in a MEC environment

Fig. 12 Mobile operator
scenario
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Fig. 13 Mobile-Edge Computing (MEC) scenario

(considering its role as proxy and anchor) allows reducing communication delay
between the physical and virtual instances. As such, the framework exploits a RAN-
aware video optimization scenario, by using the MEC-enabled vMN to transform
the data (i.e. changing a video codec on-the-fly) and adjust traffic rates (i.e. applying
QoS).However, due to theMNmobility, virtualizationmechanisms proceduresmight
need some form of enhancement to be able to support seamless mobility. Figure 13
presents a MEC scenario framework solution.

5.3 Smart-Cities

In upcoming 5G networks, billions of connected devices with different require-
ments are expected to be operating simultaneously, divided in three main groups:
(i) mobile broadband; (ii) critical and (iii) massive communications. Smart-cities
exploit requirements of previous groups. An example can be a city fully equipped
with sensors and actuators, not only statically placed (i.e., buildings) but actually
moving (i.e. cars and mobile devices), with IoT devices using different protocols and
networks. However, users are interested only in services that can be built upon this
information. A way of facilitating the development of IoT services is to virtualize
such devices. In this way, the information that is acquired by the IoT device is stored
in its virtual instance to be further used when necessary, provided from there, and
maintained despite the involved mobility.
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Fig. 14 Deployment scenario for a mobile operator use case

6 Use Case Scenario in Wireless Testbed

This section evaluates the virtualization-based mobile management framework in
a mobile operator scenario, introduced in Sect. 4. Here, the user is at home and
has a set-top-box3 connected to the TV. The user is accessing an online live video
stream on the smartphone, and receives a voice call via mobile network. The UE is
virtualized in the operator’s cloud, which seamlessly offloads the video stream from
the mobile (or Wi-Fi) network to the TV, upscaling the video quality, and allowing
the user to keep watching the video while answering the call. The evaluated scenario
is presented in Fig. 14.

The proposed framework was deployed in the wireless testbed described in
Sect. 3.3, where the physical PoAs were deployed in the testbed nodes and the
virtual instances deployed in Docker containers (as described in Sect. 4.3). The MN
was an Android 6.0 Nexus 5. The scenario was evaluated for handover performance
(data throughput) and delay.

6.1 Deployment and Signalling

In the scenario (Fig. 14), the user accesses a video in the smartphone using the home
Wi-Fi (1–3), when a call arrives (4). An applicationwas developed in the smartphone,
allowing it to trigger a handover event when a call is received (4), signalling context
to the network (such as indicating that a video is being watched, and that there
are other displays nearby (i.e. TV connected to the LAN)) thus triggering a flow
handover. By reading Bluetooth beacons,4 the application is able to identify the TV
to the network, which, in turn, can verify if it is a viable receptacle for the video. The
controller in the network is able to compose this information into a handover decision,
shifting the video flow from the MN towards the TV, while allowing the phone call

3Deployed in a Raspberry Pi 3.
4Bluetooth beacon device: ByteReal TagBeacon 2.0.



Experimental Wireless Network Deployment of Software-Defined … 357

Fig. 15 Video stream throughput for the evaluated scenario

to be processed into the smartphone (5). Security and authentication aspects of this
procedure are important, but are outside of the mobility scope of this work.

6.2 Scenario Evaluation

The scenario evaluates themechanism impact in theMN,when accessing a live video,
focusing on the execution of a make-before-break handover. Experiments were run
10 times, averaged with a confidence interval of 95%.

When the video is shown in the smartphone, Standard-Definition (SD) quality
is used. The handover signalling is related to Fig. 8 (Downstream—Case B). At
about t�15 s in Fig. 15, upon reception of the call, the video flow is switched
to the TV and upgraded to High-Definition (HD), motivating a higher throughput.
When the phone call is over, the video flow is downsized and moved back into
the smartphone at t�31 s. The TV accounted for 86% (totalling 2.69±0.07) MB)
more video traffic when compared with the smartphone (a total of 1.44(±0.04) MB).
Despite this flow change, the vMN is always the anchor recipient of the video, and
is able to dynamically switch between them. The offloading process had a delay of
31(±3.24) ms and 27(±3.26) ms (handover delay measured between the handover
request and the first video packet towards the TV, as perceived by the vPoA).

7 Conclusions and Future Work

This chapter addressed how virtualization technologies can enhance mobility man-
agement for upcoming 5G networks, by exploiting SDN and NFV as key enablers
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to build systems with greater degree of flexibility and abstraction, proposing to vir-
tualize the RAN (more specifically, the PoAs) and the UEs (or MNs), supported by
proof-of-concepts deployed in a wireless testbed.

A state of the art analysis in mobility management was provided, followed by
mobile architecture cloudification proposals and virtual APs implementations, point-
ing out limitations and contributions for the adoption of SDN and NFV in heteroge-
neous networks. Two different approaches of a virtual Wi-Fi AP were implemented
and assessed in terms of signalling, performance and QoS, providing indicators for
PoA virtualization in future networks.

The user context was brought to the cloud by virtualizing the MN therein and
extending the OpenFlow control path up to the MN, allowing it to become part of the
network control, assisting the controller in the mobility management by providing its
perspective of the network conditions (such as, detected neighbour cells) and mini-
mizing signalling delay. Such framework was studied and experimentally evaluated,
followed by the case study of its deployment in different 5G scenarios. Finally, the
proposed framework was deployed in one of the presented scenarios, providing the
foundations to improve mobile video QoE in multi-technology networks.

As a final note, virtualization had aminor impact in terms of delay and throughput,
and presented advantages for selective flow handover, such as TVs with network
capabilities, while decoupling different control challenges of the connectivity at the
link layer and management of the mobile service in terms of mobility management,
reducing the path between the involved entities, resulting in a handover delaydecrease
and less information exchanged over the air. As such, promising new prospects for
virtualization-assisted MN mobility management can be considered in upcoming
generations of mobile networks.
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