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Preface

The 2018 International Conference on Communications and Cyber Physical
Engineering brought together scientists, researchers, educationalists, and developers
to share new ideas and establish cooperation and provided a platform for the
presentation of their original work and a means to exchange ideas, information,
techniques, and applications in cutting-edge areas of the engineering sciences. This
volume of proceedings from the conference provides an opportunity for readers to
engage with a selection of refereed papers that were presented during the
conference.

Participants were encouraged to present papers on all topics listed in the call for
papers, which enable interdisciplinary discussions of new ideas and the latest
research and development. Also, prominent foreign and local experts delivered
keynote speeches and plenary lectures at the conference.

A conference would not be possible without the contribution of many people.
First and foremost, we would like to thank the authors for contributing and pre-
senting their latest work at the conference. Without their contribution, this
conference would not have been possible. The editors would like to thank members
of the Advisory Committee, Technical Program Committee, and Organizing
Committee for their support and their suggestions during the preparation and
organization of this conference.

The editors would also like to thank the eminent professors and academicians for
accepting to give invited talks and chair the sessions, and for sparing valuable time
in spite of their busy schedules.

Hyderabad, India Amit Kumar
Sydney, Australia Stefan Mozar
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Moving Object Recognition M)
and Detection Using Background e
Subtraction

Loveleen Kaur and Usha Mittal

Abstract Motion detection and object recognition algorithms are a significant
research area in computer vision and involve building blocks of numerous
high-level methods in video scrutiny. In this paper, a methodology to identify a
moving object with the use of a motion-based segmentation algorithm, i.e. back-
ground subtraction, is explained. First, take a video as an input and to extract the
foreground from the background apply a Gaussian mixture model. Then apply
morphological operations to enhance the quality of the video because during cap-
ture the quality of a video is degraded due to environmental conditions and other
factors. Along with this, a Kalman filter is used to detect and recognize the object.
Finally, vehicle counting is complete. This method produces a better result for
object recognition and detection.

Keywords Motion segmentation - Background subtraction « GMM
Morphological operations + Kalman filter

1 Introduction

Moving object recognition and detection is the initial phase in the analysis of video
[1]. This is a fundamental technique for surveillance applications, for direction of
independent vehicles, for effective video compression, for smart tracking of moving
objects, remote sensing, image processing, robotics, and medical imaging. The
tracking of moving object is the primary step in the recognition of objects. The
main aim of detection is to extract moving objects that are of interest from video
successions with a background, which can be static or dynamic [2]. Recognizing
the moving objects in respect to the entire image is its major function. In this paper,
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there are different techniques available for moving object detection from video
sequences, i.e. background subtraction, frame differencing, and optical flow. The
rest of the paper is ordered as follows: Section 2 defines the techniques of motion
segmentation and their comparison. Section 3 defines the methodology that is used
to detect the moving object. Section 4 defines the results of existing techniques and
the proposed technique, which shows that the existing algorithm treats two objects
as single objects that are near to each other. However, the proposed method works
in an efficient manner. It predicts two objects separately according to the distance
between them.

2 Motion Segmentation

In this section, motion segmentation is the method of segmenting digital image into
numerous parts and arrangements of pixels usually called super-pels. The objective
of this method is to segment the video/image into different parts and the modifi-
cation of an image into approximate extent, i.e. more imperative and not easy to
separate. Motion segmentation breaks the video into different segments. This is
moving towards picking a form for every pixel in an image to such a degree that
pixels with a comparative name share certain behaviors. The following are tech-
niques of motion segmentation.

2.1 Frame Differencing

Frame differencing technique depends on frame distinction that attempts to rec-
ognize movement regions by making use of the different successive frames in a
video. This technique is very flexible in a static environment. In this manner, it is
great at giving initial coarse movement regions. From the outcomes, it is a simple
strategy for distinguishing moving objects in a static environment with the use of
some threshold value. This threshold value restrains the noise. However, if the
background is not static, this technique is very sensitive to any movement and it is
hard to separate true and false movement. As a result, this method can be used to
recognize the possible object-moving zone in order for the optical flow calculation
to distinguish real object movement [3].

The frame differencing strategy uses a couple of frames based on a series of time
images to deduct and acquire frames of different images. This method is the same as
background subtraction and after image subtraction it gives moving target data
through some threshold value. This procedure is easy to execute and computa-
tionally complex. However, it fails to detect whole pixels of moving objects [3].
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Input image =S Background Object
subtraction detection

Fig. 1 Background subtraction model

2.2 Background Subtraction

This technique is designed to segment motion from still images. An algorithm will
recognize movement zones by withdrawing the present picture pixel-by-pixel from
the moving background picture that is made by averaging pictures after an ini-
tialization period. This methodology is fundamental and easy to recognize. It
exactly removes the characteristics of objective data, notwithstanding the fact that it
is sensitive to the modification of the outside atmosphere, so it is important that the
background is recognized. The moving object is depicted utilizing a background
subtraction method [4].

For the identification of movement, two images ideally of a similar size are taken
from video. One image is introduced as the background image, in which the moving
item is not present and the second image is the present image. Every image has two
parts, one is the foreground and the other is the background demonstration. The
foreground model is the prototypical model in which the movement of an object is
available, while the background model defines the movement of item that is not
present. Initialization of the image is a procedure that introduces the background
image. In the video, the number of frames with respect to time, one of these frames
is introduced as the background image that contains background information.
Consequently, the initialization of the background is a fundamental preprocessing
procedure for the location of movement [4] (Fig. 1).

2.3 Optical Flow

The optical flow method uses the field of optical flow for moving objects over
characteristics of flow distribution to see moving regions in an image. This method
also uses a clustering process based on flow distribution characteristics [5]. The use
of this technique provides complete information about the movement of object.
This system can perceive motion in video progressions even from a moving camera
and moving background.

However, this method is difficult to implement, sensitive to noise, and a large
number of calculations are required. It also uses vector characteristics to target the



4 L. Kaur and U. Mittal

motion that changed according to time information in order to track the motion
region from the image or video. The optical flow [6] procedures are computa-
tionally complex and cannot be used without supporting hardware.

3 Proposed Methodology

This part discusses the strategy and how it identifies the movement of objects in
video and CCTV footage etc. There are different methodologies for the identifi-
cation of the movement of objects, but here a background subtraction strategy is
used. The following are the main steps to be performed (Fig. 2).

3.1 Gaussian Mixture Model (GMM) for Background
Subtraction

This method is a unique extension of a Gaussian probability function. The GMM
[7] make any background uneven of the distribution of density, so is consistently
used in areas of image processing that give good results. Use of the GMM includes

Background Subtraction

using GMM
] T
z
Cutput video
Input video ] Temporal Differencing - (Motion
Bk detection)

|:
De-noising using
Morphological Operations

<
Object Tracking using
Kalman Filter

Fig. 2 Steps of the proposed model
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the mixture of Gaussian probability density functions. Each Gaussian probability
density function has its own specific mean, standard deviation, and the weights can
be interpreted by the use of frequency, before the value of the maximum weight is
found. The high frequency of occurrence, and then find the weight on the Gaussian
probability density function [7]. For this technique, the possibility of a color at a
given pixel is given by:

k
P(Is,t) = Z wi,s,tN(ﬂi,s,thi,s,t) (1)

i=1

where N is the ith Gaussian model. Note that for computational purposes, as
suggested by Stauffer and Grimson, the covariance matrix Z; , can be assumed to
be diagonal, = = o Id. In their method, parameters of the matched component (i.e.
the nearest Gaussian for which Is, t is within 2.5 standard deviations of its mean) are
updated as follows:

o 50 = (1 =)o s~ 1+ (2)
Wi =(1=p) Mg 1 +p-Tu (3)
Giz,s,t=(1_p)'GiZ,S,t—l+p'd2(Is,t’Pi,s,t) (4)

where o is a user-defined learning rate, p is a second learning rate defined as
p=0a - N(lgs» Zas,p) and d; is the distance well-defined in the above equation.
Parameters p and ¢ of matchless distributions remain the same while their weight is
reduced [7].

3.2 Temporal Differencing (Frame Differencing)

The technique of frame differencing depends on frame distinction that attempts to
recognize movement regions by making use of the different successive frames in a
video. This technique is very flexible in a static environment. In this manner, it is
very good at identifying initial coarse movement regions. From the outcomes, it is
seen to be a simple strategy for distinguishing moving objects in a static envi-
ronment with the use of some threshold value. This threshold value restrains the
noise. However, if the background is not static, this technique is very sensitive to
any movement and it is hard to separate true and false movement. As a result, this
method can be used to recognize the possible object-moving zone in order for the
optical flow calculation to distinguish real object movement [3].

The frame differencing strategy uses a couple of frames based on series of time
image to deduct and acquires frames from different images. This method is the same
as background subtraction and after image subtraction it provides moving target
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data through some threshold value. This procedure is easy to execute and is
computationally complex. However, it fails to detect whole pixels of moving
objects [3].

3.3 Morphological Operations

These operations are used to remove noise. Ordinarily utilized operations are
erosion, closing, dilation, opening, diminishing, thickening, and skeletalization and
so on [8]. The following is a description of the operations:

Dilation: Dilation is used on binary images; however, some forms work on gray
scale [8]. The essential impact of this operator on binary images is to enhance the
borders of regions of foreground pixels bit by bit, i.e. commonly white pixels. In
this way, holes inside those regions become smaller, while areas of foreground
pixels grow in size.

Erosion: Erosion is an operator that is also used on binary images. However,
some adaptations work on gray scale [8]. The fundamental impact of the operator is
to dissolve or erode the borders of regions of pixels in the foreground, i.e. white
pixels. In this way, region of foreground pixels shrink in size while gaps inside
those areas become larger.

Opening: This is a combinational operation of erosion and dilation. The union
set operation is also used to find the points of the opened image [9]. This operation
makes smooth the rough draft of an object, clears the narrow bridges, and elimi-
nates minor extensions present in the object.

Closing: This is also a combinational operation of erosion and dilation [9]. It is
different from the opening operation in the sense of order of occurrence of erosion
and dilation operations. This operation smoothes the areas of shapes, and when all
is said and done, mixes narrow breaks and thin holes. Therefore, it dispenses with
little openings and fills holes in the objects limits.

Opening by reconstruction: The opening by reconstruction operator restores the
original shapes of the objects that remain after erosion. When the erosion operator is
applied, it eliminates small objects and subsequently the dilation operator
re-establishes the objects’ shapes that remain in the morphological opening [9]. On
the other hand, this restoration’s accuracy depends on the similarity between the
shapes and the structuring element. This operator performs the recreation of an
image from another image, i.e. a marker image. It applies a series of restrictive
dilations on the second input image called the marker image utilizing the first input
image, i.e. the original image as a conditional image. If the conditional dilation is
essential, so the third input, i.e. the structuring element, is important.

Closing by reconstruction: This is an important morphological operation. It
performs image reconstruction from another image, i.e. the marker image [9]. This
operator applies a series of conditional dilations on the second input image, i.e. the
marker image, utilizing the original image as the conditional image, i.e. the first
input. If the conditional dilation operator is vital, a third input image, a structuring
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—| [Initialization = Predict — Update'Refresh

Fig. 3 The operation of a Kalman filter

component is compulsory. It is exceptionally valuable for removing features with
the use of markers on binary images, and to remove dark features smaller than the
structuring elements and produces a similar image.

3.4 Kalman Filter for Object Tracking

This is generally called Linear Quadratic Estimation (LQE). A Kalman filter is a
technique that uses a measurement series with respect to time. It contains noise and
errors and produces an approximation of unknown variability that is likely to be
more correct than those according to a single measurement alone. Specifically, the
Kalman filter [10] works repetitively on streams of noisy input data to make a
quantifiable estimation. Fundamental applications are guiding vehicles, control of
navigation systems, particularly in aircraft and transport. This technique works in a
two-stage process. One part is predicting, and the other is refreshing (Fig. 3).

This predicted state is also called a priori estimation. Although it is an estimation
method of the state at the present time step, it excludes perception data from the
present time step. In the refresh stage, the current a priori prediction is joined with
current estimations data to refine the state. This enhanced estimate is termed the
posterior state estimate. The Kalman filter is an arrangement of scientific conditions
that gives a productive computational recursive intended to assess the condition of a
procedure in a few perspectives [10].

4 Research Outcomes

The simulation results are presented as follows and show object detection and
tracking of moving objects under different Matlab RGB frames. The performance is
good and the results are shown below. “Figure 4” is the input frame, “Fig. 5 is the
output achieved after GMM [11] is implemented. “Figure 6” is the output achieved
after applying morphological operations and “Fig. 77 gives the output after the
Kalman filter [10] is applied and object get tracked from kalman filter from Kalman
filter. Finally, “Fig. 8” shows the predicted object after applying different opera-
tions. The following screenshot shows the comparison between the existing tech-
nique and the proposed method. The existing technique shows the difference in
result that predicts two objects as a one object that is near to other object.
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Fig. 5 Output after GMM (noisy frame)

Fig. 6 Output after morphological operations

Fig. 7 Output after tracking using the Kalman filter



Moving Object Recognition and Detection ... 9

Fig. 8 Output showing the movement of an object in RGB

Table 1 Comparison of Motion Segmentation Techniques

Methods Accuracy | Complexity Description

Background Moderate | Moderate e Cannot manage multimodal background
subtraction e Require low memory

Optical flow Moderate | High e Large computations required

e Provides complete information regarding
object movement

Frame High Low to o Best for static background detection
differencing moderate

Proposed High Moderate e Predicts each object separately from the
method group

Comparison of Motion Segmentation Techniques

See (Table 1).

5 Conclusion

Moving object tracking is assessed for different surveillance and vision investiga-
tions. Segmentation techniques additionally having the capacity and additionally
having the capacity to separate extra data, for example, transient differencing that
permits perceiving the moving objects; background subtraction takes into consid-
eration enhanced object identification and along the following lines. The extraction
of two frames of input shows the effects of movement of object in detection
part. This will provide good data on the movement of the object. This background
subtraction technique will be utilized to recognize both background and foreground.
This calculation is quick and uncomplicated, ready to recognize moving object and
this is accurate method. This technique is extremely good to detect objects from
video observation applications. The primary stage is the division of the object
utilizing a Gaussian mixture model that gives better comprehension of grouped
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objects. At that point, the second stage is employed to enhance the quality of video
by applying morphological operations to the yield after GMM for a better outcome.
Denoising is utilized to improve the nature of video. In the following stage vehicle
detection and tracking is done using a Kalman filter algorithm, and produces
excellent outcomes. These algorithms can also be extended to evening movement in
the future with good results.

Acknowledgements 1 would like to express my supreme appreciation to Ms. Usha Mittal for her
unceasing help with the paper.
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Fog Computing: Overview, M)
Architecture, Security Issues e
and Applications

Kishore Dasari and Mounika Rayaprolu

Abstract There is a famous saying that goes “Necessity is the mother of inven-
tion”. In today’s globalized world people are getting stuck with many problems like
data management, time management, and security and privacy concerns etc. There
are traditional methods like cloud computing, cloudlet, and mobile management
techniques to sort out the processing, storing, and executing of the data. But with
the passage of time, the world is exploring new areas and these traditional methods
are on the wane in terms of data handling. In this paper we discuss the technology
that helps in data management, time management and security issues. We also
addresses some real time scenarios.

Keywords Cloud computing + IoT - Fog computing - Edge computing

1 Introduction

Computing is a term that can be defined as a unique process which utilizes com-
puter technology for computing a particular task or goal. Cloud computing, social
computing, grid computing, and parallel computing all come under the umbrella of
computing. It is accurate to say that computing computes the data.

In the late 1990s when the internet was not widely used, technocrats used a
technology called cloud computing to compute data. Cloud computing is a tech-
nology whereby remote servers are hosted on the internet to store, manage and
process data.

In the early twentieth century the internet saw an immense growth and has
totally changed the world. Internet use began to grow rapidly. With the huge usage
of the internet, the concept of the “Internet of Things” (IoT) came into existence.
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The IoT is generating a huge amount of data and it is apt to say that a huge volume
of varied high-velocity data is being generated by the IOT. So, analyzing and
processing these three “v”’s (volume, variety, and velocity) of data using cloud
computing is creating latency. To minimize these drawbacks, technocrats have
come forward with a technology called fog computing.

2 Overview of Fog Computing

In this digital and technological world, the birth of any technology happens by

considering three “w”’s (what, why, and when). In this section we focus on what fog
computing is, why use fog computing, and when to consider using fog computing.

2.1 What Is Fog Computing?

Fog computing, also called edge computing, is an extension of cloud computing.
Fog computing acts as a bridge between cloud computing and the IoT.

Fog computing is a term coined by Cisco that analyzes the IoT data at the
network edge where it is generated [1]. A large amount of heterogeneous data is
analyzed, stored and processed at the current position. Fog computing sends only
the historical data to the cloud for storage and analysis rather than sending a stream
of data.

2.2 Why Fog Computing?

Handling the high volume, variety and velocity of IoT data exposes a few cons.
They can be:

Unreliable network: Sharing of devices is the main policy in cloud computing. In
that process the network plays a key role. A network can be defined as a group of
interconnecting devices. So in such scenarios ICT devices like laptops and mobiles
are not connected to a specific device. Instead they are interconnected among each
other which results in congestion, causing unreliability in the network.

Latency: To act on data in cloud computing, the data collected from devices is
sent to the cloud server where the data is analyzed and processed, and is then sent
back to the device. This creates a time delay.

Lack of mobility support: The main motto of the IoT is to interconnect all the
devices through the internet and provide a platform for communication. However,
cloud computing is not competent enough to support the dynamic processing of
data. So it is clear that cloud computing is not suitable for mobile processing.
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Location awareness: Location awareness refers to a process of identifying the
location using devices. As cloud computing is static, it does not support the col-
lection of data from a diverse geographical range.

Security issues: Security is one of the major issues in today’s world. There are
many security parameters like authentication and encryption etc. In cloud com-
puting, in order to process data it should be transferred from the devices to the cloud
server. In this process the data may be lost in the middle or it may be stolen by
unauthorized users.

So, to overcome all these drawbacks a novel model called fog computing came
into being.

2.3 When to Consider Fog Computing?

When data has to be collected at the extreme edge: In the IoT, data is collected from
end devices. Consider a scenario of a smart home. A smart home consists of sensors
such as temperature, humidity, etc. When the number of members increases at
home, the temperature sensor collects the data and makes changes accordingly.

Millions of heterogeneous data across large geographic area gets generated:
Heterogeneous data can be also defined as distinct data. As fog computing is
associated with the IoT we get data from several different resources. For instance,
consider a smart city. To perpetuate a smart city we need traffic management,
weather forecasting, water management, electricity management, hospitality,
transportation, food facility, health care, etc. Collecting and processing such diverse
data in cloud computing decreases efficiency and increases latency.

3 Characteristics of Fog Computing

The characteristics of fog computing are displayed below:

Low latency: Fog computing collects the data from the device and acts on the
data where it is generated. This reduces the time gap.

Widespread geographical distribution: The fog nodes are capable of collecting
data from a diverse geographical range.

Mobility: Fog computing furnishes the distributed infrastructure. With this, all
the fog devices spread at the network edge. This creates mobility in data collecting
and data processing.

Predominant role of wireless access: As fog computing is designed to act on IoT
data, it is sufficient to say that the accessing of information happens through the
internet thus supporting wireless access [2].

Strong presence of streaming and real time applications: Fog computing is now
used widely in virtual and augmented reality, and artificial intelligence in order to
handle the vast amount of data.
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Heterogeneity: Fog computing supports the IoT, so it communicates with dif-
ferent kinds of devices. It is not confined to homogeneous data as it doesn’t stick to
a single device.

4 Working of Fog Computing

Fog computing extends the cloud to be nearer to things that evolve and act on the
IoT data with the help of a device called a fog node. Fog nodes can be industrial
controllers, switches, routers, and embedded servers.

Developer’s port IoT applications for fog nodes at the network edge ingest data
from IoT devices. Then the fog IoT application directs heterogeneous data to the
appropriate place for analysis.

This can be briefly explained as: The most time sensitive data is analyzed on the
fog node nearer to whatever is producing the data. Data that can wait seconds or
minutes for action is moved along to an aggregation node for analysis and action.
Less time-sensitive data is sent to the cloud for historical and big data analytics.

Fog nodes:

Receives information from IoT devices using any protocol (wireless protocol or
wired protocol) [3]

Runs IoT embedded applications for real time control and analysis with mil-
lisecond response time

Provide transient storage and send periodic data to the cloud.

Cloud platform:

Receives and interfaces data summaries from many fog nodes

Can send new applications to fog nodes.

5 Architecture of Fog Computing

The architecture of fog computing, which is also known as open fog architecture, is
a three-layer architecture (Fig. 1).

The first layer comprises embedded sensors that act as fog nodes and collect the
data from end devices.

The second layer possesses multiserver edge nodes and performs fog data ser-
vices such as data reduction, control response, and data visualization.

The third layer is the core layer that sends historical data to the cloud.



Fog Computing: Overview, Architecture, Security Issues ... 15

: ] = :::ICIoud Storage
L RN
e, S
(== (== =)
== S =
Router Router Router
Fog Notes

o =

a3 Router
HRE gr=is -t

10T Davices loT Devices

Fig. 1 Fog architecture

6 Security Issues and Mechanisms

In today’s global world security is the major concern for any individual. In this
section we discuss some of the security concerns, their case studies and mechanisms
for respective issues in fog computing [4].

The major security issues can be divided into:

6.1 Data Issues

Data is a precious piece of fact. Data threats in the fog affect the data and cause
insecurity for the information present in the server.

Data breach: A data breach is an issue where the confidential information of
organization is appropriate unauthorized users. From statistics it has been shown
that from 2005 to June 2015, the number of data threats was 6,284.
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Mechanism: In order to prevent this data breach in the fog layer we use a decoy
technique. In this decoy technique we use decoy data, i.e. replicated data to confuse
the attackers. This decoy technique is similar to a honeypot.

Data loss: Data loss occurs by data deletion, data corruption, or a fault in the data
storage. Statistics have shown that in 2013, around 44% of data servers have been
attacked by brute force method thus leading to data loss.

Mechanism: To avoid this problem we use a data recovery technique. In this we
use a server called a data backup server. The original information is stored at a main
server and from there streams of information are stored at a data backup server.

6.2 Network Issues

Network is the key factor in fog computing. Providing security to the network is the
essential goal. Basic network issues can be:

Account hijacking: This is the process where the attacker tries to hack the
account in order to steal the identity of the user.

Mechanism: A combination of decoy and data recovery techniques gives rise to
the solution to account hijacking.

Denial of service (DOS): A DOS is a process in which the communication of
source and destination is prevented. A man in the middle attack (MITM) is an
example of a DOS.

Mechanism: To prevent a MITM attack we use an encryption technique. In this
we provide a strong encryption between the client and the server. In this, the server
authenticates the client’s request by processing a digital certificate and then a
connection is established.

7 Applications

Web optimization: Researchers from Cisco are employing fog computing to
enhance the performance of websites. Traditionally, for every HTTP request, the
web page makes a round for content, style sheets, redirections, scripts, and images.
Fog nodes can help in retrieving, integrating, and executing them simultaneously.
This minimizes latency.

Smart meters: With the expansion of the smart grid, a vast amount of data is
collected, processed, and transmitted from smart meters with the help of a Data
Integration Unit. The data integration process takes long time because of the low
bandwidth capacity of hardware. This can be prevented using fog computing.
Initially, a fog-based router is attached with smart meters that assemble the data
reading of all sub-meters with a predefined time. All values are then moved to a
second fog platform for data reduction [5].
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Intelligent food traceability: Food is one of the basic needs for any living being.
As a human it is our responsibility to preserve the quality of food. Fog computing
uses a solution called food traceability management. The quality of a food item is
predicted by a cyber physical stream (CPS) that makes decisions. This quality
information is sent to the fog network, where the entire supply chain is traceable.

Smart agriculture: The IoT is strong enough to render information such as crop
yields, rainfall, pest infestation, and soil using sensors. Fog computing collects this
data from sensors using fog nodes and the data is analyzed periodically.

Augmented brain computer interaction: Communication is the main theme of the
IoT. Fog computing is a technology that supports the IoT. So fog computing is
creating a platform to communicate on. Considering this objective, fog computing
has introduced a real time brain detection system using multi-tier fog architecture.

8 Future Work

Mobile phones have become an essential part of every human life. It is not an
exaggeration to say human survival is almost not possible or is at least a bit tough
without a mobile. And today’s world is racing to introduce novel approaches in
mobile communication. Currently, we are using the fourth generation of mobiles
(4G). However, the intensive use of mobiles has bought a massive growth in the
consumption of mobile data. This is paving way for the fifth generation of mobiles
(5G). Fog computing is helping in delivering this 5G approach with better service
quality.

9 Conclusions

Time and tide waits for no man. With the passing of time everything in the world
changes. And this applies to the internet. A rapid growth in the internet has
occurred and this has led to the Internet of Things. To manage this IoT a technology
called fog computing has been developed.

In this paper we have gone through the evolution of the IoT, the drawbacks of
cloud computing, an overview of fog computing, the architecture and working of
fog computing, fog computing security issues and their mechanisms, and fog
computing applications. By realizing the nature and functions the fog computing is
the best technology to cope with the IoT data and to thus deliver a quality service to
customers.
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Proposal of Linear Specific Functions M)
for R-L-C as Fundamental Elements oty
in Terms of Considered Specific Electric
Constants

Vineet Kumar

Abstract In this paper electric physical quantities which can be characterized as
being of either of the scalar or phasor type, are discussed. The scalar physicalities of
resistance, inductance and capacitance are regarded as being of a fundamental type
as they provide the initial basis of circuit designing, while the phasor physicalities
are voltage and current etc. These fundamental elements may also be regarded as
conventional in comparison to those of semiconductors devices, which are intro-
duced later. In taking these scalar elements into consideration, the linearized
specific functions are consider in terms of the considered specific electric constants
possible from the ground of already existing electromagnetic constants of the wave
propagating through the free space, namely intrinsic impedance, permeability, and
permittivity.

Keywords Conventional elements - Farad multiplier - Henry multiplier
Linear specific function « Ohmic multiplier - Phasor physicality
Specific electric constants - Scalar physicality

1 Introduction

In branch of electrical, one can say that all of the different physicality’s in concern to
same can be resolved in the two categories, namely scalar and phasor, which are in
direct analogy to the scalar and vector quantities of physics. Here, scalar physical-
ities represent the complex function with a non-existing imaginary part, i.e. having
only length and zero inclination (or no direction) in any frame, whereas, phasor
physicality represent the complex function having both length and inclination.
Besides the phasor representing itself as a vector, the only differences are that:
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1. Over the base of arithmetic operations other than addition ‘+’ and subtraction
‘—’, the rest are not acceptable.

2. Unlike vectors, phasors are available on the background of complex type.
Examples of electrical phasor quantities are voltage, current, impedance, power,
etc., while electrical scalar quantities are resistance (R), inductance (L),
capacitance (C) etc [1].

These R,L & C scalar electrical physicalities are regarded as fundamental ele-
ments, which are the only option at beginning of all circuit designs of all, based on
the fact that these fundamental elements are also regard as being of the conventional
type. After the discovery of the diode around 1906, the era of mixed circuit
designing with the uses of both conventional and non-conventional elements came
into play, where the non-conventional electric elements are regard as semiconductor
devices, such as diodes, transistors, etc., which to some extent possess the property
of fundamental elements as well.

First, after the introduction in Sect. 1, this paper proposes specific electric
constants for all of the conventional electric elements, i.e.R,L & C, in terms of
electromagnetic constants of free space in Sect. 2. In Sect. 3, after the proposition
of specific constants of such the linear specific functions for the conventional
elements of same also find out. Finally, the paper presents our conclusions in
Sect. 4.

2 Proposition of Specific Electric Constants
for Conventional Elements in Terms
of Electromagnetic Constants

Charge, the intrinsic property of a particle, is responsible for the electric forces of
attraction and repulsion in the presence of other particles with similar properties, but
a dissimilar nature, which in the case of zero valued velocity function imposing on
it, i.e. in a stationary state, it determines the electrostatic field denoted by E(x,y, z)
[2, 3]. In case of a non-zero constant valued velocity over the function imposing on
the charged particle, it determines the magnetostatic field denoted by H(x,y,z).
Next, with the time over function imposing on it, these two fields further modify to
become E(x,y,z,t) & H(x,y,z,1). In case of static or time-invariant conditions,
these two fields are independent of each other, but in case of dynamic or time
variant condition these two fields are dependent on each other.

Besides field vectors E & H, there are other field vectors denoted by D & B
respectively in correspondent of it relating by D=¢E and B=puH for linear, iso-
tropic and homogeneous media. The other fundamental relation omitted in regard of
this is J=6E + pv, where J & Vv are the current density and the velocity vector
respectively. Taking these three constitutive relations into account, we conclude
that the plane wave propagating through a medium needs three constants in general,
which are regarded as a constants of electromagnetic to describe the same of it.
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The constants y & € for any medium represent the ability of the medium to store
energy within it for the respective field vectors of the electromagnetic wave through
which it propagates. Taking these two energy-storing elements into account in the
case of a free space condition, we have three constants in particular, which are
collectively regarded as specific electric constants essential to describe the linear
specific functions of the conventional elements, as described in the following
section.

2.1 Specific Resistance Constant

In case of a plane wave propagating through free space, the modification of the
electromagnetic constants 6 =0, =p,&c¢=¢, takes place, which determines
the intrinsic impedance of free space as 1, = v/, /€, = 1207 Q =377 Q. Taking this
free space electromagnetic intrinsic impedance into consideration as a reference, the
electric resistance of a material can be defined in general as a linear function which
may provide the platform for a detailed description of the same as,

Rm, =M (1>

The term R, of Eq. (1) may be termed the specific resistance constant.

2.2 Specific Inductance Constant

The term u, as employed previously to define #, is another electromagnetic
constant known as the permeability of free space and having value

4zx1077T mKZ (or Zee’t’g) which came into existence with the magnetic field vec-

tor. Over the spatial distance of 1 m this free space permeability constant is
modified and becomes,

Lﬂo = (1 m) X/"o (2)

The term L, of Eq. (2) may be called the specific inductance constant, which
represents the inductance of free space. In the case of a dielectric medium ground, it
also has the same constant, but like that of permeability it is also modified to
become L, =L, L, responsible for the proportion of energy stored in the medium,
such that the higher the value of it for given condition, the greater the storing of
energy.
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2.3 Specific Capacitance Constant

Like u,, there was another term omitted, €,, employed previously to define the term
n,- This is the third electromagnetic constant known as the permittivity of free space

2
and having a value of 8.85419x 10~ & (or£2d)  which came into the exis-

tence with the electric field vector. Over the spatial distance of 1 m this free space
permittivity constant is modified to become,

Ce,=(1m)xe, (3)

The term C¢, of Eq. (3) is called the specific capacitance constant and represents
the capacitance of free space. In the case of dielectric medium permittivity modified
and becomes C¢ =C¢,C¢, responsible for the proportion of energy stored in the
medium, such that the higher the value of it for given condition, the greater the
storing of energy. Now, these specific electric constants R, , L, & C¢, in free space
condition, apart from the material space specific electric constants Ry, L, & C¢ with
R, =R, are going to be employed to find the functions of conventional elements.

3 Linear Specific Electric Functions for Conventional
Elements

The consideration of the dimensionless positive quantity X, as independent variable

1 for the term wv/LC in paper [4] further yields to the relation of the form
X(f, )= ZC—” - fl in the case of uniform distribution of power line parameters, over its
entire length irrespective of any prior assumption made on the ground level for
energy storing conventional elements (i.e. inductance and capacitance). Here, [ is
the length of the powerline and f is the operating frequency. Based on the con-
sideration of multipliers for each the elements, for instance y & z, such that
(v,2) >0 with respect to the specific electric constant of particulars, i.e. L, & C¢,,
it gives the same relation but with the condition that y=z= ﬁ must hold.
Taking these two conventional energy storing elements as a reference, one can
consider the dimensionless multiplier for electric resistance as well, let it be x,
which with respect to the resistance specific constant such that with a suitable
selection of x it gives the corresponding resistance for it. Representing the con-
ventional electric elements in terms of a multiplier along with suitable electro-
magnetic constants is the main objective of this section, which can generally be

employed in the similar cases discussed earlier.
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3.1 Specific Resistance Function

The electric resistance of a material is the property by virtue of which it opposes the
flow current through it. In between voltage and current, mathematically it is
responsible for the holding of the linear relation between them via an operator of
proportional type, which is given by V =RI and is responsible for the losses of
energy in the form of heat, regarded as being of the real (or active) type.

Now, the electrical resistance of an element for any network, and of any value,
can be considered as a linear function with respect to a particular constant, that is,
the resistance electric constant which is equal to the intrinsic impedance of an
electromagnetic wave in a vacuum, and is given by,

R=R(x)=xR,, (4)

Equation (4) may be termed as the specific resistance function or, simply, the
resistance function, where the dimensionless multiplier ‘x” introduced may be called
the Ohmic multiplier.

3.2 Specific Inductance Function

The electric inductance of a material is the property by virtue of which it opposes
any change in the magnitude or direction of current through it. In between voltage
and current, it is mathematically responsible for the holding of the linear relation
between them via a differential type operator, which is given by V =L%I or
V =(LD)I and conversely for current and voltage it holds between them via an
operator of integral type, which is given by I=1/L [V dt or [ = (5) V. This ele-
ment is responsible for the power of lagging VAR associated with it, corresponding
to magnetic energy, and which does not dissipate any energy but only stores it. It is
regarded as being of the imaginary (or reactive) type. Now, the inductance of an
element for any network, and being of any value, can be considered as a linear
function with respect to a particular constant, that is, the inductance electric con-
stant which is equal to the permeability of an electromagnetic wave propagating in a
vacuum over 1 m, and is given by,

L=L(Y)=y'Lﬂ{, (5)

Equation (5) may be called the specific inductance function or, simply, the
inductance function, where the dimensionless multiplier ‘y’ introduced may be
called the Henry multiplier.
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3.3 Specific Capacitance Function

The electric capacitance of a material is the property by virtue of which it shows the
capability of storing electric charge within it. In between voltage and current,
mathematically it is responsible for the hold of the linear relation between them via
an operator of the integral type, which is given by V=1/C [Idt or V= (&)I and
conversely for current and voltage it holds the relation between them via an
operator of the differential type, which is given by I=C % V or I=(CD)V. This
element is responsible for the power of leading VAR associated with it, and cor-
responding to electric energy, which does not dissipate any energy but only stores
it, and is regarded as being of the imaginary (or reactive) type. Now, the capacitance
of an element for any network, and of any value, can be considered as a linear
function of a constant, that is, the capacitance electric constant which is equal to the
permittivity of an electromagnetic wave propagating in vacuum over a 1 m, and is
given by,

C=C(z)=2Ce, (6)

Equation (6) may be called the specific capacitance function, where the scalar
multiplier ‘z’ introduced may be called the Farad multiplier.

4 Conclusion

As stated earlier, the main objective of this paper is to find the linear specific
functions for conventional electric elements in terms of new specific electric con-
stants, which are being the left out task for an assumption of paper [4]. Here, the
linear specific functions of such are given by the series of Egs. from (4) to (6).
Whereas, on the other hand the new specific electric constants on the ground of
already available electromagnetic constants in support of such are given by the
range of Egs. from (1) to (3). This finding of linear specific functions for con-
ventional elements not only fulfills an assumption of paper [4], but may prove to be
a better explanation of the energized powerline by helping in the formulation of
new complex functions for the different physicalities by using the same in collec-
tive, so consider here.
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Efficient Video Delivery Over M)
a Software-Defined Network Check or

R. Thenmozhi and B. Amudha

Abstract This paper proposes a framework called SDN Streamer for an OpenFlow
controller in order to provide QoS support for scalable video streaming over an
OpenFlow network. OpenFlow is a protocol that decouples control and forwarding
layers of routing. Abstracting control from the forwarding plane lets administrators
dynamically adjust network-wide traffic flow and keeps the network agile.
Software-Defined Networking (SDN) aims to improve the reliability of multimedia
streaming while reducing utilization of server resources. It optimizes video delivery
using a Scalable Video Coding (SVC) algorithm that sends layers of different
quality via discrete paths. Dynamic rerouting capability is ensured using a Lagrange
Relaxation-based Aggregate Cost (LARAC) algorithm. Unlike Dijikstra’s algo-
rithm, the LARAC algorithm does not calculate least “hop-counts” to find the
optimal path but calculates the optimal path based on “link statistics.” The SDN
Streamer can guarantee seamless video delivery with little or no video artifacts
experienced by the end-users. This project makes use of HTML5 for browser
display. The SDN server allows everyone to access the media files irrespective of
their platform, device or browser. Performance analysis shows there is significant
improvement on the video’s overall PSNR under network congestion.

Keywords Software-defined networking (SDN) - Scalable video
coding (SVC) - Lagrange relaxation-based aggregate cost (LARAC)
Peak signal-to-noise ratio (PSNR)
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1 Introduction

The key technique of SDN is OpenFlow, which provides additional configuration
options in the data plane. The principle of communication between the data plane
and control plane is allowed by the OpenFlow design [1] and also permits the
complete network to be controlled through an Application Programming Interface
(API) and distributed artificial intelligence in the network [2]. The networking
foundation of Software-Defined Networking (SDN) is an emerging network
architecture where network control is decoupled from the forwarding plane and is
directly programmable. SDN is defined by two characteristics, namely decoupling
of the control and data planes, and programmability on the control plane.
Software-Defined Networking is a promising Internet architecture for delivering
multimedia with end-to-end quality of service (QoS) [3, 4]. The reliability of
multimedia streaming is improved while the utilization of server resources in the
SDN is reduced. This optimized video delivery was accomplished by using video
over a SDN as described by Owens Il and Durresi [5].

This enables multicasting the multimedia video files from one system to another
connected over an OpenFlow-enabled distributed network. It enables optimal
dynamic management of network resources and on-demand QoS provisioning.
OpenQoS introduced by Gilmez et al. [6] is the open flow controller that is used for
delivering multimedia data with end to end QoS. HTMLS is used to stream the
video without delay and packet loss by programming routing mechanisms to the
centralized SDN controller.

HTMLS uses adaptive streaming which segments the video into small chunks. It
means that the video is encoded at multiple bitrates and resolutions and adapts to
larger or smaller chunks automatically as network conditions change. The aim is to
construct an OpenFlow-enabled network to study the data transmission over a SDN
and to monitor the packet delay and loss performance of multimedia streaming over
the networks to facilitate timely delivery of data.

Video QoS is improved by implementing the LARAC algorithm and the Scal-
able Video Coding algorithm. The QoS is achieved by conveying the best available
delivery node based on the network conditions and dynamically changing routing
paths between network routers, so that QoS parameters, such as bandwidth, packet
loss, jitter, delay, and throughput can be guaranteed. When the delivery node is
dynamically changed, the available paths from the assigned node experience con-
gestions. The first assigned delivery node sends a redirection message to the SDN
controller via an OpenFlow request message so that the video is delivered through
another available delivery node that can provide the client with higher networking
performance. The routing path is selected based on network link characteristics
such as available bandwidth and link utilization. Link utilization is identified by the
LARAC algorithm which is used to ensure whether the link is congested or
non-congested.

A Floodlight open source SDN controller developed by Shahid et al. [7],
implemented Dijkstra’s Algorithm to determine the critical path for the shortest
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distance between any source and destination in the entire available network.
A multimedia traffic model network has been developed by Golaup and Aghvami
[8] which disassociates the traffic developed by the multimedia component into a
number of basic fundamental components and tries to arrive at an optimal traffic
model for each component. They also developed a Graphics User Interface for
representing the traffic modeling of the multimedia routing aspects.

A modular framework was developed by Bustos-Jiménez et al. [9] for deriving a
relation between Qualtiy of Experience and QoS for multimedia transmissions and
is commonly known as Boxing Experience and was developed through open source
software. Amiri et al. [10] proposed a SDN controller to transfer huge data in cloud
computing without traffic congestion which reduces end to end delay. Based on the
end to end delay the controller disperses and distributes the game traffic load
through different network paths. Kassler et al. [11] developed a software system for
arriving at QoE paths for multimedia services. The system uses Openflow to arrive
at various paths for the network components.

The excessive traffic load in today’s internet era is addressed by Noghani and
OguzSunay [12]. They arrived at a SDN-based framework for both medium and
heavy network loads aimed at delivering high quality video through this technique.
Dobrijevic et al. [13] experimented with an ant colony optimization (ACO) ap-
proach for flow routing in SDN environments which utilized QoE for multimedia
services. Tranoris et al. [14] developed SDN with OpenFlow for controlling
computer network protocols for applications involving video-conferencing, multi-
player gaming, etc.

The concept of a scalable video encoder is to split single-stream video in a
multi-stream flow, often referred to as layers. A scalable video coding (SVC) en-
coder encodes the input video sequence into complementary layers. The layered
structure of scalable video content can be distinguished as the combination of a base
layer and several additional enhancement layers. The base layer corresponds to the
lowest supported video performance, whereas the enhancement layers allow for the
refinement of the base layer. A receiver in a slow-bandwidth network would receive
only the base layer, hence producing a video. On the other hand, the second
receiver in a network with higher bandwidth can process and combine both layers,
yielding a video with full frame rate and eventually a smoother video. The addition
of enhancement layers improves the resolution of the decoded video sample.

1.1 Application of the Framework

Live streaming using HTMLS with minimised delay in performance.

The networking components that make up massive data centre platforms can all
be managed from the SDN controller.

Creation of websites for performing video streaming without flash support.
Live conferencing with reduction in jitter.
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e Webinars using a higher level of SVC algorithm.
e HTMLS video with flash fullback for HTTP Streaming of data.
e Top companies use it to implement service chaining.

2 Related Work

The OpenFlow [15] protocol removes the disadvantage of the brutality of static
protocols, and opens the possibility of fast improvement and led the research
community to investigate new paradigms. This paper presents an analysis of five
policies such as route management, route discovery, traffic analysis, call admission
and topology management.

Valdivieso Caraguay et al. [16] describe the SDN architecture and analyze the
opportunities to provide new multimedia services. Moreover, a SDN framework is
also presented to provide QoS for different multimedia services. The framework
uses OpenFlow, network virtualization and establishes functional boxes and
interfaces to test different routing algorithms. Then, the modules of “network
performance” and “QoS Routing Algorithm” are implemented to demonstrate the
effectiveness of the framework. The experiments with video streaming information
show a quality optimization (PSNR, SSIM, MOS) in comparison with the best
effort engine. Xu et al. [3] contemplated and proposed OpenQoS, which is a novel
OpenFlow controller design for multimedia, delivering end-to-end Quality of
Service (QoS) support.

The fast failure healing mechanism [17] is added to the video streamer making it
capable of recovering from connection failure using a different path. The control
plane in the SDN performs forwarding of packets and also aids in links alteration at
data level dynamically. It also provides a programmable network and can find
isolated networks by means of control plane. Nunes et al. [18] has carried out a
detailed survey study on SDNs and their impact on past, present and future man-
agement of traffic networks in internet protocols involving multimedia using
OpenFlow techniques.

Foukas et al. [1] describe SDNs as a relatively new paradigm of a programmable
network which change the way that networks are designed and managed by
introducing an abstraction that decouples the control from the data plane. In this
technique, the controller, which is a software control program, is responsible for
overall control over the network. The task of decision making is performed by the
controller, whereas the hardware is only responsible for forwarding packets to the
intended destination as per the controller’s instructions, typically a set of
packet-handling rules.
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3 Existing System

Organizations are increasingly confronted with the limitations that accompany the
hardware-centric approach. Network functionality is mainly implemented in a
dedicated appliance. A “dedicated appliance” refers to one or multiple switches,
routers and/or application delivery controllers. Most functionality within this
appliance is implemented in dedicated hardware. A traditional network configura-
tion is time consuming and prone to error. A network administrator has to manually
configure the multiple devices in a traditional network.

A multi-vendor support environment requires a high level of knowledge and
expertise. Existing system lack in the provision of flexibility to the user and the
network administrators. A traditional system’s components or switches are pro-
prietary switches and it is difficult to configure them in a multi-tenant environment.
These problems are addressed by the introduction of a SDN.

3.1 Drawbacks of the Existing System

Increased traffic congestion, lack of dynamic bandwidth allocation, greater call/
session/request dropping probability, limited QoS and QoE, increased overheads
and costs at the network layer, lack of reliability and robustness, scalability, and
managing of data between various resources is tedious.

4 Proposed Work

The proposed system as shown in Fig. 1 is to decouple the control plane and the
data plane. The data plane implements a set of forwarding operations. Other pro-
posed tasks are: creating an open interface for communication between layers,
OpenFlow-enabled switches (laptops) for streaming the multimedia file, streaming
the multimedia file over HTTP, guaranteeing route management, route calculation,
call admission, traffic policing, and flow management.

The advantage of the proposed system are: monitoring of network resource and
end-to-end QoS support, application-layer aware QoS, differential services, virtu-
alization, packet-type discrimination, QoS routing, video optimization, cost
reduction, rapid deployment of new services, moving away from proprietary
hardware, better visualization of the network.

A software-defined networking (SDN) architecture (or SDN architecture) defines
how a networking and computing system can be built using a combination of open,
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Fig. 1 Architecture diagram

software-based technologies and commodity networking hardware that separate the
control plane and the data layer of the networking stack.
SDN architectures generally have three components or groups of functionality:

SDN Applications

SDN Applications are programs that communicate behaviors and needed resources
with the SDN controller via application programming interfaces (APIs). In addition,
the applications can build an abstracted view of the network by collecting infor-
mation from the controller for decision-making purposes. These applications could
include networking management, analytics, or business applications used to run
large data centers. For example, an analytics application might be built to recognize
suspicious network activity for security purposes.

SDN Controller

The SDN controller is a logical entity that receives instructions or requirements
from the SDN application layer and relays them to the networking components. The
controller also extracts information about the network from the hardware devices
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and communicates back to the SDN applications with an abstract view of the
network, including statistics and events relating to what is happening.

SDN Networking Devices

The SDN networking devices control the forwarding and data processing capa-

bilities of the network. This includes forwarding and processing of the data path.
The SDN streamer is comprised of four modules. These modules are responsible

for efficient transmission of multimedia files over the network.

Creation of network

Routing algorithm implementation
Setup to stream video

OpenQoS for delay and jitter reduction.

5 SDN Streamer

5.1 Creation of Network

In this module a sample network is created in a mininet simulator as depicted in
Fig. 2. The torus network consists of switches at each corner. In this module, the
controllers which are residing along the data plane are decoupled into a centralized
SDN switch controller. Here 127.0.0.1 (localhost) acts as the SDN controller. All of
the individual switches are then added to the controller and are globally managed by
the controller. As such, the centralized controller can have access to all the switches
connected to it, and the switches are OpenFlow enabled. So, this whole network
resembles a SDN, which results in reliable transmission of data packets. And then,
the torus network is tested with multimedia streaming functions. Intent is added
with the source and destination.

The network shows the optimal path between the source and destination. The
same can be implemented in real network conditions. In this module, ONOS has to
be initialized. A cubical network with 4 X 4 switches is constructed. Using
mininet, 64 switches are interlinked forming a visual pattern. Hosts are pinged with
the switches. The command for creating a torus network in mininet is: sudomn —
topo = torus 4, 4—controller remote.

5.2 Routing Algorithm Implementation

The SDN controller is a logical entity that monitors the OpenFlow enabled switches
by sending OpenFlow FEATURE_REQUEST and FEATURE_REPLY messages.
In this module, the various possible links between all the switches are analyzed.
Using the LARAC algorithm, the path link which is the shortest (minimum hops) is
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calculated. This path is concluded to be the most efficient link for the transfer of
data packets between the switches. The centralized controller maintains a flow table
that contains all the possible links between the switches.

At the end of this module, an intent between the hosts is created. The controller
has a buffer that stores the link statistics. The controller determines the optimal path
specified in the flow table. If the current path is congested, then it finds the next
optimal path. The congested path is one in which 75% (or more) of the bandwidth is
already utilized. Using this LARAC algorithm, the centralized controller provides
the optimal path to the switches which is free of congestion. This optimal path is
free of traffic and facilitates easy transmission of data packets to the switches.

5.3 Setup to Stream Video

In this module, the multimedia data is segmented into various layers where each
layer represents a different quality as shown in Fig. 3. These are all performed using
the SVC algorithm, and then the layers are combined at the receiver end. The ways
to perform this methodology are given below:

Web server creation is performed by registering with Amazon Web Service. EC2
instance is launched from a preferred AMI (Amazon Machine Image). Configuring
security groups is used to add IP addresses which form a network to make use of the
instance. A scalable video encoder is used to split the single-stream video in a
multi-stream flow. The base layer corresponds to the lowest supported video
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performance, whereas the enhancement layers allow for the refinement of the base
layer. The addition of enhancement layers improves the resolution of the decoded
video sample.

5.4 OPEN QoS for Delay and Jitter Reduction

This module is mainly focused on the calculation of delay and jitter reduction and is
represented in Fig. 4. Based on the calculation of delay and jitter, the traditional
network and the software defined network are compared. The client decides to
request one base and two enhancement layers and sends an HTTP GET message to
the corresponding ports of the server at the same time. Hence, the client throughput
is maximized since it does not have to wait for downloading packets of a video
layer to request the next layer packets for a segment.

6 Conclusion

In this paper we proposed a framework for a video streamer to optimally stream
video by streamlining a SDN with enhanced services with dynamic routing, route
management, and route calculation. While comparing it to the traditional network,
we added functionalities to the SDN by incorporating SVC and LARAC algorithms
to minimize the delay and jitter in the network.



Efficient Video Delivery Over a Software-Defined Network 37

References

10.

11.

12.

13.

14.

15.

16.

17.

18.

. Foukas X, Marina MK, Kontovasilis K (2015) Software defined networking concepts. The

University of Edinburgh & NCSR “Demokritos”. http://homepages.inf.ed.ac.uk/mmarina/
papers/sdn-chapter.pdf

. Jimenez JM, Romero O, Rego A, Dilendra A, Lloret J (2015) Study of multimedia delivery

over software defined networks. Netw Protoc Algorithms 7(4). Universidad Politécnica de
alencia, ISSN: 1943-3581

. Xu C, Chen B, Qian H (2015) Quality of service guaranteed resource management

dynamically in software defined network. ] Commun 10(11)

. Wilczewski G (2015) Utilization of the software-defined networking approach in a model of a

3DTV service. J Telecommun Inf Technol

. Owens II H, Durresi A (2015) Video over software-defined networking (VSDN). Comput

Netw 1-16. Accepted 15 Sept 2015

. Gilmez HE, Dane ST, Bagci KT, Tekalp AM (2012) OpenQoS: an OpenFlow controller

design for multimedia delivery with end-to-end quality of service over software-defined
networks. In: Signal and information processing association annual summit and conference
(APSIPA ASC), 3-6 Dec 2012. Asia-Pacific and Published by IEEE Explore

. Shahid A, Fiaidhi J, Mohammed S (2016) Implementing innovative routing using software

defined networking (SDN). Int J Multimedia Ubiquitous Eng 11(2):159-172

. Golaup A, Aghvami H (2006) A multimedia traffic modeling framework for simulation-based

performance evaluation studies. Comput Netw 50:2071-2087. Available online 7 Nov 2005

. Bustos-Jiménez J, Alonso R, Faindez C, Méric H, Boxing experience: measuring QoS and

QoE of multimedia streaming using NS3, LXC and VLC. In: 8th IEEE workshop on network
measurements, WNM 2014, Edmonton, Canada

Amiri M, Al Osman H, Shirmohammadi S, Abdallah M (2015) An SDN controller for delay
and jitter reduction in cloud gaming. ResearchGate

Kassler A, Skorin-Kapov L, Dobrijevic O, Matijasevic M, Dely P (2012) Towards
QoE-driven multimedia service negotiation and path optimization with software defined
networking. In: 2012 20th international conference on software, telecommunications and
computer networks (SoftCOM), 11-13 Sept 2012. Split, published by IEEE Explorer, pp 1-5
Noghani KA, OguzSunay M (2014) Streaming multicast video over software-defined
networks. IEEE

Dobrijevic O, Santl M, Matijasevic M (2015) Ant colony optimization for QoE-centric flow
routing in software-defined networks. ISSN: 978-3-901882-77-7. IFIP

Tranoris C, Denazis S, Mouratidis N, Dowling P, Tynan J (2013) Integrating OpenFlow in
IMS networks and enabling for future internet research and experimentation. In: Galis A,
Gavras A (eds) FIA 2013. LNCS, vol 7858, pp 77-88

Sharma S, Staessens D, Colle D, Pickavet M, Piet D (2012) A demonstration of fast failure
recovery in software defined networking. In: Institute for computer sciences, social
informatics and telenetworking, vol 44. Publisher Springer, Berlin, Heidelberg, pp 411-414
Valdivieso Caraguay AL, Barona Lopez LI, GarciaVillalba LJ (2014) SDN: evolution and
opportunities in the development IoT applications. Int J Distrib Sens Netw. Article ID:
735142, 10 pp. http://dx.doi.org/10.1155/2014/735142

Xia W, Wen Y, Heng Foh C, Niyato D, Xie H (2015) A survey on software-defined
networking. IEEE Commun Surv Tutor 17(1) (First Quarter 2015)

Nunes BAA, Mendonca M, Nguyen X-N, Obraczka K, Turletti T (2014) A survey of
software-defined networking: past, present, and future of programmable networks. IEEE
Commun Soc Inst Electron Electron Eng 16(3):1617-1634


http://homepages.inf.ed.ac.uk/mmarina/papers/sdn-chapter.pdf
http://homepages.inf.ed.ac.uk/mmarina/papers/sdn-chapter.pdf
http://dx.doi.org/10.1155/2014/735142

A Viewpoint: Discrimination Between M)
Two Equivalent Statements ety
of Kirchhoff’s Current Law

from the Ground of Precedenceness

Vineet Kumar

Abstract In this paper, on the ground of precedenceness, the two equivalent
statements in regard to the basic law of electrical from Kirchhoff’s current are
discriminated. Here, this viewpoint of statements discrimination for the law of same
does not means to regard that there is a differences in between, but to regard that the
statement of one out of the two exist due to the existence of other. In addition, the
current regulation function is discussed, which is always limited to the range of 0 to
1 as it determines the ratio of totality at each node for either sides of the branches
collected by the converger and diverger respectively. In the case of a condition
without unity, it determines that the law of conservation of charge does not hold.

Keywords Algebraic statement - Converger - Current regulation function
Diverger - Equality statement - Precedence ground

1 Introduction

Two or more statements in concern to the action of same irrespective of any other
conditional elements as additional, then, other than being equivalent of it they may
show the case of precedenceness, which reflects the discrimination in between.
However, this discrimination of statements in concern to same does not mean to
have any difference but this only shows the case that the existence of one is due to
the existence of other. Based on such here in case of electrical as well, the law as a
base Kirchhoff’s current law (KCL) with statement of two, named here as equality
statement and algebraic statement rather than equivalent can also be discriminate
form the ground of precedenceess. Where the equality statement for KCL concludes
to be at first place on the ground of precedenceness, while the algebraic statement at
the second place, which means that the algebraic statement exist if the equality
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statement exist rather than equivalent of it. Now, the equivalent statements of two
for law of same (i.e. KCL) [1-3] are given as,

1. Equality Statement for Kirchhoff’s Current Law: At any node of electrical cir-
cuit, the sum of the incoming currents is equal to the sum of the outgoing
currents.

2. Algebraic Statement for Kirchhoff’s Current Law: The algebraic sum of all the
currents meeting at a node is equal to zero.

The structure of this paper is as follows. It begins with the introduction in
Sect. 1, then the equality statement for KCL is obtained in Sect. 2 and this is further
taken into consideration for the finding of another algebraic statement for KCL in
Sect. 3. Finally, the paper ends with the conclusion in Sect. 4. The set of equations
shown here in a step-by-step process, as require, from Sects. 2 to 3 satisfy the
objective of such.

2 Finding of the Equality Statement for KCL

Based on the conservation principle for any flowing system, here in the case of
charge, the sum of the incoming charges and the sum of outgoing charges along the
way of different to and from the space volume, over an interval of Af, must be
equal. If the sum of the incoming and outgoing charges over the time interval At are
denoted by Q'|At and Q°|At respectively, then, with respect to the node n of the
electrical circuit along the / and m different ways, it is given as,

1
O'|At= AQ)|At+ AQL At + -+ + AQ)|At = Y, AQ}|At (1)
k=1

1

Q°|At= AQJ|At+ AQS|At+ -+ AQY | At = Y AQY|At (2)
k=1

1

Taking part I and II of Eqgs. (1) and (2) respectively over the divisor Az in
accordance with the equality condition at same node, it gives Eq. (3) as,

AQi|Ar  AQ)|A: AQi|At  AQS|Ar  AQS|A: AQs | At
+ + e 4 = —+ + e+ —

At At At At At At (3)

On using the relation of AQi|Ar=(em)viAxAr in Eq. (3) it gives
S niviAl = 3" n9wA?, so that in case of identical charge concentration, i.e.
i =-=ni=nf = - n’ =n, it reduces to become Y, _, viAl = ZZ=1 VA, which
resembles the equation of continuity of hydrodynamics. Where v;, is the acquired
velocity and A} is the area of cross-section through which charges flow. As current
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Fig. 1 Representation of the il

branches meeting at node n of * -~
electrical circuit carrying
currents Ii, I3, ..., Il as
incoming and 17,15, ..., I as
outgoing, such that the nature
of convention so employ for
converger C, and diverger D,
must be opposite either as (+)

or (F)

is defined as the rate of flow of charge, therefore in accordance with Fig. 1, Eq. (3)
can be further modified to become,

LAL+ - I=[+I5+ -1 (4)

Keeping Eq. (4) in consideration, the current regulation function at a node n can

simply be obtained by R, = (I{ + 13+ --12) /(I} + I + -+ 1), which is the ratio of

the sum of outgoing currents to the sum of incoming currents. With respect to the

dynamic term n;v;Ag, this current regulation function is also represented by

R.=(Xi_ AR/ (Zi:l niv}(A}() which in the case of the ideal condition holds

equality to 1, but in case of the practical condition it satisfy the less than unity value
to it. This less-than-unity value of current regulation function at any node indicates
that the law of conservation of charge is not obeyed.

3 Finding of the Algebraic Statement for KCL

3

Based on simple arithmetical operations like addition ‘+’ and subtraction ‘—’, for
the current carried by branches of different but connected to the node of same, all
the terms of either hand side, i.e. of L.H.S. or of R.H.S., of Eq. (4) can be taken
from one to the other, in two ways. The taking of all the terms of either side way
over equality as one of the elements of sign conventional space from to another are
followed as,
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Case (i): All terms taken from R.H.S to L.H.S.
LAL+ L =10-15— - =1°=0 (5)

or equivalently,

1§+1§+---1;‘+(—1;’)+(—15)+~~~+(—1;)=0)s(é’?(ﬂ@:O) (5.1)

Case (ii): All terms taken from L.H.S to R.H.S.

(=) + (L) ++ () +L++-+1,=0)= (ig:l(ilk)=0> (6)

Equations (5), (5.1) and (6) as obtained here over the two elements of sign
conventional space, which is nothing but the arithmetical operations; regard the
algebraic statement of Kirchhoff’s current law for lumped element model on any
domain. Taking of these three equations and getting back to the Eq. (4) in reverse is
a matter of simple task but for that one need to have the realization of such
conservation principle which itself first provide by the Eq. (4) as a base following
from Egs. (1) to (3). On the basis of above from Egs. (1) to (6), the two equivalent
statements of KCL are discriminated from the ground of precedenceness, where the
equality statement for KCL concludes to be at first place whiles the algebraic
statement at the second place. Next, these two-side way options of taking the entire
terms of base Eq. (4) indicate that the nature of both converger and diverger is
independent of the elements of sign conventional space. Where, converger is the
collecting of all current carrying branches that regard the current directions heading
toward the node while diverger is the collecting of all branches that regard the
current directions heading away from the node.

4 Conclusion

As stated, the main objective of this paper is to satisfy the realization that the two
equivalent statements concerning KCL on the ground of precedenceness does not
stand at same place. To these ends, Eq. (4) is first obtained in satisfaction with the
law of conservation of charge, which when moulded in accordance with the frame
of sign convention it yields Egs. (5) and (6) respectively to meet the objective.
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support which helped to improve the paper considerably.



A Viewpoint: Discrimination Between Two Equivalent Statements ... 43
References

1. Steinmetz CP (1897) Theory and calculation of alternating current phenomena. The W. J. Johnston
Company, 253 Broadway, New York

2. Elliott RS (1979) Some useful analogies in the teaching of electromagnetic theory. IEEE Trans
Educ E-22(1):7-10

3. Chakrabarti A (2008) Circuit theory analysis and synthesis, 5th revised edn



A DES-Based Mechanism to Secure m)
Personal Data on the Internet of Things | %=

Pragya Chandi, Atul Sharma, Amandeep Chhabra
and Piyush Gupta

Abstract The Internet of Things (IoT) helps users in their day to day activities
such that they can communicate with each other through sensors very easily and in
less time. Communication through intermediate sensor nodes may violate security
because it may harm confidential user data or information by either modifying it or
not forwarding to it. To deal with such problems, a number of cryptographic secure
mechanisms are available that provide symmetric and asymmetric keys to secure
data and each mechanism has its own pros and cons. In this paper, a secure
DES-based mechanism is proposed in which a DES algorithm is used to transfer the
data between users through sensor nodes without no loss of security.

Keywords IoT (internet of things) < Sensors + Security - Cryptography and
DES (data encryption standard)

1 Introduction

The internet is most essential piece of the IoT. It began as a feature of DARPA
(Defense Advanced Research Projects Agency) in 1962, and then gained ground
with ARPANET in 1969. In the 1980s, specialist business organizations begin
supporting the work of ARPANET, enabling it to advance towards the current
internet.
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Kevin Ashton, the executive director of Auto-ID Labs at MIT, was the first to
present the idea of the IoT, while giving an introduction for Procter and Gamble.
Kevin Ashton presumed that radio frequency identification (RFID) was one of the
earlier conditions for the IoT. The articulation “Auto-ID” is used for any expansive
class of identification innovations utilized as a part of industry in order to mech-
anize as well as increase proficiency and reduce errors. These advances are bio-
metrics, sensors, scanner tags, brilliant cards, and voice acknowledgment. Be that as
it may, since 2003 the fundamental Auto-ID innovation has been RFID. The middle
begin working from earliest reference point on electronic tag could be put on every
single protest on the planet, enabling each to be exceptionally distinguished, fol-
lowed and furthermore be conceivably controlled. we expected to put all put away
information in memory and RFID is shabby then again littlest chip of Silicon is
costly. The Internet was the main place to begin, and from that point the “Internet of
Objects” or the “Internet of Things” turned into an unmistakable reference.

Another essential segment in building up a practical IoT was IPV6’s exceptional
insightful conclusion to expand address space. [oT is striking in light of the fact that
a protest that can describe itself carefully progresses toward becoming an option
that is more prominent than when the question existed without anyone else’s input.

2 Realizing the Concept

One of the main examples of an IoT is from 1980s, and was a Coca Cola machine,
at Carnegie Melon University. Software engineers interfaced the refrigerated
machine with the internet to verify whether there was a drink accessible, and that it
was cold, before making the excursion. By the year 2013, the IoT had formed into
to a framework utilizing different advances, extending from the internet to remote
correspondence and from small-scale electromechanical frameworks (MEMS) to
installed frameworks. The conventional fields of robotization (counting the mech-
anization of structures and homes), remote sensor systems, GPS, and control
frameworks etc., all help the IoT. Some of the general and key characteristics
identified during the research study are as follows:

e Interconnectivity: [1] With reference to the 10T, anything can be interconnected
with the worldwide data and correspondence framework. Digital physical
frameworks (CPSs), likewise called the IoT [2] have broadened to new levels.
For instance, the quantity of associated gadgets on Earth as of now surpasses the
quantity of individuals. By 2020, there will, all things considered, be around
seven associated gadgets for each individual. Things-related services: The IoT is
an internet of three things:

(1) People to people, (2) People to machine/things, (3) Things/machine to
things/machine.

Collaborating through the internet the earth of an assortment of things/objects
that through remote and wired associations and exceptional tending to plans can
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connect with each other and coordinate with different things/objects to make
new applications/administrations and achieve shared objectives.

e Heterogeneity: based on various equipment stages and systems every one of the
gadgets in the IoT are heterogeneous. They can connect with different gadgets or
administration stages through various systems.

e Dynamic changes: The position, area and condition of gadgets change pro-
gressively, e.g., resting and awakening, associated or potentially disengaged,
and in addition the setting of gadgets includes area and speed. The quantity of
gadgets can change enormously. Objects can speak with each other and with the
client.

e Enormous scale: The quantity of gadgets that should be overseen and that speak
with each other will be no less than a request of greatness bigger than the
gadgets associated with the present Internet.

e Safety: Although the IoT will increase profits, we should not disregard security.
As both the makers and beneficiaries of the IoT, we should plan for wellbeing.

3 Architecture of the IoT

Coding Layer: The coding layer is the substructure of the IoT and offers identi-
fication to the every last protest of intrigue. In this layer, each protest is relegated an
interesting ID which makes it simple to distinguish the objects [3] (Fig. 1).
Perception Layer: This is additionally called the gadget layer of the IoT and
gives a physical importance to each question. It has information sensors in various
structures like RFID labels, IR sensors or other sensor systems [4] which are
utilized to detect the temperature, stickiness, speed and area and so forth of the
objects. This layer gathers all the helpful data of the objects from the sensor gadgets

Fig. 1 Six-layered
architecture of the IoT Codmg LaVCT

N2

Perception Layer

N2
Network Layer
2
Middleware Layer
SZ
Application Layer
\Z

Business Layer
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and connects with them and believers the data into advanced signs which is then
passed onto the following layer i.e. Network Layer.

Network Layer: The point of this layer is to get the data as advanced signs from
the past layer and transmit it to the handling frameworks in the middleware layer
through transmission mediums like Wi-Fi, Bluetooth, WiMaX, Zigbee, GSM, 3G
and so on, with protocols like IPv4, IPv6, MQTT, DDS and so forth [5].

Middleware Layer: This layer forms the data obtained from the sensor gadgets.
It incorporates advancements like cloud processing. Utilizing some intelligent
processing equipment, the data is handled and a completely robotized move is made
in light of the prepared consequences of the data.

Application Layer: This layer fulfills the uses of the IoT for any sorts of
industry, in view of the handled information. This layer is extremely useful in the
huge-scale improvement of the IoT and is arranged [6] in light of the fact that
applications advance the improvement of the IoT.

Business Layer: This layer controls the applications and administrations of the
IoT and furthermore is in charge of all the research identified with the IoT. It creates
distinctive plans of action for successful business systems.

4 Need for Security in the IoT

To enhance security, an [oT gadget that should be straightforwardly available over the
internet ought to be fragmented into its own system and have organize get to limited.
The system portion should then be checked to distinguish potential atypical move-
ment, and move ought to be made if there is an issue. Essentially, if your ice chest or
TV has an internet association, at that point it turns into an IoT gadget. In 2016, the
Mirai botnet propelled one of the greatest DDoS assaults ever recorded. More than 1
terabyte per second overflowed the system. This assault was so unique that it was the
first to be completed with IoT gadgets. A rundown of potential difficulties:

Security: Increased robotization and digitization produce new security concerns.
Enterprise: Security issues could present dangers.

Consumer Privacy: Potential of security breaches.

Data: Lots of information will be produced, both for huge information and
individual information.

e Storage Management: Industry needs to make sense of what to do with the
information in a financially savvy way.

Server Technologies: More interest in servers will be important.

Data Center Network: WAN connections are streamlined for human interface
applications, and the IoT is required to drastically change designs by trans-
mitting information consequently.

A. Cryptography Process:
Cryptography is a concept of two main different process on the basis of two different
keys. Encryption: This is a process that is used to convert plain text into secure
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encrypted text, i.e. cipher text. Decryption: This is a process that is used to convert
encrypted text into plain text. These are two main important parts of cryptography
and they are differentiated by the number of keys they have. I. Private key/symmetric
key: This possess only has one key. II. Public key/asymmetric key: This key pos-
sesses two different keys meaning we encrypt our information using one key while
decrypting our information using another key. So, here we can see how encryption
and decryption are performed with the help of two different keys. First, the plain text
will be delivered from the sender side, and with the help of a public key it will
encrypt and convert into cipher text and then the cipher text will be decrypted with
the help of another key, i.e. a private key, and this key will decrypt that cipher text
into plain text and the recipient will get the original plain text.

S Proposed Work

Data encryption standard algorithm (DES): Another symmetric key encryption is
DES. It is a 64-bit piece figure which implies that it encodes information 64 bits at
once. It is for the most part in light of figure called fiestal piece figure. It utilizes a
similar key and works on encryption and for unscrambling [7]. Encryption of a
piece of the message happens in 16 states or adjusts. From the info key, sixteen
64-bit keys are created, one for each round. In each cycle, eight supposed S-boxes
are utilized. These S-encloses are settled the determination of the standard. Utilizing
the S-boxes, gatherings of six bits are mapped to gatherings of four bits. The
substance of these S-boxes has been dictated by the United States’ National
Security Agency (NSA). The S-boxes have all the earmarks of being haphazardly
filled, however this isn’t the situation. As of late it has been found that these
S-boxes, first used in the 1970s, are safe against an assault called differential
cryptanalysis, which was first seen in the 1990s.

The piece of the message is isolated into two parts. The correct half is extended
from 32 to 48 bits utilizing another settled table. The outcome is joined with the
subkey for that round utilizing the XOR operation. Utilizing the S-boxes, the 48
coming about bits are then changed again to 32 bits, which are accordingly per-
mutated again utilizing yet another settled table. This is then completely rearranged
and the right half is presently joined with the left half utilizing the XOR operation.
In the following round, this blend is utilized as the new left half.

The figure ought to ideally make this procedure a bit clearer. In the figure, the
left and right parts are signified by LO and RO, and in consequent adjusts as L1, R1,
L2, R2 etc. The capacity f is in charge of the considerable number of mappings
portrayed previously.

A. Proposed Algorithm:

1. Start
2. Input text to be encrypted.
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W
o

Divide this data into rows and columns.

Generate secret key.

Divide this key into 16 blocks.

Apply f-function to each block and perform XOR operation on it.
After processing all blocks, a secure encrypted key has been generated.
. Use this key to encrypt the data.

. Reverse these steps to decrypt the encrypted data.

End

In the proposed algorithm, 1st input data value then divide this data into two
blocks of 8-bits each. Now the EOR operation is performed on these blocks with
some f-function. An f-function is used to generate random values which will be
helpful for generating a strongly encrypted key.

S©o® NG AW

—_

6 Results

To implement the proposed mechanism, MATLAB is used. MATLAB is a lan-
guage which is based on matrix calculations and it is also known as a fourth
generation programming language. It provides an easy to use environment where
problems can be expressed in the form of a matrix or uses the numerical notations
(Figs. 2, 3 and 4).

Figure 3 illustrates the encryption and decryption processes of the proposed
mechanism. First give some input data and then the proposed algorithm converts
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DES Algorithm

gt Bl B

Fig. 2 DES-based secure data transmission



A DES-Based Mechanism to Secure Personal Data ... 51

PERMUTED |
INFUT

(!' f T K1
—_ ﬁ

| 0mo | [ m- Lo IR KON |
[Y K2
L <:|
| Lz -‘T-‘u | [ Ra- Lur'lhfm,r(nz |
J] é ...................... ............... Kn
_ L
| Lis =§u | | >

INVERSE INITI AL PERMUTATION
QUTPUT

Fig. 3 Proposed mechanism

m Existing m Proposed
30

20

10 . .
20 40
60 80
100

Fig. 4 Comparison of existing and proposed work

o

this data into cipher text and this cipher text is transmitted towards the destination

where the destination user enters the secure key and decrypts the original message,
as shown in Fig. 4.
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7 Conclusion

In the IoT, secure transmission of personal data is a challenging task due to
intermediate sensors nodes. In this paper, a DES algorithm is used to encrypt the
message and this encrypted message is transferred from one user to another user in
a secure manner. The DES algorithm provides security as well as taking less time to
perform encryption and decryption processes compared to other cryptography
algorithms. MATLAB is used to simulate the proposed mechanism. The simulation
results shows that the proposed mechanism takes less time to perform encryption
and decryption. In future, we will continue to work on it, try to use other security
algorithms, and also try to enhance the existing DES algorithm.
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A Reputation-Based Mechanism M)
to Detect Selfish Nodes in DTNs sk

Rakhi Sharma and D. V. Gupta

Abstract A delay tolerant network (DTN) is a complete wireless network. In a
DTN there is no base station as it is in the case of existing wireless networks. Nodes
may behave selfishly to transmit a message to save their own resources, such as
energy. The cooperation requires detecting routes and transmitting the packets for
other nodes, even though it consumes network bandwidth, buffer, and energy.
A selfish node is a node that may be unwilling to cooperate to transfer packets.
Such a node wants to preserve its own energy while using the services of others and
consuming their resources. Many approaches have been used in the literature to
implement the concept of non-cooperation in a simulated environment. However,
none of them is capable of reflecting real cases and thus, the implementation of
non-cooperative behavior needs improvement. In this paper, we focus on malicious
and selfish node behavior, and we present a new classification and comparison
between existing methods and algorithms to implement selfish nodes. Finally, we
propose a new algorithm to implement selfish nodes in a DTN environment.

Keywords Delay tolerant network (DTN) - Selfish node - Reputation
Watchdog and cooperation

1 Introduction

A delay tolerant network (DTN) is a networking architecture [1] composed of nodes
that cooperate with each other to forward packets, with associated connectivity
variables delays, high error rates, and intermittent connectivity [2, 3]. DTN follow a
store, carry and forward mechanism, this mechanism consist of storing the data in a
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node’s buffer and forwarding it to the next available node. The DTN architecture
implements store-and-forward message switching by adding a new protocol layer
called the “bundle layer” on top of heterogeneous region specific lower layers. The
bundle layer ties together the region specific lower layers so that application pro-
grams can communicate across multiple regions [4] (Fig. 1).

There are a number of nodes present in the environment as some of them are
selfish nodes [5]. A selfish node is a node that doesn’t want to cooperate in the
transmission of packets in order to save its own energy [5, 6]. Such nodes in the
network decrease the network performance. In this paper, we classify selfish
behavior from different aspects, and the reasons for non-cooperation of nodes, such
as malicious attacks, buffer limitations and energy constraints etc. We explicitly
consider why a particular node does not cooperate as it generally should, and are
mainly interested in the resulting less cooperative behavior [7].

Apps { Apps ‘
Bunde Layer ‘
Regon Region | Regon Region | Region '
Specific Specific Specific Specific Specific
Layers Layers | Layers Layers Layers
Application Application
Bundle Common across
all DTN region
Transport (TCP) Transport | —
Network
Network (IF) Specific to each
Link Link DTN region
Physical Physical  —
Intemet Layers DTN Layers

Fig. 1 DTN-architecture [4]
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A. Causes of non-cooperation

A node might be unwilling to take part in a DTN directing convention, since
they would prefer not to spend assets, for example, power and cushion on sending
bundles of others, [8] as a few or every one of them attempt to augment their faculty
benefits [9]. A node might be ready but not be able to collaborate due to resources
[10], the gadgets are typically asset constrained, as powerlessness to manage the
cost of the vitality (e.g. fueled by non-rechargeable batteries), support restrictions,
which may make their clients be selfish.

Nodes can be selfish because of the current of security saving conventions as
indicated by their protection targets (personality protection, area protection, mes-
sage and substance security, and additionally connections security), nodes are
stressed of unveiling their private versatility information [11, 12].

2 Related Work

Asuquo et al. [13] planned a collaborative trust management scheme (CTMS)
which depended on the Bayesian identification guard dog way to deal with iden-
tifying selfish and malicious conduct in DTN nodes.

Chen et al. [14] recognized and redress the selfish and malicious conduct of
nodes and upgrade the participation among nodes. They proposed a novel technique
that recognizes selfish and malicious nodes rapidly and effortlessly by creating a
negative reaction to the DTN.

Mariyam Benazir and Umarani [15] introduced a proficient motivating incentive
compatible routing protocol (ICRP) with numerous duplicates for two bounce
DTNs in view of the algorithmic diversion hypothesis. It takes both the experience
likelihood and transmission fetched into thought to manage the mischievous
activities of selfish nodes. They built up a mark conspire in light of bilinear guide to
keep the malicious nodes from altering.

Cai et al. [16] proposed a provenance-based trust system, in particular PRO-
VEST, that intends to accomplish exact shared trust appraisal and amplify the
conveyance of correct messages obtained by goal nodes while limiting message
deferral and correspondence fetched under asset-obliged network situations.
Provenance alludes to the historical backdrop of responsibility for esteemed protest
or data.

Cho and Chen [17] Proposed a refined approach to compute the selfish level of
the nodes and looked at the subject utilizing cooperative capacity.
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Table 1 Comparison of various trust management techniques [18-21]

Techniques Security Drop rate Overhead Transmission delay
Reputation-based High Low High High
Barter-based Low High Low Low
Credit-based Low Low High High
Watchdog based High Low High Low

3 Comparative Analysis

In this section is a comparison between different existing techniques, such as
reputation-based, credit-based, barter-based and watchdog with different perfor-
mance metrics, such as security, drop rate, packet overhead ratio and time delay.
The analysis shows that reputation and watchdog techniques are much better than
the other techniques [18] (Table 1).

4 Proposed Mechanism

In this paper we propose a mechanism in which selfish nodes will be detected in a
DTN. In the proposed mechanism, a TA, i.e. a trusted authority, is used to monitor
the traffic of the network and record data transmission information of each node.
This data transmission contains information about the number of messages sent by a
node, the number of messages received by a node and the number of messages
dropped by a node. On the basis of this information, the TA assigns some reputation
value to all nodes and if a node has a reputation value lower than some Th, i.e.
threshold value, then that node may be treated as a selfish node, otherwise the node
is normal (Fig. 2).

Proposed Algorithm

Start
Set nodes in network
Set TA in network
Now TA checks routing information of each node
A reputation value is assigned to each node based on past history
If node reputation < 0.5
Then
7. Node is a selfish node
Else
8. Node is a normal node
9. End

SAAIE S
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Fig. 2 Flow chart of the @
proposed mechanism
Set nodes in network
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Set TA in network

L

Now TA checks routing
information of each node
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Areputation value is assigned to each
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node
reputation <

No J,
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Selfish node k8

5 Conclusion

DTNs are extremely sensible, making it impossible for uncooperative practices to
occur. The speculation of remote devices will soon hand DTNs over a standout
amongst the most critical association techniques to the Internet. Be that as it may,
the current of selfish nodes in the earth diminishes the execution of DTNs, so for a
superior assessment of a calculation of recognition selfish nodes, we ought to have
reenactment mirror the truth of uncooperative nodes.

In this paper, we initially grouped the diverse reasons of non-collaboration, and
the selfish conduct in DTNs. We dissected and analyzed the diverse existing sys-
tems for executing selfish conduct, utilizing irregular numbers, a rate of selfish
nodes, and a few parameters to depict misbehavior of nodes. Last, we proposed a
calculation to actualize the non-participation in DTNs, our reason is to propose
another calculation that mirror the truth of selfish nodes, taking in thought the
reasons of the unwillingness of nodes to coordinate.

In future, it is planned to keep taking a shot at it and would propose a superior
plan to actualize a wide range of misbehavior nodes in DTN, and implement on
ONE simulator.
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Improved Target Detection in Doppler M)
Tolerant Radar Using a Modified Hex s
Coding Technique

Majid Alotaibi

Abstract In every corner of the globe, nations want to improve the monitoring
mechanism of the country, so that no one can enter their territory in an unwanted
manner easily. Well-known equipment, called Radar, is commonly used for mon-
itoring. However, only a small amount of work is done to monitor multiple moving
targets in the presence of Doppler. This important issue diverts the attention of the
research community away from working on this platform. In the present literature,
the merit factor (MF) is improved by increasing the amplitude of the main lobe.
However, these particular approaches did not attach more importance to the effects
of noise side peaks of fast moving targets. The drawback of noise peaks masks
slow-moving targets and cannot be clearly seen by the radar receiver. As a result it
reduces the performance of the Doppler radar system. In this paper, an approach is
presented which not only improves multiple moving target detection, but also
reduces the energy of code generation. This approach is simple and effective in
detecting multiple moving targets at the desired Doppler. The presented technique
is called Improved Target Detection in Doppler Tolerant Radar Using a Modified
Hex Coding Technique. MATLAB is used to formalize the results by simulation.

Keywords Doppler tolerant radar code « Hex code - Multiple moving targets
Matlab

1 Introduction

The monitoring of day-to-day activity by a country’s surveillance system is an
important factor in observing various activities. Radar is the only equipment to
monitor such activities in the country. However, the state of art of the work mainly
focuses towards the development of immobile object recognition. To achieve the
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goal of target detection probability, several approaches have been presented to
improve the merit factor (MF) of the received echo by means of the auto correlation
technique. However, these approaches result in noise side peaks which restrict the
technique to use in detecting stationary targets and makes it less useful for finding
multiple small moving objects as the noise side peaks of the auto-correlated signal
as the side peaks of noise in the auto-correlated signal acquire the echoes or noise
from many small moving targets. To enhance the current approaches, a variety of
constraints such as attitude, altitude, and Range discovery were analyzed. Also for
multiple moving target discovery processes, several approaches are being proposed
to augment the discovery probability of multiple and moving targets, which
requires an array of Doppler filter bank. Current radar for moving and multiple
target recognition employs the numerous matchless radiating (k) aerial arrays to
acquire an intelligent and sharp autocorrelation reply, and thus the object finding
probability is improved. Deviation of the acknowledged constraints is similar to the
phase and processing of the acknowledged signal that can execute different oper-
ations such as tracking and finding. This result of tracking and finding targets shows
the level of autonomy of the transmitted signal, therefore the transmitted signal
cannot shift while the acknowledged signal could be shifted more than once, and
can be represented by ‘p’ for simplicity. This scheme is able to broadcast unreliable
signals from ‘k’ matchless aerials and the received signals are jointly processed
subsequent to the acknowledged signal by ‘p’ matchless receiving aerials which
results in the enhancement of the accuracy of detection of moving and multiple
targets. However, emission by multiple moving aerials results in the need for
enormous power, moreover the side noise peaks are more because of acknowledged
echoes from the moving and multiple targets. Thus slow affecting targets are
masked by these side noise peaks and also the range of the radar is affected by this
method. Consequently, power consumption and range presentation is lost with the
enhanced probability, and relatively it is not up to the mark. In this paper, multiple
moving target detection is upgraded in terms of range and Doppler by using dif-
ferent windowing techniques. The main objective of this paper is to reduce the
amplitude of side noise spikes and to increase the amplitude of the main lobe. To
achieve this goal we are using windowing techniques to reduce range noise side
spikes and make the detection of moving targets much easier. The identified targets
can be shown on a Doppler vs. delay plot which arises from the ambiguity function.
The key role of this paper is to present a comprehensive detection of moving targets
in the presence of Doppler at different ranges. The presented approach is very
simple but very affective for multiple moving target detection and also minimizes
the transmission power by sending a simple digital code which discords one major
portion of the detection process called the range gates. The rest of the paper is
organized as follows. In Sect. 2, a literature survey is presented. The proposed
approach is discussed in Sect. 3, and the conclusion is given in Sect. 4.
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2 Literature Survey

Rafiuddin and Bhangdia [1] presented an approach in which the authors use pl and
p3 series of poly-phase codes along with hyperbolic frequency modulation (HFM).
The presented approach enhanced the merit value of the received echo. However,
the presented approach increases the delay therefore it cannot fulfill the purpose of
moving and multiple target detection. Lewis and Kretschmer Jr. [2] develop an
approach in which they proved that in place of poly-phase codes, bi-phase codes
can be used to enhance the synchronization of the primary surveillance radar
(PSR) by shrinking the bits of the broadcast signal and in that way security can be
improved. Also at the same time, the poly-phase codes (i.e. P1 and P2) can be
suitably created using a linear frequency modulated waveform technique (LFMWT)
on step evaluation. This approach also improves the transmission capacity of the
receiver. Lewis and Kretschmer Jr. [3] presented another method using P3 and P4
codes generated by the use of linear frequency modulation waveform (LFMW) to
give improved target detection probability when compared with P1 and P2.

Kretschmer Jr. and Lewis [4] proposed an another approach using a set of codes
called P3 and P4 codes to enhance the signal-to-noise ratio and they also demon-
strated that such codes are more capable of getting a better response in terms of target
detection probability when compared to other codes of the poly-phase family. But in
the presence of Doppler these codes showed a very poor response of probability of
target detection. Lewis [5] proposed a technique, known as the sliding window
technique (SWT), to reduce the noise peaks which are caused due to the range-time
noise spikes produced. However the presented approach is inadequate to decrease
the noise spikes up to a certain level, and as a consequence has finite appliances in
Doppler tolerant radars. Kretschmer Jr. and Welch [6] offered a technique in which
they used autocorrelation of poly-phase codes to remove the noise elements that are
present with the signal. But the presented approach fails to locate high velocity
targets in the occurrence of Doppler, because autocorrelation of poly-phase codes
creates noise spikes at close to zero Doppler. As a result, this approach is unsuitable
for moving and multiple target discoveries. This particular approach also begins with
the use of an amplitude weighting function (AWF) utilizing poly-phase codes to
reduce noise spikes on the receiver side. However, there is an extra power loss in the
method and merely an inspection on correlating the sending and the receiving power
at source and destination respectively is made.

Sahoo and Panda [7] proposed a compaction window approach to decrease the
effect of the noise peaks in Doppler tolerant radars. However, the presented
approach increases delay and thus fails to create a larger window or enhance the
capacity of windows to recognize the moving and multiple targets exactly. Singh
et al. [8] proposed coding technique to enhance the size of the window in which
they used Hex coding to enhance the probability of moving and multiple target
detection. Though due to huge mathematical complexity it devours extra power and
boosts delay, therefore it is valid to distinguish slow moving targets only. Singh
et al. [9] proposed a method called the matrix coding technique (MCT), where no
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doubt the number of windows are greater in number in comparison with the existing
approaches to obtain an obvious image of the present position of the moving target.
But this approach is restricted to find immobile and sluggish targets only, because
the duration of the calculated code vector is less and this reduces the merit factor
(MF) of the auto-correlated signal and results in side noise peaks approximately
around zero Doppler.

In this paper, a technique called Improved Target Detection in Doppler Tolerant
Radar Using a Modified Hex Coding Technique is proposed. This technique
improves the probability of target detection by creating multiple numbers of win-
dows with respect to the desired Doppler. It also improves the merit factor of the
auto-correlated signal and reduces the power consumed by the received echo.

3 Proposed Approach

In the present approach, equal weighted binary hex codes from O to 15 are con-
sidered, which are divisible by 3 (such as 3, 6, 9 and 12) and can be represented in
the binary system as 0011, 0110, 1001 and 1100 given as

He= T}, Pk (1)

where H, is an equal weighted hex code, P=3and 1 < j < 4.
The concatenation binary series of H,. can be represented as below

0011011010011100

A matrix N X N can be obtained by taking the above series as the first row and
column of the matrix. The other elements of the matrix can be developed by using
ex-or operation shown in the equations

R =R @Ry (2)
Ry =Ry ®Ry3 (3)
R2n=R21 @Rln (4)

Generalizing the above, we get,
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Rn(n—l)anleaRl(n—l) (5)

and

Rnannl @R]n (6)

where R is the radar matrix.

Matlab finds its use in image processing as it is feasible and holds good for
testing of the algorithm as it is a growing database with in-built libraries. In this
approach, matlab is used to simulate the results by transmitting the matrix blocks
and detecting the moving targets masked in the noise at the desired Doppler.
Figure 1 shows the Doppler frequency v/s normalized amplitude when a binary
matrix of equal weighted hex code (see Table 1) is transmitted. From the figure we
observe two clear windows from 8 to 12 kHz and from 14 to 40 kHz where we can
easily detect the target as the amplitude of the noise peaks is much lower than the
threshold limit, i.e. 0.2 (as per the literature).

Quadratic residues are widely used in acoustics, graph theory, cryptography, etc.
Quadratic residues are used to get a clear window for detecting the moving targets
which are masked in the side lobes. A quadratic residue of 15 is taken as it is close
to 16 (the total number of bits in the presented approach) and odd values provide a
greater number of changes than even values.

0,(15)={1,4,6,9,10}

where Q, is the quadratic residue.
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Fig. 1 Ambiguity function of the table
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Table 1 Binary matrix of equal weighted hex code

0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0

Table 2 New code with zeros and ones changed

Equal weighted hex 0 |01 |1 01 1101 0 |0]1 |1 |1]0]|O
code word

Quadratic residue of 15 | Q1 Q2 Q3 Q4 | Q5
! | ! R
New code with zeros 1 0110 010 11010 1 0O/1 /11|00

and ones changed
(Cor)
Where Cy; is the code generated after the zeros and ones change

Consider the positions of Q,(15) in Eq. (1), 16 bits are generated by comple-
menting the binary digits present at positions 1, 4, 6, 9 and 10 as depicted in
Table 2.

A matrix of 16 X 16 is obtained (shown in Table 3) by taking Cy; as first row
and column of the matrix and rest of the elements in the matrix are generated in the
same manner as Eqgs. (2)-(6) and Table 1.

Figure 2 shows the normalized amplitude v/s Doppler frequency graph by
transmitting binary matrix of equal weighted hex code with ones and zeros changed
(Table 3) which has two clear windows, at 7 kHz to 11 kHz and 14 kHz to 34 kHz,
respectively.

Similarly, we can generate C; and Cj codes (shown in Tables 4 and 6) by
changing only ones and only zeros in the binary code of Eq. (1) and developing
their respective matrix as given in Tables 5 and 7.
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Table 3 Binary matrix of equal weighted hex code with ones and zeros changed
1 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
1 1 0 0 0 0 0 1 1 0 1 0 0 0 1 1
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
1 1 0 1 1 1 0 1 1 0 1 0 0 0 1 1
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
1 1 0 1 1 1 0 1 1 0 1 0 0 0 1 1
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
1 1 0 1 1 1 0 1 1 0 1 0 0 0 1 1
1 1 0 1 1 1 0 1 1 0 1 0 0 0 1 1
1 1 0 1 1 1 0 1 1 0 1 0 0 0 1 1
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0

Amplitude(Normalised)

Fig. 2 Ambiguity function of Table 3

Ambiguity Function

Figure 3 shows the ambiguity function received after transmitting a binary
matrix of equal weighted hex code with ones changed (Table 5) to detect multiple
moving targets. From Fig. 3 we can observe one small window from 7 to 11 kHz

and a huge window from 14 to 34 kHz.
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Table 4 New code with only ones changed

Equal weighted hex 0 |0 |1 |1 0|1 1/0[1 0 01 |1]1]00
code word
Quadratic residue of 15 | Q1 Q2 Q3 Q4 | Q5
l J l R

New code word with 0o |01 [0 |O]|O 1/0|0 (0O |01 |1]1]0|0
only ones changed C;

Where C; is the code generated after the ones have been changed

Table 5 Binary matrix of equal weighted hex code with ones changed

=]
o
=]
=]
=]
=]
=]
—_

S|oO|=|=|=|lOlCc|C|Oo ||| |=|O|C

S|IO|= == lO|lCc|C|Oo ||| |=|O|C

S|IO|=|=|=lO|lCc|C|Oo ||| |=|O|C
S|Oo|=|=|=|lOlCc|C|Oo ||| |=|O|C

SO | === OO | |O|OC|O |~ |O
== lo|lC|O|= === |lO|=|=|=O|=|=
SO |= == OO | |O|OC|O |~ |O
SO |= == |O|—=|O|OC|O |~ |O
SO || |I= OO0 |0 | |O|OC|O |~ |O
— =0 |O|=|=== o= |=|=O|=|=
SO || |I= OO | |O|OC|O |~ |O
SO | === OO |—=|O|OC|OC |~ |O
SO || I=O|0C|IC |0 | |O|OC|O |~ |O
== OO |O | = === O === O |
== lo|0|O|=|=== o= |=|=O|=|=
i k=R =R e e e e R e e e N e e

Table 6 New code with only zeros changed
Equal weighted hex 0 [0 1|1 0|1 101 0 o1 |1]1]0]|O0
code word

Quadratic residue of 15 | Q1 Q2 Q3 Q4 | Q5
! | ! o
1 0|1 110 |1 1 Of1|1]1]0]|O

—_
(=)
—

New code word with
zeros changed only Cy

Where Cj is the code generated after the zeros have been changed

The ambiguity function simulation result in Fig. 4 gives a clear windows from
Doppler frequency 5 to 11 kHz and from 13 to 40 kHz.
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Table 7 Binary matrix of equal weighted hex code with zeros changed
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Fig. 3 Ambiguity function of Table 5
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4

Conclusion

In this paper, a simple binary matrix coding approach is presented using a quadratic
residue technique to detect multiple moving targets simultaneously. In this
approach multiple clear windows are created with respect to the Doppler in order to
obtain accurate information about multiple moving targets. This approach is more
effective and simple. The approach is validated by simulation results obtained using
MATLAB.
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Enhanced Packet Loss Calculation )
in Wireless Sensor Networks ke

Saud S. Alotaibi

Abstract Wireless Sensor Networks (WSNs) are autonomous and structure-less
dynamic networks which consist of spatially distributed sensor nodes to support
real-time applications. However, due to limited resource availability these networks
face certain challenges. Many researchers address bandwidth and delay using different
approaches to increase the quality of service (QoS). Almost all researchers address
loss calculation using sliding window flow control protocol, which may not always
give an optimum solution. So, accurate loss calculation is necessary to increase the
packet delivery ratio (PDR) which in turn increases QoS. In this paper, a mathematical
model is proposed to enhance the loss calculation in WSNs using Poisson theory.

Keywords WSN - Poisson random process + Active nodes « Link capacity
PDR

1 Introduction

A wireless sensor network (WSN) is a network consisting of huge independent
sensor gadgets, distributed in space to track environmental conditions, such as light,
temperature, and humidity. They are cost effective, easily deployed and used for
multimedia applications but are incorporated with storage, battery and bandwidth
limitations. QoS is very important in WSN to transfer the data from source to
destination node with minimal interruption and loss. It may be difficult to manage
the delay and sequential order of the packets. If delay is present in the network links
it should be minimal and the same delay should be present in every link of the
network. Packet loss in the network is mostly due to the failure of the path chosen
for communication, interruptions in packet transfer from source to destination, and
jamming of intermediate nodes which act as routers. Packet loss can also occur if
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the packets are not in the proper order in which they are sent due to communication
collapse.

The order of packets can be conserved by using error correcting methods and route
failure in the network can be avoided by using arrangements of nodes and making
route decisions in advance. QoS should guarantee a large bandwidth, optimal delay
from source to destination, and interruption-free routing. The dynamic nature of
WSN, along with adjustable bandwidth, makes multimedia data transfer feasible over
WSN. However, there are some issues that come together with it.

In the proposed approach a mathematical technique using the Poisson principle
to calculate the data packets loss is presented, which improves the packet delivery
ratio (PDR). The rest of the paper is organized as follows. Related work is in
Sect. 2, Sect. 3 presents the proposed approach and simulation results, and the
conclusion to the paper is in Sect. 4.

2 Related Work

The issues and challenges facing WSN are addressed in several ways by the
research community. The model proposed by Avrachenkov and Antipolis [1] dis-
cussed the fact that size of the buffer required for the routers is comparably small.
However, it uses general transmission speed and delay in the network link. This
model may fail to evaluate the loss of packets and link utilization. Wei et al. [2]
proposed a model to minimize packet loss in high speed networks and discussed
various difficulties with the current TCP approach. The approach presented by
Sarker and Johansson [3] gives a minimal outcome for loss of packets and delay
analysis using an LTE (long-term evolution) system, which may not hold good for
multimedia transmission and the time required to examine the path behavior in the
network is a delayed process.

Katabi et al. [4] proposed an approach for high speed routers to control internet
congestion and make the performance of TCP stable with an increase in the
bandwidth-delay product. Kelly [5] presented a lossless and minimum delay pro-
tocol technique for TCP-IP networks. However, it may fail to increase the uti-
lization of link in the network. The model presented by Zanella et al. [6] used a
Markov chain and developed an analytic model to improve the performance of the
network using TCP Westwood (TCPW). Xu et al. [7] presented a new scheme for
control of congestion that mitigates the round trip time (RTT) injustice using ad-
ditive increase and binary search increase policies to control window size. Leith
et al. [8] propose a H-TCP to control overcrowding which is feasible for deploy-
ment in networks with greater speed and distance.

The model presented by Li et al. [9] gives a cross layer technique to reduce the
loss in the network. This can be done by assigning the paths, considering the
resource authorization. However, this approach fails when the packets to be
transferred are greater compared to the routers in the network. Wang et al. [10]
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proposed an approach based on TCP-FIT, an AIMD method to control the loss of
packets from source to destination. However, it cannot give the exact size of the
window as expected. Chen et al. [11] proposed a protocol based on CARM (con-
gestion aware routing protocol) to maximize the QoS by managing data packet loss.
This approach may not be appropriate when there are fewer routers and if the router
node is not present in the network. The approach presented by Kaur and Singh [12]
controls the packet loss by adjusting the measurements of the WSN, power and
dynamic nodes. However, this may not be valid when node mobility is increased
and due to consistent monitoring of the data packets from source to destination,
more energy is required. In the presented approach, the packet loss is calculated
accurately by developing a mathematical technique based on Poisson’s ratio, which
is simple to implement.

3 Proposed Approach

To accomplish exact transmission of multimedia data packets, loss must be lie
within acceptable limits. So the estimation of exact packet loss is essential to focus
on for multimedia transmission in WSN. To judge the window size, loss of packet
information is the most important constraint. In the present literature, the size of the
window is improved if constructive acknowledgement is being received; otherwise
the size of the window is decreased. The size of the window is not as per the
requirement of the network as it is pre-defined. This results in the poor usage of
resources. In this approach, active sensor nodes are marked as a Poisson random
process and calculate the loss of packet, busy and idle periods at the front side of the
router. This loss of packet assessment is helpful for explicit requirement of the
buffer size which results in an improved QoS. The investigational results reveal
the utility in manipulating the optimal control in order to get a better QoS for
multimedia data transmission in WSN.

Mathematical Modeling

Consider a WSN comprising a number of wireless sensor nodes extending over a
physical area. Figure 1 represents the input station ‘S’ that cooperates with the
router nodes and transmits the data packets towards the other router node till the
message reaches destination node ‘D’.

Each wireless sensor node (station) communicates with any other wireless sensor
node over duplex channels either directly or indirectly. Two wireless sensor stations
can directly communicate when both fall within in the coverage range of each other.
Indirect transmission can also takes place between any two wireless sensor stations
which are at a distance. For any successful transmission session, a route must be
recognized prior to the beginning of the transmission session between any two
wireless sensor stations through some intermediate wireless sensor stations called
routers. So, congestion may happen at some of these router stations for some other
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trans-receiver pairs. We consider the following assumptions for the purpose of
simplicity

Duplex channels are used to transfer data packets between two stations (sensor
nodes).

A node can be sleeping or active. A sleeping node (station) is one which cannot
send data packets.

A time period T is fixed through which an active sensor node (station) finishes
the data packet communication and the same is being received at the interme-
diate sensor node (i.e. a router station). A sensor node is restricted to sending
only one data packet on its own in a time period 7.

An intermediate sensor node (i.e. a router) can transmit ¢ number of data packets
in the time period T where ¢ > 1.

An intermediate senor node acts as router for number of Trans- Receiver pairs.
The router collects the data packets from all these active sensor nodes and
transfers them to the next sensor node via channels in the subsequent time
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period T at a fixed rate of ¢ data packets per time period T. So the service rate of
one data packet is T/g per second.

e Enough bandwidth is set aside for multi-hop routing prior to the data packet
starting to move forward.

e An intermediate sensor node (i.e. a router station) has a buffer of size q packets
long in order to store the incoming data packets coming from the active sensor
nodes with the up-series router.

e Loss can happen at the intermediate sensor node (router), if more data packets
enter at the node in a given amount of time period T and the data packets go
down, hence these data packets are vanished.

e To estimate the loss of packets due to congestion on the router, let the amount of
active sensor nodes within the network be a random variable with a mean value
p per time period and ¢ < gq.

e The loss of packet information can be helpful in proposing an optimum
approach for controlling the loss by increasing the buffers at intermediate sensor
nodes (routers). This approach increases the bandwidth of the router channels
and reduces the incoming data rate at the intermediate node (router).

Let the data packets coming from the active sensor nodes to the intermediate
node (router) in one service time 7/ form a Poisson random process with an
average value y of data packets, as

Y=5 (1)

So at this point, two cases take place:

1. Active input nodes I],. (stations) in which no congestion occurs at the inter-
mediate sensor node (router), where I],.,; < ¢

2. In active input stations in which congestion occurs due to overflow of data
packets at the intermediate node (router), when I],., > ¢ thus packet loss occurs
so extra data packets will be dropped, if no additional buffer facility is provided
(i.e. a secondary buffer).

Probability that I},., < q is

q e_y'yj
P, <q)=P= Y —
j=0 J1

If g is the total number of packets generated in the time t/et, then
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The probability that ¢ > I}, is

o0 e—ij
P(nact > q) =1-P (nact S(]) = Z . (4)
j—q+1 JI

Suppose Pp represents the packets lost at the intermediate sensor node (router) 0
due to more packet flow towards this station. Then Pp can be calculated as

o0 e_yyj X
Ppb= Y —— (-9 (5)
j—q+1 JI

The packets lost ‘L’ at the front side of the intermediate node (router) can be
calculated as

_Po
L=" (6)

The idle time of the router, i.e. T idle can be calculated as

q_le_y J S
Itime= Z v X (qj> (7)

=0 JI q

The busy time (Byne) of the router can be calculated simply as
Brime =1 — Lime (8)
The link utilization % Ur is given by
% Ut = Brime X 100 9)

The above equations can be useful to improve the QoS of multimedia packet
transmission. Table 1 shows the results when q = 2.

It can be seen from the Table 1 that when number of active input stations are
increased, the loss of packets increased also. This can be controlled by increasing
the output capacity of the outgoing link from the router. However, as the medium
remains constant, so it is difficult to change the output capacity of the router link.
Since multimedia is a loss-tolerant application, accurate estimation of packet loss is
very important. Therefore, the estimation of delay and loss must be set aside, which
calculates the exact control to the received multimedia data traffic of the sensor
router. This can minimize complications in multimedia data transmission, such as
delay, jitter, and jamming to the highest degree possible. So, in the presented
approach, the data traffic is continuously monitored at various values of ‘q’.

This particular approach therefore helps in calculating the received multimedia
data traffic and exploitation of the channel thereby promoting an enhanced QoS for
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Table 1 Experimental results for g, Pp, L, Lime, Biime and % Ur forq =2, T = 5 ms

() [€9) (Pp) @) % L Liime Biime (% Ur)
1 0.5 0.0163 0.0326 3.26 0.758 0.242 242
2 1.0 0.1036 0.1036 10.36 0.552 0.458 45.8
3 1.5 0.2809 0.187 18.7 0.39 0.61 61.0
4 2.0 0.5414 0.2707 27.07 0.2707 0.7293 72.93
5 2.5 0.8694 0.3477 34.77 0.1847 0.8153 81.53
6 3.0 1.249 0.4163 41.63 0.1245 0.8755 87.55
8 4.0 2.11 0.527 52.7 0.055 0.945 94.5
10 5.0 3.048 0.6096 60.96 0.0236 0.9764 97.64
12 6.0 4.019 0.6698 66.98 9.85 * 1072 0.9901 99.01
15 7.5 5.505 0.7334 73.34 2.71 #1073 0.9972 99.72
16 8.0 6.003 0.7503 75.03 1.68 * 1073 0.9983 99.83
20 10.0 8.00 0.80 80 272 % 1074 0.9997 99.97
25 12.5 10.500 0.84 84 2.69 % 107° 0.9999 99.99

where p: Active nodes; g: Packets generated; Pp: Packets dropped; L: Fraction of packets lost
Ur: % Utilization; Ljy,: Idle time; Byme: Busy time

multimedia transmission. The loss can be controlled by optimizing the sensor node
buffer at the application layer, which acts here as a router between any
trans-receiver pair.

Figure 2 shows the variation of active nodes v/s packets generated, when q = 2
and T = 5 ms. From Fig. 2 it can be seen that the number of packets generated
increases linearly with an increase in the active nodes in the network. Figure 3
depicts the exponential increase in the packet loss count with increments in the
active nodes, which reduces the efficiency of the network. Therefore, to reduce the
packet drop one needs to increase the output link capacity (bandwidth) as the
bandwidth is limited. Sliding window flow control protocol may be the optimum
solution when the size of the window is small. However, if the window size is large
and loss is due to the packet number being very near to the window size (e.g., if the
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size of the window is 64 and the loss occurs at 63), the utilization of the link is very
poor. To improve the utility of the link one needs to get the exact information about
the loss of packets. The mathematical model present in this paper helps to calculate
the accurate packet loss in WSNs

4 Conclusion and Future Scope

The presented mechanism of loss calculation is at the top of windowing techniques
used to enhance the packets lost at the router. The presented approach is also simple
and effective for WSNs. In this paper, a well-known technique called Poisson’s
distribution of probability is used to calculate the packet loss with greater accuracy
compared to conventional methods, in order to enhance the PDR. The future scope
of this paper is the development of a model which can control the loss of packets in
the network at the desired level.
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Enhanced Security of MANETSs Against M)
Black Hole Attacks Using AS Technique | %=

Ishrath Unissa and Syed Jalal Ahmad

Abstract A mobile ad hoc network (MANET) is an autonomous structureless
arrangement of mobile nodes to figure a momentary network. Communication
between any two nodes is possible directly if the two nodes belong to the same
sensing range; otherwise communication can be achieved by means of the nodes
which are present between source and destination. As the network nodes are
mobile, any node can enter or leave the network at any particular time interval.
Thus, whichever node is present in between the source and destination can perform
as a router or the host node in the arranged network. Therefore this poses security
challenges to MANETS. This paper presents a solution to black hole attacks. The
presented method is easy to use and efficient in detecting black hole attacks. The
presented approach is validated by the use of network simulator 2 (NS2).

Keywords MANET . NS2 . Black hole + Security - Authentication
Hop count

1 Introduction

A mobile ad hoc network (MANET) is an arrangement of mobile nodes to form a
network and doesn’t require any infrastructure for its deployment. When commu-
nication occurs between any two nodes directly, it is called single hop communi-
cation, or else communication can be achieved by means of intermediate nodes
called multiple hop communication. This type of transfer of information is also
called indirect communication. As the nodes are mobile, they can enter or leave the
network at any moment without any information being given to the other network
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nodes. This particular character gives birth to security issues in the network.
A MANET also does not provide any guarantee that the route from source to
destination is free from attacker nodes. Due to the dynamic topology of the network
various attacks have been noticed, such as spoofing attacks which happens when an
assailant attempts to corrupt the node which is present in the path in which packet
transmission takes place [1]. A Sybil attack [2], is a type of attack where the
assailant not only symbolizes the network node but in addition it takes for granted
the individuality of numerous nodes and accordingly does not succeed in locating
the protocol redundancy number. Of all assaults, one of the most famous is famous
is a black hole attack. This particular attack is produced by a malevolent node (a
malicious node) transferring an extremely rapid response with maximum receiver
sequence number representing the shortest route. So this type of attacker node can
simply alter the data. To deter such attacks, the research group devoted a lot of
effort towards studying them. A black hole assault is mitigated in the exiting
approaches either by distributing keys among the nodes or by considering the node
energies [3, 4]. However, both approaches may not be the optimum security
methods, because due to dynamic topology, distribution of the key is not possible.
Malicious nodes can also enter the network with different energies, and can,
therefore, corrupt the node and access the data easily.

In this paper we are using an ASCII security technique (AST) to provide security
against black hole attacks in MANETs called “Enhanced Security of MANETsS
against Black Hole Attack Using AS Technique” and using an IPV4 header to
represent the security information to identify the black hole attack. In this approach,
two different securities are being provided with respect to hop count (i.e. an odd
parity of security type is used at even hops and an even parity of security type is
used at odd hops, (user defined)) in order to improve security of MANETS against
black hole attack. The presented security technique not only validates the active
nodes in the network between end users, but also saves energy as well as reducing
the processing time needed to validate the node, as the proposed approach reduces
complexity by means of using a simple code vector.

The body of the paper is represented as follows, in Sect. 2 we present the related
work, Sect. 3 illustrates the proposed approach and node-matching process, Sect. 4
presents the simulation results, and we conclude our paper in Sect. 5.

2 Related Work

Mirchiardi and Molva [5] addressed a method to detect the misbehavior and
response of a mobile node in an ad hoc network. However, the response of this
method is poor when collisions take place in the path during transmission of data
packets. This approach is also not perfect as a result of the smaller amount of
transmission power. Sanjeev and Manpreet [3] presented an approach in which the
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authors used a two-hop model to authenticate network nodes, which provides a
protected communication between source and destination. However, the presented
method necessitates more power and needs more processing time, so it cannot be
used to secure the system as the delay involved is more. Hu et al. [6] addressed a
protected method by the use of an on-demand routing protocol, in which the authors
try to increase the network life span and also secure the control messages between
end users. This system may not able to authenticate if the attacker node enters the
network between the end users. So, the black hole can enter the network easily and
corrupt routing information.

Sharma et al. [7] give a way to authenticate the active nodes within the network
by adjusting the acknowledgement time of the transmitted node to obtain the repeat
request from other neighboring nodes. In this approach they believe that the
acknowledgement time is accurately identical to half of the route reply (RREP).
However, this assumption is not correct when the network has multi hops and the
two available and optimum routes from sender to receiver have sufficient time
variation to accept requests (due to huge queuing delays and the propagation time
of path 1 when compared to path 2). Deng et al. [8] proposed a protocol to rout the
packets from source to destination, in which each node at the intermediate level
needs to send an acknowledgement message to the transmitted node. This particular
approach fails when the packet drop ratio is increasing, which in turn increases the
delay between end users. Chanderkant [4] presented a model in which he tries to
secure the MANET by identifying the attacker nodes based on energy parameters.
However, this particular approach fails when a number of black hole attacker nodes
penetrates the network with dissimilar energies. Lu et al. [9] addressed a routing
protocol based on a SAODV (secure Ad hoc on-demand distance vector) to avoid
black hole attack in MANETSs. However, the presented approach addresses only a
few of the security limitations of AODYV, therefore it cannot remove the black hole
completely from the network. Deswal and Sing [10] presented an improved version
of the SAODV protocol by assigning a code word to the entire routing nodes.
However, this approach is not valid when a new active node is entering the net-
work, and cannot take part in it as the node does not have the code word assigned to
it. As a result this reduces the network performance. Kukreja et al. [11] presented a
security model against malicious node attack in MANETSs by taking into consid-
eration the power as a major parameter to sense the malicious node within the
network. However, this approach fails when the attacker nodes are heterogeneous
and take part in the networks. Adnan et al. [12] presented an approach to secure the
MANET based on energy parameters. However, energy parameters alone may not
be adequate to recognize the malicious node, as the attacker nodes can take part
with dissimilar energies in the network with respect to time.

In this paper, we proposed an approach which enhances network performance by
providing security at each hop based on the hop count.
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3 Proposed Approach

ASCII Code is a well-known code of digital communication used to represent text
files. Here, ASCII code is primarily used to generate bits of the code vector, as this
code is almost readily available in a digital system. We are also getting 7 bits
directly from each alphabet that is used to represent part of a security code vector to
save more energy in comparison with the existing approaches. As a result, such
types of coding techniques can secure the network and make the system intelligent.

In this paper, we are using an ASCII security technique (AST) to provide
security against black hole attack in MANETs. An IPV4 packet header is used to
store the security information. The final 8-bit security code of the approach can be
obtained using following steps:

1. Consider ASCII string “SECURITY” where each character is represented in
binary code of length 7. See Table 1.

2. Append one even/odd parity bit to the above binary code to obtain 8§ bits for
each character.

3. Extract 4 hamming bits from 8 bits which 2*’ where z = 0,1,2,3 ... of 2
locations.

4. Perform x-or operation among 4 hamming bits to get a single bit for each
character.

The ASCII character ‘S’ has the decimal equivalent 83 and the binary repre-
sentation of 83 is 1010011. In a similar manner, the rest of the binary codes are
generated for the entire string as shown in Table 1.

Appending even and odd parities:

In this method of security, even and odd parity bits are being added on the row
directions (see Tables 2 and 3) to improve the security of the system, as if we
provide a constant security at all hops one can easily attack by continuously
monitoring the system. To detect the malicious nodes in the network, two different
security code vectors have been used to enhance the trust of the node.

Table 1 The 7-bit binary code of ASCII characters for AS alphabets

AS letters ASCII equivalent of AS letters represented in binary
1010011
1000101
1000011
1010101
1010010
1001001
1010100
1011001

< = = |mlclalmw
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Table 2 Appending even parity check bit
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AS letters ASCII code binary form Even parity (EP) Complete security code
S 1010011 0 10100110
E 1000101 1 10001011
C 1000011 1 10000111
U 1010101 0 10101010
R 1010010 1 10100101
| 1001001 1 10010011
T 1010100 1 10101001
Y 1011001 0 10110010

Table 3 Appending odd parity check bit

AS letters ASCII code Odd parity (OP) Complete security code
S 1010011 1 10100111
E 1000101 0 10001010
C 1000011 0 10000110
U 1010101 1 10101011
R 1010010 0 10100100
I 1001001 0 10010010
T 1010100 0 10101000
Y 1011001 1 10110011

From Table 2, the 8 bits for the character ‘S’ after appending the even parity bit
is 10100110, in the same way the 8 bits are calculated for the characters ‘E’, ‘C’,
‘U, ‘R’, ‘", “T", Y’ by appending even parity bits.
In the next step we consider the hamming bits out of the 8-bit code given by

H,, = (2") bit positions of the code

where H, are the hamming bits and n = 0, 1, 2, 3, ...
Here the hamming bits positions are {Hp1, Hp, Hp3, Hpa} = {1, 2, 4, 8} posi-

tions of code.

Therefore, the hamming bits for character ‘S’ (10100110)=1000

Hamming bits for character ‘E (10001011)=1001

Hamming bits for character
Hamming bits for character
Hamming bits for character
Hamming bits for character
Hamming bits for character
Hamming bits for character

‘CC(10000111)=1001
‘U(@10101010)=1000
R (10100101)=1001
T@A0010011)=1011
“T°(10101001)=1001
Y (10110010 =1010

(1)
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The last step of this approach is to perform an x-or operation among the ham-
ming bits to develop a single bit for each character of the string “SECURITY” as
given below

Fy(c)=Hp ® Hpy ® Hps ® Hpa (2)

where Fg(c) is the final security bit and ‘c’ represents characters of the string.
So we get the final security bit (after an x-or operation) for the character ‘S’ as
Fop('S) = 1, Fyp('E") = 0, Fyp(‘C’) = 0, Fp(‘U’) = 1, Fp('R’) = 0, Fp(T') = 1,
Fy(‘T°) = 0 and Fy,('Y") = 0.
The complete security bit generated for the string is represented as

Fy(Sep)={"S,’E,"C","U","R,’I,"T',"Y'} ={100101 00} (3)

where F.(S,,) is the final security code for the string using even parity.

Table 3 shows the appending of odd parity check bits, where the same steps are
followed as for F.(S,,) to get F,(S,p) and Fy.(S,),) is the final security code of the
string using odd parity

Fyo(S,)={01101011}=Fy(S,,) (4)

The source node initially sends the data packets to the next anchoring node along
with the given security code. In this approach we are using F.(S,,) at odd hops and
F(Sop) at even hops (user defined). If the final security code vector with respect to
the hop count matches the transmitted code vector, then it will hand over the data
block to the anchoring node. This code block-matching process will continue till the
data reaches the destination. After matching the code block we also check the
packet delivery ratio to enhance the trust.

PDR =P.R/P.T (5)

where PDR is the packet delivery ratio, P. R is the number of packets received, and
P.T is the number of packets transmitted.

Node Matching Process

Consider Fig. 1, in which a black hole wants to enter and take part with the active
nodes. Initially, the source node transmits towards its neighboring nodes. However,
those neighboring nodes can also be black hole attacker nodes. However, during the
matching process, only active nodes can access the data. This is because a black
hole attack is not be able to synchronize with the source node within a specified
amount of time (i.e. TTL: time to live), due to the unavailability of the resulting
security code of hop 1 to match with the source node. Thus it cannot take part
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— Active Node

. — Black hole node

Fig. 1 A 4-hop WSN with black hole attacker nodes

within the network. This node-matching process will continue at each and every
intermediately node till the destination node is reached. In this way, a black hole
node can be easily judged and removed from the network.

4 Simulation Results

In this section we are presenting simulated results using NS2, and comparing them
with existing approaches, such as AODV and Chandrakant approaches.

Figure 2 shows the variation of packet delivery ratio (PDR) versus simulation
time (ST) of the source destination pair. From the figure it has been observed that if
the source destination pair are very far from each other, there will be a greater
chance that the maximum number of black holes can enter the network. However,
our approach still produces a greater PDR in comparison with the other two
approaches. This indicates that our approach does not allow a black hole into the
network. Initially the PDR of the Chanderkant approach is higher than our
approach, the reason behind this is that, initially, fewer black holes will interact
with the network with the same energy, so cannot be allowed to take part in the
network. Thus there is a greater packet delivery ratio (PDR) in comparison with our
approach.
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Simulation time
(sec)

Fig. 2 Packet delivery ratio versus simulation time

However, over time a greater number of black holes will come with different
energies and interact with the network, so black holes cannot be judged by the
Chanderkant approach, and therefore black holes can easily enter the network and
degrade the performance of the network. Our approach still shows a higher PDR
than the other two approaches, so energy may not always be an appropriate
parameter by which to identify the black hole. Table 4 shows the simulation
parameters used during the testing process. To maintain the routing table we use a
location aware and energy efficient routing protocol (LAEERP) [13].

Table 4 Simulation

Network parameters Values
parameters Time for simulation 60 s

No. of nodes 2-100

Link layer Logical link (LL)

Medium access control 802.11

Queue type Drop tail

Type of antenna

Omni antenna

Protocol for routing

LAEERP

Type of traffic

Video

Network area

1500 m x 1500 m
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Fig. 3 Delay versus simulation time

Figure 3 represents the variation in delay with respect to simulation time. It
shows that the delay of existing approaches (i.e. AODV and Chanderkant) is greater
than with our approach. This is because when the number of hops increases, the
existing approaches take more time to calculate the energy of the node. Moreover,
the simulation results reveal that if router nodes (intermediate nodes) are busy with
further source-destination pairs for communication, our approach still increases the
PDR.

5 Conclusion

In this paper, a security model has been proposed called ASCII security technique.
In this approach, two different security codes can be given (namely even and odd)
with respect to odd and even hops respectively. Our approach is simpler and very
effective in improving the trust between nodes within the network. It also provides
complete security against black hole attacks in the network using fewer overheads
and less energy resulting in an increased lifetime of the network. We compared our
approach with both AODV and Chanderkant approaches, and the results demon-
strated the applicability of our approach.
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Design of a Smart Water-Saving M)
Irrigation System for Agriculture Based ety
on a Wireless Sensor Network for Better

Crop Yield

Meeradevi, M. A. Supreetha, Monica R. Mundada and J. N. Pooja

Abstract Precision agriculture is a decision-support system that helps farmers to
make better decisions in the management of their farms, thus increasing returns
while preserving resources. An automated irrigation system facilitates continuous
and efficient irrigation under conditions of water and labor scarcity. Overwatering
of crops causes nutrients to flow off the land surface and this can lead to lower crop
yields. This wireless technology helps farmers to address the problem of overwa-
tering and underwatering their crops. Currently, automation is one of the more
important aspects affecting human life. It not only provides comfort but also
reduces energy, increases efficiency and saves time. The proposed system uses
wireless technology to irrigate crops in need of water. Water requirement varies
depending on the type of crop, for example, paddyfields needs more water while
crops like ragi needs less water. The proposed system irrigates based on the water
requirements of particular crops in particular areas and the system as designed also
provides smart irrigation technology at a low cost, usable by Indian farmers.
Temperature, humidity, moisture of the land, and the water level in the tank will be
measured and sent to the user via GSM communication. The water pump is
automatically operated through the messages and Android application. Data is
stored in the cloud for analysis. The proposed moisture-sensing method has the
ability to be incorporated into an automated drip irrigation scheme and perform
automated, precision agriculture in conjunction with decentralized water control.

Keywords Irrigation . Wireless sensor networks - Global system for mobile
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1 Introduction

Irrigation makes available the right amount of water to crops by analyzing soil
properties. Current irrigation systems requires the farmer’s presence in the field to
manually irrigate the crops. Automating the system allows the remote monitoring of
crops and the efficient use of resources thereby saving the time and energy of the
farmer [1]. Automated drip irrigation systems are a smart way to monitor crops
along with soil parameters in order to increase crop yield. Farmers can use a
wireless network to access real-time information on the current condition of their
fields and the location of their equipment. Farmers use 3G and 4G network on their
smartphones or tablets to access real-time information on crops on their farms
remotely. Plant growth is affected if the soil is completely waterlogged. To prevent
such inaccuracies and flaws in watering, the proposed irrigation system is automatic
and based on the growth stage of plants. It uses a wireless sensor network and a
microcontroller. Sensors scattered across the field communicate the collected
information through a network in order for it to reach the base station, where the
necessary computations are performed and actions are generated. The collected
information is then sent to the cloud infrastructure. The real-time monitoring of the
environmental parameters is carried out and the user is informed of the precise
conditions of the crops in the field via an Android application [2]. Flow of infor-
mation between the sensor’s nodes occurs through the tree-based network formed
by the nodes. This tree-based communication minimizes energy consumption and
makes the network more scalable. The user can then select the growth stage of crop,
which is one of the specifications that determine the amount of water to be supplied
to the crops. The sensed information pertaining to the crops is obtained via the
GSM module. The GSM module provides flexibility to supervise and manage the
performance of the irrigation systems remotely. The proposed system also shows
the status of the motor, wetness of land, temperature, and humidity parameters. It
uploads the sensed data periodically to the local server whenever there is a change
in any of the sensed parameters. All the data is continuously monitored and updated
on the cloud for the purpose of analyzing the sensed parameters.

2 System Design

The proposed scheme uses a wireless sensor network (WSN) as a backbone. WSN
is basically a network created among the sensor nodes so that communication
between the nodes is possible in order to perform the desired task [3]. The proposed
system uses the principles of the internet of things (IoT) in order to transmit
information through the internet. The IoT allows devices to be controlled remotely
or sense various factors using sensors. The user interface is provided through an
Android app. The information collected by the nodes propagates in the form of a
tree in order to reach the base station as shown in Fig. 1. Arduino UNO transfers
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Fig. 1 Information flow in :
the network Moisture sensor

Arduino nano
nrf24L01 transciever

node4

the collected data serially to a nodeMCU which is connected to the internet and
uploads the collected information to the cloud. The nodeMCU compares the col-
lected data with the threshold value and initiates the actions to be performed. Once
the data is uploaded to the cloud it can be accessed through an Android app. The
app provides an interface for both automatic as well as manual operations and
information from the app is transmitted to the nodeMCU through the cloud as show
in Fig. 2. Here, all hardware actions such as opening of solenoid valves as well as
relays are carried out by the nodeMCU.

Query
Le—Response

nodeMCU

lou

if readings>threshol

or Database mgmt
Manually done quely

response
Solenoid +
valves
Android

Fig. 2 Information exchange between user and nodeMCU through cloud
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Fig. 3 Overall system architecture

The system architecture is as shown in Fig. 3. The heart of this system is the
nodeMCU to which all the sensors (namely temperature, humidity, soil moisture,
water level of tank) and the water pump are connected (Fig. 4). It is also connected
to the GSM module for communication between the farmer and the hardware
system. The wi-fi module is used for sending the data from the sensors to the cloud.
For the user to interact with the system, an Android application has been developed.
The data sent to the application is also stored in the local server.
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Fig. 4 Moisture sensor in the
soil

2.1 Flowchart

The flowchart as shown in Fig. 5 represents the entire system’s operation. First the
sensor data is collected and converted to digital format using ADC (analog to digital
conversion). Each environmental parameter (temperature, humidity, soil moisture
and water level of tank) are then compared with their respective threshold values
and appropriate messages are displayed on the LCD screen [4]. Soil moisture plays
a major role in irrigation and when the soil moisture value is more than its pre-
defined threshold value the motor is automatically turned “OFF” else the motor is
switched “ON” and a message is sent to the user alerting them of the motor status.
When the user receives the message on his Android phone, the Android application
reads the message automatically. If in the message, the motor status is “ON” then an
SMS is automatically sent in reply to the message received after a certain time delay
specified by the user based on the stage of plant growth. The details sent in the
message are decoded and uploaded to the database on a local server which is in the
same network that the phone connected to. When the reply message is received by
the system, the motor status is checked. If the motor is “ON” then it is switched
“OFF” else if it is “OFF” then no action is performed. The sensor data that is
collected from the sensors is also periodically uploaded to the cloud platform for
analysis. The data is uploaded once every 15 min. Different stages of crop growth
need different a quantity of water, which can be handled using this system which is
automated. In this proposed system the threshold value can be set based on the
stage of crop growth.
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Fig. 5 System flowchart

3 Algorithms

3.1 Node Deployment Algorithm

Step 1: Assigning node ids for all nodes in the sensor network, base station being
00.

Step 2:  Apart from the base station each node is given information regarding its
parent node, so that a particular node can only send or get the data through
the parent node.
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Fig. 6 Real-time values in
firebase
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Step 3: Once a tree network is formed, propagation of information is started. After
a few iterations a network is formed in which every node will know the
active nodes list.

Step 4:  Once the information reaches the base node, serially communicate it to the
nodeMCU.

Step 5: Perform required computations and simultaneously upload the collected
information to the cloud.

Step 6: Query the database for the user’s choice (Fig. 6).

Step 7: Based on the user’s choice perform activation of solenoid valves, i.e.
either automatic or manual (Fig. 7).

Step 8: Repeat step 3.

3.2 Algorithm for Irrigation

Step 1: Splash screen activity to the main screen.
Step 2: Main screen has two buttons.

e Pot readings.
e Water pots.
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Fig. 7 Solenoid valves
operating in the field

Step 2a: On a click of the pot readings button go to pot readings activity.

e Select a pot for individual moisture readings and the moisture values of selected
nodes will be displayed.
e Open serial monitor to view moisture readings of all nodes.

Step 2b: On click water pots button go to water pots activity.

Get dryness percentage of all nodes.
Manual or automatic toggle button.
On a click of manual make the drop-down content visible so that the user can
manually choose which pot to water.
If Automatic drop-down contents will be hidden.
Display the recent pot watered.
Notify the user regarding which pot is being watered and also notify once
completed.

e If no node is selected or is being watered, then display a text view that no pot is
selected.

4 Results

The Android app used by the end user queries the database informing it of details
about the water content in the soil. The user can also manually water the crops in
the field from remote location as shown in Fig. 8.
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Fig. 8 Android application = S 90%m 12:03
for user Smartirrigation

4.1 Cloud Analysis

The cloud platform under use is ThingSpeak which allows uploading of data every
15 s once. The data was collected on 25th may 2017. The x-axis shows time and the
y-axis shows the type of data sensed. The data from the three sensors, i.e. tem-
perature, humidity, and soil moisture is uploaded once every 15 min to continu-
ously monitor the parameters. This monitoring will help in analysing the effect of
environmental parameters on plant growth [5]. The ThingSpeak platform produces
dynamic graphs for each parameter uploaded and also allows the user to create
other variations and graphs for different parameters. Given below are the graphs for
temperature, humidity, and soil moisture along with the combined graph of all the
parameters together (Figs. 9, 10, 11 and 12).

Fig. 9 Graph of temperature
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S Benefits of Using Wireless Technology in Irrigation
Management

1. Wireless technology has proven to be beneficial to agriculture farmer for irri-
gation management and water conservation by reducing the labour intensity of
farming.

Creating pathways for more precise information about growing condition.
Provide farmers about real-time information.

Precision control of irrigation.

Impact of water availability.

Increased yield and quality.

Reduction in nutrient leaching.

Nons»D

6 Scope for Future Work

The system can be deployed in agricultural fields for automating the present irri-
gation system. The system allows the user to be away from the field and still get to
know about the status of the field parameters and the motor. Since the Android
application allows for automatic message transmission, it reduces the burden on the
farmer of switching the motor on and off.

In future, the automated agriculture system could be made more dynamic. By
making the system dynamic (whenever a node enters the system it finds its own
path in the network without any assignment), the system will become more reliable
and appealing. More sensors could be used to get a more accurate result. In future
many data mining technique could also be used along with wireless sensor net-
works to get more accurate and faster results and data analytics algorithm prediction
can be done on how to increase the crop yield based on actual data which is in cloud
thereby helping the farmer to increase yields.

7 Conclusion

Farmers can remotely monitor and control irrigation decisions with the help of a
user interface delivered through an Android application. The application also
monitors the water level using the water level sensor in the tank for automatic
irrigation. The amount of water required varies based on the growth stage of the
crop and the type of crop. This prevents overwatering of the crops, which usually
occurs due to human error in attempting to adjust the moisture levels. The system
stores data in a database as well as in the cloud for future analysis. Thus the system
provides a better backup of harvested data. The project uses sensors, such as a
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moisture sensor to retrieve the moisture values and compute the percentage of
dryness in the field. The Android application provides a user interface for both
manual operations as well as automatic operations performed in the field for irri-
gating crops. The WSN uses a tree-based structure for the transmission of
information.
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SVM—A Way to Measure the Trust )
Ability of a Cloud Service Based T
on Rank

Sharmistha Dey, Vijender Kumar Solanki and Santanu Kumar Sen

Abstract Trust management is one of the most serious and demanding issues
facing by cloud computing. In spite of having some surprising qualities, such as
virtualization potential, highly optimized storage capacity, multi-tenancy features,
and 24-7 service availability, cloud technology still faces security and authenticity
issues, which have created an obstacle for adapting cloud computing as a wide-
spread technology. Threat is a qualitative factor rather than its quantitative
approach. Trust is also a quality factor, which can be more useful when trust can be
established and proven quantitatively. Previously, cloud users had to show blind
faith towards cloud service providers and vendors. Today, the importance of cloud
auditing has increased. This paper focuses on the establishment of trust and mea-
suring the quality of service for SaaS cloud service model, by using some mea-
surement indices and with the help of some known parameters.

Keywords Alpha reliability - Audit trail + Confidentiality - Denial of services
Non-return value of security investment + Trust ability « Zombie

1 Introduction

Trust management in cloud services is a high priority today. With the enhancement
of dependency on virtual service infrastructure like the cloud, vulnerability increa-
ses. So it has become inevitable to evaluate the service provided by cloud vendors.
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Cloud service models are of three basic types: IaaS (infrastructure as a service),
PaaS (platform as a service) and SaaS (software as a service). Several deployment
models are also present in the cloud, such as private cloud, public cloud, hybrid
cloud, mobile cloud, etc. Risk factors vary depending on the service model
employed.

There are several attacks enlisted below which is very essential in case of cloud.

(1)

(i)

(iii)

@iv)

)

Cloud Malware Injection Attack—With this attack, the client introduces an
account in a distributed environment and the provider generates an image of
the client’s virtual system in the image repository system of the cloud. In the
case of a cloud malware-injection attack, the intruders make attempts to
inject malicious service or code using a script, which appears as one of the
legitimate services running in the cloud. If the invader is successful in his
attempt, then the service will suffer from eavesdropping. This attack is the
foremost example of exploiting the service-to-cloud attack surface [14].
Malicious Insider—This is known as one of the biggest security attacks in
the cloud. This type of malware is found in emails and web applications.
They are launched usually via VBscript or javascript.

Cross-Site Scripting Attack—A cross-site scripting attack (or XSS attack) is
an application level security threat where an attacker injects malicious codes
into a link which appears to be from a faithful source. When a victim clicks
on the URL, the embedded programming is automatically submitted as a part
of the client’s request and it is executed on the client’s computer, which
allows the attacker to take information without the user being aware. So, in
spite of going to the original server address, the link will be directed to the
malevolent site. XSS attacks have a significant impact on cloud computing.
Insecure API—Over the last three years, attackers have tried hard to target
the digital keys that are used to protect internet infrastructure. This attack was
started by a Iranian hacker when he first broke a registry COMODO and
hence broke the secure socket layer. The unknown attackers use unsafe APIs
to steal significant information on security token of RSA algorithm, which is
a device that generates one-time keys to strengthen online security.

Denial of Services attack or Distributed Denial of Services Attack—Denial
of Service Attack(Dos) is a network level passive attack, very common
attack for cloud. A modified version of DoS is distributed DoS (DDoS),
which is even more serious. It is a special type of DoS attack where
numerous compromised systems are used to make a zombie network, which
is usually then infected with a trojan horse used to attack the server by
continuously sending signals to it, creating a denial of service (DoS) using a
divided compromised network in different layers. Victims of a DDoS attack
consist of both the end targeted system and all systems maliciously used and
prohibited by the hacker in the distributed attack [1-3].
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2 Background Study

Many authors have worked on trust management. Huang and Nicol (2013), in
“Trust mechanisms for cloud computing” illustrated a reputation-based trust
mechanism and self-assessment in the case of trust management in the cloud [3].
This paper focuses on the semantics of trust in a policy-based trust mechanism in
the cloud. According to the authors, reputation-based trust or SLA
verification-based trust, may be a good service, but there may be some additional
factors which influence users’ ratings of a service provider and the ratings may be
biased. The authors have proposed a framework but the focus of the paper was not
primarily on computing trust or establishing trust mathematically.

In another paper “Developing Secure Cloud Storage System by Integrating Trust
and Cryptographic Algorithms with Role based Access Control,” the authors Bhise
and Phursule [3] discussed role-based access control in the case of trust management
in the cloud [4]. Their work shows the mathematical computation of trust estab-
lishment but only when the user is authorized by the owner or administrator. The
authors have used familiar cryptographic algorithms like AES for encrypting and
decrypting data and RSA for decrypting keys, in order to provide role-based access to
the cloud. However, the size of cipher text as well as the key is constant [4].

Blomgqvist [4] in his article, “The many faces of trust,” discussed the idea of how
trust is approached and defined in various disciplines. This work may be considered
as the basis of the concept of trust management in case of the cloud [5]. Though it is
a work on management, the need for trust management was made clear.

Another study, “Research on Trust Management Strategies in Cloud Computing
Environment” by Li et al. [5], focused on strategies related to trust management in
the cloud and the authors proposed a fuzzy comprehensive-based algorithm for
establishing trust. They have provided a trust-based cloud transaction framework.
A trust evaluation model was also proposed to establish trust quantitatively. Though
they have asked for high trust accuracy in their model, no result was provided in
their work relating to the actual cloud platform [6].

Chiregi and Navimipour [6], showed the impact of topological metrics on cloud
service identification, in their work entitled “Trusted services identification in the
cloud environment using the topological metrics” [7]. The paper evaluates repu-
tation value and identifies trusted services in the cloud environment on the basis of
three parameters, namely accessibility, dependability and ability. The topological
metric approach has provided a quantitative and formalized approach to trust
establishment. Quantitative measurement of reputation evaluation is a strong point
of this work. Using a MATLAB simulation, the proposal has been shown to be
successful, but the authors have shown trusted service having a direct relationship
to reputation, which may not always be the case. They have not performed formal
verification of trust evaluation, which is not only very challenging but also essential
in cloud security auditing.

The “NIST Cloud Computing Standard Roadmap V 10.0, NIST”, white paper by
Hogan et al. [8] gives a clear vision of cloud architecture, several cloud services,
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and various roles in the cloud environment. This makes it easy to understand the
various roles and hence their dependability and involvement [9]. This work is a
roadmap of my proposal and have given my work an extra dimension.

In another conference paper entitled as, “SMI Cloud: A Framework for Com-
paring and Ranking Cloud Services” [10], authored by Garg et al. [7], a framework
called SMI Cloud was introduced, and has provided the foundations for this paper,
following the same concept of ranking cloud services based of some known and
measured parameters [10].

As none of the proposed works focuses on a matrix-based approach, which may
be easy to formalize and understand, this proposed model focuses on a matrix-based
approach to trust establishment. The following section elaborates the concept of the
four dimensions of a matrix-based trust evaluation system in the cloud environment.

3 An Analytical Study of Several Security
Frameworks and Proposal of a Security
and Vulnerability Matrix (SVM)

Since security has become a straightforward issue for in cloud, establishment of
trust has become important in terms of selecting a suitable cloud service.

There are several frameworks and models providing support to measure cloud
security and some of them rank cloud services, which in turn helps users to make
decisions related to service selection [13].

Almost all existing models have covered the important QoS aspects for cloud
service selection: availability, reliability, security, response time, and usability of
the service.

The SMICloud framework [10], proposed in 2011 by Garg et al. in their paper
“SMICloud: A Framework for Comparing and Ranking Cloud Services,” compared
several service providers based on user requirements, depending upon their rank.
Their service measurement index (SMI) contains two types of key process index:
Qualitative and Quantitative, based on the ISO standard.

This framework helps cloud users to choose the most suitable service provider
and initiate service level agreements (SLAs) but this framework only uses some
specific challenges to measure the quality of cloud services, on the basis of which
the service has been ranked. This does not addresses broader issues like error
percentage in the SLA or data retrieval capacity.

Another framework, COBIT [15], is a business framework for the management
of enterprise information security, proposed by ISACA on 2012, highlights audit
and control aspects in its first and second versions and governance and management
of enterprise IT in version 5.0. COBIT introduces asset management and it sepa-
rates governance from management. COBIT has also addressed the issue of meeting
stakeholders’ requirements like the SMI model. However, the main approach of the
formation of the COBIT 5.0 framework is an holistic approach, which means the
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full participation of a person in selecting a service provider, which is quite
impractical due to a lack of knowledge and awareness in some cloud users.

Since none of the models cover those aspects in a generalized and user friendly
way, a new framework, called a security and vulnerability matrix (SVM), is pro-
posed in this paper. The main objective of the proposed work is to choose the most
suitable service provider on basis of user requirements, using a ranking of trust-
worthiness of a cloud service provider.

The proposed model can be used for all types of cloud service models. The
proposed matrices are as follows [1, 10]:

1. Confidentiality Matrix(C)—To measure the confidentiality level kept by the
provider

2. Integrity Matrix(I)—To measure service integrity

3. Availability Matrix(A)—To measure service availability in terms of uptime
and downtime

4. Reliability Matrix (RM)—To determine the reliability of service and how free
it is from security threats

The parameters for formulating the confidentiality matrix are as follows:
1. Confidentiality Matrix (Fig. 1)
Here, TA = Tangible Asset.

Lost TA Index
=ROTA (Return of Total Tangible Asset) Company /Loss of TA of company (1)
due to attacks against confidentiality

Here, a lost asset should be measured to determine its impact and it can be
quantified by measuring the parameter termed return on total tangible asset
(ROTA). TA index is measurable in terms of ROTA [2].

Where ROTA = return on total tangible asset. This is a ratio which measures a
company’s earnings before interest and taxes (EBIT) against its total net assets. To
measure ROTA we have to do the following,

ROTA = EBIT /Total Net Asset, where EBIT
= Net Income + Interest Expense + Taxes

(2)

Asset Loss Matrix (ALM) = Lost TA Index Intangible Asset Loss - 5
ROSI Index Audit trail acceptability
wi3 wi4

Fig. 1 Confidentiality matrix
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By measuring this return, we can measure the risk to security also and again a
rank can be issued to the service providers based on higher return record.

A cloud service security audit is mandatory for all service providers, and in order
to check audit trail acceptability, the audit trail is usually performed by a cloud
auditor. This parameter may be determined by the following points: for how long
have security records been kept, has dedicated storage been used or not, and how
does the cloud service provider protect the audit trail from tampering etc. [2, 11].

Return on Security Investment (ROSI)
Cost 3)

=Risk E. Risk Mitigated — Solution ————
isk Exposure x% of Risk Mitigated — Solution Solution Cost

2. Integrity matrix (Fig. 2)

Error quotient in SLAs: SLAs or service level agreements are very significant
for any cloud service. It is the agreement between the cloud service provider and a
cloud tenant. Therefore, it is a parameter which measures the error in the response
rate of service level agreements. How much a provider is usually able to cover the
aspects mentioned in the SLA comes under this parameter and rank can be deter-
mined on this basis [9].

Data retrieval capacity relates to the integrity of the service. It is also essential
for cloud service providers.

Information integrity check index can be measured by measuring standard
deviations for those the integrity has been damaged and then make an indexing
based on their percentage of deviation.

The availability matrix can be measured as [1, 8, 10, 12]:

Availability = Total uptime — Total downtime /Total Uptime required  (4)

The total uptime and downtime should be recorded and on the basis of proba-
bility of service availability, the providers will be given a rank, which will help
users to decide on service selection when the criteria is service availability.

Reliability is the degree of measuring stability and consistency of the service
provided by the service providers. Poor reliability degrades the accuracy of
measurement and reduces capability to detect changes in measurements in exper-
imental studies [9].

The reliability matrix has been formulated as in Fig. 3.

.

e {
| Error quotientin SLA Data retrieval capacity wfl wf2

Information integrity checkindex Physical security hazards wf3 wf4

Fig. 2 Integrity matrix
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Reliability Matrix

ICC Alpha Reliability Checking Coefficient

Threat Responsiveness Ease of Recovery = wl w2

Fig. 3 Reliability matrix

ICC (intra class correlation coefficient) measures the reliability of the rating
itself. Suppose the vendor has rated a cloud service. This parameter will crosscheck
the rank that was already possessed by the service provider and in case of any
discrepancy, it will be changed.

Alpha reliability checking coefficient is obtained by assuming each item rep-
resents a retest of a single item and it can be determined using the following
formula:

r xa2 (5)

u:ﬁx(l - )

Here, 1 is the alpha coefficient and k is the number of items.

Threat responsiveness of a system is a measure of response time towards a
vulnerability in the system. If it takes a low time to response to a new threat, the
value increases and may be assumed as 2, with the nominal value being 1.

Ease of recovery is related to the recovery capacity of a service provider. It can
be measured in terms of time to recover from a failure.

It is essential to judge a qualitative parameter like trustworthiness in a quanti-
tative manner and as this proposal formulates the parameters in a matrix format,
unlike others, it is easier to determine the rank of the matrices and with the help of
this to establish trust in the service providers. This can also help in the making of
decisions for service selection based on this rank.

Trust =Average(Rank(C), Rank(I), Rank(A), Rank(RM)) (6)

The determination of trustworthiness of a service provider and allocating them a
rank on the basis of that, makes the selection process easy and unbiased.
The independence of the work is increased by the proposal written in this paper, and
understandability also increases [1, 6, 11].
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4 Conclusion and Future Work

Evaluation of trust in a quantitative manner has become essential for cloud services
and determining trust worthiness using the defined matrices allows for cloud service
selection on the basis of trust, where it is not only dependent on the reputation of
the vendor, brand, or user rating. As a result, decision making is unbiased. The
confidentiality, reliability or availability of a service can be easily measured but this
proposal is needed to be implemented in a real scenario as previously it has only
been based on a few specific parameters. An exploration of further parameters for
future inclusion is ongoing.
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An Optimized Five-Layer Model M)
with Rainfall Effects for Wireless e
Propagation in Forests

Mohammed Saleh H. Al Salameh

Abstract This paper presents a new propagation model for evaluating the fading of
wireless communication signals in forests. The model considers rainfall and
snowfall effects, and allows for the estimation of attenuation at varying frequencies
in the VHF/UHF bands that are used by cognitive radios. The structure of the
vegetation environment is represented here by five material layers, namely soil,
scrubs and small plants under the trees, trunks of trees, foliage of trees, and free
space. The model parameters are optimized using the least squares technique. The
resulting model is verified by comparison with measured data where acceptable
agreement is observed. The average rain rate Ry ;¢ that will probably be exceeded
for at most 0.01% of the year is computed using real measured data in Jordan.
Ro.014 is found to be 22.9 mm/h which agrees with the ITU recommended value of
22 mm/h.

Keywords Least squares « Rain « Forest - Propagation - Wireless
Measurements

1 Introduction

There is a growing interest in establishing communications in forest environments.
This includes battlefield communications, fire and rescue services, ambulance and
emergency services, security, police, and private mobile radio systems.
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Furthermore, cognitive radio automatically captures the best available spectrum for
the best quality communications. This implies operation at varying frequencies. In
that regard, the USA Federal Communications Commission (FCC) allows the
operation of unlicensed radio systems in the VHF/UHF television broadcast fre-
quency bands when the spectrum is not in use by other licensed services [1]. These
VHF/UHF bands are suitable for cognitive radio operation. Thus, for reliable
communications, it is important to model the forest communication channel
behavior at different frequencies.

Path loss modeling in forest was investigated using a dissipative dielectric slab
model for frequencies of 1-100 MHz [2]. The knife edge diffraction model, with
two knife-edges, was used to characterize the terrain effects of the forest [3].
Characteristic curves were derived from measurements along road sections in large
forests [4]. An empirical model was obtained from measurements in the rain forests
of India [5]. A model was introduced which treated the trees as a statistically
homogeneous random half-space medium of discrete, lossy scatterers at 11.2 GHz
[6]. Attenuation associated with lossy trees and buildings was modeled by the
uniform theory of diffraction for satellite mobile communications [7]. The effect of
wind and rain on continuous wave fading in a tropical forest was approximated by
Rician distribution function [8]. Propagation loss in a tropical forest was analyzed
by a proposed empirical model at 240 and 700 MHz [9] for near ground com-
munications. Comparison of propagation models in forest environments of Nigeria
revealed that the direct ray model augmented by a suitable vegetation loss model is
more accurate than the other investigated models [10]. A review was conducted on
propagation in rain [11]. The empirical foliage loss models didn’t always show
accurate results [10]. Alternatively, the empirical path loss models are more
attractive. Moreover, to the author’s knowledge, there is limited research work on
weather-induced effects related to the propagation of radiowaves in forest
environments.

Wave attenuation due to snowfall depends on its liquid water content. Dry snow
consists of ice and air which indicates that attenuation due to dry snowfall can be
ignored [12]. Wet snow, in contrast, contains ice, air, and liquid water. Thus
attenuation of wet snowfall is comparable to rain showers with big raindrops [13].
Based on this, rain attenuation will be considered in this paper, and the results also
apply to wet snowfall weather conditions.

This paper presents a new optimized empirical path loss model augmented by
rainfall losses, for estimating the attenuation of wireless signals in a forest at
varying frequencies in the VHF/UHF bands. The model is optimized using the least
squares method.
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2 Theoretical Analysis

The path loss PL is expressed by [14]:
PL= —Lt+G[—L+Gr—Lr (1)

where L, and L, are the transmitter and receiver feeder losses respectively, L is the
signal attenuation due to wave propagation, and G, and G, are the gains of the
transmitting and receiving antennas, respectively. Propagation loss (L) in a forest
environment can be written as:

L=Lo+Ls+Ly+Lg (2)

L, is the free space propagation loss, L is ground effects loss, Ly is vegetation
effects loss, and Ly is loss caused by weather conditions such as rainfall and
snowfall.

Combining Egs. (1) and (2) yields the total path loss in a forest area,
PL=-L+G—Ly—Ls—Ly—Lg+G,—L, (3)

The forest propagation scenario is represented in this paper by five layers as
described in Fig. 1.
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Fig. 1 Five-layer model for propagation in forest areas: ground, scrub, and small plants, tree
trunks, foliage, and free space
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3 Evaluation of Rain Attenuation

The specific rain attenuation y in dB/km is [9]:
y=aR’ )

where R is the rain rate in mm/hr, and the parameters a and b can be found from
[15]. In case the rain attenuation rate y doesn’t vary with distance r;, rain loss is:

Leg=y(r)r, (5)

For reliable radio communication systems, the rain rate value R ;4 is consid-
ered, which indicates a rain rate that will probably be exceeded for at most 0.01% of
the year, i.e.

At=0.01% X (365 days/year) X (24 h/day) =0.876 h

Accordingly, the reliability of the communication system will be 99.99%. The
following model is based on the Rice-Holmberg model [16] where the value of
Ro.019 is computed from the average annual rainfall Ry by:

1 Ryp 1 Ry
001% = 503 [n(O Ry )} 003 "7055) ©)

B is the ratio of convectional rainfall to total rainfall accumulation. The value
B = 27.7% for Jordan is estimated from data given in [17].

Equation (6) is used in this paper to calculate Ry o4 values for different areas in
Jordan from measured annual rainfalls, as shown in Table 1. Ry o194 = 22.9 mm/h
is obtained which agrees with the ITU recommended value of 22 mm/h [18].

4 Model Optimization

The proposed model in this paper is an experimental propagation path 10SS Lz,
model for forests [20]:

Lroress =K +A log(d) +Bd (7)

where K, A, and B are parameters to be determined based on the measured data, and
d is the distance in kilometers between the transmitter and receiver. The least
squares method will be used to find the optimum values of parameters K, A, and
B. Accordingly, it is necessary to minimize the sum of the squared errors
(SE) between the measured data P,,; and the prediction model data P,; at the
measured data points i for a total of N data samples:
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Table 1 Calculated Ry ;4 values using measured rainfall in different areas of Jordan [19]
Area Average annual rainfall (mm) Rp.014 in mm/h
Amman 505.3 52.2
Marka 268.2 31.1
Madaba 324.4 374
Swaileh 475.6 50.2
Salt 514.4 52.8
Irbid 459 49.0
Samma 415.8 45.7
Ras Muneef 580.5 56.8
Zarqa 124.3 5.5
Dhulail 138.5 9.1
Ghabawi 84.8 0
Zizia 158.1 13.5
Mafraq 152.1 12.2
Safawi 71 0
Rwaished 79.7 0
Azraq 58.5 0
Baqura 389.3 43.5
Wadi El-Rayyan 296.4 344
Dair Alla 281 32.6
Ghor Safi 72.6 0
Tafileh 245.1 28.1
Shoubak 269.1 31.2
Wadi Mousa 176.2 17.1
El-Rabba 337.3 38.7
Ma’an 40.9 0
Qatraneh 96.8 0
El Jafer 32 0
Aqaba 26.9 0
Average R ;¢ for Jordan: 22.9 mm
N
SE = ‘21 (Ppi — Pyi)? (8)
i=
Substituting Eq. (7) into (8) yields:
N
SE= Y (Pyi— K +Alog(d;) + Bd;))* (9)
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To minimize errors, partial derivatives of SE should vanish:

O(SE) _, 9(SE) _, I(SE)

= 1
oK T 0A 0B 0 (10)

This gives the following three equations:
N N N
NK+<Zlog(di))A+(z d,->B= Y Pui (11)
i=1 i=1 i
N N 5 N N
(Z log(d[)>K+ (Z {log(d;)} >A+ (Z dilog(di))B= Y Puilog(d;) (12)
i=1 i=1 i=1 i

(% d,->K+ (% ddog(d,-))A + (;zv;l{d,-}2>3= ﬁ; Puid; (13)

i=1 i=1 =1

Substituting the measured data [21] into Egs. (11-13), and solving these equa-
tions by Gauss elimination technique or iteration methods produces the following
optimized parameter values: K = —97.79, A = 32.33 and B = 0.1832. Introducing
these values into Eq. (7), the proposed optimized empirical model for medium
forests with scrub and small plants covering the ground is expressed as:

Lporess = —97.79 = 32.33log(d) +0.1832d (14)

In order to take in the frequency dependence, the forest path loss is computed for
different frequencies using the lateral wave ITU-R model integrated with a suitable
propagation model [22]. Inserting a frequency dependence correction factor in
addition to the rain loss Lg, (14) becomes:

Lioress = —97.79 — 32.33 log(d) +0.1832d — 36 log(f /92.1) +a R’r,  (15)

5 Results

The optimized model equations presented in the previous section were used to
evaluate the path loss in the forest. The measured data [21] are in excellent
agreement with the optimized model predictions. The root mean square error
(RMSE) of the optimized model is only 4.5 dB with reference to the measured data.
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Fig. 2 Path losses with and — “Norain, | GHz —— With rain, 1 GHz
without rainfall in forest = -No rain, 2 GHz = « Vithrain, 2 GHz
areas, according to the new | °°*°* Norain,3GHz === Withrain,3 GHz
model H

-170 +

Path Loss (dB)

-195
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Distance between the transmitter and receiver (km)

The path loss versus distance in a forest environment is shown in Fig. 2 for
different frequencies and for the cases of rainfall and no rainfall. The curves are
similar in the cases of rain and no rain at 1 GHz in the UHF band, even when a high
rain rate of 228.8 mm/h is used. In fact, this is the average rain rate in Nigeria [23].
At 2 GHz, the rain effect is noticeable, and at 3 GHz the rain effect is clear espe-
cially at long distances from the transmitter. The path loss increases with frequency,
rainfall rate, and distance from the transmitter as expected. Microsoft Excel com-
puter programs were utilized in this paper in order to numerically evaluate the new
model’s predicted results.

6 Conclusions

This paper presents a new five-layer model for propagation in forest with scrub and
small plants covering the soil under the trees. The model presented in this paper
considers forest environment including vegetation losses, rainfall, and snowfall
losses, in addition to the wave propagation losses. The model is optimized using the
least squares method and allows for varying frequencies. Rainfall and snowfall are
considered. The results computed by the new model agree well with the mea-
surements where the root mean square error (RMSE) is only 4.5 dB. The rainfall
effect is significant when the wave frequency is higher than 1 GHz. The rainfall rate
exceeded for 0.01% of the time Ry ;4 is found to be 22.9 mm/h for Jordan, which
agrees with the ITU recommended value of 22 mm/h.
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Leak Detection Methods—A Technical M)
Review ity

R. Ramadevi, J. Jaiganesh and N. R. Krishnamoorthy

Abstract For safe transmission of various fluids or gases leakage detection in
pipelines is very important. The leak of hazardous/dangerous fluids and gases can
cause loss of property and lives (e.g., the Bhopal gas tragedy). Hence review of
various available technologies should be necessary in order to identify a technology
which provides an easy, adaptable, flexible, inexpensive, and efficient approach for
real-time distributed data acquisition and monitoring. Based on review one can able
to know that which technology has a very low false alarm rate and cost effective one
etc. In this paper the performance and ability of the different systems is compared in
terms of their leak detection capability.

Keywords Leak detection + Review methods -« Pipeline - False alarm

1 Introduction

Pipelines are commonly used to deliver petroleum products, natural gas, liquid
hydrocarbons, and water to consumers and industry for various applications. The
movement of chemical products from place to place (e.g., natural gas, crude oil, and
many other chemicals) is commonly carried out through a pipeline network. While
transporting these products hundreds of miles, the pipes pass through various regions
which include highly populated areas. It is essential to take measures and exercise
care in those regions when chemicals are being transported. There have been many
leakage accidents around the world, causing great losses of lives and properties.
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These types of accidents may occur in chemical industries, manufacturing industries,
ships, or in any regions where pipelines are used. The reasons could be welding
defects, corrosion, or erosion of external and internal walls in pipelines.

Pipeline degradation may also occurs because of stresses caused by changes in
pressure and the deformation of the pipeline caused by soil dislocations, leading to
the formation of micro-gaps and wear. When toxic chemicals are transported, the
properties of those chemicals as well as suitable environmental conditions must be
kept in mind in order to avoid any chemical reactions. So, it is necessary to study
the advantages and disadvantages of existing leak detection methodologies.

In this work, seven important parameters are considered when comparing the
performance of various methods. They are leak sensitivity, location estimate
capability, operational change, availability, false alarm rate, maintenance require-
ment, and cost and power consumption. Out of these, the major parameter in almost
all the methodologies faces problem is the false alarm rate.

A false alarm is highly undesirable for the following reasons.

e They generate additional work for the monitoring user.
e They reduce the confidence level of the user.
e A real leakage may be overlooked due to false alarms.

Close to 1,000 gas leakage incidents have occurred. Since LPG contains a
propane and butane mixture which is highly inflammable and must be prevented to
avoid any explosion. Concerned with environment protection and the costs of
cleaning up oil spillages, more and more oil and gas production and transport
companies are using pipeline leak detection systems on their main pipelines.

2 Leakage Detection Methodologies

Leakage detection methodologies are broadly categorized into three systems.
(a) Hardware-based system

These are systems that use hardware, special sensing devices for gas leak detection.
As there are various types of sensors and instruments available it can be further
subclassified as: acoustic [1], optical-based sensors, soil inspection [2], ultrasonic
flow meters, and vapor sampling [3, 4].

(b) Biological-based system

This type of system does not use any sensing devices, instead it uses experienced
personal to inspect the pipeline beds using either visual inspection or handheld
instruments for measuring gas flow, or dogs trained to smell the leak [1]. In this
system the pipeline is inspected for leak at regular interval of time among odor or
sound and on hyper spectral imaging with advanced satellite (by [5-7]).
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Fig. 1 Categorization of leak detection methods

(c) Software-based system

This type of method use different kinds of computer software package. The soft-
ware implements different kinds of algorithms to monitor the condition of process
parameters, such as pressure, temperature, flow rate, or other pipeline parameters.
The software system depends on various techniques, namely pressure-based
system-acoustic/negative pressure wave, pressure point analysis, real-time transient
modeling by using a dynamic model-based system, statistical analysis and digital
signal processing, flow/pressure change detection and mass/volume balance [8, 9].
Figure 1 presents major methods of leak detection techniques.

2.1 Hardware-Based System

2.1.1 Acoustic Method

The gas which is getting released at the leak point produces an acoustic signal as it
flows through the pipe. This signal is used for leak detection and to record noise
present inside the pipeline. Continuous monitoring can be attained by placing
acoustic sensors outside the pipeline as shown in Fig. 2, which are placed at the
desired distance (in meters) apart [10]. The gap between two acoustic sensors plays
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a major role in determining sensitivity of the method. If the sensors are separated by
a large distance, it will ultimately increase the risk of an undetected leakage,
whereas placing them too close to each other will increase the cost [11].

When leakage occurs a noise signal is generated since fluid is moving out of the
leak. The wave of this noise signal propagates the properties of fluid flowing
through the pipeline and then the acoustic detector detects the corresponding wave
and the leak [1, 12]. The problem with leak detection in longer pipelines is that it
requires a large number of sensors and consequently increases the cost and is
difficult to maintain, making it impractical also. Unwanted noise signals from the
surroundings can be added to the original signal leading to difficulty in minute
leakage detection.

2.1.2 Optical Methods

Optical methods are subdivided into two parts, namely active and passive [6, 13].
The active method uses a radiation source for scanning the area, whereas in passive
methods there is no need for a radiation source because it depends on the radiation
generated by the gas only. The active method illuminates the area above the
pipeline bed by using a radiation source. The techniques for active monitoring
technology include tunable diode laser absorption spectroscopy [14], laser-induced
fluorescence [15], and coherent anti-raman spectroscopy (CARS) [16].

Active methods

The amounts of radiation which are absorbed or reflected by natural gas molecules
is analyzed and if significant change or variation in absorbed and scattered light is
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detected above a pipeline bed, then a leak exists. There are different active methods
for the optical detection of leaks, such as the LIDAR (light detection and ranging)
method, diode laser absorption, millimeter wave radar systems, and backscatter.

Millimeter wave radar systems

In this method, the radar signature of the gas pipeline is generated. A gas like
methane is lighter than air and the difference in density can produce a specific radar
signature so as to detect a leak, but the major disadvantage is that it is highly
expensive [17].

Backscatter imaging

This technique is also expensive, and for illuminating the scene a carbon dioxide
laser is used. An infrared camera is used to capture the scattering signature, and the
image revealed by the camera shows the location of leak on the pipe as shown in
Fig. 3 [18, 19].

Passive methods

In the presence of hydrocarbons, the optical properties of fiber optics are affected
thus providing another way of detecting gas leaks. Fiber optic sensing provides
details of gas concentration and leak locations. Generally, lasers and optical
detectors are used to record transmission characteristics.

Thermal imaging

To detect leaks, Weil [20] uses the difference in temperature of the leaked gas and the
surrounding environment. This method is appropriate from ground and aerial
vehicles, and is also successfully implemented on autonomous robots. Figure 4
shows the thermal image of a leaking pipeline. Thermal images are expensive. The
major drawback is if the escaping gas has a similar temperature to that of the
surrounding environment, then the leak cannot be detected.
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Fig. 4 Detection of a leak by
thermal imaging. https:/
www.propublica.org/article/
pipelines

Multi-spectral or multi-wavelength imaging technique

This method can be used in absorption or emission mode. Emission mode can lead
to detection of leakages if the temperature of the gas escaping is much higher than
the surrounding air. In absorption mode, absorption of background radiation is
recorded at multiple wavelengths to generate a map of the gas concentration. The
advantage is that leak detection takes place even if there is no significant difference
between the escaping gas and the surrounding environment. It has a much lower
possibility of generating a false alarm giving it added value. A major disadvantage
of this method is that imaging sensors are highly expensive.

Gas filter correlation radiometry (GFCR)

Tolton [21], make use of a sample of the target gas as a spectral filter, where
incoming radiation splits into two different directions when it passes through the
narrow band pass filter. One of the cells is filled with the gas of interest (called
the correlation cell) and the other one is empty. A spectral filter comprised of the
correlation cell is used to remove the energy from the incoming beam at wave-
lengths corresponding to the absorption lines of the gas. Radiant fluxes from the
two paths are measured using IR detectors and on the basis of the result it is decided
if a gas leak is present. This method can detect leaks from an altitude of 300 m.

2.1.3 Soil Monitoring

Soil monitoring involves injecting the gas in the pipeline with an amount of tracer
compound [22]. The tracer can be chemical or a non-hazardous or highly volatile
gas, which will leave the pipe in exactly the same place as the leak (if a leak
occurs). To monitor the surface above the pipeline, instrumentation is used to detect
a leak by moving devices along it [23] or through probes installed in the soil close
to the pipeline. Samples are collected and analyzed using a gas chromatograph [24].
Advantages of this method are a reduced false alarm rate and high sensitivity.
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A disadvantage is the high cost factor because a trace of the chemicals should be
added continuously to the pipe during the detection process.

2.1.4 Ultrasonic Flow Meters

These systems were designed by Controlotron [25, 26] and later taken up by
Siemens Industry Automation division [27]. In this system it is considered that the
pipeline consists of a series of segments. Every segment is surrounded by two site
stations which consist of a clamp-on flow meter, a temperature transducer, and a
processing unit as shown in Fig. 5. All site stations measure or compute various
parameters like volumetric flow rates, gas and ambient air temperature, sonic
propagation velocity, and site diagnostic conditions. A master station collects the
entire information obtained on or from various site stations. The computation
process of the volume balance is done by the master station comparing the values
obtained through site stations. The variation in the gas volume at the inlet and outlet
of each pipeline segment provides necessary leak information. A small span of
integration periods are used to show large leaks very quickly, while a long span of
integration periods is needed to detect smaller leaks [28, 29].

This method provides accurate results but the major disadvantage is retrofitting
to buried pipelines would be difficult.

2.2 Biological-Based System

In this process of detection, trained dogs are used because of their high sensitivity
towards smell. The sensitivity based on various target/defect compounds, is in the
range of 10 parts-per-billion (ppb) to 500 parts-per-trillion (ppt), in laboratory
conditions [30]. A soap bubble screening method is also used for precisely locating
smaller leaks [31, 6]. In this method, the operator sprays soap solution on different
components of the pipeline, parts of the pipeline, or suspicious surfaces of the pipe.
Usually it is preferable to apply this solution at the valves and piping joints because
these areas are the places most prone to gas leaks. This method is rapid and the cost
is low. Therefore it is helpful for routine inspection procedures. This method has the
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advantage that it requires no special equipment and results in the immediate
localization of the leak upon detection, an advantage over the other techniques. The
main disadvantage is the frequency of inspections determines the detection time,
which is usually very small. The accuracy of detecting a leak greatly depends on the
observation, experience, and scrupulousness of the employed personnel.

2.3 Software-Based System

A method based on software depends on information gained about flow, pressure,
and temperature at certain regions of the pipeline. The performance efficiency and
ability of a software-based leak detection system is determined by analyzing a series
of factors of the existing methodologies. The necessary things to be kept in mind to
evaluate the performance of leak detection systems are [32]: ability of the esti-
mation of leak position, the speed of detection and the accuracy in determining leak
size. The summarization of the very important parameters provided by each
detection technique includes these criteria. Various abbreviations are used in the
table below: yes (Y), no (N) for detection, slow (S), medium (M), fast (F) for
detecting speed, and low (L) and high (H) for cost of the technique. A dash shows
the inapplicability of the particular feature.

Table 1 provides a comparison of various leak detection techniques on the basis
of power, size, location, response, and false alarms.

Table 2 shows information about assorted parameters, namely cost, monitoring
speed, and easy usage, etc.

2.3.1 Mass/Volume Balance

The basic principle of this method is mass conservation between input and output.
A change in the input and output gas mass or volume can be used for the deter-
mination of the leak [33, 7]. The amount of gas leaving a section/portion of pipeline
is being removed from the amount of gas entering this section/portion and if the
difference in the volume is above a certain predetermined limit, a leak alarm will be
generated by the medium. The mass/volume can easily be computed using the
readings collected by monitoring of some of the frequently used process parame-
ters: flow, pressure, and temperature, along with various other parameters.

Leak in the pipe and its detection depend on calculating the change of inlet flow
and outlet flow measurements in the pipeline. The meter accuracy and its tolerance
is responsible for the sensitivity of the mass/balance method. The efficiency of this
method mostly relies on the leak size, rapidity of measuring the balance, along with
calculation by the system and the accuracy of the measuring instruments/devices
being used. The installation of the system is easier when compared to other existing
methods because it depends on instrumentation which is readily available. The
operator can easily understand, learn and use it in an improved way, hence reducing
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Table 1 Comparison of various leak detection techniques

Method False Leak size Location Smallest leak | Response
alarm time
Acoustic 1 false | Nominal flow +30 m 10% of 15sto
emission alarm/ | medium pipeline 1 min
year diameter,
1-3%
Fiber optic | No Large, medium |1 m 50 ml/min 30 s to
sensing and small leaks 5 min
vapor No Large, medium | 0.5% of monitored | 100 I/hr 2-24 h
sensing and small leaks | area
Ultrasonic | No Nominal flow 100 m range for 0.15% Near real
flow small 100 km pipeline time
meters
Volume Many Indicated by - Greater than Bigger
balance difference in 5% of flow leak-faster
flow response
Reflected | Many Related to size | Difficult to locate if | 10% Fast
wave of propagated near measuring
wave section
Pressure Many Very small Depends on 50 ml/min Delayed
analysis position of response
transducers
GLR Very Indicated by Almost entire 10% Fast
Less mass flow length
variation

errors. A further advantage of this system is its comparatively low cost. The usage
of balancing techniques is restricted to leakage detection during varying flow or
shut in and slack line conditions. It takes a longer time to detect small leakages. For
example, a 1% leak needs approximately 40—60 min to detect [34]. This method is
not favorable when it comes to locating the leak and another drawback is that unless
thresholds are adapted, it generates frequent false alarms during transient states.

2.3.2 Pressure Change

In this process, pressure sensors have an important role and are mostly installed at
the extremes of pipelines. Initially, a predefined limit is set when the steady state
occurs and if the pressure falls below this limit (as shown in Fig. 6) then a leak
exists. The usage of low pass filter is an advanced and improved technique for use
with long pipelines, and is done with respect to the occurrence of pressure
disturbances.
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Fig. 6 Showing the variation in pressure

2.3.3 Change in Flow

In this method the operator uses a predefined figure like a reference figure, which is
used as a model for possibilities in the change of flow. The leak detection here is
assumed to take place when in a specific time period the rate of change of the flow
observed is higher than a predefined figure.

2.3.4 Negative Pressure Wave

It is known that the spot where pressure drops or where there is a sudden variation
in pressure leads to increase in the leakage probability, which generates the wave of
pressure upstream and downstream. This generated wave is known as a negative
pressure wave and the readings are collected by using pressure sensors which are
placed at extremes of the pipe [35].

For determination of the leakage, the leakage algorithm collects the reading
(information) from the pressure transducer placed on the pipeline. Different
methods, including a support vector machine [36], are used for the same purpose.
The time difference between the moments at which the two pressure transducers
ends, senses the negative pressure wave and is used to identify the leak location. If
the leak is near to one end of the pipe, then the corresponding transducer will be the
first to receive the pulse and the amount of time required to receive the pulse at the
other end is used to detect the leak location with a good degree of precision.
Negative pressure wave-based leak detection systems, such as ATMOS Wave [37,
38], can estimate the size of the leak.
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Another approach of detecting leaks by means of pressure waves is by manually
or intentionally generating the transient pressure waves. This is done by closing and
opening valves at intervals of time [39, 40]. The presence of a leak will partially
reflect these pressure waves and allow for the detection and location of the leak.
A disadvantage of using pressure waves is that it become impractical to detect leaks
in long-distance pipeline.

2.3.5 Pressure Point Analysis

Pressure point analysis is a fast leak detection software technique based on the
principle that in the presence of a leak, the pressure drops or changes will occur
inside the pipeline [41]. This technique is made efficient by continuous measure-
ments of the pressure at various locations on the pipeline. The presence of a leak
can be detected by statistical analysis of the measured values and by comparing the
measured mean value of pressure with the threshold set point value. If the mea-
surement is below the threshold value, then leakage is detected, otherwise there is
no leakage. The patent [41] of this leakage detection technique is with EFA
Technologies Inc. which offers PPA™ as part of their LEAKNET™ leak detection
system along with MassPack™, PPA™ which has been proven to work in different
environment condition (high and low temperature, pressure) [42] and leak rates
below 0.1% of flow but it is not a dependable technique during transient flow.

2.3.6 Statistical Analysis

An easier method of detecting gas leakages, without the need to design a mathe-
matical model is by using a statistical analysis technique. The corresponding analysis
is done on various measuring parameters like flow and pressure at different locations
along the entire pipeline bed. The system will generate a leak alarm only if it detects a
pattern consisting of a relative change in flow and pressure parameters [43].

The thresholds for leakage are set after a tuning period of the system during
which the parameter is placed under different operating conditions in the absence of
a leak. To reduce the false alarm rate, the tuning process is done for a long period of
time [44]. During the tuning period, the initial data will be affected in the presence
of a leak and the system behavior will be considered as normal due to which the
leak would not be detected unless and until it grows large enough in size to go
beyond the threshold limits given during the tuning process.

A leakage of 0.5% was detected [44] but even smaller leaks can be detected.
Instruments being used should have a high resolution and be accurate and precise.
Statistical analysis can also be used for determining the leak location and position.
The main advantage of this technique is its flexibility of use, being adaptive and
robust to different pipeline configurations. The main disadvantages of using this
method are the difficulty in estimating leak volume and considerably high costs.



Leak Detection Methods—A Technical Review 137
2.3.7 Digital Signal Processing (DSP)

In this method, leaks can be detected by measuring flow rate, pressure, and tem-
perature parameters obtained by using digital signal processing [45]. The response
of a known flow change is measured during the setup phase. Measurement of
parameters is used together with DSP to identify changes in the system response.
DSP allows the leak response to be recognized from noisy data. In the beginning,
this technique was provided only for liquid pipelines [46] but later it was even
considered for gas pipelines. There is no requirement for a mathematical model for
the pipeline; its main motive is to extract leak information from noisy data. Similar
to a statistical approach, if during the set-up phase a leak is already present in
system, it would never be detected until its size grows. Disadvantages are its high
expense, implementation difficulty.

3 Conclusions

A review of the various leak detection techniques has been presented in this paper.
Comparison of different leak detection techniques based on various features such as
cost, false alarm rate, approximate leak location capability etc., has been provided.
Of all the techniques, the optical fiber method is the most effective in all aspects
except for cost and maintenance factors. Acoustic methods provided reasonable
detection sensitivity but under low surrounding noise it became incapable. Hence,
an ultrasonic flow meter is used for surrounding noise. Biological methods like the
surveying of pipelines depend greatly on the experience and meticulousness of the
employed personnel. So, it cannot be used frequently, and as a result software
methods were introduced. Software methods helped to continuously monitor
real-time leak detection, providing better accuracy on the position of leaks and the
size of leaks.
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Abstract In recent years, as the popularity of mobile phone devices has increased,
the short message service (SMS) has grown into a multi-billion dollar industry. At
the same time, a reduction in the cost of messaging services has resulted in the
growth of unsolicited messages, known as spam, one of the major problems that not
only causes financial damage to organizations but is also very annoying for those
who receive them. Findings: Thus, the increasing volume of such unsolicited
messages has generated the need to classify and block them. Although humans have
the cognitive ability to readily identify a message as spam, doing so remains an
uphill task for computers. Objectives: This is where machine learning comes in
handy by offering a data-driven and statistical method for designing algorithms that
can help computer systems identify an SMS as a desirable message (HAM) or as
junk (SPAM). But the lack of real databases for SMS spam, limited features and the
informal language of the body of the text are probable factors that may have caused
existing SMS filtering algorithms to underperform when classifying text messages.
Methods/Statistical Analysis: In this paper, a corpus of real SMS texts made
available by the University of California, Irvine (UCI) Machine Learning Reposi-
tory has been leveraged and a weighting method based on the ability of individual
words (present in the corpus) to point towards different target classes (HAM or
SPAM) has been applied to classify new SMSs as SPAM and HAM. Additionally,
different supervised machine learning algorithms such as support vector machine,
k-nearest neighbours, and random forest have been compared on the basis of their
performance in the classification of SMSs. Applications/Improvements: The
results of this comparison are shown at the end of the paper along with the desktop
application for the same which helps in classification of SPAM and HAM. This is
also developed and executed in python.
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1 Introduction

The mobile phone market has experienced substantial growth in recent years and
people are becoming increasingly reliant on cell phones. As a result, the short
message service (SMS), or text messaging, has become one of the most widely used
communication channels [1]. Today, this service is almost free, or is offered at
negligible prices [2]. It is the most widely used data application with an estimated
4.77 billion active users in 2017; an increase of about 3.4% over last year’s esti-
mate. However, with the exponential rise in the popularity of this medium of
communication, it is now being increasingly misused to distribute spam messages.
According to Korea Information Security (KISA), SMS has become a very popular
means of circulating spam. According to one study, cell phone users in the United
States received over a billion spam messages, whereas those in China received 8.27
spam SMS per week [3].

Spam, received through any communication channel, whether through e-mail or
as a text message, is undesirable and a nuisance. Robust mechanisms exist that are
able to tackle spam received through e-mail. Hence, development of methods that
are able to classify incoming text messages as spam or ham, and possibly inform
receivers of the arrival of spam, is very much needed. Text classification is the
process of identifying the most suitable target class to which the message belongs
based on the body of the message [4]. Construction of effective classification
algorithms is one of the most strenuous yet rewarding tasks in the realm of machine
learning [5].

In this paper, the goal is to apply different machine learning algorithms in an
attempt to solve the SMS spam classification problem, compare their performance
to gain insight and further explore the problem, and design an application based on
one of these algorithms that can filter SMS spam with a high degree of accuracy.
This paper used a dataset of 5,574 text messages available at the UCI Machine
Learning repository [6, 7]. The corpus consists of actual text messages exchanged
between people. It contains a collection of 425 SMS spam messages, a subset of
3,375 SMS randomly chosen non-spam (ham) messages of the NUS SMS Corpus
(NSC), a list of 450 SMS non-spam messages collected from Caroline Tag’s PhD
Thesis, and the SMS Spam Corpus v.0.1 Big (1,002 SMS non-spam and 322 spam
messages, all publicly available). The dataset is a large text file in which each line
starts with the label of the message, followed by the text message string. Actually,
this corpus serves as the central dataset that the server of our application uses to
formulate its classification model [8]. In addition to this central dataset, each client
maintains its own personalized dataset, which is populated as the client flags a
received text message as incorrectly classified. Declaration of a message as
incorrectly classified by a client causes the message and the correct label to be
added to the client’s personal dataset. Once the server and client classification
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models are developed, they can individually calculate the probability that a text
message is spam. A linear combination of these probabilities is finally used to
display an incoming text message as spam or ham at the client. Classification
techniques such as naive Bayes, SVM, and other methods are compared on the
basis of their performance on the central corpus and the most suitable algorithm is
chosen to develop the classification models [9].

This paper is organized as follows. In Sect. 2, it describes previous work that
attempts to classify text messages as spam or ham. In Sect. 3, proposed and tested
application work is described. In Sect. 4, the performances of various algorithms is
compared. Finally, Sect. 5 describes the conclusion and future potential of this
work.

2 Background Study

There have been numerous studies on active learning for text classification using
machine learning techniques. The popular techniques for text classifications are
naive Bayes classifier, support vector machine, k-nearest neighbor, neural networks
and decision trees. In spite of the fact that so much been proposed so far, the
existing text classification methods are far from being infallible and there is a lot of
room for improvement.

While [2, 7, 10] have attempted to propose sound solutions to the problem of
identifying spam messages by employing various machine learning algorithms and
various feature representations (such as bag of words (BoWs), BoWs augmented by
statistical features, such as the proportion of upper case letters or punctuation in the
text, orthogonal sparse word bigrams, character bigrams and trigrams) [11].
Another study [12] proposed a system of SMS classification using naive Bayes
classifier and an a priori algorithm using the same dataset available at the UCI
repository.

A further study [10] proposed a term frequency-inverse document frequency
(TF-IDF) approach to convert text into numerical features. In this method, terms
with a high frequency of occurrence in a given document but lower frequency of
occurrence across all documents present in the corpus are considered to have a very
good ability to differentiate between target classes (spam and ham in this case).
Though this approach places more emphasis on the ability to differentiate between
classes, it ignores the fact that the term that frequently appears in the documents
belonging to the same class, can be more representative of the characteristic of that
class. The weight is associated with each word by applying the TF-IDF technique
and the word which has a high frequency in those documents [13].
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3 Methodology

This section describe the steps performed to create the proposed application.
a. Preparing the dataset: separating labels and text messages

Each line of the dataset used starts with the label of the message (spam or ham)
followed by the actual text. Hence, the first step is to create two new files, one for
the label and the other for the actual text of the corresponding message.

In summary:

e Two new files are created using the original dataset; one contains the text string
and the other contains the corresponding label (0 for HAM and 1 for SPAM)

e FEach message is processed to remove punctuation and any extra white spaces.
Each word in a message is converted to lowercase.

b. Splitting the dataset into training and test sets

The example messages are split into training (90%) and testing (10%) sets. This
is done by loading the strings of the text messages and the corresponding labels
from the two files into an array-like structure, and then randomly selecting strings
and corresponding labels to form the training and test sets.

c. Removal of high frequency tokens

Stop words of a language are those that have a high frequency of occurrence in a
given text of that particular language. Hence, before creating TF-IDF vectors, English
stop words are removed because, due to the high frequency of occurrence of these
words, they will not contribute much to the differentiating ability of the classification
model. For the same reason, token appearing is more than 50% of the example messages.

d. Feature extraction using TF-IDF

The example text messages are strings of variable length. In order to feed this
data into a classification model, each string needs to be converted into a fixed-size
numerical feature vector. This is accomplished through a popular method called
term frequency-inverse document frequency (TFIDF). TF-IDF uses a BoW model;
it generates a list of all unique words, or tokens, appearing across all text strings
present in the dataset. Each text string is then converted into a numerical feature
vector, where each feature corresponds to the frequency of occurrence of a token
present in the BoW. The frequency is calculated as shown below:

TF — IDF; j = TF, j* log(N/DF,)

where,

TF-IDF;; Term frequency-inverse document frequency of word ‘i’ in document

]

TF; Total occurrences of word ‘i’ in document ‘j’.
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DF; Total number of documents containing word ‘i’.
N Total number of documents.

It is interesting to note that IDF is a normalizing term; tokens that appear in a large
number of documents have a low TF-IDF value, which represents their ineffec-
tiveness in differentiating between target classes. Hence, the steps followed here as:

(1) Using the text messages in the training set, the TF-IDF model is set up. This is
done to ensure that feature vectors in both the training and test sets have the
same attributes.

(2) The BoW for this model consists of all unique tokens appearing in the example
messages in the training set. These tokens will serve as attributes for feature
vectors of both the training and test sets.

(3) We configure the model to neglect all tokens that are English stop words or that
appear in more than 50% of the documents.

(4) Finally, numerical feature vectors are obtained according to the TF-IDF model.

(5) These feature vectors are very lengthy and a number of features in each vector
have a value of 0. Hence, we use univariate feature selection to retain only the
top 10% of the best features. This greatly reduces the size of the vectors,
making the ensuing computation easier.

(6) Along with the corresponding numerical labels (O for HAM and 1 for SPAM),
these vectors are used to train and subsequently test the classification models.

e. The server

(1) First, the classification model (naive Bayes/support vector machine/k nearest
neighbors/random forest) is trained using the prepared training dataset, and
tested using the test dataset. The test dataset accuracy, and the time taken for
training and testing is calculated.

(2) Repeat steps 3—4 until the server is closed.

(3) If there is a connection request from a new client:

(a) Accept the request
(b) Broadcast to all existing participants that a new participant has joined

(4) If a message is received from a client.
(a) If the client requests correction of the label of a text message:

i. Increment the number of such requests received.
ii. If the number of such requests exceeds the specified threshold, then:

e Process the message by removing punctuation and extra white spaces.
e Add the processed message and the corresponding label (0 for HAM,
and 1 for SPAM).

(b) else:

i. Using the trained model, calculate the probability probServer of the mes-
sage being spam.
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ii. Broadcast the message to all the participants along with the probability
calculated above.

f. The client

(1) Request to connect to the server.

(2) If the connection is not successful, exit.

(3) Repeat steps 4-5 until client is closed.

(4) Using the client’s own personal dataset, train a classification model. The model
is created only if the client’s dataset contains examples of both ham and spam,
and at least a specified total number of examples, using the same feature
extraction procedure described above. The feature selection procedure is
skipped as the size of the client’s personal dataset is relatively small and losing
features might lead to a loss of substantial information.

(5) If a message is received from the server:

(a) Calculate the probability probClient of the message being spam using the
client’s personal classification model. The final probability of the message
being spam is calculated as

P =0.6*(probClient) + 0.4* (probServer)

The message is spam if P > 0.5.

(b) Output the message along with the label.
(c) If the user says the message is incorrectly classified:

i. Send the message and the correct label back to the server.

ii. Add the message and the correct label to the client’s own dataset. To
prevent overcrowding by a single message, the message is added only if it
occupies less than a specified fraction of the total length of the dataset.

iii. Correct the display label of the message.

(6) If the user enters a text to be sent, send the message to the server.

4 Results and Discussion

This whole process of executing the experimental dataset used Intel Core™ i7 and
a machine with 4 GB ram. The whole system is implemented using Python lan-
guage and the UCI data repository is used for training the system. But for training,
the whole test suite is not used. Only a certain percentage of test suites is used, with
the rest used for prediction. In this case, 90% was used for training with the other
10% used for testing. This prevents the decision surface from over-fitting into the
training dataset.
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Fig. 1 Learning curve for various algorithms applied to the dataset

The proposed application was tested using several algorithms, such as naive
Bayes, support vector machine, random forest, and k-nearest neighbor. For each of
these techniques, the training set size was varied from 500 to 5,000, against which
corresponding accuracies were plotted as shown in Fig. 1.

K-nearest neighbor produced the worst accuracies of all and random forest,
support vector machine, and naive Bayes performed the best, with each one per-
forming better than the former, with an accuracy of close to 98%.

From the plot it can also be seen that support vector machine works as well as
naive Bayes at some points—or even better. So the question may arise as to why it
isn’t possible to use support vector machine? This can be explained by analyzing
the plot plotted between the training times required by these techniques for the
varied data set sizes as shown in Fig. 2. It can be observed that naive Bayes is
considerably faster at training the model than support vector machine, and for
greater sizes of dataset this becomes an important consideration. Hence, this paper
selected the naive Bayes technique as it is fast and gives an acceptable accuracy of
97.6%.
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Fig. 2 Training time of different algorithms applied to the dataset used

The best machine learning technique for SMS classification in this study is the
naive Bayes method. Here the question may arise as to how we may be sure that the
dataset used by anyone is optimal and that adding more data will not result in
increased accuracy of any of the techniques? This can be explained by looking at
the following plots in Fig. 3 between test error and training error against the data set
size. It can be seen that training set error and test set error are close to each other.
Therefore, there is no problem with high variance, and gathering more data may not
result in much of an improvement in the performance of the learning algorithm,
which proves that our dataset is optimal.
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5 Conclusion

In this paper, the applicability of some of the most popular machine learning
algorithms to the problem of SMS spam classification is reviewed and tested. The
comparison of the performance of these algorithms on the dataset present in the
UCI Machine Learning Repository is presented. The experimental observations
shows very promising results with the long-used machine learning algorithm for
text classification, naive Bayes, proving to be the best of the lot for SMS spam
classification in terms of both accuracy and training time. The desktop application
for the same has been developed successfully.
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Error Assessment of Fundamental )
Matrix Parameters i

Bankim Chandra Yadav, Suresh Merugu and Kamal Jain

Abstract Stereo image matching comprises of establishing epipolar geometry based
on fundamental matrix estimation. Accuracy of the epipoles is governed by the fun-
damental matrix. A stereo image pair may contain errors on a systematic and/or
random basis which determine the accuracy of the fundamental matrix required for
matching. The algorithm used to extract the image pair correspondence, and the
method used to estimate the correct parameters of the matrix, controls its accu-
racy further. A performance analysis of widely adopted matrix estimators over the
point pairs found by correspondence determiners is undertaken in this chapter. The
methods are modified for the best combination of results, based on the properties
of the resulting fundamental matrix. Permutations are analyzed over the possible
paths for obtaining the matrix parameters with the expected characteristics, followed
by error analysis. Amongst the estimators analyzed, RAndom SAmple Consensus
(RANSAC) and M-estimator SAmple Consensus (MSAC) estimators were found to
produce the best results over the features detected by the Harris—Stephens corner
detector.
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1 Introduction

The fundamental matrix is a third-order square matrix which establishes a relation
between the corresponding homogeneous coordinates of an image pair. It is a basic
element in the works of photogrammetry, computer vision, and overlapping fields.
The conventional technique of 3D picturization is by image pair acquisition using a
stereo rig. The information related to the extrinsic parameters, camera calibration,
and other metric information is captured in matrices viz. the essential matrix [5],
camera calibration matrix, and fundamental matrix [6].

The fundamental matrix defines the relationship between corresponding point
pairs in terms of the underlying projective relationship without requiring the exter-
nal camera parameters. For the purpose of context, a brief idea of the fundamental
matrix is given here without delving into its derivation.

1.1 Fundamental Matrix

“The Fundamental matrix is the algebraic representation of epipolar geometry,” as
per the original introduction given by [6]. Consider a stereo rig. Given two points x;
and x, in some stereo images an epipolar line exists for x; in the second image. This
line obtained in the second image is the projection of the line passing from x; and
center of the first camera. Hence there exists a mapping between the corresponding
points and lines as such:

Such mappings describing the projections between points and lines in a stereo
pair are described by a matrix called the fundamental matrix.

2 Related Research Work

The concept of the essential matrix was introduced by [5]. It is the predecessor of
the fundamental matrix and can be used for calibrated cameras only. Reference [6]
introduced the fundamental matrix which does not require inner camera parameters
unlike its precursor. Gaps exist in performance evaluation and stability analysis of
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the constituent parameters of the fundamental matrix. These date back two decades,
constituing the influential works of [5-7, 9, 11, 12]. More recent works include [14],
where the author tried to perform matrix estimation by the transformation of points
in a projective space.

References [1, 10] analyzed the linear, iterative, and robust methods, and attempted
to rectify tri-stereo images using the fundamental matrix. Reference [2] studied the
possibility of motion segmentation using an affine fundamental matrix.

Reference [15] considered the normalization of the homographies before find-
ing the matrix, moving on towards matrix estimation with horizontal and vertical
feature lines [16]. Reference [4] considered rank-minimization of the fundamental
matrix. The most recent works include [3, 13], proposing a reduction of constraints
on the matrix estimation process and modification of the RANSAC method for esti-
mation. RANSAC is a repetitive method for finding the optimum parameters from
an observed dataset containing outliers. The presence and hence influence of the
outliers is minimized.

It is evident that a multitude of tasks in vision-related fields depend on the accu-
racy of these mappings. Evaluation of our results is carried out depending on the
correctness of the parameters defining the underlying epipolar geometry or projec-
tive relations. We attempt to perform stability analysis using a simplified approach
while trying to minimize the errors in the degenerate solutions of the fundamental
matrix. This represents the first step in subsequent works in photogrammetry and
extended fields.

3 Correspondence Determiners

Three feature-extraction methods for establishing correspondence are used in this
chapter. These methods are well known, have been used for two decades, and are
fittingly researched upon:

1. Speeded up robust features (SURF).
2. Maximally stable extremal regions (MSER) [8].
3. Harris/Harris-Stephens corner detector.

4 Matrix Estimators

For choosing solvers of matrix estimations we have tried to include all the major
prevalent robust methods, metioned in Sect. 2, pertaining to stereo vision. The basic
algorithm for the estimators remains the same with necessary modifications made to
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additional parameters in the design of the algorithm. All the work is performed in
Matlab®.! The following estimators have been used in our work:

. Least trimmed squares.

. M-estimator sample consensus.

. Random sample consensus.

. Least median of squares.

. Normalized eight-point algorithm.?

DW=

5 Data Used

The data used for this work is chosen from an old publicly available stereo data
set,? offering a variety of stereo images for analysis. Twelve stereo images, in pairs,
were chosen belonging to different domains viz. satellite imageries, aerial imageries
and image pairs of circuit boards, earthquake scenes, living room and vegetables.
The permutations described in Sect. 6 are carried out for each image pair and the
collective results given in Tables 1, 2, 3, 4 and 5.

6 Analysis and Results

While working with the correspondence determiners and matrix estimators men-
tioned in Sects. 3 and 4, an attempt was made to achieve the best obtainable results.
Implementing modifications over the point-pair finders, the results did not seem to
vary much and hence we show the analysis of the matrix estimators. In all there were
a total of 129 permutations for the findings.

Table 1 Matrix estimator: normalized eight-point algorithm

Method Analysis parameters

Zer Her Od
Harris 0.203* 0.008 0.016
MSER -5.539 —-0.163 0.947
SURF —-0.751 —0.007 0.048

Version: 8.5.0.197613 (R2015a).
2Primarily developed for solution of the essential matrix.
hitp://www.cs.cmu.edu/afs/cs/project/vision/vasc/idb/www/html_permanent/index.html.
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Every method produced parameters of the fundamental matrix with variations
up to its third decimal place for all nine parameters. The matrix is represented as:

fl.lf:lZfl.:;
For o Fr

following the condition:

f1‘1f12f1‘3
Far Fia

[x21 *

% [xl'] =0 (1)

where [x,1] and [x, 1] represent the homologous coordinates of the point pairs,
detected in the target and query image, respectively, and x, and x; are the components
of the vectors with reference to Sect. 1.1. Deviations from the above properties are
noted in the analysis and the results are also examined to find the nature of the errors,
to help choose the best methods for the determination of the said matrix. The results
are analyzed in terms of the following parameters:

N, Number of random trials for obtaining inliers.
D,, Distance type, that is, algebraic or Sampson.
D,,  Distance threshold.

C;  Required confidence value.

1 Inlier minimum percentage specified.

Y., Absolute sum of the deviations from null.

H.,  Mean of the absolute deviations from null.

oy Standard deviation of the errors.

Opting for a particular feature detector and estimator allows a fundamental matrix
to be obtained. Out of the eight parameters listed the last three parameters, viz. Y.,
H,,» and o, serve to provide the necessary information regarding the nature of the
error in the fundamental matrices obtained using various methods.* The sum of the
deviations ), and mean of the deviations u,, are noted for all the features. For
a random distribution of errors the mean is zero. It should be noted that these are
iterative methods and do not serve to produce the same results in each and every
iteration. Hence the method producing the minimum for both is chosen.
Furthermore, the standard deviation of the matrix parameters and the errors in
each case were identified. The latter was chosen as the fitness criteria of the method
since it produces closer values for error analysis. The method yielding the mini-
mum values in the individual criteria of Zer, u,,» and o, was chosen. Thereafter,
the method producing a minimum in all criteria was chosen. These are emboldened

“Boldfaced values with minimum of Y, 4,,, and ¢, are taken at once.
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in Tables 1, 2, 3, 4 and 5. Among those in each category of Correspondence Deter-
miners, i.e., Harris-Stephens, MSER and SURF, parameter combinations yielding
minimum values were identified. Here the MSER detector provided an average per-
formance in all cases of the matrix estimators.

Here, the minima of ), ., u,,, and 6, were obtained in the case of the Harris—
Stephens detector with both the RANSAC estimator and MSAC estimator perform-
ing equally well. MSER feature detector—MSAC estimator performs next best, fol-
lowed by Harris detector with LTS estimator. Hence, amongst the chosen detectors
and estimators, the Harris detector seems to produce the best restults with RANSAC
and MSAC estimators. Hence the fundamental matrices obtained from the corner-
ness metric, based on maximum gradient change, are found to be less error prone
than those found from descriptor-dominant detectors.

Table 2 Matrix estimator: least median of squares

Method Analysis parameters
Dty Nz Zer Her Oy
Harris Sampson 500 1.468 0.054 0.297
1000 —19.583 —0.725 3.561
500 34.880 1.292 6.230
Algebraic 500 34.880 1.292 6.230
1000 1.614 0.060 0.161
2000 2.885 0.107 0.218
MSER Sampson 500 12.802 0.377 2.840
1000 31.721 0.933 4.748
500 6.810 0.200 1.214
Algebraic 500 6.810 0.200 1.214
1000 0.365 0.011 0.897
2000 4.877 0.143 0.872
SURF Sampson 500 49.485 0.471 5.137
1000 77.900 0.742 7.387
500 21.999 0.210 2.389
Algebraic 500 21.999 0.210 2.389
1000 5.305 0.051 0.172
2000 6.256 0.060 0.299
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Table 3 Matrix estimator: random sample consensus
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Method Analysis parameters
Dty Dy, Cf n; Zer Her Oy
Harris Sampson | 0.01 98 500 -11.314 | -0.419 2.044
1000 0.378 0.014 0.088
2000 0.721 0.027 0.146
99 500 14.119 0.523 2.703
1000 -11.636 | -0.431 2.133
2000 -11.054 | -0.409 2.032
Algebraic |0.01 98 500 0.192 0.007 0.017
1000 0.902 0.033 0.177
2000 0.203 0.008 0.016
99 500 0.902 0.033 0.177
1000 0.434 0.016 0.041
2000 0.434 0.016 0.041
MSER Sampson | 0.0001 98 500 -5.179 | -0.152 0.563
1000 —15.375 | -0.452 1.644
2000 79.774 2.346 6.240
99 500 5.752 0.169 1.053
1000 40.451 1.190 6.464
2000 1.985 0.058 0.729
Algebraic | 0.0001 98 500 4.772 0.140 0.809
1000 6.028 0.177 0.802
2000 0.757 0.022 1.037
99 500 4.924 0.145 0.836
1000 6.154 0.181 0.689
2000 4.202 0.124 0.826
SURF Sampson | 0.0001 98 500 0911 0.009 0.096
1000 3.821 0.036 0.395
2000 9.372 0.089 0.335
99 500 6.268 0.060 0.525
1000 3.612 0.034 0.471
2000 6.805 0.065 0.548
Algebraic | 0.0001 98 500 7.140 0.068 0.319
1000 4.750 0.045 0.164
2000 6.285 0.060 0.334
99 500 3.629 0.035 0.507
1000 9.081 0.086 0.254
2000 6.403 0.061 0.299
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Table 4 Matrix estimator: M-estimator sample consensus

Method Analysis parameters
D Iy Dy, Cf n; Zer Her Oy
Harris Sampson | 0.01 98 500 -3.320 |-0.123 0.529
1000 -23.682 | -0.877 3.897
2000 13.498 0.500 2.200
99 500 —10.365 | -0.384 1.853
1000 3.693 0.137 0.273
2000 -2.184 | —0.081 0.399
Algebraic |0.01 98 500 0.434 0.016 0.041
1000 0.902 0.033 0.177
2000 0.203 0.008 0.016
99 500 0.222 0.008 0.017
1000 0.902 0.033 0.177
2000 0.434 0.016 0.041
MSER Sampson | 0.0001 98 500 5.129 0.151 2274
1000 13.633 0.401 2.615
2000 -3.247 | -0.096 1.731
99 500 12.946 0.381 2.211
1000 2.602 0.077 0.374
2000 —-30.006 |—0.883 3.000
Algebraic | 0.0001 98 500 14.029 0413 1.996
1000 -0.931 |-0.027 1.034
2000 4.464 0.131 0.788
99 500 0.489 0.014 1.021
1000 2.023 0.059 0.833
2000 2.106 0.062 0.713
SURF Sampson | 0.0001 98 500 3.849 0.037 0.256
1000 13.839 0.132 0.649
2000 33413 0.318 3.189
99 500 3.582 0.034 0.321
1000 8.039 0.077 0.516
2000 5.555 0.053 0.927
Algebraic | 0.0001 98 500 4.943 0.047 0.330
1000 8.911 0.085 0.274
2000 4.354 0.041 0.177
99 500 9.830 0.094 0.340
1000 9.505 0.091 0.310
2000 3.663 0.035 0.322
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Table 5 Matrix estimator: least trimmed squares

159

Method Analysis parameters
D, I N, Zer Her 04
Harris Sampson 50 500 0.705 0.026 0.239
1000 —3.258 —0.121 0.901
2000 —17.564 —0.651 3.061
60 500 10.961 0.406 1.772
1000 —30.589 —1.133 5.619
2000 —10.365 —0.384 1.853
Algebraic |50 500 3.142 0.116 0.236
1000 3.021 0.112 0.232
2000 2.858 0.106 0.231
60 500 2.529 0.094 0.199
1000 2.998 0.111 0.235
2000 2.809 0.104 0.225
MSER Sampson 50 500 7.655 0.225 1.662
1000 —16.689 —0.491 2.130
2000 4.538 0.133 0.938
60 500 6.600 0.194 1.284
1000 3.531 0.104 1.081
500 13.074 0.385 3.002
Algebraic |50 500 2.253 0.066 0.702
1000 4.877 0.143 0.872
2000 3.714 0.109 0.751
60 500 14.693 0.432 1.663
1000 —17.561 -0.222 1.163
500 2.457 0.072 0.770
SURF Sampson 50 500 -2.167 —0.021 0.406
1000 —29.379 —0.280 2.759
2000 5.666 0.054 0.620
60 500 8.198 0.078 0.905
1000 7.433 0.071 0.927
500 —29.405 —0.280 3.290
Algebraic |50 500 3.041 0.029 0.181
1000 9.702 0.092 0.303
2000 10.148 0.097 0.296
60 500 1.567 0.015 0.123
1000 0.717 0.007 0.100
500 2.995 0.029 0.345
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7 Summary and Future Scope

Here we performed an analysis of different methods, while introducing modifications
to these methods, for obtaining the best combination of detectors and estimators for
the computation of the fundamental matrix following ideal properties. From the spe-
cific detectors chosen, and major estimators covered, the Harris—Stephens detector
with RANSAC and MSAC estimators tend to produce minimum errors in the param-
eters of the fundamental matrix.

From the point of view of analysis and algorithm development, a more rigorous
analysis of the additional parameters discussed in Sect. 6 is required, while working
on the design of the algorithms used for the analysis.
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A Two-Band Convolutional Neural )
Network for Satellite Image Classification | @i

Anju Unnikrishnan, V. Sowmya and K. P. Soman

Abstract The advent of neural networks has led to the development of image
classification algorithms that are applied to different fields. In order to recover the
vital spatial factor parameters, for example, land cover and land utilization, image
grouping is most important in remote sensing. Recently, benchmark classification
accuracy was achieved using convolutional neural networks (CNNs) for land cover
classification. The most well-known tool which indicates the presence of green veg-
etation from multispectral pictures is the Normalized Difference Vegetation Index
(NDVI). This chaper utilizes the success of the NDVI for effective classification of
a new satellite dataset, SAT-4, where the classes involved are types of vegetation.
As NDVI calculations require only two bands of information, it takes advantage of
both RED- and NIR-band information to classify different land cover. The num-
ber and size of filters affect the number of parameters in convolutional networks.
Restricting the aggregate number of trainable parameters reduces the complexity of
the function and accordingly decreases overfitting. The ConvNet Architecture with
two band information, along with a reduced number of filters, was trained, and high-
level features obtained from a tested model managed to classify different land cover
classes in the dataset. The proposed architecture, results in the total reduction of
trainable parameters, while retaining high accuracy, when compared with existing
architecture, which uses four bands.
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Keywords Image classification * SAT-4 - Normalized difference vegetation
index - Convolutional networks - Trainable parameters

1 Introduction

Satellite images contain valuable and rich sources of interesting information. Cap-
tured by various imaging satellites, such imagery provides spatial, spectral, tempo-
ral, radiometric, and geometric resolution. For the proper use of satellite images, it
is essential to analyze and interpret the spectral information of the data. Satellite
imagery plays an important role in the analysis of various fields like the environ-
ment, agriculture, and forestry [1]. The reshaping rate of Earth is rapidly increasing,
so the need for realization of temporal changes in land cover has arisen. In order to
maintain standardization and to develop sustainable use of land systems, land cover
regions must be classified and monitored [2]. Interpretation of land resources can
be done by calculating the Normalized Difference Vegetation Index (NDVI), which
indicates the level of greeness present in vegetation, and is associated directly with
photosynthetic capacity [2—4]. The formula to calculate the NDVI is given in Eq. 1.

NDVI = NIR — RED )
NIR + RED

where NIR and RED stands for the measured spectral reflectance in near-infrared
and red (visible) regions respectively. The spectral reflectance of each band is com-
puted by the ratio of reflected radiation to incoming radiation. In NIR wavelengths,
reflected radiation is much higher than in the red wavelengths, which indicates the
presence of dense vegetation. Using radiometric models which use various satel-
lite parameters, measured reflectances can be transformed into digital numbers. By
analyzing the magnitude of digital numbers present in the bands, interpretation of
different types of vegetations is possible. A high value digital number in NIR and a
low value in red indicates vegetation with high chlorophylian activity. Additionally,
trees are identified with smaller values in NIR and low values in the red band.

In order to precisely classify different types of vegetation, RED and NIR band
information is sufficient since the computation of NDVI is done using only these
two bands. This motivated us to reduce the computational complexity of the existing
deep neural architecture available for the SAT-4 dataset [4].

With the advent of deep neural network technologies, large amounts of labeled
datasets can be trained properly [3]. Parallel processing and a non-linear relation-
ship between inputs and outputs can be modeled in neural networks. Parameters in
the model can be reduced by considering the shift invariant properties of images
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[5]. Studies have shown that it is possible to automatically construct high-level fea-
tures hierarchically using deep learning based classification methods [6]. Accurate
classification of remotely sensed data can be done through certain deep architec-
tures [7]. Compared to other image classification algorithms, convolutional neural
networks (CNNs) require little pre-processing [8]. CNNs find applications in image
recognition, computer vision, video analysis, natural language processing, drug dis-
covery, checkers, semantic segmentation, and scene classification [9-11]. Programs
that combine both sequential and parallel information can be learned in a more effec-
tive way by using the concept of recurrent neural networks (RNNs) [12]. The bifold
contributions of this work include:

1. Training the architecture using information from two bands with the same hyper-
parameters as the existing architecture and comparison in terms of accuracy and
total trainable parameters.

2. Training the architecture using information from two bands with a reduced num-
ber of filters in the convolution layers and comparison in terms of accuracy and
total trainable parameters.

The results indicate a reduction in computation with high accuracy rates implying
the potential capability of the advanced deep-learning framework.

The organization of the chapter is as follows: Sect. 2 describes the proposed archi-
tectures in detail, showing its variation from existing CNN architecture for land cover
classification. Sect. 3 presents an overview of the overall experimental results and
inferences. Sect. 4 concludes the chapter by considering future work.

2 ConvNet Architecture for Satellite Image Classification

ConvNet architecture is composed of three stages, and each stage consists of three
distinct types of layers, such as a filter bank layer, a non-linearity layer, and a pooling
layer [4]. The network architecture transforms the input image volume into an output
which holds the class scores. Using a differentiable function, input 3D volume from
each layer is transformed to output 3D volume. The network learns the parameters
from the convolution and fully connected layers.

The architecture consists of 10 layers. The core building block, which does the
computational heavy lifting, is the convolution layer, which stands as the first layer
in the network. This is followed by a tangent layer in which output size remains
unchanged. Next is a max-pooling layer, which narrows down the image size by the
amount of pooling factor as well as protecting against overfitting. These three layers
constitute the first stage in the network architecture. The next stage follows the same
pattern (CONV-TANH-POOL). Reshape layers transform the given output volume
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Input Patch  35,24x24 Conv-  32x8x8 Conv- FC 256 FC 200

28x28x 4 64x2x2

Tanh, 3x3Pool Tanh, 2x2Pool

Fig. 1 An illustration of four-band architecture with input 28 X 28 X 4, two convolutional layers,
two fully connected layers, and a soft-max layer

into a 1D tensor. The next layer is a fully connected layer which transforms the inputs
to some hidden units, followed by a non-linearity layer. The final layer is a linear one
which results in an output volume of size which is equal to the number of classes.
Here, a soft-max classifier is managed to classify the images into different classes.
This existing architecture, using four bands, is shown in Fig. 1.

2.1 Experimental Procedure

The experiment is performed on the multispectral image dataset SAT-4 [3, 4]. The
DeepSat dataset known as SAT-4, consists of images in the form of patches. These
image patches are extracted from the National Agriculture Imagery Program (NAIP)
dataset [4]. The SAT-4 dataset consists of a total of 500,000 images arranged in two
different groups of patches. Of these, 400,000 image patches are used for training
(four fifths of the entire dataset) with the remaining 100,000 used for testing (one
fifth of the entire dataset). The dataset consists of four broad land-cover classes such
as barren land, trees, and grasslands, with all other land cover grouped together in
the fourth class. Each image consists of four bands—red, green, blue, and NIR. The
size of each image patch is 28 x 28. The implementation is done using open source
Torch library. Two architectures are proposed in this study.

1. Two-band ConvNet architecture for satellite image classification.
2. Two-band ConvNet architecture with a reduced number of filters for satellite
image classification (modified two-band architecture).

2.1.1 Two-Band ConvNet Architecture for Satellite Image Classification

The architecture of two band differs from existing four band only in its first layer,
where the dimension of the former is 28 X 28 X 2. Input images are 28 X 28 X 2,
where 2 refers to the RED and NIR bands which are convolved with 32 filters, each
of size 5 X 5, producing an output volume of size 32 X 24 X 24. This is followed by a
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Input Patch  8,54x24 Conv-
8x8x8 Conv-
28x28x2 Tanh, 333Pool  1anp sgpeel 122 FC 64 FC 200

-0 -f-~m-0-0-0

Fig.2 A brief representation of ConvNet architecture using two-band input (proposed), two convo-
lutional layers employed with reduced numbers of filters, two fully connected layers, and a four-way,
soft-max layer

tanh activation function. The image is downsampled by a factor of three in the max-
pooling layer, which produces an output volume of size 32 X 8 x 8. Next, a second
convolution layer with 64 filters, each of size 5 X 5, is convolved with 32 X 8 X 8 to
produce an output of 64 X 4 X 4. Again the dimension is reduced by a factor of two
resulting in an image of size 64 X 2 X 2. The reshape layer converts the given volume
of size 64 X 2 X 2 to an output volume of size (64 X 2 X 2) X 1 = 256 x 1. This is
followed by two, fully connected layers. In these layers, 256 inputs are mapped into
200 hidden units. Finally, a soft-max classifier is used to classify the image into one
of four classes.

2.1.2 Two-Band ConvNet Architecture with a Reduced Number of
Filters for Satellite Image Classification (Modified Two-Band
Architecture)

This architecture is proposed in order to minimize the layer-wise computational com-
plexity and is achieved by reducing the number of filters in each convolution layer.

The architecture is shown in Fig. 2. Input images are 28 X 28 X 2, where 2 refers to
the RED and NIR bands which are convolved with 8 filters of size 5 X 5 producing an
output volume of size 8 X 24 X 24. This is followed by a tanh activation function. The
image is downsampled by a factor of three in the max-pooling layer, which produces
an output volume of size 8 X 8 X 8. The second convolution layer with 16 filters, each
of size 5 X 5, is convolved with 8 X 8 X 8 to produce an output of 16 X 4 X 4. Again
the dimension is reduced by a factor of two resulting in an image of size 16 X 2 X 2.
The reshape layer converts the given volume of size 16 X 2 X 2 to an output volume
of size (16 X 2 X 2) x 1 = 64 X 1. This is followed by two, fully connected layers. In
these layers, 64 inputs are mapped into 200 hidden units. Finally, a four-way, soft-
max classifier is used to classify the images.

Several regularization methods exists, which prevent overfitting. The simplest
way is by limiting the number of parameters [9]. Reducing the number of filters
results in a reduction of trainable parameters. It also results in minimum compu-
tational complexity for the weight matrix. While designing the architecture, lay-
ers near the input will tend to have fewer filters, with higher layers having more.
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The formula for calculating the size of the weight matrix in each layer is given by
m; X n; X p; X p,, where n, refers to the number of input channels in the first layer,
m; is the number of output channels in the first layer, and p, and p, refer to the fil-
ter size. Trainable parameters in each layer are calculated using the formula given
by (F X F X D+ 1)K, where F refers to the filter size, D refers to the depth, and K
refers to the number of filters in that layer.

3 Experimental Results and Discussion

The experimental results performed on the SAT-4 dataset (using only two bands) are
presented and a comparative study with existing architecture (using four bands) is
summarized in Table 1. The results are estimated on the basis of accuracy, precision,
and number of trainable parameters. Accuracy and precision are calculated using the
formula [4]:

TP + TN

Accuracy = 2)
TP+ FN + FP + TN
Precision = _IP 3)
TP + FP

where TP is the quantity of effectively classified patches; TN is the quantity of the
patches that do not have a place in a particular class and are not grouped correctly;
FN is the quantity of patches that have a place in a particular class, however, have not
been grouped accurately; and FP is the quantity of patches that do not have a place
in a particular class and have been wrongly classified.

Comparing the proposed two-band architecture and existing four-band architec-
ture using the same hyperparameters, shows a reduction of weight matrix computa-
tion in the first layer of the network and no change for rest of the layers. The com-
putation of the weight matrix is explained below. The number of input channels in
first layer for the four-band and two-band architecture is four and two, respectively.
The number of output channels in the first layer (i.e., the number of filters) and filter
size are 32 and 5 X 5, which remains the same for both. Hence:

Weight matrix size for four bands is 32 X 4 X 5 X 5.
Weight matrix size for two bands is 32 X 2x 5Xx 5.
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Regarding the experiments performed on the two-band architecture, with the
reduced number of filters, results show a reduction in size of the weight matrix over
each layer in the network, since the number of filters were changed from 32 and 64
to 8 and 16, respectively. The computation of the size of the weight matrix and the
trainable parameters are discussed in the following subsections.

3.1 Computation of Weight Matrix Size

1. The first convolution layer with 2 input channels and 8 output channels, with
filter size 5 X 5, results in a weight matrix of size 8 X 2 x5 X 5.

2. The second convolution layer with 8 input channels and 16 output channels, with
filter size 5 X 5, results in a weight matrix of size 16 X 8 X 5 X 5.

3. The fully connected layer with 64 inputs and 200 hidden units, results in a weight
matrix of size 200 X 64.

4. The fully connected layer with 200 inputs and 4 outputs, results in a weight
matrix of size 4 X 200.

This can be compared with the four-band model which results in a weight matrix
of size 32 X 4 x5 X 5 in the first convolution layer, 64 X 32 x5 X 5 in the second
convolution layer, 200 X 256 in the first linear layer, and 4 X 200 in the second linear
layer.

3.2 Trainable Parameters

As a result of reducing the number of filters, layer-wise trainable parameters are
calculated (Table 2).

The proposed architectures result in the reduction of the total number of trainable
parameters while retaining high accuracy.

Table 2 Comparison of trainable parameters in convolution and fully connected layers of the pro-
posed architecture against the existing architecture

4 Band Two band (proposed) Modified two band (proposed)

Layers Parameters | Layers Parameters | Layers Parameters

Conv(4 ->32) 3232 Conv(2 ->32) 1632 Conv(2 ->8) 408

Conv(32 ->64) 51,264 Conv(32 ->64) | 51,264 Conv(8 ->16) 3216

Linear(256 ->200) | 51,400 Linear(256 51,400 Linear(64 ->200) | 13,000
->200)

Linear(200 ->4) 804 Linear(200 804 Linear(200 ->4) 804
->4)
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Fig.3 Graph showing the overall performance accuracy of the proposed and existing architecture
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Fig.4 Graph showing the variation in trainable parameters for proposed and existing architectures

The total number of trainable parameters using four-band architecture is 1,06,700.
The total number of trainable parameters using two-band architecture is 1,05,100.
The total number of trainable parameters using the modified two-band architecture
is 17,428.

Graphs showing the response of existing and proposed architectures versus overall
accuracy and trainable parameters are plotted in Figs. 3 and 4, respectively.

Reducing the number of filters limits the total trainable parameters in the proposed
two-band ConvNet architectures for satellite image classification. Hence, without
degrading the performance of the existing architecture, significant reduction in terms
of trainable parameters has been achieved by the proposed architecture.
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4 Conclusion

This chapter utilizes the ability of the NDVI to act as a stand-alone parameter for
accurate classification of landcover, something which led to the results presented
in this chapter, in which the existing four-band CNN was modified into a two-band
version, with a reduced number of filters used for satellite image classification. The
experimental results show that the benchmark accuracy for SAT-4 image classifica-
tion can be achieved using the proposed architectures with fewer trainable parame-
ters. For future work, further reduction of the number of trainable parameters can be
analyzed, with the same being applied to the SAT-6 dataset.
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Abstract Hyperspectral images (HSIs) cover a wide range of spectral bands in the
electromagnetic spectrum with a very finite interval, and with high spectral resolu-
tion of data. The main challenges encountered with HSIs are those associated with
their large dimensions. To overcome these challenges we need a healthy classifi-
cation technique, and we need to be able to extract required features. This chapter
analyzes the effect of dimensionality reduction on vectorized convolution neural
networks (VCNNs) for HSI classification. A VCNN is a recently introduced deep-
learning architecture for HSI classification. To analyze the effect of dimensionality
reduction (DR) on VCNN, the network is trained with dimensionally reduced hyper-
spectral data. The network is tuned in accordance with the learning rate and number
of iterations. The effect of a VCNN is analyzed by computing overall accuracy, clas-
sification accuracy, and the total number of trainable parameters required before and
after DR. The reduction technique used is dynamic mode decomposition (DMD),
which is capable of selecting most informative bands using the concept of eigenval-
ues. Through this DR technique for HSI classification using a VCNN, comparable
classification accuracy is obtained using the reduced feature dimension and a lesser
number of VCNN trainable parameters.
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1 Introduction

Hyperspectral image (HSI) processing, also known as imaging spectroscopy, is new
technology that is currently being investigated by researchers and scientists in order
to detect and identify terrestrial vegetation, land use and land cover, minerals, other
background materials, and man-made materials. HSI are in the form of cube where
the X-Y plane contains spatial information and the Z plane contains spectral infor-
mation. Each pixel in the image possesses a continuous spectrum, which helps in
characterizing objects with high precision and detail for a given scene. In the field
of remote sensing, HSI classification is one of the major areas of research [6]. The
commonly used classifiers for HSI are support vector machines (SVM), minimum
spanning forest (MSF), probability-based multinominal logistic regression (MLR),
etc., [6].

In recent years, deep learning based methods have achieved benchmark results in
many fields [2]. Convolution neural networks (CNN) give better classification rates
on vision-related tasks [2]. The advantages of using CNN compared to conventional
techniques are:

1. Real-time operations: special hardware devices are being manufactured and
designed. Computations can be carried out in parallel.

2. Adaptive learning: based on the data given for training, an ability to learn is devel-
oped for performing tasks.

3. Self-organisation: during its learning time, it can create its own representation
and organization of data.

CNN s are biologically inspired deep-learning models, which use a single neural net-
work that is trained, end to end, from raw image pixel values to classifier outputs [2].
Hence, CNNs can be used for HSI classification.

The main challenges which are encountered with HSIs are those associated with
their large dimensions. The bands of HSIs are highly correlated. Hence, we need a
strong dimensionality reduction (DR) technique to remove highly correlated bands
without feature loss. The advantage of DR is that it increases the ease of handling
high dimensional data and reduces classification time.

The most commonly used reduction techniques for HSI are principal component
analysis (PCA) [6], which is a standard reduction technique used to lower the dimen-
sion and singular-value decomposition (SVD) [8], which is also a reduction tech-
nique to reduce unwanted feature information. A new hyperspectral DR technique
called dynamic mode decomposition (DMD) has recently been incorporated for HSI
classification [7]. This method is used in static HSIs to find spectral variations.

In this chapter, the 3D hyperspectral data is converted to 2D, and the data is fed to
the network as pixel vectors for classification, and is thus called a vectorized convo-
Iution neural network (VCNN). The main objective of this chapter is to analyze the
effect of DR on a VCNN without any pre-processing. The effect of DR on a VCNN
is analyzed by computing the total number of trainable parameters required to train
the network before and after performing DR. So, we choose a combination of VCNN
and DMD techniques inorder to obtain precise classification accuracy.
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The organization of the chapter is as follows: Sect. 2 provides a background study
of a VCNN and DMD; Sect. 3 gives the methodology or the overview of the overall
flow of the algorithm; Sect. 4 analyzes the experimental results; and Sect. 5 provides
the conclusion.

2 Background Theory of Vectorized Convolution Neural
Networks and Dynamic Mode Decomposition

2.1 Vectorized Convolution Neural Network

The 3D hyperspectral data m X n X b, where m denotes scan lines, n denotes samples,
and b denotes bands, containing hundreds of spectral bands, can be illustrated as 2D
curves [5]. A CNN is a feed-forward neural network that is similar to an ordinary
neural network. There may be any number of layers depending on the typical network
but, as the number of filters and layers in a network increases, the computation time
and complexity may also increase. So, proper care has to be taken while selecting
a network. Here, the input to the network is given as the pixel vectors, and hence is
called a VCNN [5].

The architecture is shown in [5]. This network consists of five layers in total [5].
The first layer is the input layer (L1), the second is the convolution layer (C1), and
third is the max-pooling layer (P1). We have two fully connected layers (F1) and (L2),
where L2 is the output layer. Each pixel sample can be represented as a 2D image
whose height is equal to 1 [5]. Weights and biases are the trainable parameters. These
are intialized to zero and then are automatically updated. The size of input layer L1
is 1 X n; where n; is the number of bands; the output of this is input to the next
layer. The size of the convolution layer C1 is 20 X (1 X n,) where n, is calculated
by the formulae n, = (n; — k;/s) + 1, where s represents the stride which is equal
to 1 and k, is given as k; = n; /9. Here, 20 filters are used and each kernal has a
size of 1 X k;. The number of trainable parameters between L1 and C1 is given by
the computation 20 X (k; + 1). the next layer is the max-pooling layer, which has
20 X (1 X n3) number of nodes where n5 is computed by formulae n; = n, /k,. Here,
k, denotes the kernal size (1 X k,). The fully connected layer F1 has 1 X n, number
of nodes. The number of trainable parameters in this layer is calculated as (20 X
nsy + 1) X ny. The last layer L2 is the output layer having ns number of nodes, with
trainable parameters being (ny + 1) X ns, where ns indicates the number of classes.
The total number of trainable parameters for a VCNN is calculated as:

20X (k; + 1)+ (20 X 13 + 1) X 1y + (ny + 1) X 15 (1)

The activation function used in this network is the RELU activation function and the
softmax function is used to predict the class labels.
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2.2 Dynamic Mode Decomposition

This concept is used in fluid dynamics. It attempts to extract the dynamic informa-
tion from flow fields [9]. DMD is used to find the dynamcity of a non-linear system.
Spectral decomposition of the map results in an eigenvalue and eigenvector repre-
sentation (referred to as dynamic modes) [9]. Here, each band data is vectorized and
appended as columns, creating a 2D matrix.

The process of DMD is illustrated in a paper [7] taken from the concept raised by
[9]. The final equation shown below explains the DMD process. The computation of
S is given in [5]:

S=wzhHlswvzh=vx,"vz! )

The final output matrix obtained from Eq. 2 is arranged in a descending fashion of
information (from most informative bands to least informative bands). Hence, we
can reduce the redundant information using this process.

3 Methodology

The objective of this work is to analyze the effect of DR on a VCNN. Before per-
forming a DR technique, 3D HSI data is converted into a 2D matrix by vectorizing
each band and appending them as columns of a matrix. Without any preprocessing,
the raw data is split into training and testing sets: 80% for training and 20% for test-
ing. The input data is normalized in the range [—1, +1], so that entire data lies in the
same scale, which makes any analysis or comparisons easier. In order to analyze the
effect of DR techniques, we should first classify hyperspectral data using a VCNN
without DR. Before classification, the network is tuned by varying hyper-parameters
like learning rate and the number of iterations (Fig. 1).

Hyperspectral raw data

Classification usin ] Dymamc Mode
ing e Decomposition (DMD)
VCNN ¢ 2 3
(dimension reduction

technique)

Fig. 1 Block diagram of the proposed HSI classification using a VCNN
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After performing DR through DMD, 50% of the information is reduced. This
effect is validated through VCNN classification. This process is extended to more
than a 50% reduction of information, provided there is no information loss for fea-
ture extraction. The effect of DR on a VCNN is analyzed by computing the total
number of trainable parameters of the network before and after DR. Evaluation of
the classification results are undertaken through calculation of classification accura-
cies and visual interpretation.

4 Experimental Results

4.1 Dataset Description

The dataset used here is Indian Pines. Details of the dataset are as follows: The spa-
tial configuration is 145 X 145 pixels with a spectral configuration of 220 bands. The
wavelength is in the range 0.4—2.2 pm with spectral resolution of 10 nm and a spatial
resolution of 20 m. Groundtruth has 16 classes in total but only 8 classes are consid-
ered for classification, chosen based on maximum number of pixels available, since
the neural network requires a sufficient amount of data for training. The sensor used
is the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS). Table 1 shows the
classes taken for classification based on samples. Here, 80% of the total pixels are
chosen for training and 20% are chosen for testing.

4.2 Results and Analysis

The network is tuned by setting two core parameters—learning rate and number of
iterations. The parameters are varied one at a time: when the learning rate is varied,

Table 1 The number of training and testing samples for Indian Pines

Classes choosen Total pixels Training pixels Testing Pixels
(80%) (20%)
Corn-nortill 1428 1142 286
Corn-mintill 830 664 166
Grass-pasture 483 386 97
Hey-windrowed 478 382 96
Soyabean-notill 972 777 195
Soyabean-mintill 2455 1964 491
Soyabean-clean 593 474 119
Woods 1265 1012 253
6801 1703
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the number of iterations are fixed, and vice versa. We vary the parameters until a
high classification accuracy is obtained. First, the learning rate is fixed at a small
number, as a lower learning rate always avoids overfitting. Then, we vary the number
of iterations until a high classification accuracy is obtained. This process is repeated
for both raw data, with 220 bands, and dimensionally reduced data, with 110 bands,
i.e., one half of the total number of bands, and with 73 bands, i.e., two thirds of the
total number of bands. From Fig. 2, we can see that, at 12,000 iterations we are able to
get a high classification accuracy (CA) of 84.33% for raw data as compared to other
iteration values. Hence, the iteration is fixed to 12,000. For a reduced dimension with
110 bands we get around 83.62% CA for 10,000 iterations. Hence, here the iteration
is fixed to 10,000. Similarly with 73 bands the 15,000 iteration produces a high CA
of 83.67%. So, the iteration is fixed to 15,000.

The learning parameter value is varied until we get a high CA. Figure 3 shows
the CA for the corresponding learning rate. From Fig. 3 we can see that among all
learning rate values, a high CA of 84.33% is obtained for raw data (220 bands) with
0.07. So, learning rate is set to 0.07. For a reduced dimension with 110 bands, we get
around 83.62% CA for 0.08 iterations. Hence, here the learning rate is fixed to 0.08.
Similarly, with 73 bands the learning rate,with a high CA of 83.67%, is produced for
0.08. So, the learning rate is fixed to 0.08.
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1. Before DR, the layer parameters of the VCNN are as follows. n; = 220 andns; = 8
are the input and output channel sizes. k; = 24, n, = 197, k, =5, and n; = 39,
are the nodes in the fully connected layer n, = 100 [3]. The input dimension is
1 X 220 and the number of nodes in the convolution layer is 20 X (1 X 197). The
trainable parameters between the input and convolution layer number 500. The
max-pooling layer has 20 X (1 X 39) nodes, the dimension of the fully connected
layer is 1 x 100. The trainable parameters of this layer are given as 78,100. The
output layer contains 1 X 8 nodes where 8 is number of classes. The total number
of trainable parameters is 79,408, computed using Eq. 1.

2. After DR through DMD the number of bands are reduced from 220 to 110, i.e.,
50% of the bands are reduced. The layer parameters of the VCNN are as follows.
n, = 110 and n5 = 8 are the input and output channel sizes. k; = 12, n, =99,
k, =3, and n; = 33 are the nodes in he fully connected layer n, = 100. The
input dimension is 1 X 110 and the number of nodes in the convolution layer is
20 % (1 x99). The trainable parameters between the input and convolution layer
are 260. The max-pooling layer has 20 X (1 X 33) nodes, the dimension of the
fully connected layer is 1 x 100. The trainable parameters of this layer are given
as 66,100. The output layer has 808 trainable parameters. The total number of
trainable parameters is 67,168.

3. On furthur reduction of bands from 110 to 73, i.e., with more than 50% of the
bands being reduced from the original bands (220), the layer parameters of the
VCNN are as follows. n; = 73 and ns; = 8 are the input and output channel sizes.
k; =8, n, =60, k, = 3, and n; = 22 are the nodes in the fully connected layer
ny = 100. The input dimension is 1 X 73 and the number of nodes in the con-
volution layer is 20 X (1 X 66). The trainable parameters between the input and
conolution layer number 180. The max-pooling layer has 20 X (1 X 22) nodes, the
dimension of the fully connected layer is 1 X 100. The trainable parameters of
this layer are given as 44,100. The output layer contains 1 X 8 nodes where 8 rep-
resents the number of classes. This layer has 808 trainable parameters. The total
number of trainable parameters is 45,088.

4.3 Classification Accuracy

Classification accuracy is recorded and measured before and after DR. Classwise
and overall accuracy can be interpreted as shown:

Classwiseaccuracy (CA)

_ Numberof pixels which are correctly classified in each class % 100

Total number of pixels in each class
Overallaccuracy (OA)

_ Total numberof pixels which are correctly classified % 100

Total numberof pixels
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The classification accuracies are 84.63%, 83.62%, and 83.67% for raw data,
reduced dimension data with 220 bands, and reduced dimension data with 110 bands,
respectively. The performance of the VCNN classifier can be evaluated by classwise
accuracies, with Fig. 4 showing classwise accuracies for raw data and DR hyperspec-
tral data.

The number of trainable parameters, and their corresponding accuracies, are
graphically shown in Fig. 5. It can be seen that the total number of trainable param-
eters is reduced before and after DR. Though the trainable parameters are reduced,
the classification accuracy obtained before and after DR is comparable. By select-
ing the most informative bands and discarding the redundant bands, the VCNN
achieves almost the same classification accuracy with a reduced number of trainable
parameters.

When this dimension reduction is further reduced to three quarters (55) of the total
bands, we observe that the same classification accuracy is retained until two thirds of
the total bands are reduced (73), whereas for a total band reduction of three quarters
(55), we are able to reduce the trainable parameters significantly to 33,048, with a
CA of around 80.32%, which shows that further reduction in the feature dimension
leads to misclassification.

Classwise Accuracies

90 | ]
80 2 Hrawdata
® 70 !
T 60 |
E 50 : m reduced data( 50% bands)-
2 ;g i ' 110 bands
ig | w reduced data(more than
0 | 50%)-73 bands
1 2 3 4 5 6 7 8
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Fig. 4 Classwise accuracy before and after DR

Fig. 5 Comparison of o Total no: of trainable parameters W Classification accuracy %
trainable parameters and

accuracies with and without 45,088

; i e a

220 110 73

79,408 67,168

No: of bands in Indian Pines before
and after dimensionality reduction
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5 Conclusion

The effect of DR on a VCNN is analyzed in this chapter. Based on the accuracy
of measurement parameters, the performance of this classifier is evaluated. From
experimental results, it is evident that, though there is dimension reduction, a VCNN
is able to achieve almost the same classification accuracy as that of HSI raw data.
The total number of trainable parameters were also reduced, which led to easier
handling of data for the VCNN. Also, the experimental results show that two thirds
of the total number of available bands represents the maximum possible reduction
in feature dimension, resulting in comparable classification accuracy.
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Asymptotic Symbol Error Rate Analysis )
of Weibull/Shadowed Composite Fading gk
Channel

Puspraj Singh Chauhan and Sanjay Kumar Soni

Abstract In this work, we derive the asymptotic expressions of the average sym-
bol error probability (SEP) of a wireless system over the Weibull-lognormal fading
channel. First, we evaluate an approximation of the multipath distribution at the o-
rigin then the composite distribution is obtained by averaging the approximate mul-
tipath probability density function (PDF) with respect to shadowing. The result is
further extended to include maximal ratio combining (MRC), equal gain combining
(EGC), and selection combining (SC) PDF at the origin. The derived expressions
of the composite PDF are further utilized to evaluate the average SEP for both co-
herent and non-coherent modulation schemes. The derived expressions have been
corroborated with Monte-Carlo simulations.

Keywords Probability distribution function * Diversity + Symbol error probability
1 Introduction

A composite model is a class of mathematical model which includes both multipath
and shadowing phenomena simultaneously and hence is a more realistic model. A-
mong the available class of composite fading models, Weibull-lognormal (WLN)
draws its significance from the fact that the Weibull distribution is known to charac-
terize the multipath effects of an indoor and outdoor channel, based on its excellent
matching with the measurements conducted in related environments [ 1-4]. The shad-
owing effect of the channel is best captured by the lognormal (LN) distribution [5].
Moreover, the LN distribution is shown to characterize a number of wireless appli-
cations such as an outdoor scenario, fading phenomenon in an indoor environment,
radio channels affected by body worn devices, ultra wideband indoor channels, and
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weak-to-moderate turbulence channels found in free-space optical communications
channels [5-7].

In the performance analysis of a wireless system, the closed-form solution facil-
itates better interpretation of system behavior. Yet, sometimes the complexities of
the expression defies the basic purpose of the system optimization [8]. This moti-
vates us to go for an asymptotic analysis of system performance. In the literature,
various work related to asymptotic behavior of a system has been carried out [9—
11]. For example, in [9], asymptotic bit error rate (BER) analysis has been presented
for maximal-ratio combining with transmit antenna selection in flat Nakagami-m
fading channels. In [10], simplified expressions of the BER for the # — y/Gamma
composite fading channel in a high-power regime are derived. The asymptotic BER
expressions for the @« — # — u fading channel have been derived for both coherent and
non-coherent modulation schemes [11]. To date, the asymptotic analysis over W-LN
fading channel with diversity reception has not been reported in the open literature.
Recently, authors of a current paper have reported asymptotic closed-form expres-
sions of the average symbol error probability (SEP) with maximal ratio combining
(MRC) diversity [12]. The common approach adopted to derive the asymptotic so-
lutions of the average SEP over the composite fading channel is to first derive the
composite distribution by averaging the multipath with respect to shadowing, ap-
proximate the distribution at the origin as suggested in [8], then deduct the average
SEP. Generally, composite distribution following the previous concept may lead to
a result having a summation term, and thus the solution may not be tractable as far
as the derivation of the probability density function (PDF) of the MRC, equal gain
combining (EGC), and selection combining (SC) output is concerned, and usually
does not lead to the closed-form solution.

In this chapter, we obtain the asymptotic expressions for the average SEP with all
three diversity schemes such as MRC, EGC, and SC. While deriving the asymptotic
solutions we have followed the following approach. First, we evaluate an approxi-
mation of the multipath distribution at the origin then the composite distribution is
obtained by averaging the approximate multipath PDF with respect to shadowing.
The result is further extended to include MRC, EGC, and SC PDFs at the origin.
These expression have been used to evaluate the closed-form solutions of the aver-
age SEP. Furthermore, we have compared the performance of MRC, EGC, and SC
in the context of error probability over the composite fading channel.

2 System Model

The Weibull envelope “X” has the PDF given as follows [13]:

A ~ 0\ ¢/2
e

where (2 is the average fading power Q2 = E[Xg], A=[Ir+ %)]C/2 and I'(.) is the
Gamma function. Here c is the multipath parameter and the channel condition im-
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proves as ¢ — oo . As a special case, when ¢ = 1,2 the Weibull distribution reduces
to the exponential and Rayleigh distributions, respectively. An LN random variable

(RV) “Z” has the PDF [5]:
2
Inz —
1 exp[—(nz H>]11>0 2)
o\ 2x \/za

where ¢ and y are the mean and standard deviation of In(Z). The expected value of
ZisE[Z)=T =Z,, = exp (u + 6*/2). As such, and by using Taylor’s series, the

avg
Jfx(x) given in (1) can be rewritten as:

fz(2) =

) =—=x"'+0 3)
o5

2

where ¢ stands for higher order terms. First, substitute (3) and (2) into the defini-

tion of the composite distribution [14, Eq. (3)], then setting ¢ = (In(z) — u)/ \/Ea,
employing the identity [15, Eq. (3.323.219)], and finally following the conversion

y =x%p, ¥ = Qp and fy(v) = fx(\/v/p)/2+/7p, where p = 4 , E; is the energy per
symbol and N, is the one-sided power spectral density of the add1t1ve white Gaussian
noise (AWGN) [13], the signal-to-noise ratio (SNR) distribution of the composite
distribution around origin can be given as:

pe 022

cAe 2e 8 c_
! “4)
2p

frn) =

ST

The simplified PDF of (4) does not contain any summation term, thus enabling us
to derive the PDF of the diversity combiner output in a convenient way, which is
presented next.

2.1 Maximal Ratio Combining Probability Density Function
at the Origin

For MRC with L independent and identically distributed (i.i.d.) diversity branches,
the instantaneous SNR of the combiner output is given by:

L
ymrc = Z }/j (5)
Jj=1

where y; is the instantaneous SNR of the jth branch. Since the L WLN RVs are i.i.d.,

the moment-generating function (MGF) of y,,,. is expressed as M, (s)= H M, (s)
Jj=1
where M},,_ (s) is the jth branch MGF and is deduced by taking the Laplace transform
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of (4) with the aid of [15, Eq. (3.381.4)]. Thus, assuming the average SNR of each
branch to be same, i.e., p; = p, = ... = p; = p, the MGF of y,,,.. can readily be shown
as:

ue o022
cAe 2e s I( %) L
—> (6)

Yl < 2sp)’

The PDF of the RV Y,,,.. is deduced by performing the inverse Laplace transform of

(6) with the aid of [15, Eq. (3.381.4)], yields [12]:
O TEN &
N——2 3

— @)
p:I(5)

Youre

uc o2

cAe 2e’s
2

where 9 =

2.2 Equal Gain Combining Probability Density Function at
the Origin

For L i.i.d. diversity branches, the instantaneous SNR of the EGC output is given as:

L 2
1
Vege = (— 2> \/71> ®)
L j=1
The above equation can be further be expressed by taking the square-root of both

sides as:
L

®)

ﬂ |

In a similar context to MRC, the MGF for EGC is expressed as M HM

(s/ \/Z). Now, following a similar approach to MRC, and with the aid of [13], the
SNR distribution around the origin is deduced as:

L r L Lc L
() SLOLCLE 10
2F(Lc)p 2

ue 022

where a« = Ace” 2e7s .
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2.3 Selection Combining Probability Density Function at the
Origin

The simplest approach for combining the signals from the channel branches is the
SC method. From the practical point of view, this algorithm has the easiest imple-
mentation. In this, the output or branch is picked which has the highest SNR which
can be defined mathematically as Y. = max(Y)),j = 1,2...L. The PDF of the output
SNR is defined as [16]:

fr, = LEy( ) fy(r) (11)

where Fy(y) is the cumulative distribution function (CDF). The CDF can be obtained
by substituting (4) in the definition Fy(y,h) = F(Y < y,,) [16] and after some straight
forward mathematical simplification:

Yih
Fy(rs) = —=
2P’

(12)

Further, substituting (4) and (12) into (11) results in the closed-form expression of
the SC distribution: .
LY Le_
frnm =1+
(E)L_1 p?

13)

3 Average Symbol Error Probability Analysis

In this section, we analyse the performance of the composite fading channel over
average SEP for both coherent and non-coherent modulation schemes. The general
expression of the average SEP over a fading channel is obtained by taking an ensem-
ble average of the instantaneous error probability over the fading distribution. The
general expression of the average SEP over a fading channel is given by [16]:

(s

P, = / P,(n)fy()dy (14)

0

where P,(y) is the instantaneous symbol error rate (SER) of the modulation
technique.

3.1 Coherent Average Symbol Error Probability

The generalized probability of error for coherent modulation schemes is given by
[11, Eq. (A7)
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P(y) = Ajerfc(4/B,y) 5)

where constants Ap and Bp, for different modulation techniques, are given in [11,
Table I] for various constellation size. erfc(.) is the complementary error function

and is defined as erfc(x) = % [ exp(—1)dt.

3.1.1 Average Symbol Error Probability for Maximal Ratio Combining

By substituting (7) and (15) in (14), letting ¢ = 4 /pr, and using [17, Eq. (2.8.2.1)],
the asymptotic average SEP can be obtained as:

L c\\L Lc+1
Pmrc,asy ~ ZAPS (F(E)) F(T) 16
e,coh ~ oL Le ( )
cL\/x(B,p)> T(5)

The result of the asymptotic average SEP can also be expressed in terms of coding
asym

gain (G,) and diversity gain (G,), i.e., P,” = (GC.)_/)_Gd [8, eq. (1)] as:

2

G, - Lt o <2API9L(F(§))LF(%)>

2 ¢ 4
cL\/nB} )

A7)

3.1.2 Average Symbol Error Probability for Equal Gain Combining

By substituting (10) and (15) in (14), and following a similar procedure as defined
above, it follows immediately that:

c Le+1
Pega,asy ~ APaL(F(c))L(\/Z)L F(T) (18)

e,coh Le
Val(Le+ 1)(pB,)>

Diversity and coding gain are expressed as:

L G (ApaL<r(c>>L<\/Z)Lcr<%)>-z )

oL
I'(Lc+ 1)\/7B}

3.1.3 Average Symbol Error Probability for Selection Combining

By substituting (13) and (15) in (14), and following a similar procedure as defined
in Sect. 3.1.1, it follows immediately that:
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2Ap@Lr(L“2+1 )
_ - (20)
c\/m(5)"(pB,) 2

HSC,Asy
i ~
e,coh

The values of diversity and coding gain are expressed as:

2

— (1)
ev/z()1B;

24,98 (M) \
ks (200

3.2 Non-coherent Average Symbol Error Probability

The instantaneous SEP for different non-coherent modulation schemes is given by
[12, Eq. (18)]:
P(y) = A,exp(=B,y) (22)

where the parameters A, and B, are defined in [12, Table 2].

3.2.1 Average Symbol Error Probability Maximal Ratio Combining

The asymptotic average SEP is derived by substituting (7) and (22) in (14), which
with the aid of [15, Eq. (3.381.4)], yields:

AWM
Pmrc ,asy ~ — (23)
(B,p)*

The diversity and coding gain are expressed as:

(24)

A (O (E)EN

3.2.2 Average Symbol Error Probability Equal Gain Combining

The closed-form asymptotic solution to average SEP is derived by substituting (10)
and (22) in (14), and repeating similar steps to those defined above:

] A, a (VL)
Ponon™ ™ (25)
’ 2I(Le)(pB,)

Diversity and coding gain are expressed as:
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Le A VDT(E)\ 3
Gd = ? GC = < — > (26)
2I'(Lc)B?

3.2.3 Average Symbol Error Probability Selection Combining

The closed-form asymptotic solution is evaluated by substituting (13) and (22) in
(14), and repeating similar steps to those defined in Sect. 3.2.1:

LAner(%)

(EY-1(oB,)

psc.asy
~
e,non

27)

The values of diversity and coding gain are expressed as:

LA, 9- T (5)\~=
G, =L G, = (—2> (28)

(%)L“B:?L
4 Numerical Analysis

In this section, the asymptotic behavior of the average SEP for the WLN fading chan-
nel has been presented graphically. The Monte-Carlo simulations are also included
in all the figures to validate the accuracy of the derived expressions.

Fig.1 Average SEP for
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In Fig. 1, asymptotic plots of the average SEP for coherent M-ary pulse ampli-
tude modulation (MPAM), with MRC (16) and EGC (18) side by side, are presented
against E,/N,. The parameters under consideration are ¢ = 1, infrequent light shad-
owing [18, 19], constellation size M = 4, and diversity order L = 1,2, 3. It is clear
from the figure that the asymptotic plot converges at high SNR and coincides with
Monte-Carlo simulations. It is also observed from the plot that MRC is superior to
EGC for all the diversity schemes, and the separation increases with increase in di-
versity order. The average SEP for coherent binary phase shift keying (BPSK) versus
E /N, is given in Fig. 2 with the SC diversity scheme. The Monte-Carlo simulations
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are also included and shown to coincide with the closed-form solution at high S-
NR. In Fig. 3, the plot illustrates the non-coherent differential BPSK (DBPSK) (23)
scheme versus E,/N,. As expected, it is revealed from the figure that increasing pa-
rameter ¢ means that system performance improves.

5 Conclusion

The closed-from expressions of diversity PDF at the origin for the composite
W-LN fading channel have been presented. The derived results were then extend-
ed to evaluate the asymptotic expressions of the average SEP for both coherent and
non-coherent modulation schemes. It was shown that the asymptotic plot merges
with Monte-Carlo simulations at high SNRs, verifying the accuracy of the derived
expressions.

References

1. Sagias NC, Karagiannidis GK, Bithas PS, Mathiopouls PT (2005) On the correlated Weibull
fading model and its applications. In: Ieee transactions on vehicular technology conference, pp
2149-2153

2. Cheng J, Tellambura C, Beaulieu NC (2004) Performance of digital linear modulations on
weibull slow-fading channels. IEEE Trans Commun 52(8):1265-1268

3. Ibdah Y, Ding Y (2015) Mobile-to-mobile channel measurements at 1.85 GHz in suburban
environments. IEEE Trans Commun 63(2):466-475

4. Bessate A, Bouanani FEL (2016) A very tight approximate results of MRC receivers over
independent Weibull fading channels. Phys Commun 21:30-40

5. Khandelwal V (2014) Karmeshu: a new approximation for average symbol error probability
over log-normal channels. IEEE Wirel Commun Lett 3(1):58-61

6. Navidpour SM, Uysal M, Kavehrad M (2007) BER performance of free-space optical trans-
mission with spatial diversity. IEEE Trans Wirel Commun 6(8):2813-2819

7. Héliot F, Xiaoli C, Hoshyar R, Tafazolli R (2009) A tight closed-form approximation of the
log-normal fading channel capacity. IEEE Trans Wirel Commun 8(6):2842-2847

8. Wang Z, Giannakis GB (2003) A Simple and General Parametrization Quantifying Perfor-
mance in Fading Channels. IEEE Trans Commun 51(8):1389-1398

9. Chen Z, Chi Z, Li Y, Vucetic B (2009) Error performance of maximal-ratio combining with
transmit antenna selection in flat Nakagami-m fading channels. IEEE Trans Wirel Commun
8(1):424-431

10. Zhang H, Matthaiou M, Tan Z, Wang H (2012) Performance Analysis of digital communication
systems over composite #u/Gamma fading channels. IEEE Trans Veh Technol 61(7):3114—
3124

11. Badarneh OS, Aloglah MS (2016) Performance analysis of digital communication systems
over a — n — pu fading channels. IEEE Trans Veh Technol 65(10):7972-7982

12. Chauhan PS, Tiwari D, Soni SK (2017) New analytical expressions for the performance metrics
of wireless communication system over weibull/lognormal composite fading. Int J Electron
Commun (AEU) 82:397-405

13. Simon MK, Alouini M (2005) Digital communication over fading channels, (2nd ed.), New
York, Wiley



Asymptotic Symbol Error Rate Analysis. .. 191

14.

15.

16.

17.

18.

19.

Shanker PM (2004) Error rates in generalized shadowed fading channels. Wirel Person Com-
mun 28:233-238

Gradshteyn IS, Ryzhik IM (2007) Table of integrals, series, and products. (7th ed.), Academic
Press, California

Rana V, Chauhan PS, Soni SK, Bhatt M (2017) A new closed-form of ASEP and channel
capacity with MRC and selection combining over Inverse Gaussian shadowing. Int J Electron
Commun (AEU) 74:107-115

Prudnikov AP, Brychkov YA, Marichev OI (1986) Integrals and Series Volume 2: Special
Functions, Ist edn. Gordon and Breach Science Publishers

Loo C (1985) A statistical model for a land mobile satellite link. IEEE Trans Veh Technol
34:122-127

Loo C (1990) Digital transmission through a land mobile satellite channel. IEEE Trans Com-
mun 38:693-697



Vehicle Detection and Categorization M)
for a Toll Charging System Based oy
on TESSERACT OCR Using the IoT

A. Vijaya Krishna and Shaik Naseera

Abstract In India the main transport system is the road network. Government
design different plans for transport system like national highways under develop-
ment. The administration consents to arrangement with the privately owned busi-
nesses who manufacture the foundation for national highways for a definite time.
The private agencies deduct the amount from the vehicles which are passed on that
recently developed the highways. Vehicle detection is the crucial step in the toll
collection management system. There are various ways of implementing a toll
charging system including manual toll charging, RFID systems and barcodes.
However, these techniques are error prone while charging the toll system. In this
paper we propose a framework using Tesseract OCR and Raspberry Pi. If an input
is passed to Raspberry Pi, then the Raspberry Pi detects and charges an amount for
the vehicle by using the web server and its database. Finally an alert message is
pushed to the vehicle owner’s mobile number after deducting the amount from the
user’s account.

Keywords ETC - Sensors - Raspberry Pi «+ GSM - Open CV

1 Introduction

In India we find the chance to watch for the most part expansive of National
thruways. Government designs different stages to finish the tasks under develop-
ment. The administration consents to arrangement with the privately owned busi-
nesses who manufacture the foundation like streets for some period [1]. The
contributed sum is collected from vehicles passing on the recently manufactured
road. This gathered whole is called as toll imposes [1]. Individuals must choose

A. Vijaya Krishna (=) - S. Naseera
VIT University, Vellore, Tamil Nadu, India
e-mail: Vijay.merits@gmail.com

S. Naseera
e-mail: naseerakareem@ gmail.com

© Springer Nature Singapore Pte Ltd. 2019 193
A. Kumar and S. Mozar (eds.), ICCCE 2018,

Lecture Notes in Electrical Engineering 500,

https://doi.org/10.1007/978-981-13-0212-1_20


http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_20&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_20&amp;domain=pdf

194 A. Vijaya Krishna and S. Naseera

between limited options to for paying the toll impose for utilizing the passage. PC
vision is an essential field in the capture of high dimensional information from
cameras in the toll system [1, 2].

The main steps taken as part of this procedure are obtaining, handling, and
breaking down the picture and changing it into a number or a representative shape
[2]. It is used to understand the scene electronically and the procedure is propor-
tionate to the capacity of human vision. The numerical or emblematic data of a
scene is chosen in light of the proper model developed with the help of protest
geometry, material science, measurement, and learning hypothesis [2]. The scene in
mind is converted into image(s) or video(s), including many pictures, using camera
(s) concentrated from various areas on a scene [3]. Picture handling, picture
investigation and machine vision are likewise firmly identified with PC vision.
Picture handling and picture examination manage 2D pictures. In the preparation of
a picture it is changed into another by applying a few operations, for example,
differential upgrade, edge location, and geometrical changes [4, 5].

Manual toll collection is not suitably for collecting tolls as it exceptionally time
consuming. This strategy causes quite a long waiting time at tollbooths as vehicles
need to wait until their turn comes.

1.1 Other ETCs

An electronic toll collection system (ETC) is the best alternative to a manual toll
collection system. They use diverse innovations to better aid toll collection. They
primarily attempt to stay away from manual intercession at the tollbooth. Some use
barcodes, RFID labels and so forth for recognition and these are extremely helpful
for ongoing picture handling [6]. However, ETC systems suffer from problems of
type classification and toll estimation. Vehicle grouping depends on parameters,
such as the length of the vehicle, distance between two wheels of the vehicle, and
the zone occupied by the vehicle in the picture. There is no exact parameter can be
utilized for usage with relating to its imperatives and deducting toll charging is also
a major problem in ETC systems.

2 Proposed System

The proposed framework depends on vehicle identification and uses Open CV
libraries with an implanted Linux stage. With this model it is likewise conceivable
to check the number of vehicles going through the toll corner (Fig. 1).

Raspberry Pi is a charge card measured single-board PC created in the UK. It is
one of the mainstream of installed Linux-based advancement sheets [1]. Addi-
tionally it is used to check the data rundown of toll gathered vehicles. It will help
the manager to check whether a toll charge is entered accurately or not.
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Fig. 1 Block diagram of the proposed system

In this proposed model we need to use high picture catching computerized
camera to capture unmistakable pictures of vehicles. For viable reason, we have
utilized after camera only for exhibit. Assist this data is passed to the Raspberry Pi
which is having web server set up on it. At the point when Raspberry Pi comes to
know the vehicle, at that point it get to the web server data and as indicated by the
sort of the vehicle, fitting toll is charged.

3 System Design

Vehicles discovery must be pertinent to various natural conditions like light, bril-
liance, activity status evolving and so on. In the proposed framework, while per-
forming tests we have made a constant situation. The vehicles proceeding along the
road and a camera is placed near to the tollbooth area. This camera captures pictures
of vehicles and sends them to the framework. These pictures are only the edges
changed over from the video by the framework (Fig. 2).

An arrangement framework like the one proposed here can provide critical data
for a specific outline situation.

3.1 Opverview of Tesseract OCR

Vehicle number plate recognition is crucial in ETC systems. Character recognition
is used to obtaining the registration numbers of vehicles [7]. In our model we uses
Tesseract OCR to recognise vehicle registration numbers. The pipeline of the
Tesseract OCR motor is given in Fig. 3. The initial step is adaptive thresholding,
which converts the picture into a twofold form using Otsu’s strategy [8]. The
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Fig. 3 Architecture of Tesseract OCR

subsequent stage is page design investigation, which is used to extricate the content
squares.

In the following stage, the baselines of each line are distinguished and the
content is partitioned into words using distinct spaces and fluffy spaces [9].

In the following stage, the character plots are removed from the words.
Acknowledgment of the content is then begun as two-pass process. In the primary
pass, word acknowledgment is completed using the static classifier.

3.1.1 Adaptive Thresholding

In Tesseract OCR, Otsu’s technique [8] is employed to perform bunching-based
picture thresholding. The pixels in the photo are spoken to in L dimension levels 0,
1, ..., L where each esteem compares to a potential limit. In Otsu’s strategy we look
for the edge that limits the intra-class change, characterized as a weighted whole of
the differences of the two classes:
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Weights @y and @, are the probabilities of the two shading classes isolated by a
limit t and square 0(2) and 0? are the differences of these two classes. Otsu

demonstrates that limiting the intra-class change is the same as augmenting between
class fluctuations [8]
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Every one of these qualities can be calculated from the twofold grayscale input
given. The ideal edge t* that augments is chosen by a consecutive search of the
diverse estimations of t. To represent varieties inside the picture, local adaptive
thresholding is performed in Tesseract, where Otsu’s calculation is connected to
little estimated rectangular divisions of the picture.

3.1.2 Page Layout Analysis

Page design examination, one of the initial steps of OCR, isolates a picture into
ranges of content and non-content, and also partly multi-segments the content into
segments [9]. The page design investigation in Tesseract depends on recognizing
tab stops in a recorded picture.

3.1.3 Baseline Fitting and Word Detection

Tesseract utilizes an exceptionally novel calculation to find the lines of content on a
page. The calculation performs well even within the sight of wrecked and coupled
characters, spot clamor and page tilt [10].

Once the content lines have been discovered, the baselines are better fitted
utilizing a quadratic spline and a minimum squares fit [10].

Tesseract discovers words by measuring holes in a restricted vertical range
between the standard and mean line. Spaces that are near the limit at this stage are
made fluffy, with the goal that an official choice can be made after word
acknowledgment.
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Fig. 4 Block diagram of the word recognizer

3.14 Word Recognition

In this part the distinguished words are portioned into characters. Tesseract tests the
content lines to decide if they are of settled pitch (having a steady separation of
words and characters) amid the word recognition step [9]. For a settled pitch
content, Tesseract slashes the words into characters using the pitch. Whatever
remains of the word acknowledgment step applies only to nonfixed-pitch content
(Figs. 4 and 5).

The word recognizer first characterizes each blob, and shows the outcomes to a
lexicon hunt to discover a word in the mix of classifier decisions for each blob in
the word. If the word result is unsuitable, Tesseract hacks the blob with most
exceedingly awful certainty from the character classifier [9]. Applicant slash focii
are found from the inward vertices of a polygonal estimate of the framework.

After slashing, conceivable outcomes are depleted, the associator makes an A*
(best first) pursuit of the division chart of conceivable mixes of the maximally
cleaved blobs into hopeful characters [9]. At each progression in the best-first
pursuit, any new blob blends are grouped, and the classifier comes about are given
to the word reference once more.

The yield for a word is the character string present in the lexicon that had the
best general separation-based rating.

%

Fig. 5 Candidate chop points
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4 Implementation

4.1 OpenCV—Open Computer Vision Library

OpenCV is an open source PC vision library. The library is composed in C and C+
+ and runs under Linux, Windows, and Mac OS X. The OpenCV library contains
more than 500 capacities that traverse numerous regions of vision, including pro-
cessing plant item review, therapeutic imaging, security, UL, camera adjustment,
stereo vision, and mechanical technology.

4.2 Virtual Network Computing (VNC)

VNC is a graphical desktop sharing system. By proper authentication we can
connect to the VNC. This creates a virtual Linux operating system on our operating
system. With this we run our project if a vehicle is detected, and it displays the
number of the vehicle.

5 Simulation Results

(see Figs. 6, 7, 8, 9 and 10).

Fig. 6 VNC viewer
authentication

(= ]

Concl
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Fig. 7 Sample code of a toll
system

Fig. 8 Proposed toll system
model with Raspberry Pi Kit

Fig. 9 Detection and

recognition of vehicle number
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6 Conclusion

The technique which is used for implementation is very efficient and more practical
than any other methods of toll estimation. As for development, if an embedded
Linux system is used, then processing speed will be fast. On the other hand,
OpenCV plays a crucial role in vehicle detection. It has libraries which can be used
for vehicle detection and one can also extend its use according to requirements. At
the tollbooth, a major task of toll collection will be completed with less human
effort. This idea gives very less expensive toll collection system concept. Also the
system is transparent in terms of toll collection and provides a reliability that it can
also work in adverse climatic condition.
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Waveguide in Photonic Crystal oy
with Tunable Width: Simulation

and Analysis
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and Alok Kumar Jha

Abstract In this paper a typical waveguide in 2D photonic crystal of air holes in
dielectric slab structure has been simulated to explore the possible transmission
spectrum as shown later in various figures. The waveguide width is variable and
correspondingly its transmission spectrum changes. This may be improved upon
and used to design optical communication devices and photonic sensors. The
algorithms used for simulation are finite difference time domain (FDTD), and plane
wave expansion method (PWEM).

Keywords Photonic band gap « Waveguide + PBG . FDTD
MEEP - PWEM . MPB

1 Introduction

Photonic crystal is a periodically modulated dielectric material. The periodic
variation of the dielectric constant gives rise to a particular photonic band gap
(PBG), and a unique photonic band structure [1, 2].

The band structure of the crystal depends upon various parameters, such as
difference in refractive index and lattice structure etc. A basic hexagonal lattice of
air holes in a dielectric slab is shown in Fig. 1.
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Fig. 1 a Hexagonal lattice of holes in the slab. b Transmission spectra of (a)

PBG structure provides basic information about the crystal. It gives relationships
of frequencies and wave numbers, i.e. modes. The band gap consists of a range of
all the frequencies which are not allowed to propagate through the crystal. When
defects, such as point, collection of points, and lines, etc. are introduced in photonic
crystals, they subsequently cause defect modes in the band gap [3].

In this study, a 2D hexagonal lattice of air holes in a dielectric slab is chosen and
two parallel line defects are created as shown in Fig. 1a. The two line defect rows
are on the either side of a middle no defect row. The width of the line defect can be
varied by separating the two sides of photonic crystal about the middle no defect
row. The two variable line defects and the region in between constitute the
waveguide.

2 Computation Methods

Finite difference time domain (FDTD) has been used to compute the real-time
behavior of electromagnetic waves in photonic crystals using a time-domain
approach. Using FDTD, by applying a pulsed field as the source and by taking the
Fourier transform of the response obtained, the output is obtained over a wide
frequency range, with the PML (perfectly matched layer) condition being taken into
consideration.

Plane Wave Expansion Method (PWEM) is a method used to compute the band
structures of the photonic crystals using a frequency-domain approach.

The band structure of the crystal depends upon various parameters, such as
difference in refractive index and lattice structure etc. A basic hexagonal lattice of
air holes in a dielectric slab is shown in Fig. 1.
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Table 1 Width of waveguide Figure Width
1 0
2 0.2
3 0.4
4 0.6
5 0.8
6 1

3 Structure Parameters

The structures shown in the figures can be described by the following parameters:

Period of lattice = 1 unit (um) (same for all figures)
Radius of holes = 0.42 units

Dielectric constant of slab = 12

Height of slab = infinite.

Width of each of the two line defects for the figures is given in Table 1 as a
fraction of one lattice period.

Photonic crystal parameters are mutually scalable. So period and frequency can
be expressed as normalized and independent of units.

4 Units

The units of amplitude and frequency are normalized. The frequency value, when
multiplied with (2rc/a = M), gives a frequency in SI units, where ‘c’ is the velocity
of light in vacuum, and ‘a’ is the lattice periodicity in SI units respectively. Power
obtained in the output spectra is normalized (i.e. output/input flux) and is plotted on
a dB scale (10 * log (output/input flux)). The width of the line defect can be varied
by separating the two sides of the photonic crystal about the middle no defect row.
The two variable line defects and the region in between constitute the waveguide.

S Structure Design

1. A dielectric slab of dielectric constant 12 is used.

2. Through the slab, holes of radius 0.42 units are drilled in the triangular lattice
form.

3. The width of the waveguide can be changed as a fraction of 1 period unit of the
lattice as shown.
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4. Center frequency of the source is 0.33 normalised units.
5. Mode of propagation: TE mode.

When the central frequency is multiplied by M (2rnc/a), and a value of a = 1 um,
then we obtain a wavelength of 482 nm.

6 PWEM Analysis

A basic band gap structure was analyzed for the structure generated as shown in Fig. 1.

The band gap generated is shown in Fig. 2. As seen in Fig. 2, a band gap
centered on 0.3-0.4 is obtained. Hence for the transmission analysis the source is
taken to be centered on 0.33 normalised units.

7 Transmission Spectra

Shown in Fig. 1b is the transmission spectrum for the structure in Fig. la.
Given below are various examples of structures and their corresponding trans-
mission spectra.

8 Results and Discussions

1. Fig. la is the regular triangular lattice and Fig. 1b shows the band gap of the
lattice.

2. In Fig. 3a the basic waveguide structure is shown. Figure 3b therefore shows
the respective change that occurs in the spectra due to the above change.

3. Similarly in Figs. 4a, 5a, 6a, and 7b the width of the waveguide has been set to
0.4, 0.6, 0.8, and 1 unit respectively. And Figs. 4b, 5b, 6b, and 7b show the
respective spectra changes.

Fig. 2 Band structure for the
structure in Fig. la
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Fig. 3 a Structure with line defect = 0.2 units. b Transmission spectra of (a)

Nommalised Frequency (f/(K))

Normalised Output({in dB)

Fig. 4 a Structure with line defect = 0.4 units. b Transmission spectra of (a)

4. We can clearly see that as the width increases, the defect mode becomes wider
in frequency and shifts toward the lower end of the band gap.

5. Fig. 6b reveals a closely spaced pair of defect modes.

6. Fig. 7b unlike previous cases, exhibits the possibility for a very narrow band
frequency reject-type spectrum.
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9 Applications

The above analysis can be used in optical communication devices and optical
sensors. It can also be mapped and calibrated to measure physical properties like
temperature and pressure [4].

10 Software Used

MEEP and MPB are the software used for analysis. Both of these have been
developed by the Ab Initio Physics Research team at MIT (Massachusetts Institute
of Technology). [5].

MPB is used for computing the band structures and electromagnetic modes of
periodic dielectric structures using PWM.

MEEP is a FDTD simulation software used for real-time computation of
transmission and reflection spectra, and frequency and field patterns in a dielectric
substance.
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An Anamnesis on the Internet of Nano )
Things (IoNT) for Biomedical ek
Applications

Amruta Pattar, Arunkumar Lagashetty and Anuradha Savadi

Abstract This paper holds the data of broadly anamnesis and summery on internet
of nano things (IoNT) for human services. This makes great possible to give the
systematic and prognostic techniques and which in this way help in the medi
cations of patients through correct bound pharmaceutical transport, tranquilize
convey, tumor and various distinctive contamination’s. The proposed study dis-
cusses the different network models of the IoNT and the architectural requirements
for its implementation, which involves the different networking models, electro-
magnetic and molecular communication, channel modeling, information encoding,
telemedicine aspects, and IoNT protocols.

Keywords IoNT . Molecular communication - Drugs delivery

1 Introduction

The recent developments in the area of the web known as the Internet of Things
(IoT) have taken it to its next level of improvement by combining the nano sensors
with IoT. Major developments and advancements in the field of nanotechnology, in
combination with the internet, have arisen, Since the famous lecture on nanotech-
nology by Richard Feynman in 1959, the field has seen great progress and has also
provided sophisticated devices with important applications, such as nanosensors,
which helps in diagnosis at the molecular level and in turn can provide treatments,
such as targeted drug delivery to tumor patients. The IoNT is one which relates
in-depth to the internet of bio-nano things (IoBNT). Bio-nano things are those which
can be defined as the special identification of basic structure and the functional unit
that explains the work and the connectivity within the organic conditions.
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Despite various papers published on nano gadgets every year, it is still not clear
regarding how communication takes place between nano gadgets. There are two
major and extensive aspects which is used by nanotechnology for the IoNT and
they are electromagnetic communication, which uses radiowaves as the information
carrier and molecular communication, where molecules are used as the information
carriers. The molecular communication turns out to be better than electromagnetic
communication as it shows a high energy efficiency, biocompatibility, and also has
the competency to work in an aqueous medium which makes molecular commu-
nication much better for working on nano gadgets using the IoNT.

Molecular communication shows a good level of performance while using the
IoNT as a communication media. Basically, molecular communication is all about
invigorating the various molecules in the biological systems, since the communi-
cation is carried out by molecules. Molecular communication is one of the media
which already exists in the natural world acting as an element between the
nanoscales. Natural phenomena, such as intercellular and interbacterial communi-
cation are extremely helpful in providing essential information regarding the model
of a nanonetwork. Figure 1 shows a simplified model of a molecular communi-
cation system. In this communication system, the encoded information of the
transmitter is loaded on the molecules which are in turn called information mole-
cules (proteins, ions, DNA, etc.). These information molecules are subsequently
loaded onto the carrier molecules (molecular motors, etc.) and are then finally
propagated to the receiver.

The main contribution of molecular communication is to provide a means to
send, transport, and receive the molecules and it also adapts biological and
artificially-created components such as sensors and reactors, which also facilitate
communication between each other with the help of molecules. This is a major goal
in the treatment of diseases at their molecular level, and helps in loading the drug at
the particular area on the cancer cells.
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2 Literature Review

The concept of the IoNT was initially plugged by the [1] were the author has
described the summaried architecture for electromagnetic (EM) nanocommunica-
tion, which also embrace the basic concept of channel modeling, information
coding, many other protocols. The author also describes the network architecture
and discusses the interconnection of nanomachines with the accessible communi-
cation network system. Figure 2 characterize the basic introductory towards the
IoNT which can retrieved in two distinctive manner, first the intrabody nanonet-
work for healthcare, and second, the interconnected office.

The intrabody network is responsible in the facilitation of nanomachines, such as
nanosensors and nanoactuators, which are deployed in the human body and can be
operated with the help of remote, where the remote makes use of micro scale range
by maintaining the major communication media as the internet. Whereas the
interconnected office concerns each and every component regularly found in an
office and an internal fragments are also equipped for a nanotransceiver which
empowers them to be associated with the internet.

The paper entitled in [2] has come up with imaginative works of stack mode that
allows the capture of unique characteristics of nanonetworks which is still in its
early stages and is an active area of research. The author discusses the communi-
cation and networking aspects of the IoNT which involves the optimized version of
layer-based models and non-layer-based models. The layer-based model is designed
especially for nanonetworks and the protocol stack of this layer model is designed
according to the following: application, transport, network, and finally the physical
layer. It is maintained similarly from both the sender and the receiver sides.
Whereas in the non-layer-based model, the protocol stack has the default
assumption regarding nanonetworks, such as a multi-tiered, dynamic, and oppor-
tunistic hierarchical architecture that embraces nanomachines, nanorouters,
and gateways. The author also also commented on the IoNT protocol stack,
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which includes an application layer, transport layer, network layer, medium access
control layer, and a physical layer. The paper also tends to illustrate the importance
towards significant applications, such as drug delivery and the effective detection of
disease, for implementation in healthcare services.

The paper entitled in [3] describes the extensive study of networking and
communication aspects which helps to understand the theoretical outcome of the
physical implementation of molecular communication. The authors focused on the
connectivity of molecular communication based on the IoNT in variable environ-
mental conditions. The mathematical expression for connectivity is determined in
terms of temperature (femp) and also the relative concentration of physical
obstructions (x). The authors have also made use of MATLAB to reveal the state of
physical obstruction when it gets implied with the change in accordance with the
climate. Nanoscale network modeling is one of the major areas of study being
carried out in the current research field, which also includes the major escalating of
some of the parameters such as channel modeling, modulation and coding, receiver
design, and reliability among others. For communication purposes, pheromones are
used as signal carrier molecules, with the main drawback being that pheromones
can be easily affected by changes in environmental conditions, such as temperature,
or by physical obstacles resulting in a change in connectivity.

The paper entitled in [4] portrays avant-garde paradigm of the [oBNT, where the
author discusses the origin of the IoBNT from a combination of synthetic biology
and nanotechnology, which allows the engineering of computing devices with
major help from biological components as shown in Fig. 3. The biological
embedded computing device, which is based on biological cells and their func-
tionalities in accordance with biochemical domains which incredibly promises the
major purpose of sensing and actuation in the intrabody, and also helps in the
environmental control of toxic agents and pollution. The author also describes
the communication media used by the IoBNT, the major communication media
used being molecular communication. In nature, the reciprocity of the information
between cells is completely based on the synthesis, transformation, emission,
propagation, and the receiving of molecules by making use of biochemical and
physical processes. The challenges facing molecular communication in terms of
engineering are also described by the author.

The paper entitled in [5] the author depicts the IoNT working in a telemedicine
administrations chain, which also incorporates the investigation of frameworks for
obtaining, preparation, and dissemination of therapeutic data which is enveloped in
the worldwide creations. Figure 4 depicts remote health monitoring, which is
nothing but smart healthcare. The author also discusses implants, sensors and
nanosensors and their communication interface. The IBAN (implanted BAN) are
one of the main specific grade, the sensors are used as implants and are placed in the
human body and used as the node to communication with the outer world to
improve monitoring.

As per the above figure, the architecture of remote health monitoring includes
many classifications, such as
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C-health—represents classical healthcare.
E-health—electronic healthcare, which is also known as a subset of the c-health
model using ICT.

e M-health—mobile healthcare, which makes use of mobile devices, and is also
known as the subset of e-health.

e S-health—smart healthcare, helps in maintaining records, delivery data, and
permissive prevention of health hazards.

As in [6] the author’s main focus is to set a standard example of an [oBNT which
has an extraordinary ability to set up the elimination of bio-nano devices from the
internet source when it is required. This model imitates the apoptotic flagging
pathways in living beings, where specific molecules are sent to cells to start their
self-obliteration from the framework. Figures 5 and 6 represent the architectural
model of the IoBNT. The main goal of the author is to focus on allowing the
communication interface between the nanotransmitter and the other nanodevice by
providing a deterministic model. The major work expressed here concerns the
self-annihilation which explains the sending of the death command through the
nanotransmitter, which has the capability to execute the received death command
by using natural cells.
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The paper entitled [7] the authors portray challenges, solutions, and applications
in accordance with the IoNT which involves data collection, system architecture,
routing technology, middleware, system management, data analysis, energy con-
version, and other challenges, such as security and privacy. The main realization
according to the author is the data collection regarding the IoNT, which in turn
relates information from the nanosensors and their environmental condition
according to which the system can handle the further process. The system archi-
tecture makes use of the data that has been collected by the device, which may not
be so easy to process so the solution described by the author is to make use of micro
gateways. Once the system architecture has completed the process, the next step is
the routing technology. Routing technique is extremely important while the data is
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being transferred or received. This is made possible by the nanocommunication
system which involves molecular and electromagnetic communication.

The paper entitled [8] depicts healthcare applications which incorporate different
requirements, opportunities, and challenges. The author also introduces the basic
classification of requirements relating to the generic application functionalities sup-
ported by the IoNT and also informs implementation and performance evaluation
issues, particularly those which relate to deployment, communication, and coexis-
tence with other networking paradigm. This paper describes the innovative smart
technologies which were not previously feasible but are now easily accessible using
wireless communication with high-end facilities. A body area network is used and this
supports the near real-time sensing and also provides the reporting on the patient’s
various health conditions. This can be operated using mobile health (M-health) and
also by the many health monitoring systems which provide for the monitoring of the
health status of patients with the help of smartphones. The major aim of this paper is to
convey the importance of the nanoscale in accordance with healthcare applications,
such as diagnosing, treating, and monitoring, with the focus mainly on treating
patients at the molecular level. The main advantage of the nanonetwork discussed by
the author is that it has an ability to detect the availability of any imbalance regarding
molecules, chemicals, or any kind of virus, and send an alert.

The paper entitled [9] depicts the current promises, future aspects and numerous
applications in the area of the IoNT and also gives an extensive review of the IoT,
IoE and IoNT, revealing the extreme extension of the IoT by implementing the
IoNT. The main perspective is to focus on further studies which will mainly focus
on industrial and biomedical areas. The author describes technologies which sup-
port the IoT mostly by the physical objects linked to the internet by the different
methods of short-range wireless technologies such as ZigBee, RFID, sensor net-
works and also through location-based technologies. This paper focuses on
describing the difference between these three techniques, which are an extension of
one another which helps in the future technologies. The main concept which is been
portrayed here is the improvement of the technology in terms of communication,
such as person-to-person communication, person-to-machine, and now with the
help of the IoNT, machine-to-machine communication within the body is possible.

The paper entitled [10] the paper emblematic the advancement of a novel radio
channel demonstrate within the human skin at the terahertz, which will empower the
association among potential nano-machines working in the bury cell regions of the
human skin. The communication media used here is body-centric wireless communi-
cation (BCWC) which has been widely contemplated in the past at a range of fre-
quencies. Since nanoscale technologies has attractive future potential to open up a large
number of opportunities for making use of the latest nanomaterials, such as carbon
tubes and graphene etc. As mentioned earlier, the main purpose of the author is to come
up with unique idea of a channel model for use the skin, which considers all of the
previously mentioned parameters and also undergoes blind testing for the analytical
results which is carried out on the previous works done with the help of simulated data.
The potential of the model suggested by author can also be evaluated by comparing it
with measures of skin samples using THZ time-domain spectroscopy (THz-TDS).
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3 Conclusion

This paper present a review on the IONT for healthcare applications. As per the
requirement of new generation nanotechnology the communication between
nanosensors and nanodevices within the human body is made possible by adopting
the IOT technology such as molecular communication, electromagnetic commu-
nication, layer models, non-layer models, telemedicine, and embedded computing
using biological cells. The paper also describes the major studies and novel
thoughts of many author conveying the idea that the internet of nanothings looks as
if it will be extremely helpful in the future, especially in the field of biomedicine,
where the IoNT allows nanosensors to communicate with themselves and interface
with the outer world according to human requirements.
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Minimization of the Size of an Antipodal M)
Vivaldi Antenna for Wi-MAX Gae
and WLAN Applications

Sneha Tiwari, Trisha Ghosh and Janardhan Sahay

Abstract In this paper, miniaturization of the antipodal Vivaldi antenna is dis-
cussed. The antipodal Vivaldi antenna is a broadband antenna and thus it is suitable
for use in many wireless applications. The proposed antenna has a center frequency
at 3.6, 5.2, and 5.8 GHz and so it can be used in WiMAX as well as WLAN
systems and to avoid potential interference from narrowband communication sys-
tems, it is advised to design a miniaturized broadband antenna with intrinsic
band-notched characteristics which can be used in narrowband communication. The
circular slots are applied on the edge at the width of the Vivaldi antenna and are
etched properly and as a result this helps in the area minimization of the antenna.
The circular slot with the greatest diameter is used to achieve the different center
frequencies so that the proposed antenna can be used for wireless communication,
i.e. for WIMAX and WLAN. The rectangles are used on the alternative circular
slots so as it can be used as notched structure and the interference in between the
two different wireless applications can be minimized. The bandwidth of the pro-
posed antenna is 2.8-6.2 GHz. A comparison of a conventional Vivaldi antenna
with an antipodal antenna is also undertaken. The simulation of the proposed
antenna was performed using HFSS13.0 software. The return loss, gain, radiation
pattern, z-parameters, and VSWR are shown.

Keywords High frequency simulation software (HFSS) - Ultra-wide band
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1 Introduction

The features and design of the Vivaldi antenna was first discussed by Gibson in
1979 [1]. The Vivaldi antenna is a class of tapered UWB slot antenna. It is a special
kind of aperiodic travelling wave antenna, with the slot used in the design being
aperiodic in nature, and the em wave travelling into the slot before leaving the
antenna structure. The design compromises an exponential slot whose guiding
equation of the curve is given by y= +c;e®* + ¢,, where R is the exponential factor
[2]. This power factor dominates the beam width of the antenna and ¢, and ¢, are
constants. The exponentially tapered design of the Vivaldi antenna produces a
significant improvement in the antenna’s performance parameters such as gain,
efficiency, directivity, and bandwidth. The basic problem with the Vivaldi antenna
is its large size [3-5]. Thus, different solutions have been proposed which can
decreases the size of the Vivaldi antenna but the gain and other antenna parameters
cannot be enhanced with these solutions. So, in this paper a proposal for the
reduction of the area of the Vivaldi antenna with enhanced bandwidth is shown,
which will be beneficial to the overall use of the antenna in wide-band situations.
By making use of two types of slots in the design of the antenna a reduction in size
as well as enhanced bandwidth can be easily achieved. In the proposed antenna the
exponential slots are made in such a way that one part of the slot is designed on the
ground of the antenna and the other part is made on the patch of the antenna thus
giving it an antipodal structure. In the structure the circular slots are etched for two
different purposes. The circular slot at the width edge of the structure is used for the
minimization of the antenna. The slot at the length edge of the antenna is to obtain
the center frequencies, i.e. for the application of the WiMAX and WLAN used in
wireless communication. The diameter of this circular slot is higher than that of the
other circular slot used at the width edge of the Vivaldi antenna [6]. The rectangles
are used on the alternative circular slots so that it can be used as notched structure
and the interference in between the two different wireless applications can be
minimized.

2 Antenna Design

In Fig. 1 the geometry of the conventional Vivaldi antenna is shown. Here the
length and width of the antenna are kept as 110 mm and 80 mm respectively. The
substrate used is FR-4 with a relative permittivity of 4.4 and the height of the
substrate is kept as 1.6 mm. The two patches of the Vivaldi antenna, i.e. above and
below the substrate, are metalized using copper as a metal. The exponential length
of the antenna is kept as 90 mm and the rectangular length is kept as 20 mm. The
back-offset is kept as 25 mm. When this antenna is designed and simulated the
operating frequency is between 5.8 and 6.8 GHz. Here, the size of the antenna is
slightly large and thus in Fig. 2 the reduced size of the antenna is an area 50 *
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Fig. 1 Conventional Vivaldi
antenna

Fig. 2 Vivaldi antenna with
reduced antipodal size

25 mm?. In this modified antenna design the technique used for the reduction of the
antenna is the use of circular slots on both the patch and the ground. The spacing of
these slots are done by properly and the gap between the slots is the same in the
ground as well as in the ground plane [7-9]. Etching of the slots on the patch and
the ground makes the Vivaldi antenna a compact antenna. Even the mutual coupling
between the different slots of the antenna could be reduced by using circles etched
onto the exponential part of the antenna. The substrate used in the modified
designing of the antenna is also FR-4 and the height of the substrate is also kept as
1.6 mm. The bandwidth of this antipodal structure with reduced area is 2.8—
6.2 GHz.

2.1 Conventional Vivaldi Antenna Design and Antipodal
Vivaldi Antenna Design

See Fig. 3 and Table 1.
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Fig. 3 Parametric structure f 1
of a Vivaldi antenna 4
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Table 1 Dimensions used in conventional and antipodal antennae
Parameter Conventional Vivaldi Modified Vivaldi Notation
dimension dimension
Area 100 * 70 mm? 50 * 25 mm® L *B
Dielectric FR-4 FR-4 e
Exponential height 70 mm 20 mm H,
Back off-set 20 mm 6 mm H-(H +H,+R))
Rectangular length 18 mm 4 mm H,
Feeding technique Microsftrip feedline Microstrip feedline -
Radius of circle 10 mm 5 mm R,
Circular slot radius - 5 mm Outer 1
Ellipse slot radius - 7 mm Outer
Exponential rate 0.0445 * X 0.0445 * X R
025 <X<1 05<X<1

Exponential length 30 mm 10 mm L,
Gap between 4 mm 1.5 mm A
exponential slot

2.2 Simulation and Results

The simulation of the antipodal Vivaldi antenna with reduced size is designed. The
software used for the simulation is HFSS13.0 (i). The cutoff or the center frequency
of the antenna is taken to be 3.6-5.2 GHz.

Return loss

In Figs. 4 and 5, the return loss of the two different structures is shown. The
bandwidth of the conventional Vivaldi antenna is 5.8-6.8 GHz and that of the
antipodal Vivaldi antenna is 2.4-6.2 GHz.

VSWR

Figure 6 shows the VSWR (iii) of the antipodal Vivaldi antenna and it is seen that
in its frequency range the value of VSWR is below 2 and at the cut-off frequency
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the value of VSWR. At a frequency of 5.2 GHz the VSWR is nearly zero and as a
result it can be used in WLAN communication.

Z-Parameter

See Fig. 7.

The impedance matching of the Vivaldi antenna is basically used to match the
impedance between the feedline and the antenna [10, 11]. It can seen that perfect
impedance matching occurs at 5.2 GHz with a Z-Parameter of 50 Q.

Radiation Pattern

The radiation pattern of the antipodal Vivaldi antenna is directive in nature, and this
can be seen in Fig. 8.
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Fig. 9 Gain of the antipodal Radiation Patiem 1
Vivaldi antenna with reduced e
size

From the above figure can clearly be seen that the gain of the Vivaldi antenna is
—23 db, —21 db, —18.80 db and —16.40 db for the 3.6 GHz, 5.2 GHz, 5.8 GHz and
5.825 GHz cut-off frequencies respectively (Fig. 9).

2.3 Calculations

Different equations are used for the calculation of the different parameters of the
antenna (Fig. 10).

Antenna Length:
Frax =6.2GHz, F,j, =3.4GHz
Amin =50 mm, Apa = 150 mm

There is the limiting condition on the length of the antenna, i.e. the antenna
length should be greater than the average value of the maximum and minimum
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operating frequency [4, 12, 13]. The bandwidth of the antenna can be improved by
using a longer length.

Antenna Width:

According to [14, 15] the antenna width should be greater than half of the average

value of the maximum and minimum operating frequencies W > i"‘+ﬂ'“

Opening:

This is the outermost part of the antenna from which the em waves leaves the

antenna structure [14]. The mouth opening should have a value inbetween Wy, = j(—g
and Wy = %”
Edge Offset:

This is the extra conducting area at the end of the exponential slot.

totallength — mouthopening

Edge offset = >

Exponential Slot:

The exponential slot is guided by the equation: ¥ = Ce®* + C, where C; = 22=%

Ry — oRx)
Rxy .y _ oRY|y, . . ..
and Cy = £31=%22 where R is the exponential rate and x;,x;,y; and y, indicate

R — oRx

starting and ending points of the slot line [16].

Modified antipodal antenna design:
Radius of the etched circle = 5 mm
Radius of the etched ellipse = 7 mm
No. of circles used = 7

No. of ellipses used = 14.

2.4 Applications

1. This antipodal Vivaldi antenna is used in Bluetooth devices when a cut-off
frequency of 2.4 GHz is used.

2. It can be used in WiMAX applications when a frequency band of 3.3-3.7 GHz
is chosen or notched.

3. It can be used in WLAN devices when operating at 5.15-5.35 GHz or 5.725—
5.825 GHz.
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2.5 Conclusion

From the paper it can be concluded that the minimization of the Vivaldi antenna can
be achieved using the etching of the circular slots at the edge of the antenna.
Through the design of the antipodal Vivaldi antenna the bandwidth characteristics
of the antenna can be enhanced. An etching ellipse with a diameter of 7 mm is used
at the edge of the antenna on the long side and this helps in the achievement of the
three different frequencies used in wireless communication, i.e. for WiMAX and for
WLAN. The rectangular slots are kept on the alternative ellipse and thus act as a
notched system preventing the interference between the different frequency bands
used. Thus, this antipodal Vivaldi antenna can be used in a wide range of wireless
communication applications.
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Physical Layer Impairment (PLI) Aware )
Lightpath Selection in WDM/DWDM oo
Networks

Vikram Kumar and Santos Kumar Das

Abstract The demand for high data rate with low bit error rate (BER) and large

bandwidth is highly satisfied in wavelength division multiplexing/dense wavelength

division multiplexing (WDM/DWDM) networks. However, the signal traveling inside
the optical fiber can be affected by various physical layer impairments (PLIs). These

impairments are caused due to fiber non-linearities and the non-ideal nature of opti-

cal components. Dispersion is one of the PLI constraint which affects signal quality.

That needs to be compensated. This research work presents the approach of disper-

sion penalty (DP). It also suggests a PLI-aware lightpath selection algorithm based

on DP.

1 Introduction

An optical network employing wavelength division multiplexing/dense wavelength
division multiplexing (WDM/DWDM)forms the backbone of the next generation
of communication systems. WDM/DWDM networks have an enormous bandwidth
allowing them to satisfy emerging applications such as video on demand, medical
imaging, and distributed central processing unit (CPU) interconnects. Optical net-
work has evolved from traditional opaque networks toward all-optical network via
translucent networks as a result of technology advancement [1]. In WDM/DWDM
networks lightpath selection, after routing and assigning a wavelength to each con-
nection, is termed as a routing and wavelength assignment (RWA) problem. RWA is
a very complex problem which needs to be addressed before designing an optical net-
works. To maintain the transparency of optical networks, regenerators are removed.
As a result distorted signals cannot be amplified during long-distance transmission.
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Since the transmitted signal remains in the optical domain, noise and distortion
affects the quality of the received signal. This occurs due to the non-ideal nature of
optical components and non-linearities of the optical fiber at the physical layer give
rise to impairments like attenuation, dispersion etc. which affects the signal strength
known as physical layer impairment [2]. The physical layer impairments (PLIs) is
a major constraint for RWA decision to achieve longer distance with acceptable bit
error rate (BER) [2]. PLI can be classified as linear and nonlinear impairments. Lin-
ear impairments (LIs) are static in nature, whereas non-linear impairment (NLIs) are
dynamic in nature.

Many researchers are working on the RWA problem and suggested an algorithm
to overcome the effect of various PLIs in order to set-up a lightpath. The authors
in [3] have presented a comprehensive survey on various PLI-aware network design
techniques, RWA algorithms, and PLI-aware failure recovery algorithms. This work
also suggested that dispersion is the most serious issue for systems operating at a bit
rate higher than 2.5 Gb/s. In [4], the authors have suggested an adaptive quality of
transmission (QoT’) aware routing technique incorporated with a new cost function
based on the impairments. They have considered linear and non-linear impairments
whose variance can be predicted. Zhao et al. [5] present a bidimensional quality of
service (QoS) differentiation framework to improve network performance. In this
framework, they have considered both PLIs and set-up delay as well as the impact of
PLIs on QoT. In [6], a comprehensive survey on the impact of PLI on a transparent
optical network is studied. It has presented a survey of various PLI-RWA algorithms
discussed in the previous research in order to have a better understanding of opti-
cal networks. The authors in [7] have studied the static impairment-aware multicast
RWA problem for transparent WDM networks. They have formulated this problem
mathematically with the help of integer linear programming (ILP) considering vari-
ous impairments present in physical layers, such as optical power, amplifier sponta-
neous emission (ASE) noise, crosstalk, and polarization effects. In [8], the authors
have suggested a weighted mechanism for provisioning PLI-aware lightpath set-up
in WDM networks. Dominant PLIs considered are self-phase modulation (SPM),
cross-phase modulation (XPM), four-wave mixing (FWM), and total noise. They
have proposed a novel weighted approach that (i) selects the optimum launch power,
(ii) knows the current network state, and (iii) assigns weight to the wavelength based
on PLIs.

In this chapter, the estimation and management of PLIs to provide efficient and
qualitatively good lightpaths to end users is investigated. This chapter considers dis-
persion as one of the PLI constraints and suggests a dispersion penalty (DP) approach
to compensate the signal distortion occurring inside the optical fiber. DP is defined
as the increase in input signal power in order to achieve the same signal to noise ratio
(SNR) as that of an ideal system. The routing algorithm will select those paths which
have lower values for DP such that the impact of dispersion can be minimized. In
other words, a lower value of DP guarantees less dispersion on that particular light-
path. The results indicate that only a few paths are suitable for wavelength assignment
to ensure lower blocking probabilities.
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2 System Model

The WDM/DWDM system model is shown in Fig. 1. It comprises of clients, connec-
tion requests, provider edge routers (PERSs), core routers (CRs), a control manager
(CM), and a central database (DB). This is a centralized system model, that has a
data plane as well as the control plane. The data plane deals with data transmis-
sion, whereas the control plane deals with the management of network resources.
The topology provides information such as (i) network connectivity, (ii) availabil-
ity of wavelengths, and (iii) connection requests. The CM maintains a traffic matrix
(TM) for all the clients. It records a database table for physical layer constraints such
as routing information and DP matrices for all possible connections between any
source-destination client pairs. CM performs a direct communication with optical
CRs and updates its database.

The connection matrix C(i, j) between any router pair i and j of the physical topol-
ogy can be represented as:

TG 1 if there exist a link between(i, j);
l’ = .
/ 0 otherwise

Based on the system model, we have estimated and analyzed the DP.
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2.1 Estimation and Analysis of the Dispersion Penalty

Dispersion is defined as the broadening of light pulses as they travel along the fiber
due to variation in the velocities of different spectral components. It can be catego-
rized mainly as chromatic dispersion (CD) and polarization mode dispersion (PMD).
CD is a phenomenon which degrades the signal quality caused by different spectral
components traveling at their own velocities [9]. When a signal travels through dif-
ferent fiber links, the resultant dispersion is the summation of dispersion caused due
to individual links. Mathematically CD can be expressed as [10]:

T 4(i.)) = D 40,L(. ) 6]

where, D, is the CD coefficient, ¢, is the spectral width of the source (ranges from
40 to 190 nm for light emitting diode (LED)), and L(i, ) is length of the link(, ).

Fiber is made up of silica (Si0,), which may contain some impurities due to
the manufacturing process or environmental conditions like stress and temperature.
These impurities act as an obstacle for the smooth movement of the signal inside
the core of the fiber. As a result of this, different polarization of optical signals
occurs leading to different group velocities. Hence, the pulse spreads in the frequency
domain. This phenomenon is called PMD. The different group delay is proportional
to the square root of link length L(i, ), it can be represented as [11]:

Tpmd(i’j) = med \' L(l’]) (2)

where D,,,,, is the PMD coefficient.
Total delay of pulses, caused due to dispersion, is calculated as a summation of
the delay due to CD and PMD, which is written as follows [12]:

Tonalio)) = A T )P + (TG )2 3)
Now, the total delay for a source-destination (s, d) pair can be express as follows:

Ttoml(s’ d) = Z Ttntal(i’j) (4)

V(i)e(s.d)

The dispersion in the fiber is a major constraint for high-speed data transmission,
as it increases the signal-to-noise ratio (SNR) or bit error rate (BER). As a result
of this, intersymbol interference (ISI) occurs between the various channels inside
the fiber that control the data rate. In order to maintain the same SNR and BER at
high-speed transmission the system degradation should be compensated. For this,
the signal power has to be increased to achieve the same SNR as that of the ideal
system. This increase in power is known as DP. The DP for link (i, j) is expressed in
terms of bit rate and total delay as [13]:
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P(s,d) = —101og,,[1 = 0.5(x X B(s,d))*c (s, d)] 5)

where B(s, d) is the bit rate of a path and o,(s, d) is total dispersion of a path. The
maximum possible bit rate for a lightpath with source destination pair (s, d) can be

computed as [13]:
&

T 0T ©

otal

where the total dispersion of a fiber link o,(i, j) can be expressed as [12]:

0,(i.j) = \/02(i.)) + 07(i.)) )

where o.(i,j) is the intramodal or chromatic broadening of pulses and o, (i, ) is the
intermodal broadening caused by delay differences between the various modes. The
term o,.(i, j) consists of pulse broadening due to both material and waveguide disper-
sion and can be represented as follows:

0.(6,)) = 0,,(i,)) + 0,,,(i..)) ®)
Since o, is negligible compared to o,, so:
0.(i.])) = 0,,(0.)) €))
and
0, (i.)) = o, LG, )M (10)

where o, is the spectral width of an light emitting diode (LED) light source, ~50 nm,
and M is the material dispersion coefficient.
The intermodal dispersion o, is expressed as:

0,(i.)) = o,(i.j) Y

where o (i, ) is oot mean square (rms) pulse broadening due to intermodal disper-
sion for a step index fiber. The expression for intermodal dispersion is expressed

as:
_ LG, j)(NAY

- 4\/§nlc

where L(i,j) is the length of link, NA is the numerical aperture of the fiber, n, is the
refractive index of the core, and c is the speed of light.

All the above-mentioned parameters are calculated for a single link, and for the
calculation of an (s,d) pair we need to sum up all the links (i, /), represented as
follows:

o,(i.j) 12)
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o(s,d)= ). o)) (13)
V(ij)E(s.d)

o s d)= Y 0,(i)) (14)
V(i)E(s,d)

o(s,d)= ) o)) (15)
V(ij)e(s,d)

Now, the dispersion penalty for a particular (s, d) pair is expressed as follows:

P,(s,d) = —10log,

N -
TTXE
1—0.5(1076) x
2
— X (16)
Y (DuoiLi)) +D2 LG
Y(i)E(s.d)
.. L2(i,j)(NAY*
T oM+ ¥ SR
|\ V)E(sd) V(i)E(s.d) ! ]

3 Lightpath Set-up Algorithm

To compute an optimal path, an algorithm is given below which is used to get M
possible lightpaths using the Floyd—Warshall approach [14]. This search algorithm is
used to support multiple constraints. However, this computation uses two constraints,
i.e., path length and threshold DP. In addition to the estimation of DP, comparison
with the threshold value is also done in order to obtain lightpaths of better quality.
Further, the availability of wavelength is checked and the lightpath is decided for
setting up the connection. Lightpaths not satisfying the above criterion are blocked.
Accordingly, the blocking probability is calculated for a set of source destination
(s, d) pairs having load L and wavelengths A, expressed as follows [15]:

L/l

7
Pb(L,m——ZA o a7
i=0 j1

where Py, ;) is the blocking probability and i is the i link for an (s, d) pair.
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Algorithm 1 DP Based path computation

1: connection request R arrives for a (s, d) pair
2: calculate K shortest path of R by the shortest path algorithm number the K shortest path as
1,2,....K in accordance with a ascending order of the length

3: calculate the threshold path length
4: for (i shortest path (i< K))
5: if (path length < threshold path)
6: if (DP < threshold)
7: if (wavelength available)
8: optimal lightpath connection
9: established
10: else
11: Path is blocked
12: end if
13: end if
14: end if
15: Compute the blocking probability
16: end for

4 Numerical Results and Discussion

A National Science Foundation Network (NSFNET) is a North-American topology
standard shown in Fig. 2 is used for numerical analysis, it consist of 10 nodes and
16 links. This is a new approach, not used previously in the literature. Therefore,
we can not compare our result with any previous methods. All the numerical results
were carried out using MATLAB, the system parameters considered are shown in
Table 1 [10]. This chapter presents a lightpath selection mechanism based on quality
parameters such as bit rate and DP for finding the best suitable connection. DP should

Fig. 2 An NSFNET topology
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Table 1 Simulation parameters [11]

Parameters Values
Pulse-broadening ratio, £ 0.182
Pulse-broadening factor, o 0.1
PMD coefficient, D,,,,, 0.5 ps/ \/E
CD coefficient, D, 18 ps/nm km
Material dispersion coefficient, M 250 ps/nm km
Numerical aperture, NA 0.30
Core refractive index, n, 1.50
Speed of light, ¢ 2.9999 x 10® m/s
Source spectral width, ¢, 50 nm

1500 T . T - -

g

Bit Rate (Mb/s)

g

0 5 0 15 20 25 30 35 40 45
Lightpath index number

Fig. 3 Bit rate of all possible paths for source-destination pair (2, 8)

be as low as possible for better network performance. The Floyd—Warshall algorithm
has been employed to calculate all possible paths between a particular set of (s, d)
pairs having several links. For example, it considered node 2 as a source and node 8
as a destination, i.e., a (2, 8) pair.

There are total 43 lightpaths for this (s, d) pair. All these possible lightpaths are
labeled as “lightpath index number” for the ease of representation for DP variation
over individual lightpaths. Figure 3 shows the variation of bit rate for different set
of paths. Bit rate is higher for the starting set of lightpaths compared to the later
set of lightpaths. This depicts that the effect of impairments is dominant on longer
paths. Now, using the literature mentioned in Sect. 3 DP has been calculated for all
paths using (5). The plot for DP versus all possible paths for a (2, 8) pair is shown
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Fig. 4 DP of all possible paths for source-destination pair (2, 8)

4

Dispersion Penalty (dB)
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Lightpath index number

Fig. 5 DP < DP(d,,) for source-destination pair (2, 8)

in Fig. 4. In order to estimate the lightpath quality the threshold limit of DP is taken
as 2 dB [13], so out of 43 paths only 29 paths fall under this condition, as shown
in Fig. 6. Now the second condition is applied, i.e., the threshold path span (average
path length). It is observed that only 17 paths satisfy the criterion, as shown in Fig. 5.
Now this work considered both the constraints, i.e., DP and threshold path span, with
only those paths selected which satisfy both. The optimal shortest path is obtained
between the (2, 8) pair, which is suitable for wavelength assignment, as shown in
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Fig. 6 DP <2 dB for source-destination pair (2, 8)

Dispersion Penalty (dB)
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Lightpath index number

Fig.7 Dispersion penalty plot of optimal paths for source-destination pair (2, 8)

Fig. 7. Therefore, out of 43 lightpaths only 10 lightpaths have small enough DP,
desirable for larger bandwidth and high data rate transmission under the influence
of PLIs. As per the proposed algorithm, the optimal lightpath connection will be
2-9-5-10-8 for the source-destination pair (2, 8).

The performance of the algorithm is analyzed by computing-blocking probability
for the incoming connection requests. The blocking probability of the network, which
is illustrated in (17), depends on the number of wavelengths, traffic load, and the
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Fig. 8 Network-blocking probability for different number of wavelengths

number of nodes. In this chapter number of nodes = 10 and number of channels
are varied. Figure 8 depicts the reduction in blocking probability with an increase
in the number of wavelengths allocated per node. Traffic load is varied and a set of
wavelengths, i.e., 40, 60, 80, 100 have been considered.

5 Conclusion

This chapter investigates the dispersion effect on the signal quality in transparent
WDM/DWDM networks. It also presents an impairment aware lightpath quality
estimation algorithm based on the dispersion. This algorithm focuses on optimal
lightpath selection with a lower value of DP. It addresses the routing and wave-
length assignment problem from the PLI point of view. Another advantage is that
this approach can be effectively used to estimate the blocking probability, where the
number of wavelengths is different on each link.
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Miniaturized MIMO Wideband ®)
Antenna with L-Shaped DGS oty
for Wireless Communication

Trisha Ghosh, Sneha Tiwari and Janardhan Sahay

Abstract In this paper, a MIMO antenna is designed consisting of two planar
symmetrical monopole antennas and the ground plane is slotted into L-shaped. The
simulation results indicate that the antenna works well in the ultra-wide band and
hence can be used in a wide range of applications. The return loss is below —62 dB
at 7.1 GHz and below —32 dB at 3 GHz approximately, which is highly desirable.
This antenna has a wide frequency range of 2.4-10 GHz. The overall antenna size
is as low as 35 mm X 22 mm but the effect of the mutual coupling among the
antenna elements is reduced and is below —10 dB over a wide range of frequencies,
i.e. 2.4-8 GHz. Reducing the effect of mutual coupling is a challenge in MIMO
antennas, and has been achieved in this case. The maximum gain achieved is
approximately 2.2 dB. The design has been simulated using Ansoft HFSS software.
The attributes of S-parameters, VSWR, gain, radiation pattern, and Smith chart are
shown and its applications are discussed.

Keywords MIMO - Wideband - Multiband - Reflection coefficient
WLAN . DGS - HFSS

1 Introduction

The MIMO technique enhances channel capacity and signal transmission. The
incorporation of a number of antenna elements in both the transmitter as well as the
receiver results in greater channel capacity. The presence of a number of paths in
between the transmitter and the receiver ensures multipath propagation. The
drawback of this multipath propagation is that it produces signal fading which is
controlled by spatial diversity. Spatial multiplexing can be applied in the system.
MIMO is the main technique used in advanced wireless communication systems,
such as 4G and 5G, etc. The range and robustness of the whole system is also
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augmented but at the same time this increases its complexity. In a MIMO antenna, it
can be seen that in a single beam array, capacity increases even in the presence of
high interference and high correlation between multipath signals, whereas in
multi-beam arrays there is a decrease in capacity compared to normal antenna
arrays. One of the biggest hurdles in MIMO antenna technology is mutual coupling
among the antenna elements in the case of small sizes of antenna. In this case, the
mutual coupling is reduced by taking an L-shaped lot in the ground plane. MIMO
antennas with a miniature size have incredible future scope for use in variable
portable devices as per users [1-4].

2 Experiments: Antenna Design

We have designed a MIMO antenna with two symmetrical planar monopole
antennas that are separated by a distance of 9 mm, placed within the compact area
of 35 x 22 mm>. We have used Rogers as a substrate with a dielectric constant, €,
of 3.5, a loss tangent § of 0.002 and a thickness of 1.6 mm.

In Fig. 1, two symmetrical monopole antennas designed with a square-shaped
radiator of 8 mm are shown. The technique used for feeding both ports is microstrip
feed. Impedance matching is effortless in the case of microstrip feed compared to
other techniques. It is reliable and easy to construct. The ground plane has an
L-shaped slot. Using the dimensions given in Table 1, the antenna is designed in
Ansoft HESS software [5-8] (Fig. 2).

In HFSS software, when we apply the radiation far field to the airbox in terms of
software that enfold the antenna, the direction of propagation of radiation is
observed as in Fig. 3.

Fig. 1 Geometry of the
MIMO antenna

Table 1 Dimensions of the L W Lp Wp P SL SW Lg Wg
MIMO antenna (in mm)
35 |22 |8 8 35 |6 3.5 9 3
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Fig. 2 Design of the MIMO
antenna in a software
interface using an L-shaped
slot in the ground plane

Fig. 3 Radiation far field
applied in the software
interface

2.1 Derivation and Explanation

All the parameters used in the geometry of the MIMO antenna are calculated using
the following formulas:

Some waves travel in other substrates as well as in air, so an approach effective
dielectric constant concept is introduced. The value of the effective dielectric
constant, € . is given by:

e, +1 €,-1 h

where h: thickness of the antenna, W: width of the patch

Fringing effects increase the electrical length of the microstrip patch of the
antenna. This makes the dimensions appear larger. Let the length of the patch be L
and the length travelled by electric field be 2AL. Thus, the effective length is given
by [9]
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Ly=L+2AL

The empirical values when pertained in the formula, imply that:

AL (€ regr + 0.3) (% +0.264)
— =0412 ‘
h (€ v — 0.258) (¥ +0.8)

For better radiation efficiency, the width of the radiator must be calculated by:

c 2
W=_——4/
2,V €, +1

The actual length of the patch is given by:

1

L= —2AL
2fr\/ € reff v/ Ho €o

2.2 Calculations

The resonant frequency is taken as 4.4 GHz and accordingly the width is calculated
first. Once the width (W) is calculated, we can easily get all other parameters by
using the formulas mentioned above.

3x108 2
W= \/ =222 mm~22
2x48\V35+1 mmAacemm

In this design, the ground plane is cut into L-shaped so that the mutual coupling
between the antenna elements can be controlled even when the size is miniaturized.
The fabrication cost is estimated to be low because of the use of microstrip feed. All
design parameters are calculated and implemented in the structure.

2.3  Simulation and Results

The reflection coefficient of the MIMO antenna is shown as:

In Fig. 4, the value of the reflection coefficient, Si; for this MIMO antenna can
be seen as below —10 dB for a wide range of frequencies, i.e. 2.4-8 GHz for both
ports but at 3 GHz and 7.7 GHz it made deep cuts close to —37.5 dB and —62.5 dB
respectively. It can be observed that the port-1 output (colored red in the figure),
gives better results compared to the port-2 output (in grey). Since there are two
active ports, we get the return loss for both ports. In case of the MIMO antenna,
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Fig. 4 Return loss Sy; plot of 0 — — =
the MIMO antenna

Fig. 5 Plot of S, for the e - =
MIMO antenna A I o

when a signal is transmitted port-1 gives a better response at 3 GHz and 7.7 GHz
while port-2 remains below —10 dB throughout the bandwidth.

In Fig. 5, it can be seen that S}, is below —20 dB for a range of frequencies of
2.8-11 GHz and the maximum deep cut is of —45 dB at 10 GHz. This implies that
the mutual coupling between the antenna elements is less and is controlled.

In Fig. 6, it can be seen that the VSWR for this particular MIMO antenna is less
than 2 for the whole bandwidth. It is almost 1.6 which is desirable for an antenna
and indicates that the impedance matching is good (Figs. 7 and 8).

The maximum gain is pragmatic at approximately 2 dB. This is seen in the
two-dimensional plot and the three-dimensional figure.

In Fig. 9, the radiation pattern in the far field is shown. It is an omni-directional
pattern, one which is desired for the MIMO antenna.

In the MIMO antenna, an omni-directional pattern is desirable since it is
directional in one plane and isotropic in the other. The antenna is expected to be
omni-directional and this will affect its application too (Fig. 10).
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In the Smith chart, the centre represents 50 Q. The aim of the designer is to reach
to the centre of the Smith chart in the construction of the matching network, and this
has been achieved in our design.

2.4 Discussion and Analysis

In the above experiment, a MIMO antenna is designed with the help of two
symmetrical planar monopole antennas. The ground plane is cut into an L-shaped
slot so that the mutual coupling which is undesirable in a MIMO antenna can be
minimized. The dielectric material used as the substrate, i.e. Rogers, is easily
available and hence easy to fabricate. The structure when simulated, gives Sy
below —10 dB for a wide frequency range of 2.4-8 GHz and at 3 GHz and
7.7 GHz it made deep cuts close to —37.5 dB and —62.5 dB respectively. We take
—10 dB as a reference point because it indicates that 90% of the radiation coming
from antenna is radiated and only 10% is reflected back. We have observed that Sy;
made deep cuts up to —62.5 dB and this is highly desirable. If this structure is
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Fig. 9 Radiation pattern for
the MIMO antenna design

Fig. 10 Smith chart
representing the path from
port-1 to port-2

fabricated then even with a significant amount of fabrication error, it can be
expected that S;; will have desirable values in the manufactured antenna. The plot
of S}, represents power from port 2 delivered to port 1. There is superior amount of
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isolation between the ports for the MIMO antenna to work properly. The results
show that it is below —20 dB over a wide range of frequencies (2.8—-11 GHz) and
even lower than that for the higher range, i.e. —45 dB at 10 GHz which shows that
the mutual coupling is reduced between the antenna elements. The VSWR shows
how good the impedance matching is. When the matching is perfect, more power is
delivered to the antenna. The value of VSWR is generally greater than or equal to 1,
but less than 2. In the graph shown above, the VSWR value is below 2, being at 1.6,
which indicates that the antenna has good impedance matching. In respect to this
structure, the maximum gain is approximately 2 dB. The radiation pattern at far
field shows that it is omni- directional, which is highly desirable for a MIMO
antenna. Impedance matching is good and therefore the Smith chart reading shows
that the path travels to the center which means 50 Q. All the parameters are verified
and this MIMO antenna can be easily implemented for practical utilization [10-12].

2.5 Conclusion

Nowadays wireless communication plays a major role in society. The antenna is the
main component of any wireless communication system. The performance of any
wireless communication system depends completely on the high performance of the
antenna design and implementation. In this MIMO antenna design, a rectangular
radiator along with the L-shaped ground plane helps in achieving desirable
parameters. The core issue in a MIMO antenna is reducing the mutual coupling
when the antenna is of a compact size. This issue has been resolved by making a
slotted ground plane. The reflection coefficient is —10 dB over a frequency range of
2.4-8 GHz. The reflection coefficient strikes deeper being —37.5 dB and —62.5 dB
at 3 GHz and 7.7 GHz respectively. This makes it usable for various applications in
wireless communication such as WLAN and WiMAX etc. All the parameters have
been successfully verified by simulating the structure and the design can be fab-
ricated easily.
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Aman Kumar, Sonam Bhardwaj, Preeti Malik and Poonam Dabas

Abstract A vehicular ad hoc network (VANET) is a self-configuring and infras-
tructureless network connecting high mobility random vehicles by wireless links.
Due to high mobility, data transmission between two vehicles may possible through
other intermediate vehicles but it is difficult to transmit messages through these
intermediate vehicles because intermediate vehicles may violate security by sending
the wrong messages or by not forwarding messages. So transmission of messages
using trust-based VANETS is a difficult task. Various techniques are proposed by
researchers to forward packets in trust-based VANETSs. Each technique has its own
mechanism as well as its pros and cons. In this paper we propose an enhanced
trust-based mechanism to select trusted nodes through which messages are trans-
mitted. The proposed mechanism has been implemented using ONE (opportunistic
network environment) simulator. Results shows that the proposed mechanism has a
high delivery ratio and less message delay than existing reputation-based
mechanisms.
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1 Introduction

VANETs are developing requirement of users. It has many advantages over a
traditional network as well as disadvantages too. There are lots of things to bear in
mind while designing ad hoc networks. The foremost task of the researchers is to
provide for safe transmission without incident. So to securely transmit messages in
a VANET is challenging job because it is difficult to forward message through
intermediate vehicles without trust [1]. Researchers have a done lot of work on this
problem but each proposed mechanism has its own drawbacks. We have endeav-
ored to propose a mechanism to transmit messages securely with trusted nodes. The
proposed mechanism increases the delivery ratio and reduces the drop rate. When
messages are transmitted without any trust mechanism, then intermediate vehicles
may drop the packets or forward incorrect routing information and this will increase
the packet drop rate and decrease the delivery ratio [2].

A. Technical Challenges in VANET

The technical challenges refers to the technical obstacles which should be
overcome before the deployment of a VANET. Some of the challenges are given
below:

i. Network management: Due to high versatility, the system topology and
channel Condition change quickly.

ii. Congestion and impact control: The unbounded system measure likewise
results in a Challenge. The movement load is low in country areas and at night
even in urban areas. Because of this, system parcels regularly occur during
surge hours, the movement load is high and consequently the system is
congested and crashes occur.

iii. Environmental impact: VANETSs utilize electromagnetic waves for corre-
spondence. These waves are influenced by the Earth and in order to convey the
VANET, environmental effects must be considered.

iv. Security: As VANETSs gives the street wellbeing applications which is life
basic in this way security of these messages must be fulfilled.

2 Related Works

Li et al. [3] proposed a reputation-based global trust establishment plot (RGTE).
This plan takes into account three critical components which incorporate properties
of a VANET, security, and proficiency in trust building. Hubs in the RGTE impart
its trust to others by sending trust messages to a reputation management centre
(RMC). An RMC is a bona fide framework that gathers trust from every single hub
in VANET. Before figuring the reputation of a hub, the RMC ought to sift through
suspicious trust messages with a measurable consistency. With the assistance of a
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RMC any hub in the system, particularly new hubs, can gain exceptional trust data
from the whole system in a secure manner.

Dhurandher et al. [4] proposed a reputation-based framework that looks to give a
secure and robust vehicular system. The proposed algorithm set up wellbeing in a
VANET through the accomplishment of trust levels for hubs in the system utilizing
reputation and credibility checks. The algorithm has been planned principally for
wellbeing related data that are communicated in a single bounce and transferred in
multiple jumps through the middle of the road hubs. The bundles to be sent will be
communicated safely and a unicasted parcel will be seen as malicious data. The
algorithm follows an occasion-situated approach; that is a hub starts the corre-
spondence when it watches an occasion through its sensors.

Ding et al. [5] planned an occasion-based reputation framework to sift through
fake messages spread by malicious assailants in VANETs. As opposed to
Nai-Wei’s technique, they proposed a more mind-boggling model which orders all
vehicles experience a similar movement occasion to various parts. Reputation
capacities are intended for these diverse parts. Every part has a reputation assess-
ment system to decide if an approaching activity message is trusted. A dynamic part
subordinate status assessment system is introduced to channel fake cautioning
messages. Reproduction tests demonstrate that huge execution additions can be
achieved utilizing this structure.

Ma and Yang [6] proposed a trust-based directing convention. The trust a node
has for a neighbor structures the essential building square of trust model. The
proposed trust assessed system, which is executed by each node in the system
freely, only utilizes neighborhood data in this way making it versatile. In addition,
unlike GPSR and OLSR, this depends on area data that require a considerable
measure of space and time for buffering parcels and calculating the separation
between nodes. The drawbacks of this paper are that it does not provide any
mechanism to compute trust value, with the reputation of node being totally
dependent on the neighbor nodes. It is also possible that a neighbor node may
provide an incorrect judgment of other nodes.

3 Existing Reputation-Based Mechanisms

In this section a standard reputation-based mechanism is presented. In a reputation
mechanism messages are transmitted or forwarded to an intermediate node based on
its reputation value. Nodes having a high reputation value have a greater chance of
getting messages from the source node.

(a) START

(b) Set Source S and destination

(c) Add address of destination node D into message sending by S.
(d) Check if D is neighbor of S?
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(e) Now discovers neighbor of S.

(f) Computes trust value of all neighbor nodes.

(g) Search for a neighbor node with high trust value.
(h) Then forward message through the selected node.
(1) END.

In existing reputation-based mechanisms each node gives its opinion of its
neighbor node by checking its reputation value and classifying it as either a
malicious node or a normal node. The drawbacks of this scheme are that it does not
provide any mechanism to compute trust value, and the reputation of a node is
totally dependent on its neighbor nodes. It is also possible that a neighbor node may
provide an incorrect opinion of the reputation of other nodes. So to handle these
kinds of drawbacks, we propose an enhanced reputation-based data forwarding
mechanism that can overcome these obstacles [6-8].

4 Proposed Work

In this section, an enhanced reputation-based forwarding mechanism is presented in
detail. Reputation-based Trust Management Scheme: In a reputation-based mech-
anism each node gives its opinion of its neighbor node by checking their reputation
value and classifying it as either a malicious vehicle or a normal vehicle. The
drawback of this scheme is that measuring the reputation of the vehicle is a difficult
job due to the dynamic nature of vehicles and as a result it is based only on
assumptions. To overcome this we propose an enhanced reputation-based
mechanism.

Trusted Vehicles

i. If a vehicle delivers maximum packets then it is a trusted node.
ii. If a vehicle receives a number of packets but cannot forward some data then
that node may behave as a malicious node.

Trust Degree

i. The trust degree indicates nodes message transmission prediction of whether a
node is trustworthy to transmit messages or not. As higher the trust degree the
chances of message transmission through that node is high.

ii. The trust degree can be computed by maintaining node routing information
collected from the node buffer (Nbt).

Proposed Algorithm

1.//Parameter initialization//

Initialize number of vehicles with a unique ID in the network.
Set trusted authority.

Createdmsgs = number of messages created by
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vehicle

Msgdelivereds = number of messages delivered
by vehicle

Msgreceiveds = number of messages received
by vehicle

2.for (i=1;i<=n;i++)

{

createdmsgs = null; msgdelivereds
= null; msgreceiveds = null;
msgdelivereds|[i]=

createdmsgs[i] + msgreceiveds/[i];
TrustDegree[i] = msgdelivereds[i]/
createdmsgs[i] + msgreceiveds[i];
Start

Initialize number of

nodes with unique Id
For(i=1;i<N;i++)

3. if (TrustDegree[i] > 0.5)

return true;

else

{

return false;

/
Description of Algorithm

255

In this algorithm, a mechanism to detect trusted vehicles is defined. If a vehicle
successfully delivers messages created by it and received from other vehicles, then
that vehicle is called a trusted vehicle otherwise vehicles are untrusted. To distin-
guish between them we provide a threshold value, i.e. 0.5. Vehicles whose trust
degree greater than 0.5 are called trusted vehicles (Table 1).

Above table show routing information of vehicles during computed by data
transmission. This routing information may helpful in measuring trust degree. The
vehicles having trust value greater than 0.5 threshold value are trusted vehicles else
they are untrusted vehicles. A threshold is a fix value used to find optimal solution

(Fig. 1).
Table 1 _ Routing Nodes |Created |Delivered |Recieved | Trust
deliverod, and roceived by oo e
steart vehi’cle g NI 10 12 > 08
N2 12 13 6 0.72
N3 14 14 6 0.7
N4 16 16 7 0.6
N5 18 5 8 0.1
N5 9 3 22 0.09
N6 9 3 0.5
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Fig. 1 Flow chart of the proposed mechanism

5 Results and Analysis

i. Tool used: A ONE simulator is used for simulating the proposed mechanism.
It is an open source java-based simulator that runs on any platform [9].

ii. Routing used: To analyze the proposed mechanism a probability-based
routing mechanism is used. In this routing the next hop is selected based on its
highest probability of delivering messages to the required destination.

iii. Performance metrics used:

a) Average Message Delay: This is calculated by taking the average differ-
ence between the time of message delivery and the time of message
creation.

b) Number of Messages Delivered: This is defined as the number of messages
that are actually delivered to the destination.

c) Delivery Ratio: The delivery ratio is the ratio of the number of messages
delivered to the number of messages created (Table 2).

Figure 2 shows the effect of the increasing number of vehicles on delivery ratio.
As the number of vehicle increases, the delivery ratio also increases. In the pro-
posed trust-based mechanism the delivery ratio is high compared to existing
reputation-based mechanisms.
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Table 2 Simulation
parameters

Fig. 2 Delivery ratio versus
vehicles

Fig. 3 Delivered versus
vehicles

257
Parameter description Value
Simulation area 4500 m x 3400 m
Simulation time 20000 s
Mobility model Map based movement
No. of groups 4
Transmission rage 10 m
Node speed 2 m/s
Warm-up period 1000 s
Time to live 300
Buffer size 5M
Routing schme Prophet
1 -
0.8 -
Delivery 0.6 m Trust Based
Ratio 0.4 -
B Exisiting
0.2 1 Reputation
Mechanism
0 B
RER
- -
Nodes
120 -
100 -
ol T B.
biiears W Trust Based
60 4
d
w .
m Exisiting
20 Reputation
Mechanism
U g
28R
- ™~

Nodes
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Fig. 4 Average message 5000 -
delay versus vehicles
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In Fig. 3 the total numbers of messages delivered by vehicles are shown. In the
proposed trust-based mechanism the delivery of messages is high compare to
existing reputation-based mechanisms.

Figure 4 illustrates average message delay as it is affected by of variation in
vehicles. As vehicles increase then the delay may also increases. In a trust-based
mechanism the average message delay is slightly lower than in an existing
reputation-based mechanism.

6 Conclusion

Security in VANETS is challenging. During data transmission, data or information
may be accessed by attackers. As a result, trust-based transmission of messages in a
VANET is a difficult task. In this paper, enhanced reputation-based data forwarding
in a VANET has been proposed. In the proposed mechanism we attempt to detect
trusted vehicles. If a vehicle successfully delivers messages created by it and
received from other vehicles then that vehicle is called a trusted vehicle otherwise
vehicles are untrusted. To distinguish between them we provide a threshold value,
i.e. 0.5. Vehicles whose trust degree is greater than 0.5 are called trusted vehicles
otherwise they are not trusted vehicles. A ONE simulator was used for simulation
purposes. In the analysis of the simulation results, few performance metrics have
been used, such as average message delay, delivery ratio, and numbers of packets
delivered by vehicles. Simulation results show that the proposed mechanism has a
higher delivery ratio and lower message delay than existing reputation-based
mechanisms.
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Statistical Metric Measurement ®
Approach for Hazy Images et

T. Saikumar, K. Srujan Raju, K. Srinivas and M. Varaprasad Rao

Abstract A novel statistical metric measurement approach for the evaluation of
enhancement of hazy images. Metric measurement plays a critical role in picture
enhancement in hazy weather conditions and leads to a lessening in pixel resolu-
tion, a distortion in color, and gray images. In this paper hazy and foggy images are
considered for evaluation using contrast-to-noise ratio (CNR) which dehazes the
original hazy images. We propose a unique novel effective parameter based on an
image filtering approach. The results demonstrated show a better CNR for dehazed
images.

Keywords Metric measurement + Hazy images « CNR - Filtering approach

1 Introduction

The ability to view through air, irrespective of sunlight or moonlight is always
greater with clean free air than with polluted air containing multiple tiny dust
particles or droplets of water. There is an abundance of factors affecting the visi-
bility of an image, including fog, mist, haze, and smoke. The ability physically
distinguish between foggy and haze can be achieved by means of a visibility
distance parameter. The degradation of images which are affected by haze, fog, and
mist is caused by the scattering and absorption of light particles in the air or
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atmosphere [1-3]. A reduction in visibility is mainly caused by emission or scat-
tering from light particles between an object and a predefined observer. Images or
sequences of images acquired by camera system, such as those from video
surveillance or digital remote sensing applications can be affected due to absorption
of water droplets and light particles present in the atmosphere. In this paper, light
particles and droplets of water from fog, mist, and haze are not ease [2]. Methods
for enhancing the visibility of degraded open-air images or sequences of images are
fall into two broad categories. There first category includes retinex theory and
wavelet transformation which are well-known non-model-based methods. The
second category of enhancement is defined as model-based methods, and these can
achieve good results by means of modeling using scattering light particles, but
frequently many additional assumptions of the image environment or image system
have to be made, such as “for an estimate on depth of still scene” [4].

2 Degradation Model

Assume that the digital picture degradation model for a haze-affected weather
environment is expressed mathematically as

r=x+A, (1)
x=0(x) 1(x) (2)
=(1-y(x) 3)

where x is pixel location, ¢ is image radiance, A is atmospheric light, and v is
transmission function.

In the present scenario, an effect on atmospheric layer depends up on a parameter
of the depth of an images, which has to restorate its visibility with respect to
evaluation of an image with color and their its physical properties of hazy and depth
of an image mapping. Due to there being less knowledge regarding the structural
element of images or the depth of images both gray and color images/image
sequences, it is very difficult to distinguish between the two parameters y and A.
The difficulty of the above Eq. (1) can be modified for the degradation model,
which is not directly related to the enhanced contrast of images.

E=AC 4)
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The above Eq. (1) is modified and written as

plx
19 =000~ |22 + 09 5
where p(x) = p(x)é(x)

From above Eq. (3) with a final modification after enhancement of image visi-
bility is

#) = 1) — &0 + 5] (6)

assuming the values for A are isotropic throughout the demonstration. As expected
from the results for which assessment of ¢ can be modified in term of £(x) that
results to haze images with a suppose of constant A (Fig. 1).

Enhanced version of the degradation image model in Eq. (6).

There are two steps for the enhancement of haze removal.

1. The primary step is to enhance the haze layer with respect to the pixel position
X, where the density of the haze is directly proportional to the depth of a picture
element.

2. By means of the physical properties attributes the layers of haze effected images
have two significant contribution such as 0 </(x) and a pixel of a gray or color
picture with which minimal channel value is derived as:

[gx (x)] = min(/ (x)] (7)

First, compute G(x) by means of probability density function of an input picture
gx(x) which as follows.

m Dehae improve

m Elapsed Time

5
0 I ro- == . =
Gray: 400X60 481800 Gray: 768X1024

Fig. 1 Calculation of improvement by dehazing and elapsed time (unit: seconds)
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Visibility Metric =56.8865 Visibility Metric =59.3005

el

Visibility Metric =38.3972

Visibility Metric =41.9486 Visibility Metric =60.081

Visibility Metric =65.9434 Visibility Metric =94.1276

Fig. 2 a Original images. b Enhanced images



Statistical Metric Measurement Approach for Hazy Images 265

Visibility Metric =44.9596 Visibility Metric =62.8176

Visibility Metric =69.2923 Visibility Metric =101.7875

Fig. 2 (continued)

Gx(x) =median|gx(x)] (8)

where Gy denotes the local region at each digital pixel.
The mean value of the haze layer is smoothed by use of a mean filter (LPF) with
changes in the depth of the images [2].

1 MN

3T,y(m» l’l) = gx,y(m’ n) - M—N 'gl gx,y(m? n) (9>
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Fig. 3 Statistical analysis of different data set samples of hazy images versus contrast-to-noise
ratio (CNR)

3 Experimental Results

The experimental setup consists of haze images which are evaluated and computed
in terms of CNR Values (Figs. 2 and 3).

4 Conclusions and Future Work

The results of the experimental demonstrations relate to constant still images which
are evaluated objectively and compared with the original CNR value in the images
affected by haze. While comparing our proposed algorithm with a help of mean or
average filtering which leads to a better enhancement in single haze images.
However, the future scope of the proposed approach may see it able to works well
for moving objects or videos affected by heavy fog, with few modifications being
needed. It may even be suitable for use in video processing.
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Image Enhancement for Fingerprint M)
Recognition Using Otsu’s Method St

Puja S. Prasad, B. Sunitha Devi and Rony Preetam

Abstract The internal surfaces of human hands and feet of have minute ridges
with furrows between each ridge. Fingerprints have very distinctive features and
have been used over a long period of time for the identification of individuals and
are now considered to be a very good authentication system for biometric identi-
fication. For successful authentication of fingerprint, features must be extracted
properly. The different types of fingerprint enhancement algorithms used in image
processing all provide different performance results depending on external and
internal conditions. External conditions include types of sensors and pressure
applied by the subject etc. Internal conditions include the body temperature of a
subject and skin quality etc. In this paper, we enhance an image using Otsu’s
method, which is one of the segmentation steps of image processing. This algorithm
can improve the clarity of ridges and furrows of a fingerprint and enhances per-
formance by reducing the total time for extraction of minutiae compare to other
algorithms.

Keywords Minutiae - Gabor filtering - Ridge ending - Ridge bifurcation
Wavelet domain - Otsu’s method

1 Introduction

Experts use many details from a fingerprint for the authentication of a person. The
process of fingerprint verification starts by investigating the quality of a finger
image or input image taken by sensors and then proceeds by performing a number
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of pattern search algorithms. Image enhancement as well as ridge segmentation is
done by using local orientated ridge to filter parameters. After segmentation, a
thinning process takes place to obtain a thinned image so that minute features can
be extracted. Spurious minutiae are removed at the post-processing stage.

The way an image is captured or its machine representation, determines the
success of any matching algorithm that works in decision module [1]. The per-
formance of an algorithm actually depends on how accurate and reliable the results
it gives are. The overall quality of an input fingerprint image plays a very significant
role in the decision of the identification and verification algorithms used. This paper
introduces a fingerprint enhancement method which is fast and actually improves
the image quality of the valley and the ridge structures of input images, based on the
orientation and frequency of the local ridges and thereby extracts the correct
minutiae. The uniqueness of a person’s fingerprint and its unchanging nature
throughout an individual’s lifespan make it a very important model for a biometric
authentication system. A fingerprint consists of a unique pattern of what are called
furrows and ridges. A ridge is a curved line or segment whereas a valley is the space
between two adjacent ridges. A feature that is used for the identification of a person
is called a minutia and is actually the discontinuity of a ridge segment. These
discontinuities appear in the form of a bifurcation of a ridge, resembling a fork,
whereas ridges end abruptly at a ridge ending. These minutiae are stored in the form
of a template and are used for authenticating a person (Fig. 1).

crossover
core
bifurcation
ridge ending
Island

Ridge Ridge e L pora
Ending Bifurcation .

Fig. 1 Fingerprint showing minutia points: crossover, core, bifurcation, ridge ending, island,
delta, pore etc.
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1.1 Fingerprint Representation

The individuality of a fingerprint is determined by its ridge pattern and the
occurrence of certain ridge anomalies called minutiae points. Normally, to make
class of different kind of fingerprint the global design of ridges are used whereas the
allocation of minutiae points is taken for matching between fingerprint and fin-
gerprint template [2]. Automatic recognition and identification of a fingerprint
matches query features against a large database of millions of different features
stored with individual identifications. It depends on the pattern of ridges in the
query image to refine their search in the database, a technique called indexing of
fingerprints, and on the minutiae points to determine a precise matching fingerprint.
The ridge pattern itself is hardly ever used for fingerprint matching.

e Minutiae

The local discontinuities in the ridge pattern called minutiae give the fingerprint
features that can be used to authenticate a person’s identity. Details such as the
orientation, type and location of minutiae are taken as description when using
minutiae as a fingerprint features. The two most important local ridge distinctive-
ness points are the ridge bifurcation and the ridge ending, and these are generally
used for pattern recognition.

Different types of pattern are found in fingerprint minutiae and these are:

Ridge endings—Ridge endings are the points where a ridge ends suddenly.
Ridge Bifurcation—Ridge bifurcation is the characteristic where an individual
ridge is cut into two ridges and looks like fork.

e Independent ridge or island—An independent ridge is an individual ridge that
starts at some point and ends after travelling a short distance. It looks like an
island.

e Ridge enclosures—In a ridge enclosure, a single ridge divides like a fork and
then joins again abruptly afterwards and continue as an individual ridge.

e Spur—A spur is actually a bifurcation and a short ridge branching off a long
ridge.

e Bridge or Crossover—This type of pattern involves a short ridge which crosses
between two parallel ridges (Fig. 2).

Minutiae also refer to any small point that is distinct to an individual. Not all
minutiae are used for verification, only ridge ending and ridge bifurcation (Fig. 3).
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Fig. 2 Different minutia points showing crossover, spur, ridge bifurcation, and ridge ending that
are used in fingerprint authentication systems
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Fig. 3 Ridge ending and ridge bifurcation having its value using two points x and y with
corresponding angle

2 Related Work

Sonavane and Sawant [3] offered a method by which an image of a finger is broken
into a set of clean images and their orientation is estimated, giving a special domain
fingerprint enhancement. Kukula et al. [4] proposed a method of applying different
levels of force to investigate its effect on the performance of matching image scores
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in terms of quality, and the amount minutiae between capacitance and optical
fingerprint sensors. Hsieh et al. [5] developed another method for fingerprint
authentication where only ridge bifurcations are used and not ridge endings, using a
different algorithm for ridge bifurcation that excludes unclear points. In addition,
from a wide study into different research papers it is clear that there are a number of
methods in use. A number of changes have occurred in different preprocessing
techniques, such as segmentation by the use of external characteristics called
morphological operations as well as an improved thinning process, different tech-
niques for removing false minutiae, minutia marking using the triple branch
counting method, breakdown of minutia unification into three terminations, and
matching in the unified x-y coordinate system after a two-step conversion. An
online fingerprint identification and recognition method using a hashing technique
which is very fast and tolerant to distortion.

2.1 Finger Print Enhancement

A fingerprint enhancement algorithm takes its input from a fingerprint image.
Fingerprint enhancement is either done on (i) a binary image or (ii) a gray level
images. The database for this research consists of fingerprints which have been
scanned to give an impression of the finger using an ink and paper technique
because this method introduces a high level of noise to the image and helps to
evaluate performance with different types of finger [6]. The main aim of using an
image enhancement process is to enable the designing of an authentication system
that works in the worst conditions as well as to enhance performance and so get the
best results possible.

2.2 Direct Gray-Level Enhancement

Using a gray-level fingerprint image, ridges and valleys in a local neighborhood
appear in the form of a sinusoidal-shaped wave, which has the properties of a
well-defined orientation and frequency. There is a need to estimate these local
orientations and frequencies to improve the quality of gray-level fingerprint images
[2]. For the filtering, a Gabor filter is used which employs these orientation and
frequency properties to enhance the image. Otsu’s algorithm is a simple and popular
thresholding method for image segmentation, which falls into the clustering cate-
gory. The algorithm divides the image histogram into two classes by using a
threshold such as the in-class variability being very small. This way, each class will
be as compact as possible.
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2.3 Algorithm

Algorithm: Thresholding segmentation using Otsu’s method

Input: finger image (grayscale), overridden threshold value output: output image

1

[\

Read (finger_ image)

N = finger_image.width X input imnumberage.height initialize
variables

threshold, var max, sum, sumB, ql, q2, pl, p2 =0
max intensity = 255

for i = 0; i <= max intensity; i++ do
histogram[value] = 0 accept only grayscale images
if num channels(input image) > 1 then

return error compute the image histogram

fori =0;1 < N; i++ do

value = input imageli]

histogram[value] + = 1

if manual threshold was entered then

threshold = overridden threshold

else auxiliary value for computing p2

for i = 0; i < = m ax intensity; i ++ do

sum + =i X histogram[iJupdate qi(t)

for t = 0; t < = max intensity; t ++ do

ql + = histogram[t]

if g1 == 0 then

continue

g2 = N — qlupdate pi(t)

sumB + =t X histogram(t]

pl = sumB/ql

p2 = (sum-sumB)/q2 update the between-class variance
2b () = ql(Oq2®[plt) — p2(t)]2update the threshold
if 2 b (t) > var max then

threshold =t

var max = 2b (t)build the segmented image
fori=0;1 < N; i++ do

if finger_image [i] > threshold then

output image[i] = 1

else

output image[i] = 0

return output image
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(b)

Fig. 4 a Minutiae extraction with enhancement (green dots show true minutiae, red false
minutiae. b Minutiae extraction without enhancement (green dots show true minutiae, red false
minutiae)

3 Experimental Results and Discussion

Fingerprint enhancement plays an important role in authentication systems because
the performance of the system depends upon the false acceptance rate and false
rejection rate. So minutiae must be extracted properly. By using Otsu’s method for
the segmentation phase, the performance of the system increases compared to its
performance without the enhancement process (Fig. 4).

Different minutiae extraction algorithms [7] are present in the literature which
we use a CN technique that is able to accurately detect all valid bifurcations and
ridge endings from the skeleton image. The false acceptance rate and the false
rejection rate determine the performance of the system. We evaluate the perfor-
mance of both enhanced images and non-enhanced images and it can be seen that
the matching rate is low, or that the false acceptance rate (FAR) is greater in
non-enhanced images compared to enhanced images. We use a neural network for
decision making by selecting a threshold value (Fig. 5).

4 Conclusion

Although there are different types of algorithm available for segmentation in the
image enhancement process, the performance of the system is greatly affected by
applying the enhancement algorithm. Otsu’s method efficiently enhances the clarity
of the minutiae (ridge structures). Using Otsu’s method, ridge ending and ridge
bifurcation are efficiently calculated during the image enhancement process and the
noise level is reduced. A number of thresholding algorithms are available for the
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5 Without enhancement FAR is high (a 100% match is not possible). b Neural network tool

for matching minutiae. ¢ With enhancement FAR is reduced

segmentation process, but Otsu’s method is easily implemented and the time taken
to extract minutiae also decreases due to inaccurate estimation of the orientation as
well as to ridge frequency parameters. The performance of a biometric authenti-
cation system is evaluated by the false acceptance rate (FAR) and the false rejection
rate (FRR). Without enhancement FAR increases compared to enhanced images at
different threshold values. Gabor filter is also less effective due to presence of noise.
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Estimation of Success Probability )
in Cognitive Radio Networks e

Chilakala Sudhamani, M. Satya Sai Ram and Ashutosh Saxena

Abstract In this paper, we considered a cooperative spectrum sensing over fading
and non-fading channels. We proposed a model of a Rayleigh fading channel and a
non-fading additive white Gaussian noise channel. Total error rates and the optimal
number of cooperative secondary users over the non-fading channel and the success
probability over the fading channel are calculated and the simulation results plotted.
The simulation results convey that the optimal number of secondary users is five in
both cases. We hope that our results will be useful in improving energy efficiency in
identifying the unutilized spectrum.

Keywords Cognitive radio « Cooperative spectrum sensing - Success
probability - Total error rate

1 Introduction

The widespread use of wireless technology has inevitably resulted in an increased
need for spectrum resources. This leads to a spectrum scarcity issue caused by
unutilization of the spectrum [1, 2]. Hence cognitive radio (CR) technology has
been proposed to identify the unutilized spectrum and to avoid disagreement
between spectrum underutilization and spectrum scarcity [3]. In order to identify
the unutilized spectrum, spectrum sensing techniques have been used. In spectrum
sensing techniques, the secondary user (SU) will sense the primary user’s (PU) li-
censed spectrum by identifying the received signal strength, noise, and the number
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of users using that spectrum [4]. The availability of free spectrum depends on the
availability of spectrum holes that change according to time and place. This shifts
the challenge to identification and detection of the PU [5-7]. A cooperative spec-
trum sensing (CSS) technique has been proposed as an effective method to improve
detection performance [8, 9].

In CSS all the SUs will sense the channel and forward their local decisions to the
fusion center (FC). The FC will combine all local decisions using fusion rules and
make a final decision. The performance of CSS in CR networks mainly depends on
channel imperfection due to fading effects. The performance of CSS over a Ray-
leigh fading channel in terms of probability of misdetection has been studied in [10,
11]. In these papers the authors considered that the reporting channels between the
SU and the FC are imperfect and they observed that the misdetection probability
decreases only by increasing the reporting channel signal-to-noise ratio (SNR). As
the SNR increases, channel imperfection decreases, and this automatically reduces
the probability of misdetection. In [12], the probability of a false alarm and the
probability of misdetections are calculated for fading channels in CSS and com-
parisons will be made in the future purpose. CSS for hard fusion rules is compared
in [13] for a Suzuki fading channel. CSS using energy detection in log-normal
shadowing was explained in [14]. This explains the performance of CSS over a
large fading channel and requires more cooperation among SUs to improve
detection performance. For indoor [15] and outdoor [16] environments, Weibull
fading has been used. The performance of a single CR user spectrum sensing is best
in a Weibull fading channel when compared to other channels, such as Rayleigh
and Nakagami.

However, existing works have only examined the AWGN channel. In this paper,
we consider the fading channel rather than the non-fading channel. We used the
Rayleigh fading channel for calculating the success probability of CSS. The rest of
the paper is organized as follows: The system model of a CSS is defined in Sect. 2.
Success probability is calculated in Sects. 3 and 4 provides the results of simula-
tion. Finally, conclusions are drawn and future directions discussed in Sect. 5.

2 System Model

Consider a CSS with a K number of SUs, one PU and one FC. In this system, each
SU senses the local spectrum independently and then forwards its binary local
decisions (1 or 0) to the FC. The FC combines all the local decisions and makes a
final decision to identify the presence or absence of the PU. In a CR network, the
absence and presence of the PU is given by hypothesis testing as Hy, H;. Under
these two hypotheses the received signal strength of the ith SU is given as [17]
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Y;=X;+n;: Hy (1)
Yj=Xj+nj+Sj:H1 (2)

where X; is the complex-valued channel input, Y; is the complex-valued channel
output, and S; is the transmitted signal of the PU.

3 Success Probability

For a non-fading channel, the probability of detection and the probability of false
alarm at the jth SU are given as [18]

P =0(v2r.V32) (3)

() _ (U, 4/2)
b ="rwy ()

where U is the time bandwidth product, 4 is the detection threshold, y is the
signal-to-noise ratio, Q(.) is the Marcum Q-function, I" (.) is the incomplete gamma
function, and I” (.) is the gamma function.

Success probability is defined as identifying the presence or absence of the
primary user correctly by the secondary user. In CSS, in order to detect the presence
or absence of the PU, K SUs will sense the PU channel and forward their local
decisions to the FC. The FC will combine all the local decisions according to soft,
quantized soft, and hard fusion rules. In soft combining, all the CRs will send their
total sensing information to the FC. In the quantized soft method, CR users quantize
the sensed data and then forward those quantized samples for soft combining. In the
hard combining method, each CR user make a one-bit local decision and forwards
that local decision to the FC for hard combining [19]. In all three methods, we are
using a hard combining method to reduce the channel overhead.

We have three hard fusion rules AND, OR, and MAJORITY. From Figs. 1 and
2, it can be seen that the MAJORITY fusion rule is the optimal solution for
calculating success probability. As a result we used MAJORITY rule in this paper.
Hence by using the MAJORITY fusion rule, the probability of detection and the
probability of false alarm at the FC are given as [20] respectively.

Qd,Maj= 21((1:15) |:Il(:|P£1/(1 _Pd,j)K_l (5)

Or.mai= X5 {ﬂp},j(l —p)" (6)
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Fig. 1 Total error rate for
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fusion rules with respect to
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Fig. 2 Total error rate for
AND, OR, and MAJORITY
fusion rules with respect to
detection threshold
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Qm,Maj =1- Qd,j (7)

In this paper, we estimated the optimal number of SUs by calculating the total
error rate and success probability. Therefore, total error rate is defined as the sum of
false alarm probability and misdetection probability, and the success probability is

the detection probability.

4 Simulation Results

Consider a cognitive radio network with K = 10 SUs and assume that all the SUs
are uniformly distributed around the PU. We assumed the different parameters of
signal-to-noise ratio = 10 dB, path loss exponent = 2, and noise variance = 1.
Total error rate is defined as the sum of the probability of misdetection and the



Estimation of Success Probability in Cognitive Radio Networks 283

Fig. 3 Total error rate 10° = —
according to detection E N N S o K=1
X N2 | —+—K=2
threshold for K = 1,2, 3,4, 5, N O %}0 Bl —— k=3
6,7,8,9,10 ARS ZANVAY IS SV e h i,
ARV, %00
10" \d i ¥ K=6
i) e S
S A
¢ PN ISR DA LYY K=8
g YT AL ——k=9
= N ) AT S ——K=10
; YT AN
10 2 vas s
e S
i W01V A W A
A K
k]
5 /NA
X
10°
10 15 20 25 30 35 40 45 50
Detection threshold (1)
Fig. 4 Minimum error rate 0.07
according to number of
cooperative secondary users 0.06 /

o o
o =1
R 53}
[

Minimum Error Rate

= o
9 9
= 3
—

0.01
1 e

o N M S
0

1 2 3 4 5 6 7 8 9 10
Number of cooperative secondary users(K)

probability of false alarm. The graph in Fig. 3 shows the variation of total error rate
with respect to the detection threshold as the number of SUs increases from 1 to 10.
We observe that as the detection threshold increases, the error rates first decrease to
an optimal value and then increase based on the number of SUs. As the number of
SUs varies from 1 to 10, the minimum error rate first decreases gradually up to
K = 5 and then increases from K = 5 to K = 10. From Fig. 4 it is can be seen that
the optimal number of cooperative SUs is 5 for a minimum error rate. The graph
also suggests that beyond 7 SUs the error rates drastically increases. This is in a
sense also true in real-time systems because as the number of SUs increases, the
energy required for spectrum sensing and reporting sensing results to the FC
increases. This reduces the energy efficiency because energy efficiency is defined as
the ratio of average channel throughput to average energy consumption.



284 C. Sudhamani et al.

Fig. 5 Success pr()babﬂity ) Success Probaility for different number of users
. 10 el il = = = = 3
with SNR (dB) for K = 1, 2, = o ket 1
3,4,5,6,7,8,9, 10 7 U ko |
%// d i/ —0—K=3 {
WE /| 8 —a ey |
Ji/$ ks |
Y/ i =t
£ ‘ ——k=7 ||
ks y { K=8
o Z —4+—K=9
13 if H
g " —P—K=10
S ‘
" W
1 4
0 KA7
/4 /
4
ya
-10 -8 -6 4 -2 0 2 4 6 8 10
Signal to Noise Ratio (dB)
Fig. 6 Success probability Success Probaility with different number of secondary users
. 1 3
with number of secondary
users for different SNR values 0.9
—+— SNR=-10dB
0.8 SNR=-7dB
—4— SNR=-5dB
07 —A— SNR=-2dB
> SNR=0B
5 06 —A— SNR=2B
9 —O6— SNR=5dB
2 05 —6— SNR=
2 SNR=10dB
o
@
0.3
0.2
01 ]/‘___’_‘__/——0—*—*
0 . . . . . . . .

Number of cooperative secodary users (K)

In CSS, most of the work is done by assuming perfect channels between
cooperative SUs. We considered imperfect channels between cooperative SUs for
sensing and reporting their sensed information to the FC. Graphs are plotted for
different SUs with varying signal-to-noise ratio (SNR). For a Rayleigh fading
channel, the success probability for different number of SUs with SNR is shown in
Fig. 5. With the increase in number of SUs, the success probability increases along
with the SNR. For small values of SNR, the success probability increases and then
maintains a constant value of one. The same can be observed in Fig. 6, where the
SNR increases as the probability of detection increases.
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5 Conclusion

In this study, we looked at CSS in a cognitive radio network over a non-fading
AWGN channel and a Rayleigh fading channel. The total error rate for a non-fading
AWAGN channel was calculated for K = 1-10 SUs and it was found that the optimal
number of cooperative SUs to be K = 5. For a Raleigh fading channel, the success
probability was calculated to be K = 1, 5, and 10 SUs and it was found that the
optimal number of cooperative SUs was K = 5. From this we observed that the
optimal number of SUs is the same for both the fading and non-fading channels.
This optimal number decreases the false alarm probability and improves the
detection probability by using SU cooperation. As the number of cooperative SUs
increases, the energy consumption required for spectrum sensing and for reporting
sensing results to the FC increases, and this reduces energy efficiency. To improve
energy efficiency, we need to reduce the cooperative SUs. Hence, energy efficiency
is improved by knowing the optimal number of cooperative SUs in the case of both
fading and non-fading channels. To continue our research we also plan to explore
the success probability for Ricean and Nakagami fading channels and then present a
comparative study on them. We hope that our results will be useful for improving
energy efficiency in identifying the unutilized spectrum.

References

1. Spectrum Policy Task Force Federal communications commission. Rep. ET Docket,
Washington, D.C., USA, Nov 2002

2. Soy H, Zdemir Z, Bayrak M, Hamila R, Al-Dhahir N (2013) Decentralized multiuser diversity
with opportunistic packet transmission in MIMO wireless sensor networks. AEU Int J
Electron Commun (Elsevier) 76(2), 910-925

3. Haykin S (2005) Cognitive radio: brain-empowered wireless communications. IEEE J Sel
Areas Commun 23(2):201-220

4. Bhowmick A, Roy SD, Kundu S (2015) A hybrid cooperative spectrum sensing for cognitive
radio networks in presence of fading. In: Twenty first national conference on communications
(NCC), vol 16. https://doi.org/10.1109/NCC.2015.7084887

5. Larsson EG, Skoglund M (2008) Cognitive radio in a frequency-planned environment: some
basic limits. IEEE Trans Wirel Commun 7(12):4800-4806. https://doi.org/10.1109/T-WC.
2008.070928

6. Sahai A, Hoven N, Tandra R (2004) Some fundamental limits in cognitive radio. In:
Proceedings of alert on conference on communications, control and computing, pp 131-136

7. Shafie AE, Al-Dhahir N, Hamila R (2015) Exploiting sparsity of relay-assisted cognitive radio
networks. In: IEEE wireless communications and networking conference, WCNC 2015, New
Orleans, LA, USA

8. Ganesan G, Li YG (2007) Cooperative spectrum sensing in cognitive radio part I: two user
networks. IEEE Trans Wirel Commun 6(6):2204-2213

9. Ganesan G, Li YG (2007) Cooperative spectrum sensing in cognitive radio part II: multiuser
networks. IEEE Trans Wirel Commun 6(6):2214-2222

10. Nallagonda S, Roy SD, Kundu S (2011) Performance of cooperative spectrum sensing with

censoring of cognitive radios in Rayleigh fading channel. In: Proceedings of IEEE INDICON


http://dx.doi.org/10.1109/NCC.2015.7084887
http://dx.doi.org/10.1109/T-WC.2008.070928
http://dx.doi.org/10.1109/T-WC.2008.070928

286

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

C. Sudhamani et al.

Nallagonda S, Roy SD, Kundu S (2012) Cooperative spectrum sensing with censoring of
cognitive radios in Rayleigh fading channel. In: Proceedings of IEEE eighteenth national
conference on communications

Duan J, Li Y (2010) Performance analysis of cooperative spectrum sensing in different fading
channels. In: Proceedings of IEEE international conference on computer engineering and
technology (ICCET’10), pp 64-68

Kyperountas S, Correal N, Shi Q, Ye Z (2008) Performance analysis of cooperative spectrum
sensing in Suzuki fading channels. In: Proceedings of IEEE international conference on
cognitive radio oriented wireless networks and communications (CrownCom’07), pp 428-432
Hashemi H (1993) The indoor radio propagation channel. In: Proceedings of IEEE,
pp 943-968

Adawi NS (1988) Coverage prediction for mobile radio systems operating in the
800/900 MHz frequency range. IEEE Trans Veh Technol, pp 3-72

Singh A, Bhatnagar MR, Mallik RK (2016) Performance of an improved energy detector in
multi hop cognitive radio networks. IEEE Trans Veh Technol 732-743

Sethi R, Bala I (2013) Performance evaluation of energy detector for cognitive radio
networks. IOSR J Electron Commun Eng 46-51

Akyildiz IF, Lo BF, Balakrishnan R (2011) Cooperative spectrum sensing in cognitive radio
networks: a survey. Phys Commun J (Elsevier) 40-62

Kyperountas S, Correal N, Shi Q, Ye Z (2008) Performance analysis of cooperative spectrum
sensing in Suzuki fading channels. In: Proceedings of IEEE international conference on
cognitive radio oriented wireless networks and communications (CrownCom07), pp 428432
Ghasemi A, Sousa ES (2005) Collaborative spectrum sensing for opportunistic access in
fading environments. In: Proceedings of 1st IEEE symposium new frontiers in dynamic
spectrum access networks, pp 131-136



Analysis of Road Accidents Through R)
Data Mining ot

N. Divya, Rony Preetam, A. M. Deepthishree and V. B. Lingamaiah

Abstract There is currently a great deal of interest relating to road accidents that
result in the loss of life or harm to an individual. GIS is capable of storing infor-
mation regarding road accidents like vehicle accidents, hour wise accidents, day
wise accidents. Apart from this, road accidents are also addressed by road traffic
database. In this research on the city of Hyderabad, road traffic databases is taken
into considerations where road accidents impact on the socioeconomic growth of
society. A data mining technique is used to discover hidden information from the
warehouse to handle road accident analysis. We implement algorithms, such as
prediction and classification in Weka version 3.7. We use k-Madrid to form a
cluster of related information. Different attributes are subjected to analysis with the
conclusion that prediction is the most suitable and accurate algorithm.

Keywords GIS . Data mining + K-medoid « Prediction

1 Introduction

In the modern world lot of accidents happen on the road due to human negligence
and traffic tampering. Information is collected through GIS and the best algorithm
to minimize road accidents is built. We implement a data mining technique in order
to categorize the information gathered through GIS and apply a data mining
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prediction algorithm. We aggregate similar information to form a cluster. A report
is compiled relating to the road accident information in a particular area of the city.
Data mining concepts are implemented in order to uncover hidden information or
patterns in the data.

The major motivation behind the use of data mining algorithms or techniques is
that they provide an output for any given input, without the need for human effort,
through use of the Weka tool. We choose fuzzy set from data mining. This is also
known as possibility theory. It describes information in the form of categories or
sets and then applies GIS to breakdown the threshold or boundaries for each
category set. Truth values are used to represent degree of membership that a certain
value abide in a given category.

Recent reports regarding road accidents are in the form of continuous values
rather than categorical values. So we use a data mining technique that involves
classification and prediction. Classification is a data mining technique that assigns
an object to its predefined class based on attributes or training sets. Prediction is a
data mining technique where we find the value of one variable based on predicted
variables that are independent. We use numeric prediction, which is also known as
regression. Regression analysis is used to model the relationship between one or
more independent or predicted variables. There are two types of regression, linear
and non-linear.

Krishnaveni and Hemalatha [1] studied the statistical properties of four regres-
sion models: two conventional linear regression models and two Poisson regression
models in terms of their ability to model vehicle accidents and highway geometric
design relationships. Roadway and truck accident data from the highway safety
information system (HSIS) have been employed to illustrate the use and the limi-
tations of these models. Abdel-Aty [2] used the fatality analysis reporting system.

Usually accidents occur due to the negligence on the part of the driver, lack of
awareness of other drivers, and animals becoming obstacles in the road. Intoxicated
drivers could also cause accidents and the consequences of these accidents may be
minor injury, major injury, permanent damage to any body organ, or even death.
Everyday database is updated as accidents occur, so the data stored increases
steadily. Data mining would be used to discover new patterns from these databases
[2]. Discovering a pattern from the database or repository is a difficult task so data
mining is a useful tool by which to discover hidden information. Even if the data is
stored across different organizations, data mining should be capable of handling and
bringing up useful information.

Weka stands for wikato environment for knowledge analysis. Weka knowledge
explorer makes use of a GUI with the help of Weka software. The major Weka
software packages include classifiers, filters, clusters, associations and attribute
selection with a visualization tool. We can work with any of the technique above
via open source software under GNU (general public license). Datasets should be in
ARFF format if the file is not in ARFF format. The pre-processor has the facility to
receive data from a database as a CSV file using a filtering algorithm.

The other reason for using a database was to explain road accidents in different
formats and to minimize the effort invested by the researches and different users in
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Table 1 Data set of road accidents

Road Speed limit (A, B, C) | Whether (X, Y, Z) | Pedestrian distance (L, M, N) | Accident type
Roadl | A X L X1
Roadl | A Y M X1
Roadl |B Y L Y2
Roadl |C X N X1
Roadl |C Z N Y2

order to collect accident reports. By doing this it can help decision makers to better
formulate traffic safety control policies. With more vehicles and traffic the risk of
accidents will be increased. There is a relationship between driver, road, car, and
accident occurrence. One cannot get improved safety without successfully relating
frequency.

Road traffic accident (RTA) analysis objectives include (1) to check, in partic-
ular, underlying road-related variables; (2) different data mining techniques are used
to check the severity of accident prediction; and (3) the task that models standard
classification comparison. Most data mining related studies analyze RTA data
locally and globally, and obtain regular results (Table 1).

2 Literature Survey

In recent years, many researchers have undertaken RTA analysis using different
methodologies and algorithms.

Tesema et al. [3] developed mining rules for RTAs. They used a clustering
technique in order to aggregate the data and divide them into subsets and then used
the subsets for classification. CART was most the efficient for analyzing predictive
model. When the pre-processing technique was completed, the final dataset used for
modelling contained 4,658 records using 16 different attributes of which 13 were
base attributes and 3 were derived.

Hirasawa [4] developed a statistical approach to model a traffic accident analysis
system. A digital map is used to indicate data on accident conditions. The goal was
to use a GIS system to analyze factors contributing to road traffic accidents. GIS is
an application developed in order to analyze road traffic analysis.

Nabi et al. [5] proposed some behaviours contributing to RTAs. The best pre-
dictors were exceeding limits on normal roads and highways, use of a cellphone
while driving, and tired or drunk drivers were the main reasons. This research
shows a negative attitude towards traffic safety and the rules of the road. Enforcing
users to change their approach such as reducing speed or prohibiting alcohol could
improve road traffic rules.
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Krishnaaveni and Hemalatha [1] proposed a method for analyzing RTAs using
data mining techniques. They used classification methods to predict the severity of
injury during accidents. They compared J48 decision tree part naive Bayesian
classification. The final result shows that J48 is better.

Sachin et al. (2015) proposed a framework for the city of Dehradun. Indian road
accident (11.5 + 4) that took place during 2009 and 2014 using a K-modes clus-
tering technique and association rule mining. The analysis made by the combination
of the above techniques showed that the result will be effective if no segmentation
has been performed with respect to generation association rules.

Ralambonetrainy (1995) implemented a k-means algorithm through data mining
to club categorical data which transform different category attributes into binary
numeric attributes. In data mining these attributes range from hundreds to thousands
and k-means uses these attributes in order to compute space costs.

Sachin Kumar et al. (2016) recommend implementing a k-means algorithm and
ARM technique to find solutions to the severity of traffic accidents problem. They
divided the data set of traffic accidents into different levels, namely (a) high,
(b) moderate, and (c) low frequency in order to discover the hidden information
behind the data set and establish preventive actions prior to accident location.

Sowmya (2015) undertook a study related to traffic accident data provided by the
government transport department in a certain country. The baseline techniques that
were used are naive Bayes, J48, adeboost, M.PART, and random forest classifi-
cation in order to predict classification accuracy and analyze performance.

Krishnavani (2011) analyzed traffic accidents in Nigeria using different classi-
fication models and compared naive Bayes Bayesian classifier [3]. The research
also used an artificial neural networks approach and decision tree analysis to reduce
deaths on the road. The data that was used for research was classified into two types
(a) continuous and (b) categorical.

ANN is exclusively used to deal with continuous values of data, whereas
decision has the ability to deal with categorical data. The results of the analysis
revealed that a decision tree algorithm or approach was efficient when compared to
ANN. A decision tree approach had a lower error rate and a higher accuracy rate

3 Existing Model

We focus on the predicting possibilities in a particular area using machine learning
techniques such as SMO, J48, and IBK.

SVM: This uses the concept of decision trees and planes that define the
boundaries of any decision. A decision plane separates objects or set of objects
having different class memberships. The main task of SVM is to construct hyper-
planes in multidimensional space. It can be categorized like regression and clas-
sification that can handle continuous or categorical values.

Decision Tree: This is one of the classification techniques and takes the form of a
flowchart that selects labels for any given input. It consists of a root node,
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an internal node, and a leaf node. Decisions are made on the internal node. A leaf
node cannot be further divided into any of the nodes. A root node contains a
condition for any input values and selects a branch based on certain features.

Let S(ilt) denote function of records categorized under the class ‘I’ at any node
‘t’. We find three different equations to calculate impurity measures.

Entropy = — S(i|t)log,S(i]t) (1)
Gini Index = 1 — S(i|t)* (2)
Classification error = 1 — max[S(i[t)] (3)

Here ‘c’ represents number of classes and Olog,(0) = 0, and the calculation is
computed for a given node ‘t’.

Association mining rule is a technique that explains how data are correlated in
any transaction. An example is market basket analysis. It defines the underlying
rules that produce pattern in any data set.

Let ‘D’ be given any data set which consists of n transactions where each
transaction TeD. Let I be the set of items in any transaction I = {I1, 12, ...., In}.

An item set A will occur in T if and only if AcT. A-> B is an association rule
such that Acl. IcI and AUB = o.

Association rule mining mainly focuses on supper and confidence.

The support of a rule A-> B states the percentage of A and B occurring together
in a data set. It is also called the frequency constraint. Frequent item sets are
generated if they support the minimum support threshold.

Confidence: A-> B defines the ratio of the occurrence of A and B together to the
occurrence of A only. The higher the confidence value of a rule A-> B, the higher
the probability of occurrence of B with the occurrence of A.

Lift: Lift for a rule A-> B calculates the expected occurrence of A and B
together. It is also the ratio of the confidence of the expected confidence of c rule.

Support(S,) =P(AuB) 4)
Confidence (Cf)=P(AUB)/P(A) (5)
Lift (Lf) =P(AUB) /P(A)*P(B) (6)

4 Proposed System

Data mining consists of different techniques that are used to discover useful
information from a large repository. Wherever the information is discovered should
be used to make decision for any enterprises.
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Discretize information into categories based on number of accidents accused and
we can classify it into two categories, i.e. number of year and number of accidents.

Prediction is a data mining technique which allows us to predict continuous
values or ordered values for any given input. If we wanted to find out the number of
road accidents that has occurred for a particular year, prediction can be employed.
Prediction is also known as regression in statistical methodology. Regression
analysis can be used to model a relationship between one or more independent and
dependent variables. In general, independent variables are also known as predictor
variables, whose values are known to us. We use linear regression to solve the
problem. Linear Regression involving response variables ‘z’ and a single predictor
variable ‘x’ is a simple form of regression and models response variables as the
linear function of the predictor variable ‘x’.

z=c+Wwx (7)

‘7’ is assumed to be constant, and ‘c’ and w are regression coefficients indicating
intercept and slope of the line.

Keeping the weights in consideration, the regression coefficients can also be
found using the formula

Z=ap+ax (8)

where ay and a; are the weights. Weight can be computed by

a1 = (xi = x)(y; —y)/(xi —x)° 9)
where ‘t’ is equal to training set are those whose class label is known.
A =Xy — WX (10)

Case 2: Non-linear: This involves transformation of the variables from a
non-linear to a linear model.

Case 3: K-Medoid: We introduce an object-based representative technique
known as k-medoid, where instead of taking the mean value of objects in a cluster
as the reference point k-medoid will actually pick an object to represent the clusters.
This object is used as a representative object in the cluster. The remaining objects
within cluster if they are similar to the most representative object and then they are
all clustered together.

Absolute error criterion is used to investigate the above road accident problems.

F=[k-R| (11)

where ‘F’ is the sum of the absolute errors for all objects in the data set; ‘k’ is the
point in space representing a given object in the cluster ‘j’; and r; is the repre-
sentative object of r;.
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5 Results and Conclusion

See Fig. 1.

Fig. 1 Comparison of SMO, ROAD TRAFFIC ACCIDENTS IN HYDERABAD
J48, IBK, and Regression
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6 Conclusion

We explore different data mining techniques and their applications in Hyderabad to
analyze road traffic accidents using a prediction model. Prediction may help traffic
officers to make decisions in their control activities especially regarding behaviors
like accident mode, time, and causes. Based on the results, systems can upgrade or
enhance traffic safety policies using a k-medoid algorithm to combine most familiar
information the output generated suggests that linear regression performs better
than SMO, J48, and IBK.
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An Assessment of Niching Methods M)
and Their Applications ke

Vivek Sharma, Rakesh Kumar and Sanjay Tyagi

Abstract Populace-based metaheuristics have been demonstrated to be especially
powerful in taking care of MMO issues if furnished with particularly planned
decent variety saving systems, commonly known as niching strategies. This paper
provides a fresh review of niching techniques. In this paper, an assessment of
niching methods is presented along with their real-time applications. A rundown of
fruitful applications of niching techniques to genuine issues is used to show the
capacities of niching strategies in giving arrangements that are hard to other
enhancement techniques to offer. The critical viable benefit of niching techniques is
clearly exemplified through these applications.

Keywords Niching methods - Multi-modal optimization - Metaheuristics
Multi-solution methods - Evolutionary computation - Swarm intelligence

1 Introduction

The two ideas of niche and species can be found in regular biological systems,
where singular species must contend to get by going up against various parts [1].
Diverse species or organisms evolve to fill distinctive niches (or subspaces) in an
environment that can support a diverse array of life. As commented in [2] “A niche
can be characterized by and large as a subset of assets in the earth. A species, then
again, can be characterized as a sort or class of people that exploit a specific niche.
In this way, niches are divisions of a domain, while species are divisions of the
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population” [3]. In science, a species is characterized as a gathering of organisms of
comparative natural components fit for interbreeding among themselves, but not
with organisms from an alternate gathering. Since every niche has a limited number
of assets which must be shared among species, individuals involving that niche,
after some time distinctive niches and species develop normally in the earth [4].
Rather than developing a solitary population of people apathetically, regular bio-
logical communities evolve into distinctive species (or subpopulations) to fill
diverse niches [5].

2 Niche Genetic Algorithm

The basic idea of the niche genetic algorithm is that in biology different species
have a tendency to live with species that have comparable characteristics and mate
with them to various relatives. The condition that the species rely upon is called
niche. The genetic algorithm copies species. Applying these ideas, we can influence
the person of the genetic algorithm to advance in the particular living condition. So
we can introduce the idea of the niche into the genetic algorithm, and as a result the
niche genetic algorithm appears [6].

The existing niche genetic algorithm: The current niche genetic algorithm for the
most part comprises of a swarming niche genetic algorithm, a sharing niche genetic
algorithm and a disengagement niche genetic algorithm. These algorithms enhance
the decent variety of the population and it is a successful strategy to settle the
multi-modular capacity improvement issue [7, 8]. Nonetheless, on account of the
multifaceted nature of the multi-modular capacity enhancement issue, the current
niche genetic algorithm is hard to comprehend it [9, 10]. The problems are as
follows:

(1) The number and position of the peaks of the capacity are indeterminate.
(2) The ranges’ span of the peak is hard to decide in light of the fact that the width
and the stature of the peaks are extraordinary.

3 Related Work

In [11] creators incorporate niche innovation and a PSO calculation into the tra-
ditional FastSLAM. The niche-PSO process was executed before ascertaining the
significance weight of every molecule, with the goal that the molecule set can be
nearer to the genuine condition of the versatile robot before resampling, and the
resampling procedure was more effective. The distinction of niches ensures the
distinction of particles utilized for the state estimation, so the decent variety of
particles was kept up and the molecule consumption was maintained a strategic
distance from, which protect improve the accuracy of the state estimation. Since the
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single molecule was viewed as a niche, the computational multifaceted nature can
be decreased and the framework state can be evaluated with few particles.

In [12], by coordinating the supervision data and the neighborhood structure of
heterogeneous information, a novel strategy named hetero-complex regularization
(HMR) was proposed to learn hash capacities for proficient cross-modular pursuit.

In [13], to conquer the untimely deformity of customary subterranean insect
province calculation, another enhanced niche subterranean insect settlement cal-
culation (niche subterranean insect state calculation in light of the wellness sharing
standard) was proposed by joining the wellness offering strategy to niche subter-
ranean insect settlement calculation and connected to the multi-modular capacity
improvement issue.

In [14], MEDASs were created to find different worldwide optima for multimodal
streamlining issues. Dissemination estimation and niching are successfully used to
understand the proposed calculations. Uniquely, the grouping-based niching
strategies for swarming and speciation are joined, prompting swarming-based and
speciation-based MEDAs, named MCEDA and MSEDA, individually. Further,
they are improved with nearby pursuit, framing LMCEDA and LMSEDA, indi-
vidually. The niching techniques for MEDAs are enhanced from those in the
writing through building up a dynamic bunch measuring system to bear the cost of a
potential harmony amongst investigation and misuse, whereby easing MEDAs from
the affectability to the group estimate. Varying from traditional EDAs to appraise
the likelihood circulation of the entire population, MEDASs concentrate on the
estimation of appropriation at the niche level, and all people in every niche take an
interest in the estimation of conveyance of that niche. Further, the option utilization
of Gaussian and Cauchy dispersions to produce posterity takes the upsides of the
two dissemination and possibly offers a harmony amongst investigation and abuse.
At long last, the arrangement precision is upgraded through another neighborhood
seek plot in view of Gaussian circulation with probabilities self-adaptively decided
by wellness estimations of seeds.

In [15] a niche with population relocation procedure was proposed to understand
the multi-modular capacity advancement issue. They approve the adequacy of their
calculation by three standardized one-dimensional multi-modular capacities.
Through contrasting and the trial information of applicable written works’ calcu-
lations, the proposed system has favorable circumstances in the accuracy of the
count and the support of the assorted variety of the population.

In [16] gives a refreshed study on niching strategies. The paper initially returns
to the principal ideas about niching and its most illustrative plans, and at that point
surveys the latest advancements in niching strategies, including novel and
half-and-half techniques, execution measures, and the benchmarks for their
appraisal. In addition, the paper provides a study on past work that looked at
utilizing the capacities of niching to encourage different improvement errands (e.g.,
multi-goal and dynamic advancement) and machine learning undertakings (e.g.,
grouping, include determination and learning gatherings). A rundown of useful
applications of niching techniques to certifiable issues was introduced to show the
abilities of niching strategies in providing arrangements that are hard for other
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streamlining strategies to offer. The huge down to earth benefit of niching tech-
niques was unmistakably exemplified through these applications. Finally, the paper
offers difficulties and research conversation starters on niching that are yet to be
fittingly tended to.

In [17] an area-based transformation was proposed and coordinated with dif-
ferent niching DE calculations in order to tackle multimodal improvement issues.
Neighborhood change could limit the generation of posterity inside a neighborhood
an indistinguishable niche from their folks. This strategy guarantees that the cal-
culations are faster and have a high degree of accuracy. They showed that the area
transformation can instigate stable niching conduct. The area-based DE calculation
could find numerous worldwide optima and look after them. The after effects of
exploratory examinations recommend that the proposed calculations can give a
superior and more predictable execution than various best in class multimodal
streamlining calculations for an expansive number of test issues.

In [18] expands upon that, additionally investigating distinctive methodologies
towards complex system examination based versatile component. Initially, the
arrangements were positioned by centrality just, and the substitution was constantly
proficient by random re-initialization. In this form, distinctive methodologies can be
picked. The elitism has been fused into the versatile instrument, i.e. the arrange-
ment’s quality is additionally considered when choosing whether or not to expel it
from the population. Besides, the productivity of applying ABC’s change admin-
istrator as opposed to supplanting the arrangement by a randomly created one was
investigated, enhancing misuse rather than investigation. Three variations of
Adaptive ABC calculation with expanded properties and included control param-
eters are exhibited.

In [19] proposed a methodology versatile memetic swarming DE (SAMCDE)
which consolidates CDE with system versatile and fine pursuit strategy to tackle
multimodal improvement issues. The proposed SAMCDE tackled the issue of
choosing appropriate trial vector era system and control parameters. The fine hunt
strategy upgrades the neighborhood seeks capacity of the proposed calculation
which enhances the merging pace and exactness. One more stride to broaden the
ebb and flow work includes the procedure adjustment and fine inquiry method to
other DE-based niching calculations. Besides, it was intriguing to self-adjust
population measure as this parameter likewise has a pivotal impact on niching
calculations.

In [20] proposed DESBS a disseminated differential transformative calculation
with species and best vector determination strategy. The choice weight for choosing
the people as best people of a population was applied at two diverse levels first to
give the opportunity to every people to perform and second to calculate the edge.
The DESBS execution was greatly improved in multi-demonstrate capacities. In
uni-show capacities, DESBS perform substantially more like SDE, yet the capacity
assessments are on the higher side as a contrast with different calculations, in light
of conveyed nature of DESBS. The idea of DESBS makes it more explorative in
nature and SDE which was the posterity era component in DESBS make it
exploitative.
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In [21], a strategy in view of CLONALG was depicted for the computerized IIR
channel plan and its execution was contrasted with that of GA and TS calculations.
Keeping in mind the end goal to upgrade the worldwide optima seek ability of
CLONALG in taking care of multi-modular capacity streamlining issues, various
improvements are made to the calculation to enhance its execution and a novel
multi-modular invulnerable advancement algorithm (MIOA) was introduced with
the premise of incorporating the attributes of the Chaos and CLONALG in the
paper. The correlative analyses after effects of multi-modular capacity advancement
demonstrate that MIOA has quick joining speed and capable hunt ability.

4 Real-World Applications

i. In the Femtosecond laser pulse shaping problem, a (CMA-ES)-based niching
strategy was utilized to understand the issue in the field of quantum control
[22]. A separation metric was fittingly characterized between two possible
arrangements, keeping in mind the end goal to find numerous one of a kind
heartbeat profiles of high caliber. For this situation, distinctive niches speak to
the same theoretical plans [23]. The (CMA-ES)-based niching strategy
accomplished preferable arrangement comes about over the standard
advancement technique strategy.

ii. Job shop scheduling problem (JSSP): This is a great improvement issue
considered broadly in writing. The author speaks to one of the not very many
examinations on JSSP with an emphasis on recognizing numerous arrange-
ments. JSSP are normally multi-modular, displaying a perfect case for
applying niching techniques. Their examinations recommend that not exclu-
sively do niching techniques help to find numerous great arrangements, yet in
addition to saving the decent variety more successfully than utilizing a stan-
dard single-ideal looking for hereditary calculation [24].

iii. Resource-constrained multi-project scheduling problems (RCMPSP): Here,
different undertakings must be performed and finished utilizing a typical pool
of rare assets. The trouble is that one needs to organize each venture’s
assignments to streamline target work without abusing both intra-project
priority limitations and between venture asset requirements. A chief can profit
by picking between various suitable planning arrangements, rather than being
restricted to just one. Moreover, it is likewise substantially quicker than
rescheduling [25].

iv. Seismological inverse problem: A niching GA was connected to a reversal
issue of teleseismic body waves for the source parameters of a quake. Here a
separation metric for waveform reversal was used to measure the likeness
between arrangements. The niching GA appeared to be more proficient than a
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matrix in recognizing a few worldwide and neighborhood optima over a range
of scales, speaking to the blame and assistant planes.

v. Real-time tracking of body motion: A niching swarm filtering (NSF) calcula-
tion was produced to address the issue of the constant following of uncon-
strained full-body movement. In this situation, numerous critical worldwide
and nearby arrangements of the design circulation are found.

vi. Competitive facilities location and design: In this office area issue, ordinarily
numerous worldwide arrangements should be gotten. A niching strategy
named the Universal Evolutionary Global Optimizer (UEGO) was appeared to
essentially beat mimicked toughening and multi-begin techniques.

vii. Solving systems of equations: One of the primary niching PSO calculations
were produced to settle frameworks of straight conditions. Niching calcula-
tions are appropriate to explain frameworks of conditions because of frame-
works of conditions having different arrangements. As of late, it has appeared
in that frameworks of nonlinear conditions can likewise be unraveled utilizing
niching methods [26].

5 Assessment

Table 1 shows an assessment of different real applications with different perfor-
mance metrics, such as interaction rate, average delay, and average execution time
by applying niching methods. The assessment shows solving TSP problems and
RCMPSP problems using niching methods provides a better interaction rate and
less delay with optimal execution time.

Table 1 Assessment of different real-time applications with niching

Real-time applications Interaction Average Average
rate delay execution

time

Job shop scheduling problem Low High High

Resource-constrained multi-project scheduling Medium Medium High

problems (RCMPSP)

Travelling salesmen problem High Low Medium

Seismological inverse problem Medium Medium High

Real-time tracking of body motion Low High High
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6 Conclusion

Niching techniques are capable search strategies that can deliver various answers
for a chief to look over. In this paper, we have returned to exemplary niching
strategies in EAs and looked into reent improvements of niching techniques
obtained from other metaheuristics. We have appeared through some true appli-
cation cases that looking for numerous great arrangements is a typical errand over
various disciplinary regions, and niching techniques can assume a critical part in
accomplishing this undertaking. These cases of niching applications exhibit a more
all-encompassing photo of the effect by niching techniques, and ideally, this will
give an awesome driving force to a considerably more broad utilization of niching
strategies.

References

1. Ward A, Liker JK, Cristiano JJ, Sobek DK (1995) The second toyota paradox: how delaying
decisions can make better cars faster. Sloan Manag Rev 36(3):43
2. Boyd S, Vandenberghe L (2004). Convex optimization. Cambridge university press
3. Goldberg DE, Richardson J (July 1987) Genetic algorithms with sharing for multimodal
function optimization. In: Genetic algorithms and their applications: proceedings of the
second international conference on genetic algorithms. Lawrence Erlbaum, Hillsdale, NIJ,
pp 41-49
4. De Jong KA (1975) An analysis of the behavior of a class of genetic adaptive systems
(Doctoral dissertation)
5. Mahfoud SW (1992) Crowding and preselection revisited. Urbana 51:61801
6. Beasley D, Bull DR, Martin RR (1993) A sequential niche technique for multimodal function
optimization. Evol Comput 1(2):101-125
7. Harik GR (July 1995). Finding multimodal solutions using restricted tournament selection. In:
ICGA, pp 24-31
8. Bessaou M, Pétrowski A, Siarry P (2000) Island model cooperating with speciation for
multimodal optimization. Parallel problem solving from nature PPSN VI. Springer, Berlin/
Heidelberg, pp 437446
9. Yin X, Germay N (1993) A fast genetic algorithm with sharing scheme using cluster analysis
methods in multimodal function optimization. In: Artificial neural nets and genetic
algorithms, pp 450-457
10. Parsopoulos KE, Plagianakos VP, Magoulas GD, Vrahatis MN (2001) Objective function
“stretching” to alleviate convergence to local minima. Nonlinear Anal Theory Methods Appl
47(5):3419-3424
11. Parsopoulos KE, Vrahatis MN (2004) On the computation of all global minimizers through
particle swarm optimization. IEEE Trans Evol Comput 8(3):211-224
12. Pétrowski A (May 1996). A clearing procedure as a niching method for genetic algorithms.
In: Proceedings of IEEE international conference on evolutionary computation, 1996. IEEE,
pp 798-803
13. LiJP, Balazs ME, Parks GT, Clarkson PJ (2002) A species conserving genetic algorithm for
multimodal function optimization. Evol Comput 10(3):207-234
14. Engelbrecht AP (2007) Computational intelligence: an introduction. Wiley
15. Horn J (1995) The nature of niching: genetic algorithms and the evolution of optimal.
Cooperative Populations, University of Illinois, Urbana-Champaign, Illinois



302

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

V. Sharma et al.

Zhirong Z, Zixing C, Baifan C (May 2011) An improved FastSLAM method based on niche
technique and particle swarm optimization. In: Control and decision conference (CCDC),
2011 Chinese. IEEE, pp 2414-2418

Zheng F, Tang Y, Shao L (2016) Hetero-manifold regularisation for cross-modal hashing.
IEEE Trans Pattern Anal Mach Intell

Zhang X, Wang L, Huang B (August 2012) An improved niche ant colony algorithm for
multi-modal function optimization. In: 2012 international symposium on instrumentation &
measurement, sensor network and automation (IMSNA), vol 2. IEEE, pp 403—-406

Yang Q, Chen WN, Li Y, Chen CP, Xu XM, Zhang J (2017) Multimodal estimation of
distribution algorithms. IEEE Trans Cybern 47(3):636-650

Wang ZR, Ma F, Ju T, Liu CM (December 2010) A niche genetic algorithm with population
migration strategy. In: 2010 2nd international conference on information science and
engineering (ICISE). IEEE, pp 912-915

Li X, Epitropakis M, Deb K, Engelbrecht A (2016) Seeking multiple solutions: an updated
survey on niching methods and their applications. IEEE Trans Evol Comput

Qu BY, Suganthan PN, Liang JJ (2012) Differential evolution with neighborhood mutation
for multimodal optimization. IEEE Trans Evol Comput 16(5):601-614

Metlicka M, Davendra D (July 2016) Complex network based adaptive artificial bee colony
algorithm. In: 2016 IEEE congress on evolutionary computation (CEC). IEEE, pp 3324-3331
Liang JJ, Ma ST, Qu BY, Niu B (June 2012) Strategy adaptative memetic crowding
differential evolution for multimodal optimization. In: 2012 IEEE congress on evolutionary
computation (CEC). IEEE, pp 1-7

Khaparde AR, Raghuwanshi MM, Malik LG (May 2015). A new distributed differential
evolution algorithm. In: 2015 international conference on computing, communication &
automation (ICCCA). IEEE, pp 558-562

Hong L (October 2008) A multi-modal immune optimization algorithm for IIR filter design.
In: 2008 international conference on intelligent computation technology and automation
(ICICTA), vol 2. IEEE, pp 73-77



A Novel Method for the Design M)

Check for

of High-Order Discontinuous Systems

G. V. K. R. Sastry, G. Surya Kalyan and K. Tejeswar Rao

Abstract A new procedure is suggested for the design of high order discontinuous
systems using an order reduction technique. The method is computationally very
simple and straightforward. The proposed method is based on an improved bilinear
Routh approximation method and illustrated using typical numerical examples.

Keywords Large scale systems +« Modelling « Discontinuous systems

1 Introduction

Very few methods are available for the design of discontinuous systems [1-11].
Some of the existing methods of reduction have serious drawbacks, such as gen-
erating an unstable reduced order model for stable original higher order systems,
and computational complexity etc. [1-5]. In this paper, an attempt is successfully
made to suggest a procedure for the design of high order discontinuous systems
using modeling which is computationally very simple and straightforward and
overcomes the limitations and drawbacks of some of the familiar methods available
in the literature.

A reduced order model is generated using a Routh approximation method and
this model is used to design the controller for the high order original discontinuous
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