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Preface

The 2018 International Conference on Communications and Cyber Physical
Engineering brought together scientists, researchers, educationalists, and developers
to share new ideas and establish cooperation and provided a platform for the
presentation of their original work and a means to exchange ideas, information,
techniques, and applications in cutting-edge areas of the engineering sciences. This
volume of proceedings from the conference provides an opportunity for readers to
engage with a selection of refereed papers that were presented during the
conference.

Participants were encouraged to present papers on all topics listed in the call for
papers, which enable interdisciplinary discussions of new ideas and the latest
research and development. Also, prominent foreign and local experts delivered
keynote speeches and plenary lectures at the conference.

A conference would not be possible without the contribution of many people.
First and foremost, we would like to thank the authors for contributing and pre-
senting their latest work at the conference. Without their contribution, this
conference would not have been possible. The editors would like to thank members
of the Advisory Committee, Technical Program Committee, and Organizing
Committee for their support and their suggestions during the preparation and
organization of this conference.

The editors would also like to thank the eminent professors and academicians for
accepting to give invited talks and chair the sessions, and for sparing valuable time
in spite of their busy schedules.

Hyderabad, India Amit Kumar
Sydney, Australia Stefan Mozar
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Moving Object Recognition
and Detection Using Background
Subtraction

Loveleen Kaur and Usha Mittal

Abstract Motion detection and object recognition algorithms are a significant
research area in computer vision and involve building blocks of numerous
high-level methods in video scrutiny. In this paper, a methodology to identify a
moving object with the use of a motion-based segmentation algorithm, i.e. back-
ground subtraction, is explained. First, take a video as an input and to extract the
foreground from the background apply a Gaussian mixture model. Then apply
morphological operations to enhance the quality of the video because during cap-
ture the quality of a video is degraded due to environmental conditions and other
factors. Along with this, a Kalman filter is used to detect and recognize the object.
Finally, vehicle counting is complete. This method produces a better result for
object recognition and detection.

Keywords Motion segmentation ⋅ Background subtraction ⋅ GMM
Morphological operations ⋅ Kalman filter

1 Introduction

Moving object recognition and detection is the initial phase in the analysis of video
[1]. This is a fundamental technique for surveillance applications, for direction of
independent vehicles, for effective video compression, for smart tracking of moving
objects, remote sensing, image processing, robotics, and medical imaging. The
tracking of moving object is the primary step in the recognition of objects. The
main aim of detection is to extract moving objects that are of interest from video
successions with a background, which can be static or dynamic [2]. Recognizing
the moving objects in respect to the entire image is its major function. In this paper,
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there are different techniques available for moving object detection from video
sequences, i.e. background subtraction, frame differencing, and optical flow. The
rest of the paper is ordered as follows: Section 2 defines the techniques of motion
segmentation and their comparison. Section 3 defines the methodology that is used
to detect the moving object. Section 4 defines the results of existing techniques and
the proposed technique, which shows that the existing algorithm treats two objects
as single objects that are near to each other. However, the proposed method works
in an efficient manner. It predicts two objects separately according to the distance
between them.

2 Motion Segmentation

In this section, motion segmentation is the method of segmenting digital image into
numerous parts and arrangements of pixels usually called super-pels. The objective
of this method is to segment the video/image into different parts and the modifi-
cation of an image into approximate extent, i.e. more imperative and not easy to
separate. Motion segmentation breaks the video into different segments. This is
moving towards picking a form for every pixel in an image to such a degree that
pixels with a comparative name share certain behaviors. The following are tech-
niques of motion segmentation.

2.1 Frame Differencing

Frame differencing technique depends on frame distinction that attempts to rec-
ognize movement regions by making use of the different successive frames in a
video. This technique is very flexible in a static environment. In this manner, it is
great at giving initial coarse movement regions. From the outcomes, it is a simple
strategy for distinguishing moving objects in a static environment with the use of
some threshold value. This threshold value restrains the noise. However, if the
background is not static, this technique is very sensitive to any movement and it is
hard to separate true and false movement. As a result, this method can be used to
recognize the possible object-moving zone in order for the optical flow calculation
to distinguish real object movement [3].

The frame differencing strategy uses a couple of frames based on a series of time
images to deduct and acquire frames of different images. This method is the same as
background subtraction and after image subtraction it gives moving target data
through some threshold value. This procedure is easy to execute and computa-
tionally complex. However, it fails to detect whole pixels of moving objects [3].
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2.2 Background Subtraction

This technique is designed to segment motion from still images. An algorithm will
recognize movement zones by withdrawing the present picture pixel-by-pixel from
the moving background picture that is made by averaging pictures after an ini-
tialization period. This methodology is fundamental and easy to recognize. It
exactly removes the characteristics of objective data, notwithstanding the fact that it
is sensitive to the modification of the outside atmosphere, so it is important that the
background is recognized. The moving object is depicted utilizing a background
subtraction method [4].

For the identification of movement, two images ideally of a similar size are taken
from video. One image is introduced as the background image, in which the moving
item is not present and the second image is the present image. Every image has two
parts, one is the foreground and the other is the background demonstration. The
foreground model is the prototypical model in which the movement of an object is
available, while the background model defines the movement of item that is not
present. Initialization of the image is a procedure that introduces the background
image. In the video, the number of frames with respect to time, one of these frames
is introduced as the background image that contains background information.
Consequently, the initialization of the background is a fundamental preprocessing
procedure for the location of movement [4] (Fig. 1).

2.3 Optical Flow

The optical flow method uses the field of optical flow for moving objects over
characteristics of flow distribution to see moving regions in an image. This method
also uses a clustering process based on flow distribution characteristics [5]. The use
of this technique provides complete information about the movement of object.
This system can perceive motion in video progressions even from a moving camera
and moving background.

However, this method is difficult to implement, sensitive to noise, and a large
number of calculations are required. It also uses vector characteristics to target the

Fig. 1 Background subtraction model
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motion that changed according to time information in order to track the motion
region from the image or video. The optical flow [6] procedures are computa-
tionally complex and cannot be used without supporting hardware.

3 Proposed Methodology

This part discusses the strategy and how it identifies the movement of objects in
video and CCTV footage etc. There are different methodologies for the identifi-
cation of the movement of objects, but here a background subtraction strategy is
used. The following are the main steps to be performed (Fig. 2).

3.1 Gaussian Mixture Model (GMM) for Background
Subtraction

This method is a unique extension of a Gaussian probability function. The GMM
[7] make any background uneven of the distribution of density, so is consistently
used in areas of image processing that give good results. Use of the GMM includes

Fig. 2 Steps of the proposed model
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the mixture of Gaussian probability density functions. Each Gaussian probability
density function has its own specific mean, standard deviation, and the weights can
be interpreted by the use of frequency, before the value of the maximum weight is
found. The high frequency of occurrence, and then find the weight on the Gaussian
probability density function [7]. For this technique, the possibility of a color at a
given pixel is given by:

P Is, tð Þ= ∑
k

i=1
ωi, s, tN μi, s, t,Σi, s, t

� � ð1Þ

where Ɲ is the ith Gaussian model. Note that for computational purposes, as
suggested by Stauffer and Grimson, the covariance matrix Σi,s,t can be assumed to
be diagonal, Σ = σ2 Id. In their method, parameters of the matched component (i.e.
the nearest Gaussian for which Is, t is within 2.5 standard deviations of its mean) are
updated as follows:

ωi, s, t = 1− αð Þωi, s, t− 1 + α ð2Þ

μi, s, t = 1− ρð Þ ⋅ μi, s, t− 1 + ρ ⋅ Is.t ð3Þ

σ2i, s, t = 1− ρð Þ ⋅ σ2i, s, t− 1 + ρ ⋅ d2 Is, t, μi, s, t
� � ð4Þ

where α is a user-defined learning rate, ρ is a second learning rate defined as
ρ = α ⋅ N(μ(i,s,t), Σ(i,s,t)) and d2 is the distance well-defined in the above equation.
Parameters μ and σ of matchless distributions remain the same while their weight is
reduced [7].

3.2 Temporal Differencing (Frame Differencing)

The technique of frame differencing depends on frame distinction that attempts to
recognize movement regions by making use of the different successive frames in a
video. This technique is very flexible in a static environment. In this manner, it is
very good at identifying initial coarse movement regions. From the outcomes, it is
seen to be a simple strategy for distinguishing moving objects in a static envi-
ronment with the use of some threshold value. This threshold value restrains the
noise. However, if the background is not static, this technique is very sensitive to
any movement and it is hard to separate true and false movement. As a result, this
method can be used to recognize the possible object-moving zone in order for the
optical flow calculation to distinguish real object movement [3].

The frame differencing strategy uses a couple of frames based on series of time
image to deduct and acquires frames from different images. This method is the same
as background subtraction and after image subtraction it provides moving target
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data through some threshold value. This procedure is easy to execute and is
computationally complex. However, it fails to detect whole pixels of moving
objects [3].

3.3 Morphological Operations

These operations are used to remove noise. Ordinarily utilized operations are
erosion, closing, dilation, opening, diminishing, thickening, and skeletalization and
so on [8]. The following is a description of the operations:

Dilation: Dilation is used on binary images; however, some forms work on gray
scale [8]. The essential impact of this operator on binary images is to enhance the
borders of regions of foreground pixels bit by bit, i.e. commonly white pixels. In
this way, holes inside those regions become smaller, while areas of foreground
pixels grow in size.

Erosion: Erosion is an operator that is also used on binary images. However,
some adaptations work on gray scale [8]. The fundamental impact of the operator is
to dissolve or erode the borders of regions of pixels in the foreground, i.e. white
pixels. In this way, region of foreground pixels shrink in size while gaps inside
those areas become larger.

Opening: This is a combinational operation of erosion and dilation. The union
set operation is also used to find the points of the opened image [9]. This operation
makes smooth the rough draft of an object, clears the narrow bridges, and elimi-
nates minor extensions present in the object.

Closing: This is also a combinational operation of erosion and dilation [9]. It is
different from the opening operation in the sense of order of occurrence of erosion
and dilation operations. This operation smoothes the areas of shapes, and when all
is said and done, mixes narrow breaks and thin holes. Therefore, it dispenses with
little openings and fills holes in the objects limits.

Opening by reconstruction: The opening by reconstruction operator restores the
original shapes of the objects that remain after erosion. When the erosion operator is
applied, it eliminates small objects and subsequently the dilation operator
re-establishes the objects’ shapes that remain in the morphological opening [9]. On
the other hand, this restoration’s accuracy depends on the similarity between the
shapes and the structuring element. This operator performs the recreation of an
image from another image, i.e. a marker image. It applies a series of restrictive
dilations on the second input image called the marker image utilizing the first input
image, i.e. the original image as a conditional image. If the conditional dilation is
essential, so the third input, i.e. the structuring element, is important.

Closing by reconstruction: This is an important morphological operation. It
performs image reconstruction from another image, i.e. the marker image [9]. This
operator applies a series of conditional dilations on the second input image, i.e. the
marker image, utilizing the original image as the conditional image, i.e. the first
input. If the conditional dilation operator is vital, a third input image, a structuring
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component is compulsory. It is exceptionally valuable for removing features with
the use of markers on binary images, and to remove dark features smaller than the
structuring elements and produces a similar image.

3.4 Kalman Filter for Object Tracking

This is generally called Linear Quadratic Estimation (LQE). A Kalman filter is a
technique that uses a measurement series with respect to time. It contains noise and
errors and produces an approximation of unknown variability that is likely to be
more correct than those according to a single measurement alone. Specifically, the
Kalman filter [10] works repetitively on streams of noisy input data to make a
quantifiable estimation. Fundamental applications are guiding vehicles, control of
navigation systems, particularly in aircraft and transport. This technique works in a
two-stage process. One part is predicting, and the other is refreshing (Fig. 3).

This predicted state is also called a priori estimation. Although it is an estimation
method of the state at the present time step, it excludes perception data from the
present time step. In the refresh stage, the current a priori prediction is joined with
current estimations data to refine the state. This enhanced estimate is termed the
posterior state estimate. The Kalman filter is an arrangement of scientific conditions
that gives a productive computational recursive intended to assess the condition of a
procedure in a few perspectives [10].

4 Research Outcomes

The simulation results are presented as follows and show object detection and
tracking of moving objects under different Matlab RGB frames. The performance is
good and the results are shown below. “Figure 4” is the input frame, “Fig. 5” is the
output achieved after GMM [11] is implemented. “Figure 6” is the output achieved
after applying morphological operations and “Fig. 7” gives the output after the
Kalman filter [10] is applied and object get tracked from kalman filter from Kalman
filter. Finally, “Fig. 8” shows the predicted object after applying different opera-
tions. The following screenshot shows the comparison between the existing tech-
nique and the proposed method. The existing technique shows the difference in
result that predicts two objects as a one object that is near to other object.

Fig. 3 The operation of a Kalman filter

Moving Object Recognition and Detection … 7



Video 1
Existing Technique Proposed Technique

Fig. 4 Input frame 101

Fig. 5 Output after GMM (noisy frame)

Fig. 6 Output after morphological operations

Fig. 7 Output after tracking using the Kalman filter
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Comparison of Motion Segmentation Techniques

See (Table 1).

5 Conclusion

Moving object tracking is assessed for different surveillance and vision investiga-
tions. Segmentation techniques additionally having the capacity and additionally
having the capacity to separate extra data, for example, transient differencing that
permits perceiving the moving objects; background subtraction takes into consid-
eration enhanced object identification and along the following lines. The extraction
of two frames of input shows the effects of movement of object in detection
part. This will provide good data on the movement of the object. This background
subtraction technique will be utilized to recognize both background and foreground.
This calculation is quick and uncomplicated, ready to recognize moving object and
this is accurate method. This technique is extremely good to detect objects from
video observation applications. The primary stage is the division of the object
utilizing a Gaussian mixture model that gives better comprehension of grouped

Fig. 8 Output showing the movement of an object in RGB

Table 1 Comparison of Motion Segmentation Techniques

Methods Accuracy Complexity Description

Background
subtraction

Moderate Moderate • Cannot manage multimodal background
• Require low memory

Optical flow Moderate High • Large computations required
• Provides complete information regarding
object movement

Frame
differencing

High Low to
moderate

• Best for static background detection

Proposed
method

High Moderate • Predicts each object separately from the
group

Moving Object Recognition and Detection … 9



objects. At that point, the second stage is employed to enhance the quality of video
by applying morphological operations to the yield after GMM for a better outcome.
Denoising is utilized to improve the nature of video. In the following stage vehicle
detection and tracking is done using a Kalman filter algorithm, and produces
excellent outcomes. These algorithms can also be extended to evening movement in
the future with good results.

Acknowledgements I would like to express my supreme appreciation to Ms. Usha Mittal for her
unceasing help with the paper.
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Fog Computing: Overview,
Architecture, Security Issues
and Applications

Kishore Dasari and Mounika Rayaprolu

Abstract There is a famous saying that goes “Necessity is the mother of inven-
tion”. In today’s globalized world people are getting stuck with many problems like
data management, time management, and security and privacy concerns etc. There
are traditional methods like cloud computing, cloudlet, and mobile management
techniques to sort out the processing, storing, and executing of the data. But with
the passage of time, the world is exploring new areas and these traditional methods
are on the wane in terms of data handling. In this paper we discuss the technology
that helps in data management, time management and security issues. We also
addresses some real time scenarios.

Keywords Cloud computing ⋅ IoT ⋅ Fog computing ⋅ Edge computing

1 Introduction

Computing is a term that can be defined as a unique process which utilizes com-
puter technology for computing a particular task or goal. Cloud computing, social
computing, grid computing, and parallel computing all come under the umbrella of
computing. It is accurate to say that computing computes the data.

In the late 1990s when the internet was not widely used, technocrats used a
technology called cloud computing to compute data. Cloud computing is a tech-
nology whereby remote servers are hosted on the internet to store, manage and
process data.

In the early twentieth century the internet saw an immense growth and has
totally changed the world. Internet use began to grow rapidly. With the huge usage
of the internet, the concept of the “Internet of Things” (IoT) came into existence.
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The IoT is generating a huge amount of data and it is apt to say that a huge volume
of varied high-velocity data is being generated by the IOT. So, analyzing and
processing these three “v”s (volume, variety, and velocity) of data using cloud
computing is creating latency. To minimize these drawbacks, technocrats have
come forward with a technology called fog computing.

2 Overview of Fog Computing

In this digital and technological world, the birth of any technology happens by
considering three “w”s (what, why, and when). In this section we focus on what fog
computing is, why use fog computing, and when to consider using fog computing.

2.1 What Is Fog Computing?

Fog computing, also called edge computing, is an extension of cloud computing.
Fog computing acts as a bridge between cloud computing and the IoT.

Fog computing is a term coined by Cisco that analyzes the IoT data at the
network edge where it is generated [1]. A large amount of heterogeneous data is
analyzed, stored and processed at the current position. Fog computing sends only
the historical data to the cloud for storage and analysis rather than sending a stream
of data.

2.2 Why Fog Computing?

Handling the high volume, variety and velocity of IoT data exposes a few cons.
They can be:

Unreliable network: Sharing of devices is the main policy in cloud computing. In
that process the network plays a key role. A network can be defined as a group of
interconnecting devices. So in such scenarios ICT devices like laptops and mobiles
are not connected to a specific device. Instead they are interconnected among each
other which results in congestion, causing unreliability in the network.

Latency: To act on data in cloud computing, the data collected from devices is
sent to the cloud server where the data is analyzed and processed, and is then sent
back to the device. This creates a time delay.

Lack of mobility support: The main motto of the IoT is to interconnect all the
devices through the internet and provide a platform for communication. However,
cloud computing is not competent enough to support the dynamic processing of
data. So it is clear that cloud computing is not suitable for mobile processing.
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Location awareness: Location awareness refers to a process of identifying the
location using devices. As cloud computing is static, it does not support the col-
lection of data from a diverse geographical range.

Security issues: Security is one of the major issues in today’s world. There are
many security parameters like authentication and encryption etc. In cloud com-
puting, in order to process data it should be transferred from the devices to the cloud
server. In this process the data may be lost in the middle or it may be stolen by
unauthorized users.

So, to overcome all these drawbacks a novel model called fog computing came
into being.

2.3 When to Consider Fog Computing?

When data has to be collected at the extreme edge: In the IoT, data is collected from
end devices. Consider a scenario of a smart home. A smart home consists of sensors
such as temperature, humidity, etc. When the number of members increases at
home, the temperature sensor collects the data and makes changes accordingly.

Millions of heterogeneous data across large geographic area gets generated:
Heterogeneous data can be also defined as distinct data. As fog computing is
associated with the IoT we get data from several different resources. For instance,
consider a smart city. To perpetuate a smart city we need traffic management,
weather forecasting, water management, electricity management, hospitality,
transportation, food facility, health care, etc. Collecting and processing such diverse
data in cloud computing decreases efficiency and increases latency.

3 Characteristics of Fog Computing

The characteristics of fog computing are displayed below:
Low latency: Fog computing collects the data from the device and acts on the

data where it is generated. This reduces the time gap.
Widespread geographical distribution: The fog nodes are capable of collecting

data from a diverse geographical range.
Mobility: Fog computing furnishes the distributed infrastructure. With this, all

the fog devices spread at the network edge. This creates mobility in data collecting
and data processing.

Predominant role of wireless access: As fog computing is designed to act on IoT
data, it is sufficient to say that the accessing of information happens through the
internet thus supporting wireless access [2].

Strong presence of streaming and real time applications: Fog computing is now
used widely in virtual and augmented reality, and artificial intelligence in order to
handle the vast amount of data.
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Heterogeneity: Fog computing supports the IoT, so it communicates with dif-
ferent kinds of devices. It is not confined to homogeneous data as it doesn’t stick to
a single device.

4 Working of Fog Computing

Fog computing extends the cloud to be nearer to things that evolve and act on the
IoT data with the help of a device called a fog node. Fog nodes can be industrial
controllers, switches, routers, and embedded servers.

Developer’s port IoT applications for fog nodes at the network edge ingest data
from IoT devices. Then the fog IoT application directs heterogeneous data to the
appropriate place for analysis.

This can be briefly explained as: The most time sensitive data is analyzed on the
fog node nearer to whatever is producing the data. Data that can wait seconds or
minutes for action is moved along to an aggregation node for analysis and action.
Less time-sensitive data is sent to the cloud for historical and big data analytics.

Fog nodes:
Receives information from IoT devices using any protocol (wireless protocol or

wired protocol) [3]
Runs IoT embedded applications for real time control and analysis with mil-

lisecond response time
Provide transient storage and send periodic data to the cloud.
Cloud platform:
Receives and interfaces data summaries from many fog nodes
Can send new applications to fog nodes.

5 Architecture of Fog Computing

The architecture of fog computing, which is also known as open fog architecture, is
a three-layer architecture (Fig. 1).

The first layer comprises embedded sensors that act as fog nodes and collect the
data from end devices.

The second layer possesses multiserver edge nodes and performs fog data ser-
vices such as data reduction, control response, and data visualization.

The third layer is the core layer that sends historical data to the cloud.
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6 Security Issues and Mechanisms

In today’s global world security is the major concern for any individual. In this
section we discuss some of the security concerns, their case studies and mechanisms
for respective issues in fog computing [4].

The major security issues can be divided into:

6.1 Data Issues

Data is a precious piece of fact. Data threats in the fog affect the data and cause
insecurity for the information present in the server.

Data breach: A data breach is an issue where the confidential information of
organization is appropriate unauthorized users. From statistics it has been shown
that from 2005 to June 2015, the number of data threats was 6,284.

Fig. 1 Fog architecture
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Mechanism: In order to prevent this data breach in the fog layer we use a decoy
technique. In this decoy technique we use decoy data, i.e. replicated data to confuse
the attackers. This decoy technique is similar to a honeypot.

Data loss: Data loss occurs by data deletion, data corruption, or a fault in the data
storage. Statistics have shown that in 2013, around 44% of data servers have been
attacked by brute force method thus leading to data loss.

Mechanism: To avoid this problem we use a data recovery technique. In this we
use a server called a data backup server. The original information is stored at a main
server and from there streams of information are stored at a data backup server.

6.2 Network Issues

Network is the key factor in fog computing. Providing security to the network is the
essential goal. Basic network issues can be:

Account hijacking: This is the process where the attacker tries to hack the
account in order to steal the identity of the user.

Mechanism: A combination of decoy and data recovery techniques gives rise to
the solution to account hijacking.

Denial of service (DOS): A DOS is a process in which the communication of
source and destination is prevented. A man in the middle attack (MITM) is an
example of a DOS.

Mechanism: To prevent a MITM attack we use an encryption technique. In this
we provide a strong encryption between the client and the server. In this, the server
authenticates the client’s request by processing a digital certificate and then a
connection is established.

7 Applications

Web optimization: Researchers from Cisco are employing fog computing to
enhance the performance of websites. Traditionally, for every HTTP request, the
web page makes a round for content, style sheets, redirections, scripts, and images.
Fog nodes can help in retrieving, integrating, and executing them simultaneously.
This minimizes latency.

Smart meters: With the expansion of the smart grid, a vast amount of data is
collected, processed, and transmitted from smart meters with the help of a Data
Integration Unit. The data integration process takes long time because of the low
bandwidth capacity of hardware. This can be prevented using fog computing.
Initially, a fog-based router is attached with smart meters that assemble the data
reading of all sub-meters with a predefined time. All values are then moved to a
second fog platform for data reduction [5].
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Intelligent food traceability: Food is one of the basic needs for any living being.
As a human it is our responsibility to preserve the quality of food. Fog computing
uses a solution called food traceability management. The quality of a food item is
predicted by a cyber physical stream (CPS) that makes decisions. This quality
information is sent to the fog network, where the entire supply chain is traceable.

Smart agriculture: The IoT is strong enough to render information such as crop
yields, rainfall, pest infestation, and soil using sensors. Fog computing collects this
data from sensors using fog nodes and the data is analyzed periodically.

Augmented brain computer interaction: Communication is the main theme of the
IoT. Fog computing is a technology that supports the IoT. So fog computing is
creating a platform to communicate on. Considering this objective, fog computing
has introduced a real time brain detection system using multi-tier fog architecture.

8 Future Work

Mobile phones have become an essential part of every human life. It is not an
exaggeration to say human survival is almost not possible or is at least a bit tough
without a mobile. And today’s world is racing to introduce novel approaches in
mobile communication. Currently, we are using the fourth generation of mobiles
(4G). However, the intensive use of mobiles has bought a massive growth in the
consumption of mobile data. This is paving way for the fifth generation of mobiles
(5G). Fog computing is helping in delivering this 5G approach with better service
quality.

9 Conclusions

Time and tide waits for no man. With the passing of time everything in the world
changes. And this applies to the internet. A rapid growth in the internet has
occurred and this has led to the Internet of Things. To manage this IoT a technology
called fog computing has been developed.

In this paper we have gone through the evolution of the IoT, the drawbacks of
cloud computing, an overview of fog computing, the architecture and working of
fog computing, fog computing security issues and their mechanisms, and fog
computing applications. By realizing the nature and functions the fog computing is
the best technology to cope with the IoT data and to thus deliver a quality service to
customers.
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Proposal of Linear Specific Functions
for R-L-C as Fundamental Elements
in Terms of Considered Specific Electric
Constants

Vineet Kumar

Abstract In this paper electric physical quantities which can be characterized as
being of either of the scalar or phasor type, are discussed. The scalar physicalities of
resistance, inductance and capacitance are regarded as being of a fundamental type
as they provide the initial basis of circuit designing, while the phasor physicalities
are voltage and current etc. These fundamental elements may also be regarded as
conventional in comparison to those of semiconductors devices, which are intro-
duced later. In taking these scalar elements into consideration, the linearized
specific functions are consider in terms of the considered specific electric constants
possible from the ground of already existing electromagnetic constants of the wave
propagating through the free space, namely intrinsic impedance, permeability, and
permittivity.

Keywords Conventional elements ⋅ Farad multiplier ⋅ Henry multiplier
Linear specific function ⋅ Ohmic multiplier ⋅ Phasor physicality
Specific electric constants ⋅ Scalar physicality

1 Introduction

In branch of electrical, one can say that all of the different physicality’s in concern to
same can be resolved in the two categories, namely scalar and phasor, which are in
direct analogy to the scalar and vector quantities of physics. Here, scalar physical-
ities represent the complex function with a non-existing imaginary part, i.e. having
only length and zero inclination (or no direction) in any frame, whereas, phasor
physicality represent the complex function having both length and inclination.
Besides the phasor representing itself as a vector, the only differences are that:
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1. Over the base of arithmetic operations other than addition ‘+’ and subtraction
‘−’, the rest are not acceptable.

2. Unlike vectors, phasors are available on the background of complex type.
Examples of electrical phasor quantities are voltage, current, impedance, power,
etc., while electrical scalar quantities are resistance ðRÞ, inductance ðLÞ,
capacitance ðCÞ etc [1].

These R, L&C scalar electrical physicalities are regarded as fundamental ele-
ments, which are the only option at beginning of all circuit designs of all, based on
the fact that these fundamental elements are also regard as being of the conventional
type. After the discovery of the diode around 1906, the era of mixed circuit
designing with the uses of both conventional and non-conventional elements came
into play, where the non-conventional electric elements are regard as semiconductor
devices, such as diodes, transistors, etc., which to some extent possess the property
of fundamental elements as well.

First, after the introduction in Sect. 1, this paper proposes specific electric
constants for all of the conventional electric elements, i.e.R,L&C, in terms of
electromagnetic constants of free space in Sect. 2. In Sect. 3, after the proposition
of specific constants of such the linear specific functions for the conventional
elements of same also find out. Finally, the paper presents our conclusions in
Sect. 4.

2 Proposition of Specific Electric Constants
for Conventional Elements in Terms
of Electromagnetic Constants

Charge, the intrinsic property of a particle, is responsible for the electric forces of
attraction and repulsion in the presence of other particles with similar properties, but
a dissimilar nature, which in the case of zero valued velocity function imposing on
it, i.e. in a stationary state, it determines the electrostatic field denoted by E ⃗ x, y, zð Þ
[2, 3]. In case of a non-zero constant valued velocity over the function imposing on
the charged particle, it determines the magnetostatic field denoted by H ⃗ x, y, zð Þ.
Next, with the time over function imposing on it, these two fields further modify to
become E ⃗ x, y, z, tð Þ & H ⃗ x, y, z, tð Þ. In case of static or time-invariant conditions,
these two fields are independent of each other, but in case of dynamic or time
variant condition these two fields are dependent on each other.

Besides field vectors E ⃗ & H ⃗, there are other field vectors denoted by D⃗ & B⃗
respectively in correspondent of it relating by D ⃗= ϵE ⃗ and B⃗= μH ⃗ for linear, iso-
tropic and homogeneous media. The other fundamental relation omitted in regard of
this is J ⃗= σE ⃗+ ρv ⃗, where J ⃗ & v ⃗ are the current density and the velocity vector
respectively. Taking these three constitutive relations into account, we conclude
that the plane wave propagating through a medium needs three constants in general,
which are regarded as a constants of electromagnetic to describe the same of it.
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The constants μ& ϵ for any medium represent the ability of the medium to store
energy within it for the respective field vectors of the electromagnetic wave through
which it propagates. Taking these two energy-storing elements into account in the
case of a free space condition, we have three constants in particular, which are
collectively regarded as specific electric constants essential to describe the linear
specific functions of the conventional elements, as described in the following
section.

2.1 Specific Resistance Constant

In case of a plane wave propagating through free space, the modification of the
electromagnetic constants σ =0, μ= μo & ϵ= ϵo takes place, which determines
the intrinsic impedance of free space as ηo =

ffiffiffiffiffiffiffiffiffiffiffi
μo ̸ϵo

p
=120πΩ≅ 377Ω. Taking this

free space electromagnetic intrinsic impedance into consideration as a reference, the
electric resistance of a material can be defined in general as a linear function which
may provide the platform for a detailed description of the same as,

Rηo = ηo ð1Þ

The term Rηo of Eq. (1) may be termed the specific resistance constant.

2.2 Specific Inductance Constant

The term μo as employed previously to define ηo is another electromagnetic
constant known as the permeability of free space and having value
4π × 10− 7 T m2

A or Henry
meter

� �
, which came into existence with the magnetic field vec-

tor. Over the spatial distance of 1 m this free space permeability constant is
modified and becomes,

Lμo = 1mð Þ× μo ð2Þ

The term Lμo of Eq. (2) may be called the specific inductance constant, which
represents the inductance of free space. In the case of a dielectric medium ground, it
also has the same constant, but like that of permeability it is also modified to
become Lμ =LμoLμr responsible for the proportion of energy stored in the medium,
such that the higher the value of it for given condition, the greater the storing of
energy.
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2.3 Specific Capacitance Constant

Like μo, there was another term omitted, ϵo, employed previously to define the term
ηo. This is the third electromagnetic constant known as the permittivity of free space

and having a value of 8.85419 × 10− 12 C2

Nm or Farad
meter

� �
, which came into the exis-

tence with the electric field vector. Over the spatial distance of 1 m this free space
permittivity constant is modified to become,

C∈ o = 1mð Þ× ϵo ð3Þ

The term C∈ o of Eq. (3) is called the specific capacitance constant and represents
the capacitance of free space. In the case of dielectric medium permittivity modified
and becomes C∈ =C∈ oC∈ r responsible for the proportion of energy stored in the
medium, such that the higher the value of it for given condition, the greater the
storing of energy. Now, these specific electric constants Rηo ,Lμo &C∈ o in free space
condition, apart from the material space specific electric constants Rη, Lμ &C∈ with
Rη =Rηo are going to be employed to find the functions of conventional elements.

3 Linear Specific Electric Functions for Conventional
Elements

The consideration of the dimensionless positive quantity X, as independent variable
1 for the term ω

ffiffiffiffiffiffi
LC

p
in paper [4] further yields to the relation of the form

X f , lð Þ= 2π
c ⋅ fl in the case of uniform distribution of power line parameters, over its

entire length irrespective of any prior assumption made on the ground level for
energy storing conventional elements (i.e. inductance and capacitance). Here, l is
the length of the powerline and f is the operating frequency. Based on the con-
sideration of multipliers for each the elements, for instance y & z, such that
y, zð Þ≥ 0 with respect to the specific electric constant of particulars, i.e. Lμo &C∈ o ,
it gives the same relation but with the condition that y= z= l

1m must hold.
Taking these two conventional energy storing elements as a reference, one can

consider the dimensionless multiplier for electric resistance as well, let it be x,
which with respect to the resistance specific constant such that with a suitable
selection of x it gives the corresponding resistance for it. Representing the con-
ventional electric elements in terms of a multiplier along with suitable electro-
magnetic constants is the main objective of this section, which can generally be
employed in the similar cases discussed earlier.
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3.1 Specific Resistance Function

The electric resistance of a material is the property by virtue of which it opposes the
flow current through it. In between voltage and current, mathematically it is
responsible for the holding of the linear relation between them via an operator of
proportional type, which is given by V =RI and is responsible for the losses of
energy in the form of heat, regarded as being of the real (or active) type.

Now, the electrical resistance of an element for any network, and of any value,
can be considered as a linear function with respect to a particular constant, that is,
the resistance electric constant which is equal to the intrinsic impedance of an
electromagnetic wave in a vacuum, and is given by,

R=RðxÞ= xRηo ð4Þ

Equation (4) may be termed as the specific resistance function or, simply, the
resistance function, where the dimensionless multiplier ‘x’ introduced may be called
the Ohmic multiplier.

3.2 Specific Inductance Function

The electric inductance of a material is the property by virtue of which it opposes
any change in the magnitude or direction of current through it. In between voltage
and current, it is mathematically responsible for the holding of the linear relation
between them via a differential type operator, which is given by V =L d

dt I or
V = ðLDÞI and conversely for current and voltage it holds between them via an
operator of integral type, which is given by I =1 ̸L

R
V dt or I = 1

LD

� �
V . This ele-

ment is responsible for the power of lagging VAR associated with it, corresponding
to magnetic energy, and which does not dissipate any energy but only stores it. It is
regarded as being of the imaginary (or reactive) type. Now, the inductance of an
element for any network, and being of any value, can be considered as a linear
function with respect to a particular constant, that is, the inductance electric con-
stant which is equal to the permeability of an electromagnetic wave propagating in a
vacuum over 1 m, and is given by,

L= LðyÞ= y ⋅Lμo ð5Þ

Equation (5) may be called the specific inductance function or, simply, the
inductance function, where the dimensionless multiplier ‘y’ introduced may be
called the Henry multiplier.
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3.3 Specific Capacitance Function

The electric capacitance of a material is the property by virtue of which it shows the
capability of storing electric charge within it. In between voltage and current,
mathematically it is responsible for the hold of the linear relation between them via
an operator of the integral type, which is given by V =1 ̸C

R
I dt or V = 1

CD

� �
I and

conversely for current and voltage it holds the relation between them via an
operator of the differential type, which is given by I =C d

dt V or I = ðCDÞV . This
element is responsible for the power of leading VAR associated with it, and cor-
responding to electric energy, which does not dissipate any energy but only stores
it, and is regarded as being of the imaginary (or reactive) type. Now, the capacitance
of an element for any network, and of any value, can be considered as a linear
function of a constant, that is, the capacitance electric constant which is equal to the
permittivity of an electromagnetic wave propagating in vacuum over a 1 m, and is
given by,

C=CðzÞ= zC∈ o ð6Þ

Equation (6) may be called the specific capacitance function, where the scalar
multiplier ‘z’ introduced may be called the Farad multiplier.

4 Conclusion

As stated earlier, the main objective of this paper is to find the linear specific
functions for conventional electric elements in terms of new specific electric con-
stants, which are being the left out task for an assumption of paper [4]. Here, the
linear specific functions of such are given by the series of Eqs. from (4) to (6).
Whereas, on the other hand the new specific electric constants on the ground of
already available electromagnetic constants in support of such are given by the
range of Eqs. from (1) to (3). This finding of linear specific functions for con-
ventional elements not only fulfills an assumption of paper [4], but may prove to be
a better explanation of the energized powerline by helping in the formulation of
new complex functions for the different physicalities by using the same in collec-
tive, so consider here.

Acknowledgements The author thanks all those with whom fruitful discussions on the topic took
place, and also the referees as well for their direct and indirect support which helped to improve the
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Efficient Video Delivery Over
a Software-Defined Network

R. Thenmozhi and B. Amudha

Abstract This paper proposes a framework called SDN Streamer for an OpenFlow
controller in order to provide QoS support for scalable video streaming over an
OpenFlow network. OpenFlow is a protocol that decouples control and forwarding
layers of routing. Abstracting control from the forwarding plane lets administrators
dynamically adjust network-wide traffic flow and keeps the network agile.
Software-Defined Networking (SDN) aims to improve the reliability of multimedia
streaming while reducing utilization of server resources. It optimizes video delivery
using a Scalable Video Coding (SVC) algorithm that sends layers of different
quality via discrete paths. Dynamic rerouting capability is ensured using a Lagrange
Relaxation-based Aggregate Cost (LARAC) algorithm. Unlike Dijikstra’s algo-
rithm, the LARAC algorithm does not calculate least “hop-counts” to find the
optimal path but calculates the optimal path based on “link statistics.” The SDN
Streamer can guarantee seamless video delivery with little or no video artifacts
experienced by the end-users. This project makes use of HTML5 for browser
display. The SDN server allows everyone to access the media files irrespective of
their platform, device or browser. Performance analysis shows there is significant
improvement on the video’s overall PSNR under network congestion.

Keywords Software-defined networking (SDN) ⋅ Scalable video
coding (SVC) ⋅ Lagrange relaxation-based aggregate cost (LARAC)
Peak signal-to-noise ratio (PSNR)

R. Thenmozhi (✉)
Department of Information Technology, Valliammai Engineering College,
Chennai, India
e-mail: thenusoma@gmail.com

B. Amudha
Department of Computer Science and Engineering, SRM University, Chennai, India

© Springer Nature Singapore Pte Ltd. 2019
A. Kumar and S. Mozar (eds.), ICCCE 2018,
Lecture Notes in Electrical Engineering 500,
https://doi.org/10.1007/978-981-13-0212-1_4

27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_4&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_4&amp;domain=pdf


1 Introduction

The key technique of SDN is OpenFlow, which provides additional configuration
options in the data plane. The principle of communication between the data plane
and control plane is allowed by the OpenFlow design [1] and also permits the
complete network to be controlled through an Application Programming Interface
(API) and distributed artificial intelligence in the network [2]. The networking
foundation of Software-Defined Networking (SDN) is an emerging network
architecture where network control is decoupled from the forwarding plane and is
directly programmable. SDN is defined by two characteristics, namely decoupling
of the control and data planes, and programmability on the control plane.
Software-Defined Networking is a promising Internet architecture for delivering
multimedia with end-to-end quality of service (QoS) [3, 4]. The reliability of
multimedia streaming is improved while the utilization of server resources in the
SDN is reduced. This optimized video delivery was accomplished by using video
over a SDN as described by Owens II and Durresi [5].

This enables multicasting the multimedia video files from one system to another
connected over an OpenFlow-enabled distributed network. It enables optimal
dynamic management of network resources and on-demand QoS provisioning.
OpenQoS introduced by Gilmez et al. [6] is the open flow controller that is used for
delivering multimedia data with end to end QoS. HTML5 is used to stream the
video without delay and packet loss by programming routing mechanisms to the
centralized SDN controller.

HTML5 uses adaptive streaming which segments the video into small chunks. It
means that the video is encoded at multiple bitrates and resolutions and adapts to
larger or smaller chunks automatically as network conditions change. The aim is to
construct an OpenFlow-enabled network to study the data transmission over a SDN
and to monitor the packet delay and loss performance of multimedia streaming over
the networks to facilitate timely delivery of data.

Video QoS is improved by implementing the LARAC algorithm and the Scal-
able Video Coding algorithm. The QoS is achieved by conveying the best available
delivery node based on the network conditions and dynamically changing routing
paths between network routers, so that QoS parameters, such as bandwidth, packet
loss, jitter, delay, and throughput can be guaranteed. When the delivery node is
dynamically changed, the available paths from the assigned node experience con-
gestions. The first assigned delivery node sends a redirection message to the SDN
controller via an OpenFlow request message so that the video is delivered through
another available delivery node that can provide the client with higher networking
performance. The routing path is selected based on network link characteristics
such as available bandwidth and link utilization. Link utilization is identified by the
LARAC algorithm which is used to ensure whether the link is congested or
non-congested.

A Floodlight open source SDN controller developed by Shahid et al. [7],
implemented Dijkstra’s Algorithm to determine the critical path for the shortest
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distance between any source and destination in the entire available network.
A multimedia traffic model network has been developed by Golaup and Aghvami
[8] which disassociates the traffic developed by the multimedia component into a
number of basic fundamental components and tries to arrive at an optimal traffic
model for each component. They also developed a Graphics User Interface for
representing the traffic modeling of the multimedia routing aspects.

A modular framework was developed by Bustos-Jiménez et al. [9] for deriving a
relation between Qualtiy of Experience and QoS for multimedia transmissions and
is commonly known as Boxing Experience and was developed through open source
software. Amiri et al. [10] proposed a SDN controller to transfer huge data in cloud
computing without traffic congestion which reduces end to end delay. Based on the
end to end delay the controller disperses and distributes the game traffic load
through different network paths. Kassler et al. [11] developed a software system for
arriving at QoE paths for multimedia services. The system uses Openflow to arrive
at various paths for the network components.

The excessive traffic load in today’s internet era is addressed by Noghani and
OğuzSunay [12]. They arrived at a SDN-based framework for both medium and
heavy network loads aimed at delivering high quality video through this technique.
Dobrijevic et al. [13] experimented with an ant colony optimization (ACO) ap-
proach for flow routing in SDN environments which utilized QoE for multimedia
services. Tranoris et al. [14] developed SDN with OpenFlow for controlling
computer network protocols for applications involving video-conferencing, multi-
player gaming, etc.

The concept of a scalable video encoder is to split single-stream video in a
multi-stream flow, often referred to as layers. A scalable video coding (SVC) en-
coder encodes the input video sequence into complementary layers. The layered
structure of scalable video content can be distinguished as the combination of a base
layer and several additional enhancement layers. The base layer corresponds to the
lowest supported video performance, whereas the enhancement layers allow for the
refinement of the base layer. A receiver in a slow-bandwidth network would receive
only the base layer, hence producing a video. On the other hand, the second
receiver in a network with higher bandwidth can process and combine both layers,
yielding a video with full frame rate and eventually a smoother video. The addition
of enhancement layers improves the resolution of the decoded video sample.

1.1 Application of the Framework

• Live streaming using HTML5 with minimised delay in performance.
• The networking components that make up massive data centre platforms can all

be managed from the SDN controller.
• Creation of websites for performing video streaming without flash support.
• Live conferencing with reduction in jitter.
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• Webinars using a higher level of SVC algorithm.
• HTML5 video with flash fullback for HTTP Streaming of data.
• Top companies use it to implement service chaining.

2 Related Work

The OpenFlow [15] protocol removes the disadvantage of the brutality of static
protocols, and opens the possibility of fast improvement and led the research
community to investigate new paradigms. This paper presents an analysis of five
policies such as route management, route discovery, traffic analysis, call admission
and topology management.

Valdivieso Caraguay et al. [16] describe the SDN architecture and analyze the
opportunities to provide new multimedia services. Moreover, a SDN framework is
also presented to provide QoS for different multimedia services. The framework
uses OpenFlow, network virtualization and establishes functional boxes and
interfaces to test different routing algorithms. Then, the modules of “network
performance” and “QoS Routing Algorithm” are implemented to demonstrate the
effectiveness of the framework. The experiments with video streaming information
show a quality optimization (PSNR, SSIM, MOS) in comparison with the best
effort engine. Xu et al. [3] contemplated and proposed OpenQoS, which is a novel
OpenFlow controller design for multimedia, delivering end-to-end Quality of
Service (QoS) support.

The fast failure healing mechanism [17] is added to the video streamer making it
capable of recovering from connection failure using a different path. The control
plane in the SDN performs forwarding of packets and also aids in links alteration at
data level dynamically. It also provides a programmable network and can find
isolated networks by means of control plane. Nunes et al. [18] has carried out a
detailed survey study on SDNs and their impact on past, present and future man-
agement of traffic networks in internet protocols involving multimedia using
OpenFlow techniques.

Foukas et al. [1] describe SDNs as a relatively new paradigm of a programmable
network which change the way that networks are designed and managed by
introducing an abstraction that decouples the control from the data plane. In this
technique, the controller, which is a software control program, is responsible for
overall control over the network. The task of decision making is performed by the
controller, whereas the hardware is only responsible for forwarding packets to the
intended destination as per the controller’s instructions, typically a set of
packet-handling rules.
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3 Existing System

Organizations are increasingly confronted with the limitations that accompany the
hardware-centric approach. Network functionality is mainly implemented in a
dedicated appliance. A “dedicated appliance” refers to one or multiple switches,
routers and/or application delivery controllers. Most functionality within this
appliance is implemented in dedicated hardware. A traditional network configura-
tion is time consuming and prone to error. A network administrator has to manually
configure the multiple devices in a traditional network.

A multi-vendor support environment requires a high level of knowledge and
expertise. Existing system lack in the provision of flexibility to the user and the
network administrators. A traditional system’s components or switches are pro-
prietary switches and it is difficult to configure them in a multi-tenant environment.
These problems are addressed by the introduction of a SDN.

3.1 Drawbacks of the Existing System

Increased traffic congestion, lack of dynamic bandwidth allocation, greater call/
session/request dropping probability, limited QoS and QoE, increased overheads
and costs at the network layer, lack of reliability and robustness, scalability, and
managing of data between various resources is tedious.

4 Proposed Work

The proposed system as shown in Fig. 1 is to decouple the control plane and the
data plane. The data plane implements a set of forwarding operations. Other pro-
posed tasks are: creating an open interface for communication between layers,
OpenFlow-enabled switches (laptops) for streaming the multimedia file, streaming
the multimedia file over HTTP, guaranteeing route management, route calculation,
call admission, traffic policing, and flow management.

The advantage of the proposed system are: monitoring of network resource and
end-to-end QoS support, application-layer aware QoS, differential services, virtu-
alization, packet-type discrimination, QoS routing, video optimization, cost
reduction, rapid deployment of new services, moving away from proprietary
hardware, better visualization of the network.

A software-defined networking (SDN) architecture (or SDN architecture) defines
how a networking and computing system can be built using a combination of open,
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software-based technologies and commodity networking hardware that separate the
control plane and the data layer of the networking stack.

SDN architectures generally have three components or groups of functionality:

SDN Applications
SDN Applications are programs that communicate behaviors and needed resources
with the SDN controller via application programming interfaces (APIs). In addition,
the applications can build an abstracted view of the network by collecting infor-
mation from the controller for decision-making purposes. These applications could
include networking management, analytics, or business applications used to run
large data centers. For example, an analytics application might be built to recognize
suspicious network activity for security purposes.

SDN Controller
The SDN controller is a logical entity that receives instructions or requirements
from the SDN application layer and relays them to the networking components. The
controller also extracts information about the network from the hardware devices

Fig. 1 Architecture diagram
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and communicates back to the SDN applications with an abstract view of the
network, including statistics and events relating to what is happening.

SDN Networking Devices
The SDN networking devices control the forwarding and data processing capa-
bilities of the network. This includes forwarding and processing of the data path.

The SDN streamer is comprised of four modules. These modules are responsible
for efficient transmission of multimedia files over the network.

• Creation of network
• Routing algorithm implementation
• Setup to stream video
• OpenQoS for delay and jitter reduction.

5 SDN Streamer

5.1 Creation of Network

In this module a sample network is created in a mininet simulator as depicted in
Fig. 2. The torus network consists of switches at each corner. In this module, the
controllers which are residing along the data plane are decoupled into a centralized
SDN switch controller. Here 127.0.0.1 (localhost) acts as the SDN controller. All of
the individual switches are then added to the controller and are globally managed by
the controller. As such, the centralized controller can have access to all the switches
connected to it, and the switches are OpenFlow enabled. So, this whole network
resembles a SDN, which results in reliable transmission of data packets. And then,
the torus network is tested with multimedia streaming functions. Intent is added
with the source and destination.

The network shows the optimal path between the source and destination. The
same can be implemented in real network conditions. In this module, ONOS has to
be initialized. A cubical network with 4 × 4 switches is constructed. Using
mininet, 64 switches are interlinked forming a visual pattern. Hosts are pinged with
the switches. The command for creating a torus network in mininet is: sudomn –

topo = torus 4, 4–controller remote.

5.2 Routing Algorithm Implementation

The SDN controller is a logical entity that monitors the OpenFlow enabled switches
by sending OpenFlow FEATURE_REQUEST and FEATURE_REPLY messages.
In this module, the various possible links between all the switches are analyzed.
Using the LARAC algorithm, the path link which is the shortest (minimum hops) is
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calculated. This path is concluded to be the most efficient link for the transfer of
data packets between the switches. The centralized controller maintains a flow table
that contains all the possible links between the switches.

At the end of this module, an intent between the hosts is created. The controller
has a buffer that stores the link statistics. The controller determines the optimal path
specified in the flow table. If the current path is congested, then it finds the next
optimal path. The congested path is one in which 75% (or more) of the bandwidth is
already utilized. Using this LARAC algorithm, the centralized controller provides
the optimal path to the switches which is free of congestion. This optimal path is
free of traffic and facilitates easy transmission of data packets to the switches.

5.3 Setup to Stream Video

In this module, the multimedia data is segmented into various layers where each
layer represents a different quality as shown in Fig. 3. These are all performed using
the SVC algorithm, and then the layers are combined at the receiver end. The ways
to perform this methodology are given below:

Web server creation is performed by registering with Amazon Web Service. EC2
instance is launched from a preferred AMI (Amazon Machine Image). Configuring
security groups is used to add IP addresses which form a network to make use of the
instance. A scalable video encoder is used to split the single-stream video in a
multi-stream flow. The base layer corresponds to the lowest supported video

Fig. 2 Diagram of the creation of a network
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performance, whereas the enhancement layers allow for the refinement of the base
layer. The addition of enhancement layers improves the resolution of the decoded
video sample.

5.4 OPEN QoS for Delay and Jitter Reduction

This module is mainly focused on the calculation of delay and jitter reduction and is
represented in Fig. 4. Based on the calculation of delay and jitter, the traditional
network and the software defined network are compared. The client decides to
request one base and two enhancement layers and sends an HTTP GET message to
the corresponding ports of the server at the same time. Hence, the client throughput
is maximized since it does not have to wait for downloading packets of a video
layer to request the next layer packets for a segment.

6 Conclusion

In this paper we proposed a framework for a video streamer to optimally stream
video by streamlining a SDN with enhanced services with dynamic routing, route
management, and route calculation. While comparing it to the traditional network,
we added functionalities to the SDN by incorporating SVC and LARAC algorithms
to minimize the delay and jitter in the network.

Input for delay 
calculation

result obtained

RECEIVER
FEATURE_RESPONSE

flag   i     r_time   bitrate

ESTIMATING 
MAXIMUM 
TIME AND
BITRATE FOR 
STREAMING

ESTIMATING 
DELAY IN 
STREAMING

THROUGHPUT

DELAY

forwarding

packets

Calculate throughput

T(t,br)

flag   i     s_time   bitrateSENDER
FEATURE_RESPONSE

Fig. 4 Open QoS for delay and jitter reduction
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A Viewpoint: Discrimination Between
Two Equivalent Statements
of Kirchhoff’s Current Law
from the Ground of Precedenceness

Vineet Kumar

Abstract In this paper, on the ground of precedenceness, the two equivalent
statements in regard to the basic law of electrical from Kirchhoff’s current are
discriminated. Here, this viewpoint of statements discrimination for the law of same
does not means to regard that there is a differences in between, but to regard that the
statement of one out of the two exist due to the existence of other. In addition, the
current regulation function is discussed, which is always limited to the range of 0 to
1 as it determines the ratio of totality at each node for either sides of the branches
collected by the converger and diverger respectively. In the case of a condition
without unity, it determines that the law of conservation of charge does not hold.

Keywords Algebraic statement ⋅ Converger ⋅ Current regulation function
Diverger ⋅ Equality statement ⋅ Precedence ground

1 Introduction

Two or more statements in concern to the action of same irrespective of any other
conditional elements as additional, then, other than being equivalent of it they may
show the case of precedenceness, which reflects the discrimination in between.
However, this discrimination of statements in concern to same does not mean to
have any difference but this only shows the case that the existence of one is due to
the existence of other. Based on such here in case of electrical as well, the law as a
base Kirchhoff’s current law (KCL) with statement of two, named here as equality
statement and algebraic statement rather than equivalent can also be discriminate
form the ground of precedenceess. Where the equality statement for KCL concludes
to be at first place on the ground of precedenceness, while the algebraic statement at
the second place, which means that the algebraic statement exist if the equality
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statement exist rather than equivalent of it. Now, the equivalent statements of two
for law of same (i.e. KCL) [1–3] are given as,

1. Equality Statement for Kirchhoff’s Current Law: At any node of electrical cir-
cuit, the sum of the incoming currents is equal to the sum of the outgoing
currents.

2. Algebraic Statement for Kirchhoff’s Current Law: The algebraic sum of all the
currents meeting at a node is equal to zero.

The structure of this paper is as follows. It begins with the introduction in
Sect. 1, then the equality statement for KCL is obtained in Sect. 2 and this is further
taken into consideration for the finding of another algebraic statement for KCL in
Sect. 3. Finally, the paper ends with the conclusion in Sect. 4. The set of equations
shown here in a step-by-step process, as require, from Sects. 2 to 3 satisfy the
objective of such.

2 Finding of the Equality Statement for KCL

Based on the conservation principle for any flowing system, here in the case of
charge, the sum of the incoming charges and the sum of outgoing charges along the
way of different to and from the space volume, over an interval of Δt, must be
equal. If the sum of the incoming and outgoing charges over the time interval Δt are
denoted by QijΔt and QojΔt respectively, then, with respect to the node n of the
electrical circuit along the l and m different ways, it is given as,

Qi
��Δt= ΔQi

1

��Δt+ΔQi
2

��Δt+⋯+ΔQi
l

��Δt|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
I

= ∑
l

k=1
ΔQi

k

��Δt ð1Þ

QojΔt= ΔQo
1

��Δt+ΔQo
2

��Δt+⋯+ΔQo
m

��Δt|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
II

= ∑
m

k =1
ΔQo

k

��Δt ð2Þ

Taking part I and II of Eqs. (1) and (2) respectively over the divisor Δt in
accordance with the equality condition at same node, it gives Eq. (3) as,

ΔQi
1

��Δt
Δt

+
ΔQi

2

��Δt
Δt

+⋯+
ΔQi

l

��Δt
Δt

=
ΔQo

1

��Δt
Δt

+
ΔQo

2

��Δt
Δt

+⋯+
ΔQo

m

��Δt
Δt

ð3Þ

On using the relation of ΔQkjΔt= enkð ÞvkAkΔt in Eq. (3) it gives
∑l

k=1 n
i
kv

i
kA

i
k = ∑m

k=1 n
o
kv

o
kA

o
k , so that in case of identical charge concentration, i.e.

ni1 =⋯= nil = no1 = ⋯ nom = n, it reduces to become ∑l
k=1 v

i
kA

i
k = ∑m

k =1 v
o
kA

o
k , which

resembles the equation of continuity of hydrodynamics. Where vik is the acquired
velocity and Ai

k is the area of cross-section through which charges flow. As current
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is defined as the rate of flow of charge, therefore in accordance with Fig. 1, Eq. (3)
can be further modified to become,

Ii1 + Ii2 + ⋯ Iil = Io1 + Io2 + ⋯ Iom ð4Þ

Keeping Eq. (4) in consideration, the current regulation function at a node n can
simply be obtained by Rn = Io1 + Io2 + ⋯ Iom

� �
̸ Ii1 + Ii2 + ⋯ Iil
� �

, which is the ratio of
the sum of outgoing currents to the sum of incoming currents. With respect to the
dynamic term nkvkAk, this current regulation function is also represented by

Rn = ∑m
k=1 n

o
kv

o
kA

o
k

� �
̸ ∑l

k=1 n
i
kv

i
kA

i
k

� �
which in the case of the ideal condition holds

equality to 1, but in case of the practical condition it satisfy the less than unity value
to it. This less-than-unity value of current regulation function at any node indicates
that the law of conservation of charge is not obeyed.

3 Finding of the Algebraic Statement for KCL

Based on simple arithmetical operations like addition ‘+’ and subtraction ‘−’, for
the current carried by branches of different but connected to the node of same, all
the terms of either hand side, i.e. of L.H.S. or of R.H.S., of Eq. (4) can be taken
from one to the other, in two ways. The taking of all the terms of either side way
over equality as one of the elements of sign conventional space from to another are
followed as,

Fig. 1 Representation of the
branches meeting at node n of
electrical circuit carrying
currents Ii1, I

i
2, . . . , I

i
l as

incoming and Io1 , I
o
2 , . . . , I

o
m as

outgoing, such that the nature
of convention so employ for
converger Cn and diverger Dn

must be opposite either as (±)
or ∓ð Þ
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Case (i): All terms taken from R.H.S to L.H.S.

Ii1 + Ii2 + ⋯ Iil − Io1 − Io2 − ⋯ − Iom =0 ð5Þ

or equivalently,

Ii1 + Ii2 + ⋯ Iil + − Io1
� �

+ − Io2
� �

+⋯+ − Iom
� �

=0Þ≡ ∑
l+m

k=1
±Ikð Þ=0

� 	
ð5:1Þ

Case (ii): All terms taken from L.H.S to R.H.S.

− Ii1
� �

+ − Ii2
� �

+⋯+ − Iil
� �

+ Io1 + Io2 +⋯+ Iom =0Þ≡ ∑
l+m

k=1
±Ikð Þ=0

� 	
ð6Þ

Equations (5), (5.1) and (6) as obtained here over the two elements of sign
conventional space, which is nothing but the arithmetical operations; regard the
algebraic statement of Kirchhoff’s current law for lumped element model on any
domain. Taking of these three equations and getting back to the Eq. (4) in reverse is
a matter of simple task but for that one need to have the realization of such
conservation principle which itself first provide by the Eq. (4) as a base following
from Eqs. (1) to (3). On the basis of above from Eqs. (1) to (6), the two equivalent
statements of KCL are discriminated from the ground of precedenceness, where the
equality statement for KCL concludes to be at first place whiles the algebraic
statement at the second place. Next, these two-side way options of taking the entire
terms of base Eq. (4) indicate that the nature of both converger and diverger is
independent of the elements of sign conventional space. Where, converger is the
collecting of all current carrying branches that regard the current directions heading
toward the node while diverger is the collecting of all branches that regard the
current directions heading away from the node.

4 Conclusion

As stated, the main objective of this paper is to satisfy the realization that the two
equivalent statements concerning KCL on the ground of precedenceness does not
stand at same place. To these ends, Eq. (4) is first obtained in satisfaction with the
law of conservation of charge, which when moulded in accordance with the frame
of sign convention it yields Eqs. (5) and (6) respectively to meet the objective.
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support which helped to improve the paper considerably.
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A DES-Based Mechanism to Secure
Personal Data on the Internet of Things

Pragya Chandi, Atul Sharma, Amandeep Chhabra
and Piyush Gupta

Abstract The Internet of Things (IoT) helps users in their day to day activities
such that they can communicate with each other through sensors very easily and in
less time. Communication through intermediate sensor nodes may violate security
because it may harm confidential user data or information by either modifying it or
not forwarding to it. To deal with such problems, a number of cryptographic secure
mechanisms are available that provide symmetric and asymmetric keys to secure
data and each mechanism has its own pros and cons. In this paper, a secure
DES-based mechanism is proposed in which a DES algorithm is used to transfer the
data between users through sensor nodes without no loss of security.

Keywords IoT (internet of things) ⋅ Sensors ⋅ Security ⋅ Cryptography and
DES (data encryption standard)

1 Introduction

The internet is most essential piece of the IoT. It began as a feature of DARPA
(Defense Advanced Research Projects Agency) in 1962, and then gained ground
with ARPANET in 1969. In the 1980s, specialist business organizations begin
supporting the work of ARPANET, enabling it to advance towards the current
internet.
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Kevin Ashton, the executive director of Auto-ID Labs at MIT, was the first to
present the idea of the IoT, while giving an introduction for Procter and Gamble.
Kevin Ashton presumed that radio frequency identification (RFID) was one of the
earlier conditions for the IoT. The articulation “Auto-ID” is used for any expansive
class of identification innovations utilized as a part of industry in order to mech-
anize as well as increase proficiency and reduce errors. These advances are bio-
metrics, sensors, scanner tags, brilliant cards, and voice acknowledgment. Be that as
it may, since 2003 the fundamental Auto-ID innovation has been RFID. The middle
begin working from earliest reference point on electronic tag could be put on every
single protest on the planet, enabling each to be exceptionally distinguished, fol-
lowed and furthermore be conceivably controlled. we expected to put all put away
information in memory and RFID is shabby then again littlest chip of Silicon is
costly. The Internet was the main place to begin, and from that point the “Internet of
Objects” or the “Internet of Things” turned into an unmistakable reference.

Another essential segment in building up a practical IoT was IPV6’s exceptional
insightful conclusion to expand address space. IoT is striking in light of the fact that
a protest that can describe itself carefully progresses toward becoming an option
that is more prominent than when the question existed without anyone else’s input.

2 Realizing the Concept

One of the main examples of an IoT is from 1980s, and was a Coca Cola machine,
at Carnegie Melon University. Software engineers interfaced the refrigerated
machine with the internet to verify whether there was a drink accessible, and that it
was cold, before making the excursion. By the year 2013, the IoT had formed into
to a framework utilizing different advances, extending from the internet to remote
correspondence and from small-scale electromechanical frameworks (MEMS) to
installed frameworks. The conventional fields of robotization (counting the mech-
anization of structures and homes), remote sensor systems, GPS, and control
frameworks etc., all help the IoT. Some of the general and key characteristics
identified during the research study are as follows:

• Interconnectivity: [1] With reference to the IoT, anything can be interconnected
with the worldwide data and correspondence framework. Digital physical
frameworks (CPSs), likewise called the IoT [2] have broadened to new levels.
For instance, the quantity of associated gadgets on Earth as of now surpasses the
quantity of individuals. By 2020, there will, all things considered, be around
seven associated gadgets for each individual. Things-related services: The IoT is
an internet of three things:
(1) People to people, (2) People to machine/things, (3) Things/machine to
things/machine.
Collaborating through the internet the earth of an assortment of things/objects
that through remote and wired associations and exceptional tending to plans can
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connect with each other and coordinate with different things/objects to make
new applications/administrations and achieve shared objectives.

• Heterogeneity: based on various equipment stages and systems every one of the
gadgets in the IoT are heterogeneous. They can connect with different gadgets or
administration stages through various systems.

• Dynamic changes: The position, area and condition of gadgets change pro-
gressively, e.g., resting and awakening, associated or potentially disengaged,
and in addition the setting of gadgets includes area and speed. The quantity of
gadgets can change enormously. Objects can speak with each other and with the
client.

• Enormous scale: The quantity of gadgets that should be overseen and that speak
with each other will be no less than a request of greatness bigger than the
gadgets associated with the present Internet.

• Safety: Although the IoT will increase profits, we should not disregard security.
As both the makers and beneficiaries of the IoT, we should plan for wellbeing.

3 Architecture of the IoT

Coding Layer: The coding layer is the substructure of the IoT and offers identi-
fication to the every last protest of intrigue. In this layer, each protest is relegated an
interesting ID which makes it simple to distinguish the objects [3] (Fig. 1).

Perception Layer: This is additionally called the gadget layer of the IoT and
gives a physical importance to each question. It has information sensors in various
structures like RFID labels, IR sensors or other sensor systems [4] which are
utilized to detect the temperature, stickiness, speed and area and so forth of the
objects. This layer gathers all the helpful data of the objects from the sensor gadgets

Fig. 1 Six-layered
architecture of the IoT
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and connects with them and believers the data into advanced signs which is then
passed onto the following layer i.e. Network Layer.

Network Layer: The point of this layer is to get the data as advanced signs from
the past layer and transmit it to the handling frameworks in the middleware layer
through transmission mediums like Wi-Fi, Bluetooth, WiMaX, Zigbee, GSM, 3G
and so on, with protocols like IPv4, IPv6, MQTT, DDS and so forth [5].

Middleware Layer: This layer forms the data obtained from the sensor gadgets.
It incorporates advancements like cloud processing. Utilizing some intelligent
processing equipment, the data is handled and a completely robotized move is made
in light of the prepared consequences of the data.

Application Layer: This layer fulfills the uses of the IoT for any sorts of
industry, in view of the handled information. This layer is extremely useful in the
huge-scale improvement of the IoT and is arranged [6] in light of the fact that
applications advance the improvement of the IoT.

Business Layer: This layer controls the applications and administrations of the
IoT and furthermore is in charge of all the research identified with the IoT. It creates
distinctive plans of action for successful business systems.

4 Need for Security in the IoT

To enhance security, an IoT gadget that should be straightforwardly available over the
internet ought to be fragmented into its own system and have organize get to limited.
The system portion should then be checked to distinguish potential atypical move-
ment, and move ought to be made if there is an issue. Essentially, if your ice chest or
TV has an internet association, at that point it turns into an IoT gadget. In 2016, the
Mirai botnet propelled one of the greatest DDoS assaults ever recorded. More than 1
terabyte per second overflowed the system. This assault was so unique that it was the
first to be completed with IoT gadgets. A rundown of potential difficulties:

• Security: Increased robotization and digitization produce new security concerns.
• Enterprise: Security issues could present dangers.
• Consumer Privacy: Potential of security breaches.
• Data: Lots of information will be produced, both for huge information and

individual information.
• Storage Management: Industry needs to make sense of what to do with the

information in a financially savvy way.
• Server Technologies: More interest in servers will be important.
• Data Center Network: WAN connections are streamlined for human interface

applications, and the IoT is required to drastically change designs by trans-
mitting information consequently.

A. Cryptography Process:
Cryptography is a concept of two main different process on the basis of two different
keys. Encryption: This is a process that is used to convert plain text into secure
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encrypted text, i.e. cipher text. Decryption: This is a process that is used to convert
encrypted text into plain text. These are two main important parts of cryptography
and they are differentiated by the number of keys they have. I. Private key/symmetric
key: This possess only has one key. II. Public key/asymmetric key: This key pos-
sesses two different keys meaning we encrypt our information using one key while
decrypting our information using another key. So, here we can see how encryption
and decryption are performed with the help of two different keys. First, the plain text
will be delivered from the sender side, and with the help of a public key it will
encrypt and convert into cipher text and then the cipher text will be decrypted with
the help of another key, i.e. a private key, and this key will decrypt that cipher text
into plain text and the recipient will get the original plain text.

5 Proposed Work

Data encryption standard algorithm (DES): Another symmetric key encryption is
DES. It is a 64-bit piece figure which implies that it encodes information 64 bits at
once. It is for the most part in light of figure called fiestal piece figure. It utilizes a
similar key and works on encryption and for unscrambling [7]. Encryption of a
piece of the message happens in 16 states or adjusts. From the info key, sixteen
64-bit keys are created, one for each round. In each cycle, eight supposed S-boxes
are utilized. These S-encloses are settled the determination of the standard. Utilizing
the S-boxes, gatherings of six bits are mapped to gatherings of four bits. The
substance of these S-boxes has been dictated by the United States’ National
Security Agency (NSA). The S-boxes have all the earmarks of being haphazardly
filled, however this isn’t the situation. As of late it has been found that these
S-boxes, first used in the 1970s, are safe against an assault called differential
cryptanalysis, which was first seen in the 1990s.

The piece of the message is isolated into two parts. The correct half is extended
from 32 to 48 bits utilizing another settled table. The outcome is joined with the
subkey for that round utilizing the XOR operation. Utilizing the S-boxes, the 48
coming about bits are then changed again to 32 bits, which are accordingly per-
mutated again utilizing yet another settled table. This is then completely rearranged
and the right half is presently joined with the left half utilizing the XOR operation.
In the following round, this blend is utilized as the new left half.

The figure ought to ideally make this procedure a bit clearer. In the figure, the
left and right parts are signified by L0 and R0, and in consequent adjusts as L1, R1,
L2, R2 etc. The capacity f is in charge of the considerable number of mappings
portrayed previously.

A. Proposed Algorithm:

1. Start
2. Input text to be encrypted.
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3. Divide this data into rows and columns.
4. Generate secret key.
5. Divide this key into 16 blocks.
6. Apply f-function to each block and perform XOR operation on it.
7. After processing all blocks, a secure encrypted key has been generated.
8. Use this key to encrypt the data.
9. Reverse these steps to decrypt the encrypted data.

10. End

In the proposed algorithm, 1st input data value then divide this data into two
blocks of 8-bits each. Now the EOR operation is performed on these blocks with
some f-function. An f-function is used to generate random values which will be
helpful for generating a strongly encrypted key.

6 Results

To implement the proposed mechanism, MATLAB is used. MATLAB is a lan-
guage which is based on matrix calculations and it is also known as a fourth
generation programming language. It provides an easy to use environment where
problems can be expressed in the form of a matrix or uses the numerical notations
(Figs. 2, 3 and 4).

Figure 3 illustrates the encryption and decryption processes of the proposed
mechanism. First give some input data and then the proposed algorithm converts

Fig. 2 DES-based secure data transmission
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this data into cipher text and this cipher text is transmitted towards the destination
where the destination user enters the secure key and decrypts the original message,
as shown in Fig. 4.

Fig. 3 Proposed mechanism
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Fig. 4 Comparison of existing and proposed work
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7 Conclusion

In the IoT, secure transmission of personal data is a challenging task due to
intermediate sensors nodes. In this paper, a DES algorithm is used to encrypt the
message and this encrypted message is transferred from one user to another user in
a secure manner. The DES algorithm provides security as well as taking less time to
perform encryption and decryption processes compared to other cryptography
algorithms. MATLAB is used to simulate the proposed mechanism. The simulation
results shows that the proposed mechanism takes less time to perform encryption
and decryption. In future, we will continue to work on it, try to use other security
algorithms, and also try to enhance the existing DES algorithm.
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A Reputation-Based Mechanism
to Detect Selfish Nodes in DTNs

Rakhi Sharma and D. V. Gupta

Abstract A delay tolerant network (DTN) is a complete wireless network. In a
DTN there is no base station as it is in the case of existing wireless networks. Nodes
may behave selfishly to transmit a message to save their own resources, such as
energy. The cooperation requires detecting routes and transmitting the packets for
other nodes, even though it consumes network bandwidth, buffer, and energy.
A selfish node is a node that may be unwilling to cooperate to transfer packets.
Such a node wants to preserve its own energy while using the services of others and
consuming their resources. Many approaches have been used in the literature to
implement the concept of non-cooperation in a simulated environment. However,
none of them is capable of reflecting real cases and thus, the implementation of
non-cooperative behavior needs improvement. In this paper, we focus on malicious
and selfish node behavior, and we present a new classification and comparison
between existing methods and algorithms to implement selfish nodes. Finally, we
propose a new algorithm to implement selfish nodes in a DTN environment.

Keywords Delay tolerant network (DTN) ⋅ Selfish node ⋅ Reputation
Watchdog and cooperation

1 Introduction

A delay tolerant network (DTN) is a networking architecture [1] composed of nodes
that cooperate with each other to forward packets, with associated connectivity
variables delays, high error rates, and intermittent connectivity [2, 3]. DTNs follow a
store, carry and forward mechanism, this mechanism consist of storing the data in a
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node’s buffer and forwarding it to the next available node. The DTN architecture
implements store-and-forward message switching by adding a new protocol layer
called the “bundle layer” on top of heterogeneous region specific lower layers. The
bundle layer ties together the region specific lower layers so that application pro-
grams can communicate across multiple regions [4] (Fig. 1).

There are a number of nodes present in the environment as some of them are
selfish nodes [5]. A selfish node is a node that doesn’t want to cooperate in the
transmission of packets in order to save its own energy [5, 6]. Such nodes in the
network decrease the network performance. In this paper, we classify selfish
behavior from different aspects, and the reasons for non-cooperation of nodes, such
as malicious attacks, buffer limitations and energy constraints etc. We explicitly
consider why a particular node does not cooperate as it generally should, and are
mainly interested in the resulting less cooperative behavior [7].

Fig. 1 DTN-architecture [4]
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A. Causes of non-cooperation

A node might be unwilling to take part in a DTN directing convention, since
they would prefer not to spend assets, for example, power and cushion on sending
bundles of others, [8] as a few or every one of them attempt to augment their faculty
benefits [9]. A node might be ready but not be able to collaborate due to resources
[10], the gadgets are typically asset constrained, as powerlessness to manage the
cost of the vitality (e.g. fueled by non-rechargeable batteries), support restrictions,
which may make their clients be selfish.

Nodes can be selfish because of the current of security saving conventions as
indicated by their protection targets (personality protection, area protection, mes-
sage and substance security, and additionally connections security), nodes are
stressed of unveiling their private versatility information [11, 12].

2 Related Work

Asuquo et al. [13] planned a collaborative trust management scheme (CTMS)
which depended on the Bayesian identification guard dog way to deal with iden-
tifying selfish and malicious conduct in DTN nodes.

Chen et al. [14] recognized and redress the selfish and malicious conduct of
nodes and upgrade the participation among nodes. They proposed a novel technique
that recognizes selfish and malicious nodes rapidly and effortlessly by creating a
negative reaction to the DTN.

Mariyam Benazir and Umarani [15] introduced a proficient motivating incentive
compatible routing protocol (ICRP) with numerous duplicates for two bounce
DTNs in view of the algorithmic diversion hypothesis. It takes both the experience
likelihood and transmission fetched into thought to manage the mischievous
activities of selfish nodes. They built up a mark conspire in light of bilinear guide to
keep the malicious nodes from altering.

Cai et al. [16] proposed a provenance-based trust system, in particular PRO-
VEST, that intends to accomplish exact shared trust appraisal and amplify the
conveyance of correct messages obtained by goal nodes while limiting message
deferral and correspondence fetched under asset-obliged network situations.
Provenance alludes to the historical backdrop of responsibility for esteemed protest
or data.

Cho and Chen [17] Proposed a refined approach to compute the selfish level of
the nodes and looked at the subject utilizing cooperative capacity.
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3 Comparative Analysis

In this section is a comparison between different existing techniques, such as
reputation-based, credit-based, barter-based and watchdog with different perfor-
mance metrics, such as security, drop rate, packet overhead ratio and time delay.
The analysis shows that reputation and watchdog techniques are much better than
the other techniques [18] (Table 1).

4 Proposed Mechanism

In this paper we propose a mechanism in which selfish nodes will be detected in a
DTN. In the proposed mechanism, a TA, i.e. a trusted authority, is used to monitor
the traffic of the network and record data transmission information of each node.
This data transmission contains information about the number of messages sent by a
node, the number of messages received by a node and the number of messages
dropped by a node. On the basis of this information, the TA assigns some reputation
value to all nodes and if a node has a reputation value lower than some Th, i.e.
threshold value, then that node may be treated as a selfish node, otherwise the node
is normal (Fig. 2).

Proposed Algorithm

1. Start
2. Set nodes in network
3. Set TA in network
4. Now TA checks routing information of each node
5. A reputation value is assigned to each node based on past history
6. If node reputation < 0.5

Then
7. Node is a selfish node

Else
8. Node is a normal node
9. End

Table 1 Comparison of various trust management techniques [18–21]

Techniques Security Drop rate Overhead Transmission delay

Reputation-based High Low High High
Barter-based Low High Low Low
Credit-based Low Low High High
Watchdog based High Low High Low
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5 Conclusion

DTNs are extremely sensible, making it impossible for uncooperative practices to
occur. The speculation of remote devices will soon hand DTNs over a standout
amongst the most critical association techniques to the Internet. Be that as it may,
the current of selfish nodes in the earth diminishes the execution of DTNs, so for a
superior assessment of a calculation of recognition selfish nodes, we ought to have
reenactment mirror the truth of uncooperative nodes.

In this paper, we initially grouped the diverse reasons of non-collaboration, and
the selfish conduct in DTNs. We dissected and analyzed the diverse existing sys-
tems for executing selfish conduct, utilizing irregular numbers, a rate of selfish
nodes, and a few parameters to depict misbehavior of nodes. Last, we proposed a
calculation to actualize the non-participation in DTNs, our reason is to propose
another calculation that mirror the truth of selfish nodes, taking in thought the
reasons of the unwillingness of nodes to coordinate.

In future, it is planned to keep taking a shot at it and would propose a superior
plan to actualize a wide range of misbehavior nodes in DTN, and implement on
ONE simulator.

Start

Set nodes in network

If node 
reputation < 

0.5

End

Set TA in network

Now TA checks routing 
information of each node

Normal node

Selfish node
Yes

No

A reputation value is assigned to each 
node based on past history

Fig. 2 Flow chart of the
proposed mechanism
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Improved Target Detection in Doppler
Tolerant Radar Using a Modified Hex
Coding Technique

Majid Alotaibi

Abstract In every corner of the globe, nations want to improve the monitoring
mechanism of the country, so that no one can enter their territory in an unwanted
manner easily. Well-known equipment, called Radar, is commonly used for mon-
itoring. However, only a small amount of work is done to monitor multiple moving
targets in the presence of Doppler. This important issue diverts the attention of the
research community away from working on this platform. In the present literature,
the merit factor (MF) is improved by increasing the amplitude of the main lobe.
However, these particular approaches did not attach more importance to the effects
of noise side peaks of fast moving targets. The drawback of noise peaks masks
slow-moving targets and cannot be clearly seen by the radar receiver. As a result it
reduces the performance of the Doppler radar system. In this paper, an approach is
presented which not only improves multiple moving target detection, but also
reduces the energy of code generation. This approach is simple and effective in
detecting multiple moving targets at the desired Doppler. The presented technique
is called Improved Target Detection in Doppler Tolerant Radar Using a Modified
Hex Coding Technique. MATLAB is used to formalize the results by simulation.

Keywords Doppler tolerant radar code ⋅ Hex code ⋅ Multiple moving targets
Matlab

1 Introduction

The monitoring of day-to-day activity by a country’s surveillance system is an
important factor in observing various activities. Radar is the only equipment to
monitor such activities in the country. However, the state of art of the work mainly
focuses towards the development of immobile object recognition. To achieve the
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goal of target detection probability, several approaches have been presented to
improve the merit factor (MF) of the received echo by means of the auto correlation
technique. However, these approaches result in noise side peaks which restrict the
technique to use in detecting stationary targets and makes it less useful for finding
multiple small moving objects as the noise side peaks of the auto-correlated signal
as the side peaks of noise in the auto-correlated signal acquire the echoes or noise
from many small moving targets. To enhance the current approaches, a variety of
constraints such as attitude, altitude, and Range discovery were analyzed. Also for
multiple moving target discovery processes, several approaches are being proposed
to augment the discovery probability of multiple and moving targets, which
requires an array of Doppler filter bank. Current radar for moving and multiple
target recognition employs the numerous matchless radiating (k) aerial arrays to
acquire an intelligent and sharp autocorrelation reply, and thus the object finding
probability is improved. Deviation of the acknowledged constraints is similar to the
phase and processing of the acknowledged signal that can execute different oper-
ations such as tracking and finding. This result of tracking and finding targets shows
the level of autonomy of the transmitted signal, therefore the transmitted signal
cannot shift while the acknowledged signal could be shifted more than once, and
can be represented by ‘p’ for simplicity. This scheme is able to broadcast unreliable
signals from ‘k’ matchless aerials and the received signals are jointly processed
subsequent to the acknowledged signal by ‘p’ matchless receiving aerials which
results in the enhancement of the accuracy of detection of moving and multiple
targets. However, emission by multiple moving aerials results in the need for
enormous power, moreover the side noise peaks are more because of acknowledged
echoes from the moving and multiple targets. Thus slow affecting targets are
masked by these side noise peaks and also the range of the radar is affected by this
method. Consequently, power consumption and range presentation is lost with the
enhanced probability, and relatively it is not up to the mark. In this paper, multiple
moving target detection is upgraded in terms of range and Doppler by using dif-
ferent windowing techniques. The main objective of this paper is to reduce the
amplitude of side noise spikes and to increase the amplitude of the main lobe. To
achieve this goal we are using windowing techniques to reduce range noise side
spikes and make the detection of moving targets much easier. The identified targets
can be shown on a Doppler vs. delay plot which arises from the ambiguity function.
The key role of this paper is to present a comprehensive detection of moving targets
in the presence of Doppler at different ranges. The presented approach is very
simple but very affective for multiple moving target detection and also minimizes
the transmission power by sending a simple digital code which discords one major
portion of the detection process called the range gates. The rest of the paper is
organized as follows. In Sect. 2, a literature survey is presented. The proposed
approach is discussed in Sect. 3, and the conclusion is given in Sect. 4.
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2 Literature Survey

Rafiuddin and Bhangdia [1] presented an approach in which the authors use p1 and
p3 series of poly-phase codes along with hyperbolic frequency modulation (HFM).
The presented approach enhanced the merit value of the received echo. However,
the presented approach increases the delay therefore it cannot fulfill the purpose of
moving and multiple target detection. Lewis and Kretschmer Jr. [2] develop an
approach in which they proved that in place of poly-phase codes, bi-phase codes
can be used to enhance the synchronization of the primary surveillance radar
(PSR) by shrinking the bits of the broadcast signal and in that way security can be
improved. Also at the same time, the poly-phase codes (i.e. P1 and P2) can be
suitably created using a linear frequency modulated waveform technique (LFMWT)
on step evaluation. This approach also improves the transmission capacity of the
receiver. Lewis and Kretschmer Jr. [3] presented another method using P3 and P4
codes generated by the use of linear frequency modulation waveform (LFMW) to
give improved target detection probability when compared with P1 and P2.

Kretschmer Jr. and Lewis [4] proposed an another approach using a set of codes
called P3 and P4 codes to enhance the signal-to-noise ratio and they also demon-
strated that such codes are more capable of getting a better response in terms of target
detection probability when compared to other codes of the poly-phase family. But in
the presence of Doppler these codes showed a very poor response of probability of
target detection. Lewis [5] proposed a technique, known as the sliding window
technique (SWT), to reduce the noise peaks which are caused due to the range-time
noise spikes produced. However the presented approach is inadequate to decrease
the noise spikes up to a certain level, and as a consequence has finite appliances in
Doppler tolerant radars. Kretschmer Jr. and Welch [6] offered a technique in which
they used autocorrelation of poly-phase codes to remove the noise elements that are
present with the signal. But the presented approach fails to locate high velocity
targets in the occurrence of Doppler, because autocorrelation of poly-phase codes
creates noise spikes at close to zero Doppler. As a result, this approach is unsuitable
for moving and multiple target discoveries. This particular approach also begins with
the use of an amplitude weighting function (AWF) utilizing poly-phase codes to
reduce noise spikes on the receiver side. However, there is an extra power loss in the
method and merely an inspection on correlating the sending and the receiving power
at source and destination respectively is made.

Sahoo and Panda [7] proposed a compaction window approach to decrease the
effect of the noise peaks in Doppler tolerant radars. However, the presented
approach increases delay and thus fails to create a larger window or enhance the
capacity of windows to recognize the moving and multiple targets exactly. Singh
et al. [8] proposed coding technique to enhance the size of the window in which
they used Hex coding to enhance the probability of moving and multiple target
detection. Though due to huge mathematical complexity it devours extra power and
boosts delay, therefore it is valid to distinguish slow moving targets only. Singh
et al. [9] proposed a method called the matrix coding technique (MCT), where no
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doubt the number of windows are greater in number in comparison with the existing
approaches to obtain an obvious image of the present position of the moving target.
But this approach is restricted to find immobile and sluggish targets only, because
the duration of the calculated code vector is less and this reduces the merit factor
(MF) of the auto-correlated signal and results in side noise peaks approximately
around zero Doppler.

In this paper, a technique called Improved Target Detection in Doppler Tolerant
Radar Using a Modified Hex Coding Technique is proposed. This technique
improves the probability of target detection by creating multiple numbers of win-
dows with respect to the desired Doppler. It also improves the merit factor of the
auto-correlated signal and reduces the power consumed by the received echo.

3 Proposed Approach

In the present approach, equal weighted binary hex codes from 0 to 15 are con-
sidered, which are divisible by 3 (such as 3, 6, 9 and 12) and can be represented in
the binary system as 0011, 0110, 1001 and 1100 given as

Hc = ∏ j
k=1 Pk ð1Þ

where Hc is an equal weighted hex code, P = 3 and 1 ≤ j ≤ 4.
The concatenation binary series of Hc can be represented as below

0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0

A matrix N × N can be obtained by taking the above series as the first row and
column of the matrix. The other elements of the matrix can be developed by using
ex-or operation shown in the equations

R22 =R12 ⊕R21 ð2Þ

R23 =R21 ⊕R13 ð3Þ

⋅ ⋅ ⋅ ⋅

⋅ ⋅ ⋅ ⋅

R2n =R21 ⊕R1n ð4Þ

Generalizing the above, we get,
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Rnðn− 1Þ =Rn1 ⊕R1ðn− 1Þ ð5Þ

and

Rnn =Rn1 ⊕R1n ð6Þ

where R is the radar matrix.
Matlab finds its use in image processing as it is feasible and holds good for

testing of the algorithm as it is a growing database with in-built libraries. In this
approach, matlab is used to simulate the results by transmitting the matrix blocks
and detecting the moving targets masked in the noise at the desired Doppler.
Figure 1 shows the Doppler frequency v/s normalized amplitude when a binary
matrix of equal weighted hex code (see Table 1) is transmitted. From the figure we
observe two clear windows from 8 to 12 kHz and from 14 to 40 kHz where we can
easily detect the target as the amplitude of the noise peaks is much lower than the
threshold limit, i.e. 0.2 (as per the literature).

Quadratic residues are widely used in acoustics, graph theory, cryptography, etc.
Quadratic residues are used to get a clear window for detecting the moving targets
which are masked in the side lobes. A quadratic residue of 15 is taken as it is close
to 16 (the total number of bits in the presented approach) and odd values provide a
greater number of changes than even values.

Qr 15ð Þ= 1, 4, 6, 9, 10f g

where Qr is the quadratic residue.

Fig. 1 Ambiguity function of the table
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Consider the positions of Qr 15ð Þ in Eq. (1), 16 bits are generated by comple-
menting the binary digits present at positions 1, 4, 6, 9 and 10 as depicted in
Table 2.

A matrix of 16 × 16 is obtained (shown in Table 3) by taking C01 as first row
and column of the matrix and rest of the elements in the matrix are generated in the
same manner as Eqs. (2)–(6) and Table 1.

Figure 2 shows the normalized amplitude v/s Doppler frequency graph by
transmitting binary matrix of equal weighted hex code with ones and zeros changed
(Table 3) which has two clear windows, at 7 kHz to 11 kHz and 14 kHz to 34 kHz,
respectively.

Similarly, we can generate C1 and C0 codes (shown in Tables 4 and 6) by
changing only ones and only zeros in the binary code of Eq. (1) and developing
their respective matrix as given in Tables 5 and 7.

Table 1 Binary matrix of equal weighted hex code

0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 1 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0
0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0

Table 2 New code with zeros and ones changed

Equal weighted hex
code word

0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0

Quadratic residue of 15 Q1
↓

Q2
↓

Q3
↓

Q4
↓

Q5
↓

New code with zeros
and ones changed
ðC01Þ

1 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0

Where C01 is the code generated after the zeros and ones change
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Figure 3 shows the ambiguity function received after transmitting a binary
matrix of equal weighted hex code with ones changed (Table 5) to detect multiple
moving targets. From Fig. 3 we can observe one small window from 7 to 11 kHz
and a huge window from 14 to 34 kHz.

Table 3 Binary matrix of equal weighted hex code with ones and zeros changed

1 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
1 1 0 0 0 0 0 1 1 0 1 0 0 0 1 1
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
1 1 0 1 1 1 0 1 1 0 1 0 0 0 1 1
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
1 1 0 1 1 1 0 1 1 0 1 0 0 0 1 1
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
1 1 0 1 1 1 0 1 1 0 1 0 0 0 1 1
1 1 0 1 1 1 0 1 1 0 1 0 0 0 1 1
1 1 0 1 1 1 0 1 1 0 1 0 0 0 1 1
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 1 0 1 1 1 0 0

Fig. 2 Ambiguity function of Table 3
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The ambiguity function simulation result in Fig. 4 gives a clear windows from
Doppler frequency 5 to 11 kHz and from 13 to 40 kHz.

Table 4 New code with only ones changed

Equal weighted hex
code word

0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0

Quadratic residue of 15 Q1
↓

Q2
↓

Q3
↓

Q4
↓

Q5
↓

New code word with
only ones changed C1

0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0

Where C1 is the code generated after the ones have been changed

Table 5 Binary matrix of equal weighted hex code with ones changed

0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0
1 1 0 1 1 1 0 1 1 1 1 0 0 0 1 1
0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0
1 1 0 1 1 1 0 1 1 1 1 0 0 0 1 1
0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0
1 1 0 1 1 1 0 1 1 1 1 0 0 0 1 1
1 1 0 1 1 1 0 1 1 1 1 0 0 0 1 1
1 1 0 1 1 1 0 1 1 1 1 0 0 0 1 1
0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0
0 0 1 0 0 0 1 0 0 0 0 1 1 1 0 0

Table 6 New code with only zeros changed

Equal weighted hex
code word

0 0 1 1 0 1 1 0 1 0 0 1 1 1 0 0

Quadratic residue of 15 Q1
↓

Q2
↓

Q3
↓

Q4
↓

Q5
↓

New code word with
zeros changed only C0

1 0 1 1 0 1 1 0 1 1 0 1 1 1 0 0

Where C0 is the code generated after the zeros have been changed
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Table 7 Binary matrix of equal weighted hex code with zeros changed

1 0 1 1 0 1 1 0 1 1 0 1 1 1 0 0
0 0 1 1 0 1 1 0 1 1 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 0 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 0 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 1 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 0 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 0 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 1 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 0 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 0 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 1 0 1 1 1 0 0
1 1 0 0 1 0 0 1 0 0 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 0 1 0 0 0 1 1
1 1 0 0 1 0 0 1 0 0 1 0 0 0 1 1
0 0 1 1 0 1 1 0 1 1 0 1 1 1 0 0
0 0 1 1 0 1 1 0 1 1 0 1 1 1 0 0

Fig. 3 Ambiguity function of Table 5
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4 Conclusion

In this paper, a simple binary matrix coding approach is presented using a quadratic
residue technique to detect multiple moving targets simultaneously. In this
approach multiple clear windows are created with respect to the Doppler in order to
obtain accurate information about multiple moving targets. This approach is more
effective and simple. The approach is validated by simulation results obtained using
MATLAB.

References

1. Rafiuddin SSA, Bhangdia VK (2013) Empirical analysis on Doppler tolerant radar codes. Int J
Sci Eng Res 4(5):1579–1582

2. Lewis BL, Kretschmer FF Jr (1981) A new class of polyphase pulse compression codes and
techniques. IEEE Trans Aerosp Electron Syst AES-17(3):364–372

3. Lewis BL, Kretschmer FF Jr (1982) Linear frequency modulation derived polyphase pulse
compression codes. IEEE Trans Aerosp Electron Syst AES-18(5):637–641

4. Kretschmer FF Jr, Lewis BL (1983) Doppler properties of polyphase pulse compression
waveforms. IEEE Trans Aerosp Electron Syst 19(4):521–531

5. Lewis BL (1993) Range-time-side lobe reduction technique for FM-derived polyphase PC
codes. IEEE Trans Aerosp Electron Syst AES-29(3):834–840

6. Kretschmer FF Jr, Welch LR (2000) Side lobe reduction techniques for polyphase pulse
compression codes. In: IEEE international radar conference, May 2000. pp 416–421

7. Sahoo AK, Panda G (2011) Doppler tolerant convolution windows for radar pulse
compression. Int J Electron Commun Eng 4(1):145–152

8. Singh RK, Elizabath Rani D, Ahmad SJ (2016) RSBHCWT: re-sampling binary hex code
windowing technique to enhance target detect. Indian J Sci Technol 9(47):1–5

9. Singh RK, Elizabath Rani D, Ahmad SJ (2017) HQECMT: hex quadratic residue Ex-OR coded
matrix technique to improve target detection in Doppler tolerant radar. Int J Sci Res (PONTE)
73(1):21–28

Fig. 4 Ambiguity function of Table 7

72 M. Alotaibi



Enhanced Packet Loss Calculation
in Wireless Sensor Networks

Saud S. Alotaibi

Abstract Wireless Sensor Networks (WSNs) are autonomous and structure-less
dynamic networks which consist of spatially distributed sensor nodes to support
real-time applications. However, due to limited resource availability these networks
face certain challenges.Many researchers address bandwidth and delay using different
approaches to increase the quality of service (QoS). Almost all researchers address
loss calculation using sliding window flow control protocol, which may not always
give an optimum solution. So, accurate loss calculation is necessary to increase the
packet delivery ratio (PDR)which in turn increases QoS. In this paper, amathematical
model is proposed to enhance the loss calculation in WSNs using Poisson theory.

Keywords WSN ⋅ Poisson random process ⋅ Active nodes ⋅ Link capacity
PDR

1 Introduction

A wireless sensor network (WSN) is a network consisting of huge independent
sensor gadgets, distributed in space to track environmental conditions, such as light,
temperature, and humidity. They are cost effective, easily deployed and used for
multimedia applications but are incorporated with storage, battery and bandwidth
limitations. QoS is very important in WSN to transfer the data from source to
destination node with minimal interruption and loss. It may be difficult to manage
the delay and sequential order of the packets. If delay is present in the network links
it should be minimal and the same delay should be present in every link of the
network. Packet loss in the network is mostly due to the failure of the path chosen
for communication, interruptions in packet transfer from source to destination, and
jamming of intermediate nodes which act as routers. Packet loss can also occur if
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the packets are not in the proper order in which they are sent due to communication
collapse.

The order of packets can be conserved by using error correcting methods and route
failure in the network can be avoided by using arrangements of nodes and making
route decisions in advance. QoS should guarantee a large bandwidth, optimal delay
from source to destination, and interruption-free routing. The dynamic nature of
WSN, along with adjustable bandwidth, makes multimedia data transfer feasible over
WSN. However, there are some issues that come together with it.

In the proposed approach a mathematical technique using the Poisson principle
to calculate the data packets loss is presented, which improves the packet delivery
ratio (PDR). The rest of the paper is organized as follows. Related work is in
Sect. 2, Sect. 3 presents the proposed approach and simulation results, and the
conclusion to the paper is in Sect. 4.

2 Related Work

The issues and challenges facing WSN are addressed in several ways by the
research community. The model proposed by Avrachenkov and Antipolis [1] dis-
cussed the fact that size of the buffer required for the routers is comparably small.
However, it uses general transmission speed and delay in the network link. This
model may fail to evaluate the loss of packets and link utilization. Wei et al. [2]
proposed a model to minimize packet loss in high speed networks and discussed
various difficulties with the current TCP approach. The approach presented by
Sarker and Johansson [3] gives a minimal outcome for loss of packets and delay
analysis using an LTE (long-term evolution) system, which may not hold good for
multimedia transmission and the time required to examine the path behavior in the
network is a delayed process.

Katabi et al. [4] proposed an approach for high speed routers to control internet
congestion and make the performance of TCP stable with an increase in the
bandwidth-delay product. Kelly [5] presented a lossless and minimum delay pro-
tocol technique for TCP-IP networks. However, it may fail to increase the uti-
lization of link in the network. The model presented by Zanella et al. [6] used a
Markov chain and developed an analytic model to improve the performance of the
network using TCP Westwood (TCPW). Xu et al. [7] presented a new scheme for
control of congestion that mitigates the round trip time (RTT) injustice using ad-
ditive increase and binary search increase policies to control window size. Leith
et al. [8] propose a H-TCP to control overcrowding which is feasible for deploy-
ment in networks with greater speed and distance.

The model presented by Li et al. [9] gives a cross layer technique to reduce the
loss in the network. This can be done by assigning the paths, considering the
resource authorization. However, this approach fails when the packets to be
transferred are greater compared to the routers in the network. Wang et al. [10]
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proposed an approach based on TCP-FIT, an AIMD method to control the loss of
packets from source to destination. However, it cannot give the exact size of the
window as expected. Chen et al. [11] proposed a protocol based on CARM (con-
gestion aware routing protocol) to maximize the QoS by managing data packet loss.
This approach may not be appropriate when there are fewer routers and if the router
node is not present in the network. The approach presented by Kaur and Singh [12]
controls the packet loss by adjusting the measurements of the WSN, power and
dynamic nodes. However, this may not be valid when node mobility is increased
and due to consistent monitoring of the data packets from source to destination,
more energy is required. In the presented approach, the packet loss is calculated
accurately by developing a mathematical technique based on Poisson’s ratio, which
is simple to implement.

3 Proposed Approach

To accomplish exact transmission of multimedia data packets, loss must be lie
within acceptable limits. So the estimation of exact packet loss is essential to focus
on for multimedia transmission in WSN. To judge the window size, loss of packet
information is the most important constraint. In the present literature, the size of the
window is improved if constructive acknowledgement is being received; otherwise
the size of the window is decreased. The size of the window is not as per the
requirement of the network as it is pre-defined. This results in the poor usage of
resources. In this approach, active sensor nodes are marked as a Poisson random
process and calculate the loss of packet, busy and idle periods at the front side of the
router. This loss of packet assessment is helpful for explicit requirement of the
buffer size which results in an improved QoS. The investigational results reveal
the utility in manipulating the optimal control in order to get a better QoS for
multimedia data transmission in WSN.

Mathematical Modeling

Consider a WSN comprising a number of wireless sensor nodes extending over a
physical area. Figure 1 represents the input station ‘S’ that cooperates with the
router nodes and transmits the data packets towards the other router node till the
message reaches destination node ‘D’.

Each wireless sensor node (station) communicates with any other wireless sensor
node over duplex channels either directly or indirectly. Two wireless sensor stations
can directly communicate when both fall within in the coverage range of each other.
Indirect transmission can also takes place between any two wireless sensor stations
which are at a distance. For any successful transmission session, a route must be
recognized prior to the beginning of the transmission session between any two
wireless sensor stations through some intermediate wireless sensor stations called
routers. So, congestion may happen at some of these router stations for some other
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trans-receiver pairs. We consider the following assumptions for the purpose of
simplicity

• Duplex channels are used to transfer data packets between two stations (sensor
nodes).

• A node can be sleeping or active. A sleeping node (station) is one which cannot
send data packets.

• A time period T is fixed through which an active sensor node (station) finishes
the data packet communication and the same is being received at the interme-
diate sensor node (i.e. a router station). A sensor node is restricted to sending
only one data packet on its own in a time period T.

• An intermediate sensor node (i.e. a router) can transmit q number of data packets
in the time period T where q > 1.

• An intermediate senor node acts as router for number of Trans- Receiver pairs.
The router collects the data packets from all these active sensor nodes and
transfers them to the next sensor node via channels in the subsequent time

D 
S 

S 

D  

Source

Destination 

Intermediately or router

Fig. 1 Wireless sensor network
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period T at a fixed rate of q data packets per time period T. So the service rate of
one data packet is T/q per second.

• Enough bandwidth is set aside for multi-hop routing prior to the data packet
starting to move forward.

• An intermediate sensor node (i.e. a router station) has a buffer of size q packets
long in order to store the incoming data packets coming from the active sensor
nodes with the up-series router.

• Loss can happen at the intermediate sensor node (router), if more data packets
enter at the node in a given amount of time period T and the data packets go
down, hence these data packets are vanished.

• To estimate the loss of packets due to congestion on the router, let the amount of
active sensor nodes within the network be a random variable with a mean value
µ per time period and µ ≤ q.

• The loss of packet information can be helpful in proposing an optimum
approach for controlling the loss by increasing the buffers at intermediate sensor
nodes (routers). This approach increases the bandwidth of the router channels
and reduces the incoming data rate at the intermediate node (router).

Let the data packets coming from the active sensor nodes to the intermediate
node (router) in one service time T/q form a Poisson random process with an
average value γ of data packets, as

γ=
μ
q

ð1Þ

So at this point, two cases take place:

1. Active input nodes Ƞact (stations) in which no congestion occurs at the inter-
mediate sensor node (router), where Ƞact ≤ q

2. In active input stations in which congestion occurs due to overflow of data
packets at the intermediate node (router), when Ƞact > q thus packet loss occurs
so extra data packets will be dropped, if no additional buffer facility is provided
(i.e. a secondary buffer).

Probability that Ƞact ≤ q is

P ηact ≤ qð Þ=P= ∑
q

j=0

e− γγ j

j I
⋅

ð2Þ

If g is the total number of packets generated in the time τ/α, then

g= ∑
∞

j=0
Pðηact = iÞi = ∑

q

j=0

e− γγ j

j I
⋅

ð3Þ
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The probability that q > Ƞact is

P ηact > qð Þ=1−P ðηact ≤ qÞ= ∑
∞

j− q+1

e− γγ j

j I
⋅

ð4Þ

Suppose PD represents the packets lost at the intermediate sensor node (router) 0
due to more packet flow towards this station. Then PD can be calculated as

PD = ∑
∞

j− q+1

e− γγ j

j I
⋅

j− qð Þ ð5Þ

The packets lost ‘L’ at the front side of the intermediate node (router) can be
calculated as

L=
PD
g

ð6Þ

The idle time of the router, i.e. T idle can be calculated as

Itime = ∑
q− 1

j=0

e− γγ j

j I
⋅

×
q− j
q

� �
ð7Þ

The busy time (Btime) of the router can be calculated simply as

BTime = 1− Itime ð8Þ

The link utilization % UT is given by

%UT =BTime × 100 ð9Þ

The above equations can be useful to improve the QoS of multimedia packet
transmission. Table 1 shows the results when q = 2.

It can be seen from the Table 1 that when number of active input stations are
increased, the loss of packets increased also. This can be controlled by increasing
the output capacity of the outgoing link from the router. However, as the medium
remains constant, so it is difficult to change the output capacity of the router link.
Since multimedia is a loss-tolerant application, accurate estimation of packet loss is
very important. Therefore, the estimation of delay and loss must be set aside, which
calculates the exact control to the received multimedia data traffic of the sensor
router. This can minimize complications in multimedia data transmission, such as
delay, jitter, and jamming to the highest degree possible. So, in the presented
approach, the data traffic is continuously monitored at various values of ‘q’.

This particular approach therefore helps in calculating the received multimedia
data traffic and exploitation of the channel thereby promoting an enhanced QoS for
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multimedia transmission. The loss can be controlled by optimizing the sensor node
buffer at the application layer, which acts here as a router between any
trans-receiver pair.

Figure 2 shows the variation of active nodes v/s packets generated, when q = 2
and T = 5 ms. From Fig. 2 it can be seen that the number of packets generated
increases linearly with an increase in the active nodes in the network. Figure 3
depicts the exponential increase in the packet loss count with increments in the
active nodes, which reduces the efficiency of the network. Therefore, to reduce the
packet drop one needs to increase the output link capacity (bandwidth) as the
bandwidth is limited. Sliding window flow control protocol may be the optimum
solution when the size of the window is small. However, if the window size is large
and loss is due to the packet number being very near to the window size (e.g., if the

Table 1 Experimental results for g, PD, L, Itime, Btime and % UT for q = 2, T = 5 ms

ðμÞ (g) (PD) (L) % L Itime Btime (% UT)

1 0.5 0.0163 0.0326 3.26 0.758 0.242 24.2
2 1.0 0.1036 0.1036 10.36 0.552 0.458 45.8
3 1.5 0.2809 0.187 18.7 0.39 0.61 61.0
4 2.0 0.5414 0.2707 27.07 0.2707 0.7293 72.93
5 2.5 0.8694 0.3477 34.77 0.1847 0.8153 81.53
6 3.0 1.249 0.4163 41.63 0.1245 0.8755 87.55
8 4.0 2.11 0.527 52.7 0.055 0.945 94.5
10 5.0 3.048 0.6096 60.96 0.0236 0.9764 97.64
12 6.0 4.019 0.6698 66.98 9.85 * 10−3 0.9901 99.01
15 7.5 5.505 0.7334 73.34 2.71 * 10−3 0.9972 99.72
16 8.0 6.003 0.7503 75.03 1.68 * 10−3 0.9983 99.83
20 10.0 8.00 0.80 80 2.72 * 10−4 0.9997 99.97
25 12.5 10.500 0.84 84 2.69 * 10−5 0.9999 99.99
where μ: Active nodes; g: Packets generated; PD: Packets dropped; L: Fraction of packets lost
UT: % Utilization; Itime: Idle time; Btime: Busy time
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size of the window is 64 and the loss occurs at 63), the utilization of the link is very
poor. To improve the utility of the link one needs to get the exact information about
the loss of packets. The mathematical model present in this paper helps to calculate
the accurate packet loss in WSNs

4 Conclusion and Future Scope

The presented mechanism of loss calculation is at the top of windowing techniques
used to enhance the packets lost at the router. The presented approach is also simple
and effective for WSNs. In this paper, a well-known technique called Poisson’s
distribution of probability is used to calculate the packet loss with greater accuracy
compared to conventional methods, in order to enhance the PDR. The future scope
of this paper is the development of a model which can control the loss of packets in
the network at the desired level.
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Enhanced Security of MANETs Against
Black Hole Attacks Using AS Technique

Ishrath Unissa and Syed Jalal Ahmad

Abstract A mobile ad hoc network (MANET) is an autonomous structureless
arrangement of mobile nodes to figure a momentary network. Communication
between any two nodes is possible directly if the two nodes belong to the same
sensing range; otherwise communication can be achieved by means of the nodes
which are present between source and destination. As the network nodes are
mobile, any node can enter or leave the network at any particular time interval.
Thus, whichever node is present in between the source and destination can perform
as a router or the host node in the arranged network. Therefore this poses security
challenges to MANETs. This paper presents a solution to black hole attacks. The
presented method is easy to use and efficient in detecting black hole attacks. The
presented approach is validated by the use of network simulator 2 (NS2).

Keywords MANET ⋅ NS2 ⋅ Black hole ⋅ Security ⋅ Authentication
Hop count

1 Introduction

A mobile ad hoc network (MANET) is an arrangement of mobile nodes to form a
network and doesn’t require any infrastructure for its deployment. When commu-
nication occurs between any two nodes directly, it is called single hop communi-
cation, or else communication can be achieved by means of intermediate nodes
called multiple hop communication. This type of transfer of information is also
called indirect communication. As the nodes are mobile, they can enter or leave the
network at any moment without any information being given to the other network

I. Unissa (✉)
Mahatma Gandhi Institute of Technology, Hyderabad, India
e-mail: ishrathunnisa94@gmail.com

S. J. Ahmad
GNITC, Hyderabad, India
e-mail: jalal0000@yahoo.com

© Springer Nature Singapore Pte Ltd. 2019
A. Kumar and S. Mozar (eds.), ICCCE 2018,
Lecture Notes in Electrical Engineering 500,
https://doi.org/10.1007/978-981-13-0212-1_10

83

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_10&amp;domain=pdf


nodes. This particular character gives birth to security issues in the network.
A MANET also does not provide any guarantee that the route from source to
destination is free from attacker nodes. Due to the dynamic topology of the network
various attacks have been noticed, such as spoofing attacks which happens when an
assailant attempts to corrupt the node which is present in the path in which packet
transmission takes place [1]. A Sybil attack [2], is a type of attack where the
assailant not only symbolizes the network node but in addition it takes for granted
the individuality of numerous nodes and accordingly does not succeed in locating
the protocol redundancy number. Of all assaults, one of the most famous is famous
is a black hole attack. This particular attack is produced by a malevolent node (a
malicious node) transferring an extremely rapid response with maximum receiver
sequence number representing the shortest route. So this type of attacker node can
simply alter the data. To deter such attacks, the research group devoted a lot of
effort towards studying them. A black hole assault is mitigated in the exiting
approaches either by distributing keys among the nodes or by considering the node
energies [3, 4]. However, both approaches may not be the optimum security
methods, because due to dynamic topology, distribution of the key is not possible.
Malicious nodes can also enter the network with different energies, and can,
therefore, corrupt the node and access the data easily.

In this paper we are using an ASCII security technique (AST) to provide security
against black hole attacks in MANETs called “Enhanced Security of MANETs
against Black Hole Attack Using AS Technique” and using an IPV4 header to
represent the security information to identify the black hole attack. In this approach,
two different securities are being provided with respect to hop count (i.e. an odd
parity of security type is used at even hops and an even parity of security type is
used at odd hops, (user defined)) in order to improve security of MANETs against
black hole attack. The presented security technique not only validates the active
nodes in the network between end users, but also saves energy as well as reducing
the processing time needed to validate the node, as the proposed approach reduces
complexity by means of using a simple code vector.

The body of the paper is represented as follows, in Sect. 2 we present the related
work, Sect. 3 illustrates the proposed approach and node-matching process, Sect. 4
presents the simulation results, and we conclude our paper in Sect. 5.

2 Related Work

Mirchiardi and Molva [5] addressed a method to detect the misbehavior and
response of a mobile node in an ad hoc network. However, the response of this
method is poor when collisions take place in the path during transmission of data
packets. This approach is also not perfect as a result of the smaller amount of
transmission power. Sanjeev and Manpreet [3] presented an approach in which the
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authors used a two-hop model to authenticate network nodes, which provides a
protected communication between source and destination. However, the presented
method necessitates more power and needs more processing time, so it cannot be
used to secure the system as the delay involved is more. Hu et al. [6] addressed a
protected method by the use of an on-demand routing protocol, in which the authors
try to increase the network life span and also secure the control messages between
end users. This system may not able to authenticate if the attacker node enters the
network between the end users. So, the black hole can enter the network easily and
corrupt routing information.

Sharma et al. [7] give a way to authenticate the active nodes within the network
by adjusting the acknowledgement time of the transmitted node to obtain the repeat
request from other neighboring nodes. In this approach they believe that the
acknowledgement time is accurately identical to half of the route reply (RREP).
However, this assumption is not correct when the network has multi hops and the
two available and optimum routes from sender to receiver have sufficient time
variation to accept requests (due to huge queuing delays and the propagation time
of path 1 when compared to path 2). Deng et al. [8] proposed a protocol to rout the
packets from source to destination, in which each node at the intermediate level
needs to send an acknowledgement message to the transmitted node. This particular
approach fails when the packet drop ratio is increasing, which in turn increases the
delay between end users. Chanderkant [4] presented a model in which he tries to
secure the MANET by identifying the attacker nodes based on energy parameters.
However, this particular approach fails when a number of black hole attacker nodes
penetrates the network with dissimilar energies. Lu et al. [9] addressed a routing
protocol based on a SAODV (secure Ad hoc on-demand distance vector) to avoid
black hole attack in MANETs. However, the presented approach addresses only a
few of the security limitations of AODV, therefore it cannot remove the black hole
completely from the network. Deswal and Sing [10] presented an improved version
of the SAODV protocol by assigning a code word to the entire routing nodes.
However, this approach is not valid when a new active node is entering the net-
work, and cannot take part in it as the node does not have the code word assigned to
it. As a result this reduces the network performance. Kukreja et al. [11] presented a
security model against malicious node attack in MANETs by taking into consid-
eration the power as a major parameter to sense the malicious node within the
network. However, this approach fails when the attacker nodes are heterogeneous
and take part in the networks. Adnan et al. [12] presented an approach to secure the
MANET based on energy parameters. However, energy parameters alone may not
be adequate to recognize the malicious node, as the attacker nodes can take part
with dissimilar energies in the network with respect to time.

In this paper, we proposed an approach which enhances network performance by
providing security at each hop based on the hop count.
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3 Proposed Approach

ASCII Code is a well-known code of digital communication used to represent text
files. Here, ASCII code is primarily used to generate bits of the code vector, as this
code is almost readily available in a digital system. We are also getting 7 bits
directly from each alphabet that is used to represent part of a security code vector to
save more energy in comparison with the existing approaches. As a result, such
types of coding techniques can secure the network and make the system intelligent.

In this paper, we are using an ASCII security technique (AST) to provide
security against black hole attack in MANETs. An IPV4 packet header is used to
store the security information. The final 8-bit security code of the approach can be
obtained using following steps:

1. Consider ASCII string “SECURITY” where each character is represented in
binary code of length 7. See Table 1.

2. Append one even/odd parity bit to the above binary code to obtain 8 bits for
each character.

3. Extract 4 hamming bits from 8 bits which 2(z) where z = 0,1,2,3 … of 2
locations.

4. Perform x-or operation among 4 hamming bits to get a single bit for each
character.

The ASCII character ‘S’ has the decimal equivalent 83 and the binary repre-
sentation of 83 is 1010011. In a similar manner, the rest of the binary codes are
generated for the entire string as shown in Table 1.

Appending even and odd parities:
In this method of security, even and odd parity bits are being added on the row
directions (see Tables 2 and 3) to improve the security of the system, as if we
provide a constant security at all hops one can easily attack by continuously
monitoring the system. To detect the malicious nodes in the network, two different
security code vectors have been used to enhance the trust of the node.

Table 1 The 7-bit binary code of ASCII characters for AS alphabets

AS letters ASCII equivalent of AS letters represented in binary

S 1 0 1 0 0 1 1
E 1 0 0 0 1 0 1
C 1 0 0 0 0 1 1
U 1 0 1 0 1 0 1
R 1 0 1 0 0 1 0
I 1 0 0 1 0 0 1
T 1 0 1 0 1 0 0

Y 1 0 1 1 0 0 1
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From Table 2, the 8 bits for the character ‘S’ after appending the even parity bit
is 10100110, in the same way the 8 bits are calculated for the characters ‘E’, ‘C’,
‘U’, ‘R’, ‘I’, ‘T’, ‘Y’ by appending even parity bits.

In the next step we consider the hamming bits out of the 8-bit code given by

Hb = ð2nÞ bit positions of the code ð1Þ

where Hb are the hamming bits and n = 0, 1, 2, 3, …
Here the hamming bits positions are {Hb1, Hb2, Hb3, Hb4} = {1, 2, 4, 8} posi-

tions of code.
Therefore, the hamming bits for character ‘S’ (1 0 1 0 0 1 1 0) = 1 0 0 0

Hamming bits for character ‘E’ (1 0 0 0 1 0 1 1) = 1 0 0 1
Hamming bits for character ‘C’ (1 0 0 0 0 1 1 1) = 1 0 0 1
Hamming bits for character ‘U’ (1 0 1 0 1 0 1 0) = 1 0 0 0
Hamming bits for character ‘R’ (1 0 1 0 0 1 0 1) = 1 0 0 1
Hamming bits for character ‘I’ (1 0 0 1 0 0 1 1) = 1 0 1 1
Hamming bits for character ‘T’ (1 0 1 0 1 0 0 1) = 1 0 0 1
Hamming bits for character ‘Y’ (1 0 1 1 0 0 1 0) = 1 0 1 0

Table 2 Appending even parity check bit

AS letters ASCII code binary form Even parity (EP) Complete security code

S 1 0 1 0 0 1 1 0 1 0 1 0 0 1 1 0
E 1 0 0 0 1 0 1 1 1 0 0 0 1 0 1 1
C 1 0 0 0 0 1 1 1 1 0 0 0 0 1 1 1
U 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0
R 1 0 1 0 0 1 0 1 1 0 1 0 0 1 0 1
I 1 0 0 1 0 0 1 1 1 0 0 1 0 0 1 1
T 1 0 1 0 1 0 0 1 1 0 1 0 1 0 0 1
Y 1 0 1 1 0 0 1 0 1 0 1 1 0 0 1 0

Table 3 Appending odd parity check bit

AS letters ASCII code Odd parity (OP) Complete security code

S 1 0 1 0 0 1 1 1 1 0 1 0 0 1 1 1
E 1 0 0 0 1 0 1 0 1 0 0 0 1 0 1 0
C 1 0 0 0 0 1 1 0 1 0 0 0 0 1 1 0
U 1 0 1 0 1 0 1 1 1 0 1 0 1 0 1 1
R 1 0 1 0 0 1 0 0 1 0 1 0 0 1 0 0
I 1 0 0 1 0 0 1 0 1 0 0 1 0 0 1 0
T 1 0 1 0 1 0 0 0 1 0 1 0 1 0 0 0
Y 1 0 1 1 0 0 1 1 1 0 1 1 0 0 1 1
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The last step of this approach is to perform an x-or operation among the ham-
ming bits to develop a single bit for each character of the string “SECURITY” as
given below

FsbðcÞ=Hb1 ⊕Hb2 ⊕Hb3 ⊕Hb4 ð2Þ

where Fsb(c) is the final security bit and ‘c’ represents characters of the string.
So we get the final security bit (after an x-or operation) for the character ‘S’ as

Fsb(‘S’) = 1, Fsb(‘E’) = 0, Fsb(‘C’) = 0, Fsb(‘U’) = 1, Fsb(‘R’) = 0, Fsb(‘I’) = 1,
Fsb(‘T’) = 0 and Fsb(‘Y’) = 0.

The complete security bit generated for the string is represented as

FscðSepÞ= f`S', `E', `C', `U', `R', `I', `T', `Y'g= f1 0 0 1 0 1 0 0g ð3Þ

where Fsc(Sep) is the final security code for the string using even parity.
Table 3 shows the appending of odd parity check bits, where the same steps are

followed as for Fsc(Sep) to get Fsb(Sop) and Fsc(Sop) is the final security code of the
string using odd parity

FscðSopÞ= 0 1 1 0 1 0 1 1f g=FsbðSepÞ ð4Þ

The source node initially sends the data packets to the next anchoring node along
with the given security code. In this approach we are using Fsc(Sep) at odd hops and
Fsc(Sop) at even hops (user defined). If the final security code vector with respect to
the hop count matches the transmitted code vector, then it will hand over the data
block to the anchoring node. This code block-matching process will continue till the
data reaches the destination. After matching the code block we also check the
packet delivery ratio to enhance the trust.

PDR =P .R ̸P .T ð5Þ

where PDR is the packet delivery ratio, P .R is the number of packets received, and
P .T is the number of packets transmitted.

Node Matching Process
Consider Fig. 1, in which a black hole wants to enter and take part with the active
nodes. Initially, the source node transmits towards its neighboring nodes. However,
those neighboring nodes can also be black hole attacker nodes. However, during the
matching process, only active nodes can access the data. This is because a black
hole attack is not be able to synchronize with the source node within a specified
amount of time (i.e. TTL: time to live), due to the unavailability of the resulting
security code of hop 1 to match with the source node. Thus it cannot take part
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within the network. This node-matching process will continue at each and every
intermediately node till the destination node is reached. In this way, a black hole
node can be easily judged and removed from the network.

4 Simulation Results

In this section we are presenting simulated results using NS2, and comparing them
with existing approaches, such as AODV and Chandrakant approaches.

Figure 2 shows the variation of packet delivery ratio (PDR) versus simulation
time (ST) of the source destination pair. From the figure it has been observed that if
the source destination pair are very far from each other, there will be a greater
chance that the maximum number of black holes can enter the network. However,
our approach still produces a greater PDR in comparison with the other two
approaches. This indicates that our approach does not allow a black hole into the
network. Initially the PDR of the Chanderkant approach is higher than our
approach, the reason behind this is that, initially, fewer black holes will interact
with the network with the same energy, so cannot be allowed to take part in the
network. Thus there is a greater packet delivery ratio (PDR) in comparison with our
approach.

S
DB B

B

B

B

Active Node

Black hole node

Fig. 1 A 4-hop WSN with black hole attacker nodes

Enhanced Security of MANETs Against Black Hole Attacks … 89



However, over time a greater number of black holes will come with different
energies and interact with the network, so black holes cannot be judged by the
Chanderkant approach, and therefore black holes can easily enter the network and
degrade the performance of the network. Our approach still shows a higher PDR
than the other two approaches, so energy may not always be an appropriate
parameter by which to identify the black hole. Table 4 shows the simulation
parameters used during the testing process. To maintain the routing table we use a
location aware and energy efficient routing protocol (LAEERP) [13].

P
D
R

Simulation time
(sec)

Fig. 2 Packet delivery ratio versus simulation time

Table 4 Simulation
parameters

Network parameters Values

Time for simulation 60 s
No. of nodes 2–100
Link layer Logical link (LL)
Medium access control 802.11
Queue type Drop tail
Type of antenna Omni antenna
Protocol for routing LAEERP
Type of traffic Video

Network area 1500 m × 1500 m
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Figure 3 represents the variation in delay with respect to simulation time. It
shows that the delay of existing approaches (i.e. AODV and Chanderkant) is greater
than with our approach. This is because when the number of hops increases, the
existing approaches take more time to calculate the energy of the node. Moreover,
the simulation results reveal that if router nodes (intermediate nodes) are busy with
further source-destination pairs for communication, our approach still increases the
PDR.

5 Conclusion

In this paper, a security model has been proposed called ASCII security technique.
In this approach, two different security codes can be given (namely even and odd)
with respect to odd and even hops respectively. Our approach is simpler and very
effective in improving the trust between nodes within the network. It also provides
complete security against black hole attacks in the network using fewer overheads
and less energy resulting in an increased lifetime of the network. We compared our
approach with both AODV and Chanderkant approaches, and the results demon-
strated the applicability of our approach.
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Fig. 3 Delay versus simulation time
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Design of a Smart Water-Saving
Irrigation System for Agriculture Based
on a Wireless Sensor Network for Better
Crop Yield

Meeradevi, M. A. Supreetha, Monica R. Mundada and J. N. Pooja

Abstract Precision agriculture is a decision-support system that helps farmers to
make better decisions in the management of their farms, thus increasing returns
while preserving resources. An automated irrigation system facilitates continuous
and efficient irrigation under conditions of water and labor scarcity. Overwatering
of crops causes nutrients to flow off the land surface and this can lead to lower crop
yields. This wireless technology helps farmers to address the problem of overwa-
tering and underwatering their crops. Currently, automation is one of the more
important aspects affecting human life. It not only provides comfort but also
reduces energy, increases efficiency and saves time. The proposed system uses
wireless technology to irrigate crops in need of water. Water requirement varies
depending on the type of crop, for example, paddyfields needs more water while
crops like ragi needs less water. The proposed system irrigates based on the water
requirements of particular crops in particular areas and the system as designed also
provides smart irrigation technology at a low cost, usable by Indian farmers.
Temperature, humidity, moisture of the land, and the water level in the tank will be
measured and sent to the user via GSM communication. The water pump is
automatically operated through the messages and Android application. Data is
stored in the cloud for analysis. The proposed moisture-sensing method has the
ability to be incorporated into an automated drip irrigation scheme and perform
automated, precision agriculture in conjunction with decentralized water control.

Keywords Irrigation ⋅ Wireless sensor networks ⋅ Global system for mobile
communications (GSM) ⋅ Android application ⋅ Cloud ⋅ Sensors
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1 Introduction

Irrigation makes available the right amount of water to crops by analyzing soil
properties. Current irrigation systems requires the farmer’s presence in the field to
manually irrigate the crops. Automating the system allows the remote monitoring of
crops and the efficient use of resources thereby saving the time and energy of the
farmer [1]. Automated drip irrigation systems are a smart way to monitor crops
along with soil parameters in order to increase crop yield. Farmers can use a
wireless network to access real-time information on the current condition of their
fields and the location of their equipment. Farmers use 3G and 4G network on their
smartphones or tablets to access real-time information on crops on their farms
remotely. Plant growth is affected if the soil is completely waterlogged. To prevent
such inaccuracies and flaws in watering, the proposed irrigation system is automatic
and based on the growth stage of plants. It uses a wireless sensor network and a
microcontroller. Sensors scattered across the field communicate the collected
information through a network in order for it to reach the base station, where the
necessary computations are performed and actions are generated. The collected
information is then sent to the cloud infrastructure. The real-time monitoring of the
environmental parameters is carried out and the user is informed of the precise
conditions of the crops in the field via an Android application [2]. Flow of infor-
mation between the sensor’s nodes occurs through the tree-based network formed
by the nodes. This tree-based communication minimizes energy consumption and
makes the network more scalable. The user can then select the growth stage of crop,
which is one of the specifications that determine the amount of water to be supplied
to the crops. The sensed information pertaining to the crops is obtained via the
GSM module. The GSM module provides flexibility to supervise and manage the
performance of the irrigation systems remotely. The proposed system also shows
the status of the motor, wetness of land, temperature, and humidity parameters. It
uploads the sensed data periodically to the local server whenever there is a change
in any of the sensed parameters. All the data is continuously monitored and updated
on the cloud for the purpose of analyzing the sensed parameters.

2 System Design

The proposed scheme uses a wireless sensor network (WSN) as a backbone. WSN
is basically a network created among the sensor nodes so that communication
between the nodes is possible in order to perform the desired task [3]. The proposed
system uses the principles of the internet of things (IoT) in order to transmit
information through the internet. The IoT allows devices to be controlled remotely
or sense various factors using sensors. The user interface is provided through an
Android app. The information collected by the nodes propagates in the form of a
tree in order to reach the base station as shown in Fig. 1. Arduino UNO transfers
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the collected data serially to a nodeMCU which is connected to the internet and
uploads the collected information to the cloud. The nodeMCU compares the col-
lected data with the threshold value and initiates the actions to be performed. Once
the data is uploaded to the cloud it can be accessed through an Android app. The
app provides an interface for both automatic as well as manual operations and
information from the app is transmitted to the nodeMCU through the cloud as show
in Fig. 2. Here, all hardware actions such as opening of solenoid valves as well as
relays are carried out by the nodeMCU.

Fig. 1 Information flow in
the network

Fig. 2 Information exchange between user and nodeMCU through cloud
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The system architecture is as shown in Fig. 3. The heart of this system is the
nodeMCU to which all the sensors (namely temperature, humidity, soil moisture,
water level of tank) and the water pump are connected (Fig. 4). It is also connected
to the GSM module for communication between the farmer and the hardware
system. The wi-fi module is used for sending the data from the sensors to the cloud.
For the user to interact with the system, an Android application has been developed.
The data sent to the application is also stored in the local server.

Fig. 3 Overall system architecture
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2.1 Flowchart

The flowchart as shown in Fig. 5 represents the entire system’s operation. First the
sensor data is collected and converted to digital format using ADC (analog to digital
conversion). Each environmental parameter (temperature, humidity, soil moisture
and water level of tank) are then compared with their respective threshold values
and appropriate messages are displayed on the LCD screen [4]. Soil moisture plays
a major role in irrigation and when the soil moisture value is more than its pre-
defined threshold value the motor is automatically turned “OFF” else the motor is
switched “ON” and a message is sent to the user alerting them of the motor status.
When the user receives the message on his Android phone, the Android application
reads the message automatically. If in the message, the motor status is “ON” then an
SMS is automatically sent in reply to the message received after a certain time delay
specified by the user based on the stage of plant growth. The details sent in the
message are decoded and uploaded to the database on a local server which is in the
same network that the phone connected to. When the reply message is received by
the system, the motor status is checked. If the motor is “ON” then it is switched
“OFF” else if it is “OFF” then no action is performed. The sensor data that is
collected from the sensors is also periodically uploaded to the cloud platform for
analysis. The data is uploaded once every 15 min. Different stages of crop growth
need different a quantity of water, which can be handled using this system which is
automated. In this proposed system the threshold value can be set based on the
stage of crop growth.

Fig. 4 Moisture sensor in the
soil
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3 Algorithms

3.1 Node Deployment Algorithm

Step 1: Assigning node ids for all nodes in the sensor network, base station being
00.

Step 2: Apart from the base station each node is given information regarding its
parent node, so that a particular node can only send or get the data through
the parent node.

Fig. 5 System flowchart
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Step 3: Once a tree network is formed, propagation of information is started. After
a few iterations a network is formed in which every node will know the
active nodes list.

Step 4: Once the information reaches the base node, serially communicate it to the
nodeMCU.

Step 5: Perform required computations and simultaneously upload the collected
information to the cloud.

Step 6: Query the database for the user’s choice (Fig. 6).
Step 7: Based on the user’s choice perform activation of solenoid valves, i.e.

either automatic or manual (Fig. 7).
Step 8: Repeat step 3.

3.2 Algorithm for Irrigation

Step 1: Splash screen activity to the main screen.
Step 2: Main screen has two buttons.

• Pot readings.
• Water pots.

Fig. 6 Real-time values in
firebase
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Step 2a: On a click of the pot readings button go to pot readings activity.

• Select a pot for individual moisture readings and the moisture values of selected
nodes will be displayed.

• Open serial monitor to view moisture readings of all nodes.

Step 2b: On click water pots button go to water pots activity.

• Get dryness percentage of all nodes.
• Manual or automatic toggle button.
• On a click of manual make the drop-down content visible so that the user can

manually choose which pot to water.
• If Automatic drop-down contents will be hidden.
• Display the recent pot watered.
• Notify the user regarding which pot is being watered and also notify once

completed.
• If no node is selected or is being watered, then display a text view that no pot is

selected.

4 Results

The Android app used by the end user queries the database informing it of details
about the water content in the soil. The user can also manually water the crops in
the field from remote location as shown in Fig. 8.

Fig. 7 Solenoid valves
operating in the field
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4.1 Cloud Analysis

The cloud platform under use is ThingSpeak which allows uploading of data every
15 s once. The data was collected on 25th may 2017. The x-axis shows time and the
y-axis shows the type of data sensed. The data from the three sensors, i.e. tem-
perature, humidity, and soil moisture is uploaded once every 15 min to continu-
ously monitor the parameters. This monitoring will help in analysing the effect of
environmental parameters on plant growth [5]. The ThingSpeak platform produces
dynamic graphs for each parameter uploaded and also allows the user to create
other variations and graphs for different parameters. Given below are the graphs for
temperature, humidity, and soil moisture along with the combined graph of all the
parameters together (Figs. 9, 10, 11 and 12).

Fig. 8 Android application
for user

Fig. 9 Graph of temperature
data
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Fig. 10 Graph of humidity
data

Fig. 11 Graph of soil
moisture data

Fig. 12 Combined module
graph
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5 Benefits of Using Wireless Technology in Irrigation
Management

1. Wireless technology has proven to be beneficial to agriculture farmer for irri-
gation management and water conservation by reducing the labour intensity of
farming.

2. Creating pathways for more precise information about growing condition.
3. Provide farmers about real-time information.
4. Precision control of irrigation.
5. Impact of water availability.
6. Increased yield and quality.
7. Reduction in nutrient leaching.

6 Scope for Future Work

The system can be deployed in agricultural fields for automating the present irri-
gation system. The system allows the user to be away from the field and still get to
know about the status of the field parameters and the motor. Since the Android
application allows for automatic message transmission, it reduces the burden on the
farmer of switching the motor on and off.

In future, the automated agriculture system could be made more dynamic. By
making the system dynamic (whenever a node enters the system it finds its own
path in the network without any assignment), the system will become more reliable
and appealing. More sensors could be used to get a more accurate result. In future
many data mining technique could also be used along with wireless sensor net-
works to get more accurate and faster results and data analytics algorithm prediction
can be done on how to increase the crop yield based on actual data which is in cloud
thereby helping the farmer to increase yields.

7 Conclusion

Farmers can remotely monitor and control irrigation decisions with the help of a
user interface delivered through an Android application. The application also
monitors the water level using the water level sensor in the tank for automatic
irrigation. The amount of water required varies based on the growth stage of the
crop and the type of crop. This prevents overwatering of the crops, which usually
occurs due to human error in attempting to adjust the moisture levels. The system
stores data in a database as well as in the cloud for future analysis. Thus the system
provides a better backup of harvested data. The project uses sensors, such as a
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moisture sensor to retrieve the moisture values and compute the percentage of
dryness in the field. The Android application provides a user interface for both
manual operations as well as automatic operations performed in the field for irri-
gating crops. The WSN uses a tree-based structure for the transmission of
information.
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SVM—A Way to Measure the Trust
Ability of a Cloud Service Based
on Rank

Sharmistha Dey, Vijender Kumar Solanki and Santanu Kumar Sen

Abstract Trust management is one of the most serious and demanding issues
facing by cloud computing. In spite of having some surprising qualities, such as
virtualization potential, highly optimized storage capacity, multi-tenancy features,
and 24-7 service availability, cloud technology still faces security and authenticity
issues, which have created an obstacle for adapting cloud computing as a wide-
spread technology. Threat is a qualitative factor rather than its quantitative
approach. Trust is also a quality factor, which can be more useful when trust can be
established and proven quantitatively. Previously, cloud users had to show blind
faith towards cloud service providers and vendors. Today, the importance of cloud
auditing has increased. This paper focuses on the establishment of trust and mea-
suring the quality of service for SaaS cloud service model, by using some mea-
surement indices and with the help of some known parameters.

Keywords Alpha reliability ⋅ Audit trail ⋅ Confidentiality ⋅ Denial of services
Non-return value of security investment ⋅ Trust ability ⋅ Zombie

1 Introduction

Trust management in cloud services is a high priority today. With the enhancement
of dependency on virtual service infrastructure like the cloud, vulnerability increa-
ses. So it has become inevitable to evaluate the service provided by cloud vendors.
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Cloud service models are of three basic types: IaaS (infrastructure as a service),
PaaS (platform as a service) and SaaS (software as a service). Several deployment
models are also present in the cloud, such as private cloud, public cloud, hybrid
cloud, mobile cloud, etc. Risk factors vary depending on the service model
employed.

There are several attacks enlisted below which is very essential in case of cloud.

(i) Cloud Malware Injection Attack—With this attack, the client introduces an
account in a distributed environment and the provider generates an image of
the client’s virtual system in the image repository system of the cloud. In the
case of a cloud malware-injection attack, the intruders make attempts to
inject malicious service or code using a script, which appears as one of the
legitimate services running in the cloud. If the invader is successful in his
attempt, then the service will suffer from eavesdropping. This attack is the
foremost example of exploiting the service-to-cloud attack surface [14].

(ii) Malicious Insider—This is known as one of the biggest security attacks in
the cloud. This type of malware is found in emails and web applications.
They are launched usually via VBscript or javascript.

(iii) Cross-Site Scripting Attack—A cross-site scripting attack (or XSS attack) is
an application level security threat where an attacker injects malicious codes
into a link which appears to be from a faithful source. When a victim clicks
on the URL, the embedded programming is automatically submitted as a part
of the client’s request and it is executed on the client’s computer, which
allows the attacker to take information without the user being aware. So, in
spite of going to the original server address, the link will be directed to the
malevolent site. XSS attacks have a significant impact on cloud computing.

(iv) Insecure API—Over the last three years, attackers have tried hard to target
the digital keys that are used to protect internet infrastructure. This attack was
started by a Iranian hacker when he first broke a registry COMODO and
hence broke the secure socket layer. The unknown attackers use unsafe APIs
to steal significant information on security token of RSA algorithm, which is
a device that generates one-time keys to strengthen online security.

(v) Denial of Services attack or Distributed Denial of Services Attack—Denial
of Service Attack(Dos) is a network level passive attack, very common
attack for cloud. A modified version of DoS is distributed DoS (DDoS),
which is even more serious. It is a special type of DoS attack where
numerous compromised systems are used to make a zombie network, which
is usually then infected with a trojan horse used to attack the server by
continuously sending signals to it, creating a denial of service (DoS) using a
divided compromised network in different layers. Victims of a DDoS attack
consist of both the end targeted system and all systems maliciously used and
prohibited by the hacker in the distributed attack [1–3].
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2 Background Study

Many authors have worked on trust management. Huang and Nicol (2013), in
“Trust mechanisms for cloud computing” illustrated a reputation-based trust
mechanism and self-assessment in the case of trust management in the cloud [3].
This paper focuses on the semantics of trust in a policy-based trust mechanism in
the cloud. According to the authors, reputation-based trust or SLA
verification-based trust, may be a good service, but there may be some additional
factors which influence users’ ratings of a service provider and the ratings may be
biased. The authors have proposed a framework but the focus of the paper was not
primarily on computing trust or establishing trust mathematically.

In another paper “Developing Secure Cloud Storage System by Integrating Trust
and Cryptographic Algorithms with Role based Access Control,” the authors Bhise
and Phursule [3] discussed role-based access control in the case of trust management
in the cloud [4]. Their work shows the mathematical computation of trust estab-
lishment but only when the user is authorized by the owner or administrator. The
authors have used familiar cryptographic algorithms like AES for encrypting and
decrypting data and RSA for decrypting keys, in order to provide role-based access to
the cloud. However, the size of cipher text as well as the key is constant [4].

Blomqvist [4] in his article, “The many faces of trust,” discussed the idea of how
trust is approached and defined in various disciplines. This work may be considered
as the basis of the concept of trust management in case of the cloud [5]. Though it is
a work on management, the need for trust management was made clear.

Another study, “Research on Trust Management Strategies in Cloud Computing
Environment” by Li et al. [5], focused on strategies related to trust management in
the cloud and the authors proposed a fuzzy comprehensive-based algorithm for
establishing trust. They have provided a trust-based cloud transaction framework.
A trust evaluation model was also proposed to establish trust quantitatively. Though
they have asked for high trust accuracy in their model, no result was provided in
their work relating to the actual cloud platform [6].

Chiregi and Navimipour [6], showed the impact of topological metrics on cloud
service identification, in their work entitled “Trusted services identification in the
cloud environment using the topological metrics” [7]. The paper evaluates repu-
tation value and identifies trusted services in the cloud environment on the basis of
three parameters, namely accessibility, dependability and ability. The topological
metric approach has provided a quantitative and formalized approach to trust
establishment. Quantitative measurement of reputation evaluation is a strong point
of this work. Using a MATLAB simulation, the proposal has been shown to be
successful, but the authors have shown trusted service having a direct relationship
to reputation, which may not always be the case. They have not performed formal
verification of trust evaluation, which is not only very challenging but also essential
in cloud security auditing.

The “NIST Cloud Computing Standard Roadmap V 10.0, NIST”, white paper by
Hogan et al. [8] gives a clear vision of cloud architecture, several cloud services,
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and various roles in the cloud environment. This makes it easy to understand the
various roles and hence their dependability and involvement [9]. This work is a
roadmap of my proposal and have given my work an extra dimension.

In another conference paper entitled as, “SMI Cloud: A Framework for Com-
paring and Ranking Cloud Services” [10], authored by Garg et al. [7], a framework
called SMI Cloud was introduced, and has provided the foundations for this paper,
following the same concept of ranking cloud services based of some known and
measured parameters [10].

As none of the proposed works focuses on a matrix-based approach, which may
be easy to formalize and understand, this proposed model focuses on a matrix-based
approach to trust establishment. The following section elaborates the concept of the
four dimensions of a matrix-based trust evaluation system in the cloud environment.

3 An Analytical Study of Several Security
Frameworks and Proposal of a Security
and Vulnerability Matrix (SVM)

Since security has become a straightforward issue for in cloud, establishment of
trust has become important in terms of selecting a suitable cloud service.

There are several frameworks and models providing support to measure cloud
security and some of them rank cloud services, which in turn helps users to make
decisions related to service selection [13].

Almost all existing models have covered the important QoS aspects for cloud
service selection: availability, reliability, security, response time, and usability of
the service.

The SMICloud framework [10], proposed in 2011 by Garg et al. in their paper
“SMICloud: A Framework for Comparing and Ranking Cloud Services,” compared
several service providers based on user requirements, depending upon their rank.
Their service measurement index (SMI) contains two types of key process index:
Qualitative and Quantitative, based on the ISO standard.

This framework helps cloud users to choose the most suitable service provider
and initiate service level agreements (SLAs) but this framework only uses some
specific challenges to measure the quality of cloud services, on the basis of which
the service has been ranked. This does not addresses broader issues like error
percentage in the SLA or data retrieval capacity.

Another framework, COBIT [15], is a business framework for the management
of enterprise information security, proposed by ISACA on 2012, highlights audit
and control aspects in its first and second versions and governance and management
of enterprise IT in version 5.0. COBIT introduces asset management and it sepa-
rates governance from management. COBIT has also addressed the issue of meeting
stakeholders’ requirements like the SMI model. However, the main approach of the
formation of the COBIT 5.0 framework is an holistic approach, which means the
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full participation of a person in selecting a service provider, which is quite
impractical due to a lack of knowledge and awareness in some cloud users.

Since none of the models cover those aspects in a generalized and user friendly
way, a new framework, called a security and vulnerability matrix (SVM), is pro-
posed in this paper. The main objective of the proposed work is to choose the most
suitable service provider on basis of user requirements, using a ranking of trust-
worthiness of a cloud service provider.

The proposed model can be used for all types of cloud service models. The
proposed matrices are as follows [1, 10]:

1. Confidentiality Matrix(C)—To measure the confidentiality level kept by the
provider

2. Integrity Matrix(I)—To measure service integrity
3. Availability Matrix(A)—To measure service availability in terms of uptime

and downtime
4. Reliability Matrix (RM)—To determine the reliability of service and how free

it is from security threats

The parameters for formulating the confidentiality matrix are as follows:

1. Confidentiality Matrix (Fig. 1)

Here, TA = Tangible Asset.

Lost TA Index
=ROTA ðReturn of Total Tangible AssetÞCompany ̸Loss of TA of company
due to attacks against confidentiality

ð1Þ

Here, a lost asset should be measured to determine its impact and it can be
quantified by measuring the parameter termed return on total tangible asset
(ROTA). TA index is measurable in terms of ROTA [2].

Where ROTA = return on total tangible asset. This is a ratio which measures a
company’s earnings before interest and taxes (EBIT) against its total net assets. To
measure ROTA we have to do the following,

ROTA=EBIT ̸Total Net Asset,whereEBIT
=Net Income+ Interest Expense+Taxes

ð2Þ

Fig. 1 Confidentiality matrix
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By measuring this return, we can measure the risk to security also and again a
rank can be issued to the service providers based on higher return record.

A cloud service security audit is mandatory for all service providers, and in order
to check audit trail acceptability, the audit trail is usually performed by a cloud
auditor. This parameter may be determined by the following points: for how long
have security records been kept, has dedicated storage been used or not, and how
does the cloud service provider protect the audit trail from tampering etc. [2, 11].

Return on Security Investment ROSIð Þ
=Risk Exposure x% of RiskMitigated− Solution

Cost
Solution Cost

ð3Þ

2. Integrity matrix (Fig. 2)

Error quotient in SLAs: SLAs or service level agreements are very significant
for any cloud service. It is the agreement between the cloud service provider and a
cloud tenant. Therefore, it is a parameter which measures the error in the response
rate of service level agreements. How much a provider is usually able to cover the
aspects mentioned in the SLA comes under this parameter and rank can be deter-
mined on this basis [9].

Data retrieval capacity relates to the integrity of the service. It is also essential
for cloud service providers.

Information integrity check index can be measured by measuring standard
deviations for those the integrity has been damaged and then make an indexing
based on their percentage of deviation.

The availability matrix can be measured as [1, 8, 10, 12]:

Availability=Total uptime−Total downtime ̸Total Uptime required ð4Þ

The total uptime and downtime should be recorded and on the basis of proba-
bility of service availability, the providers will be given a rank, which will help
users to decide on service selection when the criteria is service availability.

Reliability is the degree of measuring stability and consistency of the service
provided by the service providers. Poor reliability degrades the accuracy of
measurement and reduces capability to detect changes in measurements in exper-
imental studies [9].

The reliability matrix has been formulated as in Fig. 3.

Fig. 2 Integrity matrix
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ICC (intra class correlation coefficient) measures the reliability of the rating
itself. Suppose the vendor has rated a cloud service. This parameter will crosscheck
the rank that was already possessed by the service provider and in case of any
discrepancy, it will be changed.

Alpha reliability checking coefficient is obtained by assuming each item rep-
resents a retest of a single item and it can be determined using the following
formula:

r
∝= k

k− 1ð Þxð1−
∑ σ2

i
σ2

Þ
ð5Þ

Here, r is the alpha coefficient and k is the number of items.
Threat responsiveness of a system is a measure of response time towards a

vulnerability in the system. If it takes a low time to response to a new threat, the
value increases and may be assumed as 2, with the nominal value being 1.

Ease of recovery is related to the recovery capacity of a service provider. It can
be measured in terms of time to recover from a failure.

It is essential to judge a qualitative parameter like trustworthiness in a quanti-
tative manner and as this proposal formulates the parameters in a matrix format,
unlike others, it is easier to determine the rank of the matrices and with the help of
this to establish trust in the service providers. This can also help in the making of
decisions for service selection based on this rank.

Trust=Average Rank Cð Þ,Rank Ið Þ,Rank Að Þ,Rank RMð Þð Þ ð6Þ

The determination of trustworthiness of a service provider and allocating them a
rank on the basis of that, makes the selection process easy and unbiased.
The independence of the work is increased by the proposal written in this paper, and
understandability also increases [1, 6, 11].

Fig. 3 Reliability matrix
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4 Conclusion and Future Work

Evaluation of trust in a quantitative manner has become essential for cloud services
and determining trust worthiness using the defined matrices allows for cloud service
selection on the basis of trust, where it is not only dependent on the reputation of
the vendor, brand, or user rating. As a result, decision making is unbiased. The
confidentiality, reliability or availability of a service can be easily measured but this
proposal is needed to be implemented in a real scenario as previously it has only
been based on a few specific parameters. An exploration of further parameters for
future inclusion is ongoing.
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An Optimized Five-Layer Model
with Rainfall Effects for Wireless
Propagation in Forests

Mohammed Saleh H. Al Salameh

Abstract This paper presents a new propagation model for evaluating the fading of
wireless communication signals in forests. The model considers rainfall and
snowfall effects, and allows for the estimation of attenuation at varying frequencies
in the VHF/UHF bands that are used by cognitive radios. The structure of the
vegetation environment is represented here by five material layers, namely soil,
scrubs and small plants under the trees, trunks of trees, foliage of trees, and free
space. The model parameters are optimized using the least squares technique. The
resulting model is verified by comparison with measured data where acceptable
agreement is observed. The average rain rate R0.01% that will probably be exceeded
for at most 0.01% of the year is computed using real measured data in Jordan.
R0.01% is found to be 22.9 mm/h which agrees with the ITU recommended value of
22 mm/h.

Keywords Least squares ⋅ Rain ⋅ Forest ⋅ Propagation ⋅ Wireless
Measurements

1 Introduction

There is a growing interest in establishing communications in forest environments.
This includes battlefield communications, fire and rescue services, ambulance and
emergency services, security, police, and private mobile radio systems.
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Furthermore, cognitive radio automatically captures the best available spectrum for
the best quality communications. This implies operation at varying frequencies. In
that regard, the USA Federal Communications Commission (FCC) allows the
operation of unlicensed radio systems in the VHF/UHF television broadcast fre-
quency bands when the spectrum is not in use by other licensed services [1]. These
VHF/UHF bands are suitable for cognitive radio operation. Thus, for reliable
communications, it is important to model the forest communication channel
behavior at different frequencies.

Path loss modeling in forest was investigated using a dissipative dielectric slab
model for frequencies of 1–100 MHz [2]. The knife edge diffraction model, with
two knife-edges, was used to characterize the terrain effects of the forest [3].
Characteristic curves were derived from measurements along road sections in large
forests [4]. An empirical model was obtained from measurements in the rain forests
of India [5]. A model was introduced which treated the trees as a statistically
homogeneous random half-space medium of discrete, lossy scatterers at 11.2 GHz
[6]. Attenuation associated with lossy trees and buildings was modeled by the
uniform theory of diffraction for satellite mobile communications [7]. The effect of
wind and rain on continuous wave fading in a tropical forest was approximated by
Rician distribution function [8]. Propagation loss in a tropical forest was analyzed
by a proposed empirical model at 240 and 700 MHz [9] for near ground com-
munications. Comparison of propagation models in forest environments of Nigeria
revealed that the direct ray model augmented by a suitable vegetation loss model is
more accurate than the other investigated models [10]. A review was conducted on
propagation in rain [11]. The empirical foliage loss models didn’t always show
accurate results [10]. Alternatively, the empirical path loss models are more
attractive. Moreover, to the author’s knowledge, there is limited research work on
weather-induced effects related to the propagation of radiowaves in forest
environments.

Wave attenuation due to snowfall depends on its liquid water content. Dry snow
consists of ice and air which indicates that attenuation due to dry snowfall can be
ignored [12]. Wet snow, in contrast, contains ice, air, and liquid water. Thus
attenuation of wet snowfall is comparable to rain showers with big raindrops [13].
Based on this, rain attenuation will be considered in this paper, and the results also
apply to wet snowfall weather conditions.

This paper presents a new optimized empirical path loss model augmented by
rainfall losses, for estimating the attenuation of wireless signals in a forest at
varying frequencies in the VHF/UHF bands. The model is optimized using the least
squares method.
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2 Theoretical Analysis

The path loss PL is expressed by [14]:

PL= − Lt +Gt − L+Gr −Lr ð1Þ

where Lt and Lr are the transmitter and receiver feeder losses respectively, L is the
signal attenuation due to wave propagation, and Gt and Gr are the gains of the
transmitting and receiving antennas, respectively. Propagation loss (L) in a forest
environment can be written as:

L= L0 + LG +LV + LR ð2Þ

L0 is the free space propagation loss, LG is ground effects loss, LV is vegetation
effects loss, and LR is loss caused by weather conditions such as rainfall and
snowfall.

Combining Eqs. (1) and (2) yields the total path loss in a forest area,

PL= −Lt +Gt − L0 − LG −LV − LR +Gr − Lr ð3Þ

The forest propagation scenario is represented in this paper by five layers as
described in Fig. 1.

Ground
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Transmitting 
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wave

Direct
wave

Rainfall or 
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Fig. 1 Five-layer model for propagation in forest areas: ground, scrub, and small plants, tree
trunks, foliage, and free space
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3 Evaluation of Rain Attenuation

The specific rain attenuation γ in dB/km is [9]:

γ = aRb ð4Þ

where R is the rain rate in mm/hr, and the parameters a and b can be found from
[15]. In case the rain attenuation rate γ doesn’t vary with distance rr, rain loss is:

LR = γðrÞrr ð5Þ

For reliable radio communication systems, the rain rate value R0.01% is consid-
ered, which indicates a rain rate that will probably be exceeded for at most 0.01% of
the year, i.e.

Δt = 0.01%× 365 days ̸yearð Þ× 24 h ̸dayð Þ=0.876 h

Accordingly, the reliability of the communication system will be 99.99%. The
following model is based on the Rice-Holmberg model [16] where the value of
R0.01% is computed from the average annual rainfall RY by:

R0.01% =
1

0.03
lnð0.03RYβ

Δt
Þ

� �
=

1
0.03

lnð RY

105.5
Þ ð6Þ

β is the ratio of convectional rainfall to total rainfall accumulation. The value
β = 27.7% for Jordan is estimated from data given in [17].

Equation (6) is used in this paper to calculate R0.01% values for different areas in
Jordan from measured annual rainfalls, as shown in Table 1. R0.01% = 22.9 mm/h
is obtained which agrees with the ITU recommended value of 22 mm/h [18].

4 Model Optimization

The proposed model in this paper is an experimental propagation path loss LForest
model for forests [20]:

LForest =K +A log dð Þ+Bd ð7Þ

where K, A, and B are parameters to be determined based on the measured data, and
d is the distance in kilometers between the transmitter and receiver. The least
squares method will be used to find the optimum values of parameters K, A, and
B. Accordingly, it is necessary to minimize the sum of the squared errors
(SE) between the measured data Pmi and the prediction model data Pri at the
measured data points i for a total of N data samples:
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SE= ∑
N

i=1
Pmi −Prið Þ2 ð8Þ

Substituting Eq. (7) into (8) yields:

SE= ∑
N

i=1
Pmi − K +Alog dið Þ+Bdi½ �ð Þ2 ð9Þ

Table 1 Calculated R0.01% values using measured rainfall in different areas of Jordan [19]

Area Average annual rainfall (mm) R0.01% in mm/h

Amman 505.3 52.2
Marka 268.2 31.1
Madaba 324.4 37.4
Swaileh 475.6 50.2
Salt 514.4 52.8
Irbid 459 49.0
Samma 415.8 45.7
Ras Muneef 580.5 56.8
Zarqa 124.3 5.5
Dhulail 138.5 9.1
Ghabawi 84.8 0
Zizia 158.1 13.5
Mafraq 152.1 12.2
Safawi 71 0
Rwaished 79.7 0
Azraq 58.5 0
Baqura 389.3 43.5
Wadi El-Rayyan 296.4 34.4
Dair Alla 281 32.6
Ghor Safi 72.6 0
Tafileh 245.1 28.1
Shoubak 269.1 31.2
Wadi Mousa 176.2 17.1
El-Rabba 337.3 38.7
Ma’an 40.9 0
Qatraneh 96.8 0
El Jafer 32 0
Aqaba 26.9 0
Average R0.01% for Jordan: 22.9 mm
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To minimize errors, partial derivatives of SE should vanish:

∂ SEð Þ
∂K

=0,
∂ SEð Þ
∂A

=0,
∂ SEð Þ
∂B

=0 ð10Þ

This gives the following three equations:

NK + ∑
N

i=1
log dið Þ

� �
A+ ∑

N

i=1
di

� �
B= ∑

N

i=1
Pmi ð11Þ

∑
N

i=1
logðdiÞ

� �
K + ∑

N

i=1
logðdiÞf g2

� �
A+ ∑

N

i=1
dilogðdiÞ

� �
B= ∑

N

i=1
PmilogðdiÞ ð12Þ

∑
N

i=1
di

� �
K + ∑

N

i=1
dilogðdiÞ

� �
A+ ∑

N

i=1
dif g2

� �
B= ∑

N

i=1
Pmidi ð13Þ

Substituting the measured data [21] into Eqs. (11–13), and solving these equa-
tions by Gauss elimination technique or iteration methods produces the following
optimized parameter values: K = −97.79, A = 32.33 and B = 0.1832. Introducing
these values into Eq. (7), the proposed optimized empirical model for medium
forests with scrub and small plants covering the ground is expressed as:

LForest = − 97.79− 32.33log dð Þ+0.1832d ð14Þ

In order to take in the frequency dependence, the forest path loss is computed for
different frequencies using the lateral wave ITU-R model integrated with a suitable
propagation model [22]. Inserting a frequency dependence correction factor in
addition to the rain loss LR, (14) becomes:

LForest = − 97.79− 32.33 log dð Þ+0.1832d− 36 logðf ̸92.1Þ+ a Rbrr ð15Þ

5 Results

The optimized model equations presented in the previous section were used to
evaluate the path loss in the forest. The measured data [21] are in excellent
agreement with the optimized model predictions. The root mean square error
(RMSE) of the optimized model is only 4.5 dB with reference to the measured data.
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The path loss versus distance in a forest environment is shown in Fig. 2 for
different frequencies and for the cases of rainfall and no rainfall. The curves are
similar in the cases of rain and no rain at 1 GHz in the UHF band, even when a high
rain rate of 228.8 mm/h is used. In fact, this is the average rain rate in Nigeria [23].
At 2 GHz, the rain effect is noticeable, and at 3 GHz the rain effect is clear espe-
cially at long distances from the transmitter. The path loss increases with frequency,
rainfall rate, and distance from the transmitter as expected. Microsoft Excel com-
puter programs were utilized in this paper in order to numerically evaluate the new
model’s predicted results.

6 Conclusions

This paper presents a new five-layer model for propagation in forest with scrub and
small plants covering the soil under the trees. The model presented in this paper
considers forest environment including vegetation losses, rainfall, and snowfall
losses, in addition to the wave propagation losses. The model is optimized using the
least squares method and allows for varying frequencies. Rainfall and snowfall are
considered. The results computed by the new model agree well with the mea-
surements where the root mean square error (RMSE) is only 4.5 dB. The rainfall
effect is significant when the wave frequency is higher than 1 GHz. The rainfall rate
exceeded for 0.01% of the time R0.01% is found to be 22.9 mm/h for Jordan, which
agrees with the ITU recommended value of 22 mm/h.
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Leak Detection Methods—A Technical
Review

R. Ramadevi, J. Jaiganesh and N. R. Krishnamoorthy

Abstract For safe transmission of various fluids or gases leakage detection in
pipelines is very important. The leak of hazardous/dangerous fluids and gases can
cause loss of property and lives (e.g., the Bhopal gas tragedy). Hence review of
various available technologies should be necessary in order to identify a technology
which provides an easy, adaptable, flexible, inexpensive, and efficient approach for
real-time distributed data acquisition and monitoring. Based on review one can able
to know that which technology has a very low false alarm rate and cost effective one
etc. In this paper the performance and ability of the different systems is compared in
terms of their leak detection capability.

Keywords Leak detection ⋅ Review methods ⋅ Pipeline ⋅ False alarm

1 Introduction

Pipelines are commonly used to deliver petroleum products, natural gas, liquid
hydrocarbons, and water to consumers and industry for various applications. The
movement of chemical products from place to place (e.g., natural gas, crude oil, and
many other chemicals) is commonly carried out through a pipeline network. While
transporting these products hundreds of miles, the pipes pass through various regions
which include highly populated areas. It is essential to take measures and exercise
care in those regions when chemicals are being transported. There have been many
leakage accidents around the world, causing great losses of lives and properties.
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These types of accidents may occur in chemical industries, manufacturing industries,
ships, or in any regions where pipelines are used. The reasons could be welding
defects, corrosion, or erosion of external and internal walls in pipelines.

Pipeline degradation may also occurs because of stresses caused by changes in
pressure and the deformation of the pipeline caused by soil dislocations, leading to
the formation of micro-gaps and wear. When toxic chemicals are transported, the
properties of those chemicals as well as suitable environmental conditions must be
kept in mind in order to avoid any chemical reactions. So, it is necessary to study
the advantages and disadvantages of existing leak detection methodologies.

In this work, seven important parameters are considered when comparing the
performance of various methods. They are leak sensitivity, location estimate
capability, operational change, availability, false alarm rate, maintenance require-
ment, and cost and power consumption. Out of these, the major parameter in almost
all the methodologies faces problem is the false alarm rate.

A false alarm is highly undesirable for the following reasons.

• They generate additional work for the monitoring user.
• They reduce the confidence level of the user.
• A real leakage may be overlooked due to false alarms.

Close to 1,000 gas leakage incidents have occurred. Since LPG contains a
propane and butane mixture which is highly inflammable and must be prevented to
avoid any explosion. Concerned with environment protection and the costs of
cleaning up oil spillages, more and more oil and gas production and transport
companies are using pipeline leak detection systems on their main pipelines.

2 Leakage Detection Methodologies

Leakage detection methodologies are broadly categorized into three systems.

(a) Hardware-based system

These are systems that use hardware, special sensing devices for gas leak detection.
As there are various types of sensors and instruments available it can be further
subclassified as: acoustic [1], optical-based sensors, soil inspection [2], ultrasonic
flow meters, and vapor sampling [3, 4].

(b) Biological-based system

This type of system does not use any sensing devices, instead it uses experienced
personal to inspect the pipeline beds using either visual inspection or handheld
instruments for measuring gas flow, or dogs trained to smell the leak [1]. In this
system the pipeline is inspected for leak at regular interval of time among odor or
sound and on hyper spectral imaging with advanced satellite (by [5–7]).
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(c) Software-based system

This type of method use different kinds of computer software package. The soft-
ware implements different kinds of algorithms to monitor the condition of process
parameters, such as pressure, temperature, flow rate, or other pipeline parameters.
The software system depends on various techniques, namely pressure-based
system-acoustic/negative pressure wave, pressure point analysis, real-time transient
modeling by using a dynamic model-based system, statistical analysis and digital
signal processing, flow/pressure change detection and mass/volume balance [8, 9].
Figure 1 presents major methods of leak detection techniques.

2.1 Hardware-Based System

2.1.1 Acoustic Method

The gas which is getting released at the leak point produces an acoustic signal as it
flows through the pipe. This signal is used for leak detection and to record noise
present inside the pipeline. Continuous monitoring can be attained by placing
acoustic sensors outside the pipeline as shown in Fig. 2, which are placed at the
desired distance (in meters) apart [10]. The gap between two acoustic sensors plays

Fig. 1 Categorization of leak detection methods
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a major role in determining sensitivity of the method. If the sensors are separated by
a large distance, it will ultimately increase the risk of an undetected leakage,
whereas placing them too close to each other will increase the cost [11].

When leakage occurs a noise signal is generated since fluid is moving out of the
leak. The wave of this noise signal propagates the properties of fluid flowing
through the pipeline and then the acoustic detector detects the corresponding wave
and the leak [1, 12]. The problem with leak detection in longer pipelines is that it
requires a large number of sensors and consequently increases the cost and is
difficult to maintain, making it impractical also. Unwanted noise signals from the
surroundings can be added to the original signal leading to difficulty in minute
leakage detection.

2.1.2 Optical Methods

Optical methods are subdivided into two parts, namely active and passive [6, 13].
The active method uses a radiation source for scanning the area, whereas in passive
methods there is no need for a radiation source because it depends on the radiation
generated by the gas only. The active method illuminates the area above the
pipeline bed by using a radiation source. The techniques for active monitoring
technology include tunable diode laser absorption spectroscopy [14], laser-induced
fluorescence [15], and coherent anti-raman spectroscopy (CARS) [16].

Active methods

The amounts of radiation which are absorbed or reflected by natural gas molecules
is analyzed and if significant change or variation in absorbed and scattered light is

Fig. 2 Acoustic methods
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detected above a pipeline bed, then a leak exists. There are different active methods
for the optical detection of leaks, such as the LIDAR (light detection and ranging)
method, diode laser absorption, millimeter wave radar systems, and backscatter.

Millimeter wave radar systems

In this method, the radar signature of the gas pipeline is generated. A gas like
methane is lighter than air and the difference in density can produce a specific radar
signature so as to detect a leak, but the major disadvantage is that it is highly
expensive [17].

Backscatter imaging

This technique is also expensive, and for illuminating the scene a carbon dioxide
laser is used. An infrared camera is used to capture the scattering signature, and the
image revealed by the camera shows the location of leak on the pipe as shown in
Fig. 3 [18, 19].

Passive methods

In the presence of hydrocarbons, the optical properties of fiber optics are affected
thus providing another way of detecting gas leaks. Fiber optic sensing provides
details of gas concentration and leak locations. Generally, lasers and optical
detectors are used to record transmission characteristics.

Thermal imaging

To detect leaks, Weil [20] uses the difference in temperature of the leaked gas and the
surrounding environment. This method is appropriate from ground and aerial
vehicles, and is also successfully implemented on autonomous robots. Figure 4
shows the thermal image of a leaking pipeline. Thermal images are expensive. The
major drawback is if the escaping gas has a similar temperature to that of the
surrounding environment, then the leak cannot be detected.

Fig. 3 Optical fiber use in
backscatter imaging
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Multi-spectral or multi-wavelength imaging technique

This method can be used in absorption or emission mode. Emission mode can lead
to detection of leakages if the temperature of the gas escaping is much higher than
the surrounding air. In absorption mode, absorption of background radiation is
recorded at multiple wavelengths to generate a map of the gas concentration. The
advantage is that leak detection takes place even if there is no significant difference
between the escaping gas and the surrounding environment. It has a much lower
possibility of generating a false alarm giving it added value. A major disadvantage
of this method is that imaging sensors are highly expensive.

Gas filter correlation radiometry (GFCR)

Tolton [21], make use of a sample of the target gas as a spectral filter, where
incoming radiation splits into two different directions when it passes through the
narrow band pass filter. One of the cells is filled with the gas of interest (called
the correlation cell) and the other one is empty. A spectral filter comprised of the
correlation cell is used to remove the energy from the incoming beam at wave-
lengths corresponding to the absorption lines of the gas. Radiant fluxes from the
two paths are measured using IR detectors and on the basis of the result it is decided
if a gas leak is present. This method can detect leaks from an altitude of 300 m.

2.1.3 Soil Monitoring

Soil monitoring involves injecting the gas in the pipeline with an amount of tracer
compound [22]. The tracer can be chemical or a non-hazardous or highly volatile
gas, which will leave the pipe in exactly the same place as the leak (if a leak
occurs). To monitor the surface above the pipeline, instrumentation is used to detect
a leak by moving devices along it [23] or through probes installed in the soil close
to the pipeline. Samples are collected and analyzed using a gas chromatograph [24].
Advantages of this method are a reduced false alarm rate and high sensitivity.

Fig. 4 Detection of a leak by
thermal imaging. https://
www.propublica.org/article/
pipelines
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A disadvantage is the high cost factor because a trace of the chemicals should be
added continuously to the pipe during the detection process.

2.1.4 Ultrasonic Flow Meters

These systems were designed by Controlotron [25, 26] and later taken up by
Siemens Industry Automation division [27]. In this system it is considered that the
pipeline consists of a series of segments. Every segment is surrounded by two site
stations which consist of a clamp-on flow meter, a temperature transducer, and a
processing unit as shown in Fig. 5. All site stations measure or compute various
parameters like volumetric flow rates, gas and ambient air temperature, sonic
propagation velocity, and site diagnostic conditions. A master station collects the
entire information obtained on or from various site stations. The computation
process of the volume balance is done by the master station comparing the values
obtained through site stations. The variation in the gas volume at the inlet and outlet
of each pipeline segment provides necessary leak information. A small span of
integration periods are used to show large leaks very quickly, while a long span of
integration periods is needed to detect smaller leaks [28, 29].

This method provides accurate results but the major disadvantage is retrofitting
to buried pipelines would be difficult.

2.2 Biological-Based System

In this process of detection, trained dogs are used because of their high sensitivity
towards smell. The sensitivity based on various target/defect compounds, is in the
range of 10 parts-per-billion (ppb) to 500 parts-per-trillion (ppt), in laboratory
conditions [30]. A soap bubble screening method is also used for precisely locating
smaller leaks [31, 6]. In this method, the operator sprays soap solution on different
components of the pipeline, parts of the pipeline, or suspicious surfaces of the pipe.
Usually it is preferable to apply this solution at the valves and piping joints because
these areas are the places most prone to gas leaks. This method is rapid and the cost
is low. Therefore it is helpful for routine inspection procedures. This method has the

Fig. 5 Ultrasonic flow meter method. https://en.wikipedia.org/wiki/Leak_detection.4.1

Leak Detection Methods—A Technical Review 131

https://en.wikipedia.org/wiki/Leak_detection.4.1


advantage that it requires no special equipment and results in the immediate
localization of the leak upon detection, an advantage over the other techniques. The
main disadvantage is the frequency of inspections determines the detection time,
which is usually very small. The accuracy of detecting a leak greatly depends on the
observation, experience, and scrupulousness of the employed personnel.

2.3 Software-Based System

A method based on software depends on information gained about flow, pressure,
and temperature at certain regions of the pipeline. The performance efficiency and
ability of a software-based leak detection system is determined by analyzing a series
of factors of the existing methodologies. The necessary things to be kept in mind to
evaluate the performance of leak detection systems are [32]: ability of the esti-
mation of leak position, the speed of detection and the accuracy in determining leak
size. The summarization of the very important parameters provided by each
detection technique includes these criteria. Various abbreviations are used in the
table below: yes (Y), no (N) for detection, slow (S), medium (M), fast (F) for
detecting speed, and low (L) and high (H) for cost of the technique. A dash shows
the inapplicability of the particular feature.

Table 1 provides a comparison of various leak detection techniques on the basis
of power, size, location, response, and false alarms.

Table 2 shows information about assorted parameters, namely cost, monitoring
speed, and easy usage, etc.

2.3.1 Mass/Volume Balance

The basic principle of this method is mass conservation between input and output.
A change in the input and output gas mass or volume can be used for the deter-
mination of the leak [33, 7]. The amount of gas leaving a section/portion of pipeline
is being removed from the amount of gas entering this section/portion and if the
difference in the volume is above a certain predetermined limit, a leak alarm will be
generated by the medium. The mass/volume can easily be computed using the
readings collected by monitoring of some of the frequently used process parame-
ters: flow, pressure, and temperature, along with various other parameters.

Leak in the pipe and its detection depend on calculating the change of inlet flow
and outlet flow measurements in the pipeline. The meter accuracy and its tolerance
is responsible for the sensitivity of the mass/balance method. The efficiency of this
method mostly relies on the leak size, rapidity of measuring the balance, along with
calculation by the system and the accuracy of the measuring instruments/devices
being used. The installation of the system is easier when compared to other existing
methods because it depends on instrumentation which is readily available. The
operator can easily understand, learn and use it in an improved way, hence reducing
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errors. A further advantage of this system is its comparatively low cost. The usage
of balancing techniques is restricted to leakage detection during varying flow or
shut in and slack line conditions. It takes a longer time to detect small leakages. For
example, a 1% leak needs approximately 40–60 min to detect [34]. This method is
not favorable when it comes to locating the leak and another drawback is that unless
thresholds are adapted, it generates frequent false alarms during transient states.

2.3.2 Pressure Change

In this process, pressure sensors have an important role and are mostly installed at
the extremes of pipelines. Initially, a predefined limit is set when the steady state
occurs and if the pressure falls below this limit (as shown in Fig. 6) then a leak
exists. The usage of low pass filter is an advanced and improved technique for use
with long pipelines, and is done with respect to the occurrence of pressure
disturbances.

Table 1 Comparison of various leak detection techniques

Method False
alarm

Leak size Location Smallest leak Response
time

Acoustic
emission

1 false
alarm/
year

Nominal flow
medium

+30 m 10% of
pipeline
diameter,
1-3%

15 s to
1 min

Fiber optic
sensing

No Large, medium
and small leaks

1 m 50 ml/min 30 s to
5 min

vapor
sensing

No Large, medium
and small leaks

0.5% of monitored
area

100 l/hr 2–24 h

Ultrasonic
flow
meters

No Nominal flow
small

100 m range for
100 km pipeline

0.15% Near real
time

Volume
balance

Many Indicated by
difference in
flow

– Greater than
5% of flow

Bigger
leak-faster
response

Reflected
wave

Many Related to size
of propagated
wave

Difficult to locate if
near measuring
section

10% Fast

Pressure
analysis

Many Very small Depends on
position of
transducers

50 ml/min Delayed
response

GLR Very
Less

Indicated by
mass flow
variation

Almost entire
length

10% Fast
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2.3.3 Change in Flow

In this method the operator uses a predefined figure like a reference figure, which is
used as a model for possibilities in the change of flow. The leak detection here is
assumed to take place when in a specific time period the rate of change of the flow
observed is higher than a predefined figure.

2.3.4 Negative Pressure Wave

It is known that the spot where pressure drops or where there is a sudden variation
in pressure leads to increase in the leakage probability, which generates the wave of
pressure upstream and downstream. This generated wave is known as a negative
pressure wave and the readings are collected by using pressure sensors which are
placed at extremes of the pipe [35].

For determination of the leakage, the leakage algorithm collects the reading
(information) from the pressure transducer placed on the pipeline. Different
methods, including a support vector machine [36], are used for the same purpose.
The time difference between the moments at which the two pressure transducers
ends, senses the negative pressure wave and is used to identify the leak location. If
the leak is near to one end of the pipe, then the corresponding transducer will be the
first to receive the pulse and the amount of time required to receive the pulse at the
other end is used to detect the leak location with a good degree of precision.
Negative pressure wave-based leak detection systems, such as ATMOS Wave [37,
38], can estimate the size of the leak.

Fig. 6 Showing the variation in pressure
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Another approach of detecting leaks by means of pressure waves is by manually
or intentionally generating the transient pressure waves. This is done by closing and
opening valves at intervals of time [39, 40]. The presence of a leak will partially
reflect these pressure waves and allow for the detection and location of the leak.
A disadvantage of using pressure waves is that it become impractical to detect leaks
in long-distance pipeline.

2.3.5 Pressure Point Analysis

Pressure point analysis is a fast leak detection software technique based on the
principle that in the presence of a leak, the pressure drops or changes will occur
inside the pipeline [41]. This technique is made efficient by continuous measure-
ments of the pressure at various locations on the pipeline. The presence of a leak
can be detected by statistical analysis of the measured values and by comparing the
measured mean value of pressure with the threshold set point value. If the mea-
surement is below the threshold value, then leakage is detected, otherwise there is
no leakage. The patent [41] of this leakage detection technique is with EFA
Technologies Inc. which offers PPATM as part of their LEAKNETTM leak detection
system along with MassPackTM, PPATM which has been proven to work in different
environment condition (high and low temperature, pressure) [42] and leak rates
below 0.1% of flow but it is not a dependable technique during transient flow.

2.3.6 Statistical Analysis

An easier method of detecting gas leakages, without the need to design a mathe-
matical model is by using a statistical analysis technique. The corresponding analysis
is done on various measuring parameters like flow and pressure at different locations
along the entire pipeline bed. The system will generate a leak alarm only if it detects a
pattern consisting of a relative change in flow and pressure parameters [43].

The thresholds for leakage are set after a tuning period of the system during
which the parameter is placed under different operating conditions in the absence of
a leak. To reduce the false alarm rate, the tuning process is done for a long period of
time [44]. During the tuning period, the initial data will be affected in the presence
of a leak and the system behavior will be considered as normal due to which the
leak would not be detected unless and until it grows large enough in size to go
beyond the threshold limits given during the tuning process.

A leakage of 0.5% was detected [44] but even smaller leaks can be detected.
Instruments being used should have a high resolution and be accurate and precise.
Statistical analysis can also be used for determining the leak location and position.
The main advantage of this technique is its flexibility of use, being adaptive and
robust to different pipeline configurations. The main disadvantages of using this
method are the difficulty in estimating leak volume and considerably high costs.
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2.3.7 Digital Signal Processing (DSP)

In this method, leaks can be detected by measuring flow rate, pressure, and tem-
perature parameters obtained by using digital signal processing [45]. The response
of a known flow change is measured during the setup phase. Measurement of
parameters is used together with DSP to identify changes in the system response.
DSP allows the leak response to be recognized from noisy data. In the beginning,
this technique was provided only for liquid pipelines [46] but later it was even
considered for gas pipelines. There is no requirement for a mathematical model for
the pipeline; its main motive is to extract leak information from noisy data. Similar
to a statistical approach, if during the set-up phase a leak is already present in
system, it would never be detected until its size grows. Disadvantages are its high
expense, implementation difficulty.

3 Conclusions

A review of the various leak detection techniques has been presented in this paper.
Comparison of different leak detection techniques based on various features such as
cost, false alarm rate, approximate leak location capability etc., has been provided.
Of all the techniques, the optical fiber method is the most effective in all aspects
except for cost and maintenance factors. Acoustic methods provided reasonable
detection sensitivity but under low surrounding noise it became incapable. Hence,
an ultrasonic flow meter is used for surrounding noise. Biological methods like the
surveying of pipelines depend greatly on the experience and meticulousness of the
employed personnel. So, it cannot be used frequently, and as a result software
methods were introduced. Software methods helped to continuously monitor
real-time leak detection, providing better accuracy on the position of leaks and the
size of leaks.

References

1. Hough JE (1988) Leak testing of pipelines uses pressure and acoustic velocity. Oil Gas J
(United States) 86:47: n. pag. Print

2. Tracer Research Corporation (2003) Patent product described in the website of Tracer
Research Corporation. www.tracerresearch.com

3. Bose JR, Olson MK (1993) TAPS’s leak detection seeks greater precision. Oil Gas J, April
Issue, pp 43–47

4. Turner NC (1991) Hardware and software techniques for pipeline integrity and leak detection
monitoring. In: Proceedings of offshore Europe, vol 91. Aberdeen, Scotland

5. Carlson BN (1993) Selection and use of pipeline leak detection methods for liability
management into Journal of Applied Engineering (JOAE), 2(2), February-2014 (Volume-II,
Issue-II) 32 the 21st century. In: Pipeline infrastructure II, Proceedings of the international
conference of the American Society of Chemical Engineers, ASCE

Leak Detection Methods—A Technical Review 137



6. Murvay P-S, Silea I (2012) A survey on gas leak detection and localization techniques. J Loss
Prev Process Ind

7. Scott SL, Barrufet MA (2003) Worldwide assessment leak detection capabilities for single
and multiphase pipelines, project report prepared for The Minerals Management Service.
Offshore Technology Research Centre, Texas

8. Griebenow G, Mears M (1988) Leak detection implementation: modelling and tuning
methods. Am Soc Mech Eng Pet Div 19:9–18

9. Liou JCP, Tian J (1994) Leak detection: a transient flow simulation approach. Am Soc Mech
Eng Pet Div 60:51–58

10. Brodetsky I, Savic M (1993) Leak monitoring system for gas pipelines. In: IEEE international
conference on acoustics, speech, and signal processing, ICASSP-93, vol 3. IEEE, pp 17–20

11. Loth J, Morris G, Palmer G (2003) Technology assessment of on-line acoustic monitoring for
leaks/infringements in underground natural gas transmission lines. Technical Report, West
Virginia University, USA

12. Klein WR (1993) Acoustic leak detection. Am Soc Mech Eng Pet Div (Publication) PD,
vol 55, pp 57–61

13. Reichardt TA, Einfeld W, Kulp TJ (1999) Review of remote detection for natural gas
transmission pipeline leaks. Report prepared for NETL, Sandia National Laboratories,
Albuquerque, NM

14. Hanson RK, Varghese PL, Schoenung SN, Falcone FK (1980) Absorption spectroscopy of
combustion gases using a tunable IR diode laser. In: Laser probes for combustion chemistry,
ACS symposium series, vol 134, pp 413–426

15. Crosley DR, Smith GP (1983) Laser induced fluorescence spectroscopy for combustion
diagnostics. Opt Eng 22:545–553

16. Eckbreth AC, Boncyzk PA, Verdieck JF (1979) Combustion diagnostics by laser, Raman and
fluorescence techniques. Prog Energy Combust Sci 5:253–322

17. Gopalsami N, Raptis AC (2001) Millimeter-wave radar sensing of airborne chemicals. IEEE
Trans Microw Theory Tech 49:646–653

18. Kulp TJ, Kennedy R, Delong M, Garvis D (1993) The development and testing of a
backscatter absorption gas imaging system capable of imaging at a range of 300 m. Appl
Laser Radar Technol; In: Proceedings of society of photo-optical instumentation engineering,
vol 1936, pp 204–212

19. Kasai N, Tsuchiya C, Fukuda T, Sekine K, Sano T, Takehana T (2011) Propane gas leak
detection by infrared absorption using carbon infrared emitter and infrared camera. NDT E Int
44(1):57–60

20. Weil G (1993) Non contract, remote sensing of buried water pipeline leaks using infrared
thermography. ASCE, New York, NY, USA, pp 404–407

21. Tolton T, Boyd A (2004) Concept for a gas-filter correlation radiometer to remotely sense the
atmospheric carbon dioxide column from space. J Atmos Ocean Technol 21:837. https://doi.
org/10.1175/1520-0426(2004)021%3c0837%3AACFAGC%3e2.0.CO%3B2

22. Lowry W, Dunn S, Walsh R, Merewether D, Rao D (2000) Method and system to locate leaks
in subsurface containment structures using tracer gases, US Patent 6,035,701

23. Praxair Technology Inc (2007) Seeper trace leak detection for in-situ gas storage,
sequestration and EOR sites

24. Thompson G, Golding R (1993) Pipeline leak detection using volatile tracers. Leak Detect
Underg Storage Tanks 1161:131–138

25. Controlotron Corporation (2005) Controlotron non-intrusive ultrasonic flowmeters. Brochure
26. Controlotron Corporation (2006) Controlotron system 1010 family of non-intrusive ultrasonic

flowmeters. Brochure
27. Siemens Industry Inc Clamp-on leak detection solution for enhanced pipeline management.

Brochure, Aug 2011
28. Bloom D (2004) Non-intrusive system detects leaks using mass measurement. Pipeline Gas J

231(7):20–21

138 R. Ramadevi et al.

http://dx.doi.org/10.1175/1520-0426(2004)021%3c0837%3AACFAGC%3e2.0.CO%3B2
http://dx.doi.org/10.1175/1520-0426(2004)021%3c0837%3AACFAGC%3e2.0.CO%3B2


29. Siemens Industry Inc SITRANS F: Ultrasonic flowmeters FUS-LDS leak detection system
operating instructions, Sept 2011

30. Johnston J (1999) Canine detection capabilities: operational implications of recent R & D
findings. Institute for Biological Detection Systems, Auburn University

31. Liu AE (2008) Overview: pipeline accounting and leak detection by mass balance, theory and
hardware implementation

32. Stafford M, Williams N (1996) Pipeline leak detection study. Technical Report, Bechtel
Limited

33. Parry B, Mactaggart R, Toerper C (1992) Compensated volume balance leak detection on a
batched LPG pipeline. In: Proceedings of the international conference on offshore mechanics
and arctic engineering. American Society of Mechanical Engineers, pp 501–501

34. Doorhy J (2011) Real-time pipeline leak detection and location using volume balancing.
Pipeline Gas J 238(2):65–66

35. Silva R, Buiatti C, Cruz S, Pereira J (1996) Pressure wave behaviour and leak detection in
pipelines. Comput Chem Eng 20:S491–S496

36. Chen H, Ye H, Chen L, Su H (2004) Application of support vector machine learning to leak
detection and location in pipelines. In: Proceedings of the 21st IEEE instrumentation and
measurement technology conference, 2004. IMTC 04, vol 3. IEEE, pp 2273–2277

37. de Joode AS, Hoffman A (2011) Pipeline leak detection and theft detection using rarefaction
waves. In: 6th pipeline technology conference

38. Twomey M (2011) A complimentary combination. World Pipelines, pp 85–88
39. Elaoud S, Hadj-Taleb L, Hadj-Taleb E (2010) Leak detection of hydrogen-natural gas

mixtures in pipes using the characteristics method of specified time intervals. J Loss Prev
Process Ind 23(5):637–645

40. Mpesha W, Gassman S, Chaudhry M (2001) Leak detection in pipes by frequency response
method. J Hydraul Eng 127:134–147

41. Farmer E, et al (1989) A new approach to pipe line leak detection. Pipe Line Ind (USA) 70(6):
23–27

42. Scott S, Barrufet M (2003) Worldwide assessment of industry leak detection capabilities for
single & multiphase pipelines. Technical Report, Department of Petroleum Engineering,
Texas A&M University

43. Zhang X (1993) Statistical leak detection in gas and liquid pipelines. Pipes Pipelines Int 38(4):
26–29

44. Zhang J, Di Mauro E (1998) Implementing a reliable leak detection system on a crude oil
pipeline. In: Advances in pipeline technology, Dubai, UAE

45. USDT (2007) Leak detection technology study for pipes act. Technical Report, U.S.
Department of Transportation

46. Golby J, Woodward T (1999) Find that leak [digital signal processing approach]. IEE Rev
45(5):219–221

47. Mandal PC (2014) Gas leak detection in pipelines & repairing system of titas gas. J Appl Eng
(JOAE), 2(2), pp 23–34

48. Sivathanu Y, Narayanan V (2003) Natural gas leak detection in pipelines, Technology Status
Report

Leak Detection Methods—A Technical Review 139



Text Message Classification Using
Supervised Machine Learning
Algorithms
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Abstract In recent years, as the popularity of mobile phone devices has increased,
the short message service (SMS) has grown into a multi-billion dollar industry. At
the same time, a reduction in the cost of messaging services has resulted in the
growth of unsolicited messages, known as spam, one of the major problems that not
only causes financial damage to organizations but is also very annoying for those
who receive them. Findings: Thus, the increasing volume of such unsolicited
messages has generated the need to classify and block them. Although humans have
the cognitive ability to readily identify a message as spam, doing so remains an
uphill task for computers. Objectives: This is where machine learning comes in
handy by offering a data-driven and statistical method for designing algorithms that
can help computer systems identify an SMS as a desirable message (HAM) or as
junk (SPAM). But the lack of real databases for SMS spam, limited features and the
informal language of the body of the text are probable factors that may have caused
existing SMS filtering algorithms to underperform when classifying text messages.
Methods/Statistical Analysis: In this paper, a corpus of real SMS texts made
available by the University of California, Irvine (UCI) Machine Learning Reposi-
tory has been leveraged and a weighting method based on the ability of individual
words (present in the corpus) to point towards different target classes (HAM or
SPAM) has been applied to classify new SMSs as SPAM and HAM. Additionally,
different supervised machine learning algorithms such as support vector machine,
k-nearest neighbours, and random forest have been compared on the basis of their
performance in the classification of SMSs. Applications/Improvements: The
results of this comparison are shown at the end of the paper along with the desktop
application for the same which helps in classification of SPAM and HAM. This is
also developed and executed in python.
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1 Introduction

The mobile phone market has experienced substantial growth in recent years and
people are becoming increasingly reliant on cell phones. As a result, the short
message service (SMS), or text messaging, has become one of the most widely used
communication channels [1]. Today, this service is almost free, or is offered at
negligible prices [2]. It is the most widely used data application with an estimated
4.77 billion active users in 2017; an increase of about 3.4% over last year’s esti-
mate. However, with the exponential rise in the popularity of this medium of
communication, it is now being increasingly misused to distribute spam messages.
According to Korea Information Security (KISA), SMS has become a very popular
means of circulating spam. According to one study, cell phone users in the United
States received over a billion spam messages, whereas those in China received 8.27
spam SMS per week [3].

Spam, received through any communication channel, whether through e-mail or
as a text message, is undesirable and a nuisance. Robust mechanisms exist that are
able to tackle spam received through e-mail. Hence, development of methods that
are able to classify incoming text messages as spam or ham, and possibly inform
receivers of the arrival of spam, is very much needed. Text classification is the
process of identifying the most suitable target class to which the message belongs
based on the body of the message [4]. Construction of effective classification
algorithms is one of the most strenuous yet rewarding tasks in the realm of machine
learning [5].

In this paper, the goal is to apply different machine learning algorithms in an
attempt to solve the SMS spam classification problem, compare their performance
to gain insight and further explore the problem, and design an application based on
one of these algorithms that can filter SMS spam with a high degree of accuracy.
This paper used a dataset of 5,574 text messages available at the UCI Machine
Learning repository [6, 7]. The corpus consists of actual text messages exchanged
between people. It contains a collection of 425 SMS spam messages, a subset of
3,375 SMS randomly chosen non-spam (ham) messages of the NUS SMS Corpus
(NSC), a list of 450 SMS non-spam messages collected from Caroline Tag’s PhD
Thesis, and the SMS Spam Corpus v.0.1 Big (1,002 SMS non-spam and 322 spam
messages, all publicly available). The dataset is a large text file in which each line
starts with the label of the message, followed by the text message string. Actually,
this corpus serves as the central dataset that the server of our application uses to
formulate its classification model [8]. In addition to this central dataset, each client
maintains its own personalized dataset, which is populated as the client flags a
received text message as incorrectly classified. Declaration of a message as
incorrectly classified by a client causes the message and the correct label to be
added to the client’s personal dataset. Once the server and client classification
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models are developed, they can individually calculate the probability that a text
message is spam. A linear combination of these probabilities is finally used to
display an incoming text message as spam or ham at the client. Classification
techniques such as naïve Bayes, SVM, and other methods are compared on the
basis of their performance on the central corpus and the most suitable algorithm is
chosen to develop the classification models [9].

This paper is organized as follows. In Sect. 2, it describes previous work that
attempts to classify text messages as spam or ham. In Sect. 3, proposed and tested
application work is described. In Sect. 4, the performances of various algorithms is
compared. Finally, Sect. 5 describes the conclusion and future potential of this
work.

2 Background Study

There have been numerous studies on active learning for text classification using
machine learning techniques. The popular techniques for text classifications are
naïve Bayes classifier, support vector machine, k-nearest neighbor, neural networks
and decision trees. In spite of the fact that so much been proposed so far, the
existing text classification methods are far from being infallible and there is a lot of
room for improvement.

While [2, 7, 10] have attempted to propose sound solutions to the problem of
identifying spam messages by employing various machine learning algorithms and
various feature representations (such as bag of words (BoWs), BoWs augmented by
statistical features, such as the proportion of upper case letters or punctuation in the
text, orthogonal sparse word bigrams, character bigrams and trigrams) [11].
Another study [12] proposed a system of SMS classification using naïve Bayes
classifier and an a priori algorithm using the same dataset available at the UCI
repository.

A further study [10] proposed a term frequency-inverse document frequency
(TF-IDF) approach to convert text into numerical features. In this method, terms
with a high frequency of occurrence in a given document but lower frequency of
occurrence across all documents present in the corpus are considered to have a very
good ability to differentiate between target classes (spam and ham in this case).
Though this approach places more emphasis on the ability to differentiate between
classes, it ignores the fact that the term that frequently appears in the documents
belonging to the same class, can be more representative of the characteristic of that
class. The weight is associated with each word by applying the TF-IDF technique
and the word which has a high frequency in those documents [13].
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3 Methodology

This section describe the steps performed to create the proposed application.

a. Preparing the dataset: separating labels and text messages

Each line of the dataset used starts with the label of the message (spam or ham)
followed by the actual text. Hence, the first step is to create two new files, one for
the label and the other for the actual text of the corresponding message.

In summary:

• Two new files are created using the original dataset; one contains the text string
and the other contains the corresponding label (0 for HAM and 1 for SPAM)

• Each message is processed to remove punctuation and any extra white spaces.
Each word in a message is converted to lowercase.

b. Splitting the dataset into training and test sets

The example messages are split into training (90%) and testing (10%) sets. This
is done by loading the strings of the text messages and the corresponding labels
from the two files into an array-like structure, and then randomly selecting strings
and corresponding labels to form the training and test sets.

c. Removal of high frequency tokens

Stop words of a language are those that have a high frequency of occurrence in a
given text of that particular language. Hence, before creating TF-IDF vectors, English
stop words are removed because, due to the high frequency of occurrence of these
words, they will not contribute much to the differentiating ability of the classification
model. For the same reason, token appearing ismore than50%of the examplemessages.

d. Feature extraction using TF-IDF

The example text messages are strings of variable length. In order to feed this
data into a classification model, each string needs to be converted into a fixed-size
numerical feature vector. This is accomplished through a popular method called
term frequency-inverse document frequency (TFIDF). TF-IDF uses a BoW model;
it generates a list of all unique words, or tokens, appearing across all text strings
present in the dataset. Each text string is then converted into a numerical feature
vector, where each feature corresponds to the frequency of occurrence of a token
present in the BoW. The frequency is calculated as shown below:

TF− IDFi, j = TFi, j* log N ̸DFið Þ

where,

TF-IDFi,j Term frequency-inverse document frequency of word ‘i’ in document
‘j’.

TFi,j Total occurrences of word ‘i’ in document ‘j’.
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DFi Total number of documents containing word ‘i’.
N Total number of documents.

It is interesting to note that IDF is a normalizing term; tokens that appear in a large
number of documents have a low TF-IDF value, which represents their ineffec-
tiveness in differentiating between target classes. Hence, the steps followed here as:

(1) Using the text messages in the training set, the TF-IDF model is set up. This is
done to ensure that feature vectors in both the training and test sets have the
same attributes.

(2) The BoW for this model consists of all unique tokens appearing in the example
messages in the training set. These tokens will serve as attributes for feature
vectors of both the training and test sets.

(3) We configure the model to neglect all tokens that are English stop words or that
appear in more than 50% of the documents.

(4) Finally, numerical feature vectors are obtained according to the TF-IDF model.
(5) These feature vectors are very lengthy and a number of features in each vector

have a value of 0. Hence, we use univariate feature selection to retain only the
top 10% of the best features. This greatly reduces the size of the vectors,
making the ensuing computation easier.

(6) Along with the corresponding numerical labels (0 for HAM and 1 for SPAM),
these vectors are used to train and subsequently test the classification models.

e. The server

(1) First, the classification model (naive Bayes/support vector machine/k nearest
neighbors/random forest) is trained using the prepared training dataset, and
tested using the test dataset. The test dataset accuracy, and the time taken for
training and testing is calculated.

(2) Repeat steps 3–4 until the server is closed.
(3) If there is a connection request from a new client:

(a) Accept the request
(b) Broadcast to all existing participants that a new participant has joined

(4) If a message is received from a client.

(a) If the client requests correction of the label of a text message:

i. Increment the number of such requests received.
ii. If the number of such requests exceeds the specified threshold, then:

• Process the message by removing punctuation and extra white spaces.
• Add the processed message and the corresponding label (0 for HAM,

and 1 for SPAM).

(b) else:

i. Using the trained model, calculate the probability probServer of the mes-
sage being spam.

Text Message Classification … 145



ii. Broadcast the message to all the participants along with the probability
calculated above.

f. The client

(1) Request to connect to the server.
(2) If the connection is not successful, exit.
(3) Repeat steps 4–5 until client is closed.
(4) Using the client’s own personal dataset, train a classification model. The model

is created only if the client’s dataset contains examples of both ham and spam,
and at least a specified total number of examples, using the same feature
extraction procedure described above. The feature selection procedure is
skipped as the size of the client’s personal dataset is relatively small and losing
features might lead to a loss of substantial information.

(5) If a message is received from the server:

(a) Calculate the probability probClient of the message being spam using the
client’s personal classification model. The final probability of the message
being spam is calculated as

P= 0.6*ðprobClientÞ+0.4*ðprobServerÞ

The message is spam if P ≥ 0.5.

(b) Output the message along with the label.
(c) If the user says the message is incorrectly classified:

i. Send the message and the correct label back to the server.
ii. Add the message and the correct label to the client’s own dataset. To

prevent overcrowding by a single message, the message is added only if it
occupies less than a specified fraction of the total length of the dataset.

iii. Correct the display label of the message.

(6) If the user enters a text to be sent, send the message to the server.

4 Results and Discussion

This whole process of executing the experimental dataset used Intel CoreTM i7 and
a machine with 4 GB ram. The whole system is implemented using Python lan-
guage and the UCI data repository is used for training the system. But for training,
the whole test suite is not used. Only a certain percentage of test suites is used, with
the rest used for prediction. In this case, 90% was used for training with the other
10% used for testing. This prevents the decision surface from over-fitting into the
training dataset.
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The proposed application was tested using several algorithms, such as naïve
Bayes, support vector machine, random forest, and k-nearest neighbor. For each of
these techniques, the training set size was varied from 500 to 5,000, against which
corresponding accuracies were plotted as shown in Fig. 1.

K-nearest neighbor produced the worst accuracies of all and random forest,
support vector machine, and naïve Bayes performed the best, with each one per-
forming better than the former, with an accuracy of close to 98%.

From the plot it can also be seen that support vector machine works as well as
naïve Bayes at some points—or even better. So the question may arise as to why it
isn’t possible to use support vector machine? This can be explained by analyzing
the plot plotted between the training times required by these techniques for the
varied data set sizes as shown in Fig. 2. It can be observed that naïve Bayes is
considerably faster at training the model than support vector machine, and for
greater sizes of dataset this becomes an important consideration. Hence, this paper
selected the naïve Bayes technique as it is fast and gives an acceptable accuracy of
97.6%.

Fig. 1 Learning curve for various algorithms applied to the dataset
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The best machine learning technique for SMS classification in this study is the
naïve Bayes method. Here the question may arise as to how we may be sure that the
dataset used by anyone is optimal and that adding more data will not result in
increased accuracy of any of the techniques? This can be explained by looking at
the following plots in Fig. 3 between test error and training error against the data set
size. It can be seen that training set error and test set error are close to each other.
Therefore, there is no problem with high variance, and gathering more data may not
result in much of an improvement in the performance of the learning algorithm,
which proves that our dataset is optimal.

Fig. 2 Training time of different algorithms applied to the dataset used
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5 Conclusion

In this paper, the applicability of some of the most popular machine learning
algorithms to the problem of SMS spam classification is reviewed and tested. The
comparison of the performance of these algorithms on the dataset present in the
UCI Machine Learning Repository is presented. The experimental observations
shows very promising results with the long-used machine learning algorithm for
text classification, naïve Bayes, proving to be the best of the lot for SMS spam
classification in terms of both accuracy and training time. The desktop application
for the same has been developed successfully.

References

1. Gandhi K, Pandit Rao R, Lahane VB (2015) A survey on OSN message filtering. Int J
Comput Appl 113(17):19–22

2. Soundararajan K, Eranna U, Mehta S (2012) A neural technique for classification of
intercepted e-mail communications with multilayer perceptron using BPA with LMS learning.
Int J Adv Electr Electron Eng 1(13):141–150

Fig. 3 Training and test error for Bernoulli NB

Text Message Classification … 149



3. Wang Q, Han X, Wang X (2009) Studying of classifying junk messages based on the data
mining. In: Management and service science, Wuhan, China, pp 1–4

4. Hidalgo JMG, Almeida TA, Yamakami A On the validity of a new SMS spam collection. In:
Proceedings of the 11th IEEE international conference on machine learning and applications
(ICMLA’12), vol 2, Boca Raton, FL, USA, December 2012, pp 240–245

5. Suresh M, Jain K (2017) Subpixel level mapping of remotely sensed imagery to extract
fractional abundances using colorimetry. E J Remote Sens Spat Sci. https://doi.org/10.1016/j.
ejrs.2017.02.004

6. Aha D (1987) UCI machine learning repository: SMS spam collection data set. http://archive.
ics.uci.edu/ml/datasets/SMS+Spam+Collection. Accessed on 21 Dec 2016

7. Almeida TA, Hidalgo JMG (2011) SMS spam collection (v. 1) (Online). http://www.dt.fee.
unicamp.br/∼tiago/smsspamcollection/. Accessed on 11 Nov 2016

8. Suresh M, Jain K (2015) Semantic driven automated image processing using the concept of
colorimetry. In: Second international symposium on computer vision and the internet
(VisionNet’15); Procedia Computer Science (Elsevier) 58:453–460. https://doi.org/10.1016/j.
procs.2015.08.062

9. Suresh M, Jain K (2016) Colorimetry-based edge preservation approach for color image
enhancement. J Appl Remote Sens (SPIE) 10(3):035011. https://doi.org/10.1117/1.jrs.10.
035011

10. Al-Talib GA, Hassan HS (2013) A study on analysis of SMS classification using TF-IDF
weighting. Int J Comput Netw Commun Secur 1(5):189–194

11. Caragea C, McNeese N, Jaiswal A et al Classifying text messages for the Haiti
earthquake. In: Proceedings of the 8th international information systems for crisis response
and management conference (ISCRAM’12), Lisbon, Portugal, May 2011

12. Ahmed, Guan D, Chung T (2014) SMS classification based on naïve Bayes classifier and
Apriori algorithm frequent item set. Int J Mach Learn Comput 4(2):183–187

13. Almeida TA, Hidalgo JMG, Yamakami A Contributions to the study of SMS spam filtering:
new collection and results. In: Proceedings of the 2011 ACM symposium on document
engineering (DOCENG’11), Mountain View, CA, USA, pp 259–262, Sept 2011

150 S. Merugu et al.

http://dx.doi.org/10.1016/j.ejrs.2017.02.004
http://dx.doi.org/10.1016/j.ejrs.2017.02.004
http://archive.ics.uci.edu/ml/datasets/SMS%2bSpam%2bCollection
http://archive.ics.uci.edu/ml/datasets/SMS%2bSpam%2bCollection
http://www.dt.fee.unicamp.br/%7etiago/smsspamcollection/
http://www.dt.fee.unicamp.br/%7etiago/smsspamcollection/
http://dx.doi.org/10.1016/j.procs.2015.08.062
http://dx.doi.org/10.1016/j.procs.2015.08.062
http://dx.doi.org/10.1117/1.jrs.10.035011
http://dx.doi.org/10.1117/1.jrs.10.035011


Error Assessment of Fundamental
Matrix Parameters

Bankim Chandra Yadav, Suresh Merugu and Kamal Jain

Abstract Stereo image matching comprises of establishing epipolar geometry based

on fundamental matrix estimation. Accuracy of the epipoles is governed by the fun-

damental matrix. A stereo image pair may contain errors on a systematic and/or

random basis which determine the accuracy of the fundamental matrix required for

matching. The algorithm used to extract the image pair correspondence, and the

method used to estimate the correct parameters of the matrix, controls its accu-

racy further. A performance analysis of widely adopted matrix estimators over the

point pairs found by correspondence determiners is undertaken in this chapter. The

methods are modified for the best combination of results, based on the properties

of the resulting fundamental matrix. Permutations are analyzed over the possible

paths for obtaining the matrix parameters with the expected characteristics, followed

by error analysis. Amongst the estimators analyzed, RAndom SAmple Consensus

(RANSAC) and M-estimator SAmple Consensus (MSAC) estimators were found to

produce the best results over the features detected by the Harris–Stephens corner

detector.
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1 Introduction

The fundamental matrix is a third-order square matrix which establishes a relation

between the corresponding homogeneous coordinates of an image pair. It is a basic

element in the works of photogrammetry, computer vision, and overlapping fields.

The conventional technique of 3D picturization is by image pair acquisition using a

stereo rig. The information related to the extrinsic parameters, camera calibration,

and other metric information is captured in matrices viz. the essential matrix [5],

camera calibration matrix, and fundamental matrix [6].

The fundamental matrix defines the relationship between corresponding point

pairs in terms of the underlying projective relationship without requiring the exter-

nal camera parameters. For the purpose of context, a brief idea of the fundamental

matrix is given here without delving into its derivation.

1.1 Fundamental Matrix

“The Fundamental matrix is the algebraic representation of epipolar geometry,” as

per the original introduction given by [6]. Consider a stereo rig. Given two points x⃗1
and x⃗2 in some stereo images an epipolar line exists for x⃗1 in the second image. This

line obtained in the second image is the projection of the line passing from x⃗1 and

center of the first camera. Hence there exists a mapping between the corresponding

points and lines as such:

x⃗1 → ⃗l2
x⃗2 → ⃗l1

Such mappings describing the projections between points and lines in a stereo

pair are described by a matrix called the fundamental matrix.

2 Related Research Work

The concept of the essential matrix was introduced by [5]. It is the predecessor of

the fundamental matrix and can be used for calibrated cameras only. Reference [6]

introduced the fundamental matrix which does not require inner camera parameters

unlike its precursor. Gaps exist in performance evaluation and stability analysis of
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the constituent parameters of the fundamental matrix. These date back two decades,

constituing the influential works of [5–7, 9, 11, 12]. More recent works include [14],

where the author tried to perform matrix estimation by the transformation of points

in a projective space.

References [1, 10] analyzed the linear, iterative, and robust methods, and attempted

to rectify tri-stereo images using the fundamental matrix. Reference [2] studied the

possibility of motion segmentation using an affine fundamental matrix.

Reference [15] considered the normalization of the homographies before find-

ing the matrix, moving on towards matrix estimation with horizontal and vertical

feature lines [16]. Reference [4] considered rank-minimization of the fundamental

matrix. The most recent works include [3, 13], proposing a reduction of constraints

on the matrix estimation process and modification of the RANSAC method for esti-

mation. RANSAC is a repetitive method for finding the optimum parameters from

an observed dataset containing outliers. The presence and hence influence of the

outliers is minimized.

It is evident that a multitude of tasks in vision-related fields depend on the accu-

racy of these mappings. Evaluation of our results is carried out depending on the

correctness of the parameters defining the underlying epipolar geometry or projec-

tive relations. We attempt to perform stability analysis using a simplified approach

while trying to minimize the errors in the degenerate solutions of the fundamental

matrix. This represents the first step in subsequent works in photogrammetry and

extended fields.

3 Correspondence Determiners

Three feature-extraction methods for establishing correspondence are used in this

chapter. These methods are well known, have been used for two decades, and are

fittingly researched upon:

1. Speeded up robust features (SURF).

2. Maximally stable extremal regions (MSER) [8].

3. Harris/Harris-Stephens corner detector.

4 Matrix Estimators

For choosing solvers of matrix estimations we have tried to include all the major

prevalent robust methods, metioned in Sect. 2, pertaining to stereo vision. The basic

algorithm for the estimators remains the same with necessary modifications made to
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additional parameters in the design of the algorithm. All the work is performed in

Matlab
®

.
1

The following estimators have been used in our work:

1. Least trimmed squares.

2. M-estimator sample consensus.

3. Random sample consensus.

4. Least median of squares.

5. Normalized eight-point algorithm.
2

5 Data Used

The data used for this work is chosen from an old publicly available stereo data

set,
3

offering a variety of stereo images for analysis. Twelve stereo images, in pairs,

were chosen belonging to different domains viz. satellite imageries, aerial imageries

and image pairs of circuit boards, earthquake scenes, living room and vegetables.

The permutations described in Sect. 6 are carried out for each image pair and the

collective results given in Tables 1, 2, 3, 4 and 5.

6 Analysis and Results

While working with the correspondence determiners and matrix estimators men-

tioned in Sects. 3 and 4, an attempt was made to achieve the best obtainable results.

Implementing modifications over the point-pair finders, the results did not seem to

vary much and hence we show the analysis of the matrix estimators. In all there were

a total of 129 permutations for the findings.

Table 1 Matrix estimator: normalized eight-point algorithm

Method Analysis parameters
∑

er 𝜇er 𝜎d

Harris 0.2034 0.008 0.016
MSER −5.539 −0.163 0.947

SURF −0.751 −0.007 0.048

1
Version: 8.5.0.197613 (R2015a).

2
Primarily developed for solution of the essential matrix.

3
http://www.cs.cmu.edu/afs/cs/project/vision/vasc/idb/www/html_permanent/index.html.

http://www.cs.cmu.edu/afs/cs/project/vision/vasc/idb/www/html_permanent/index.html
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Every method produced parameters of the fundamental matrix with variations

up to its third decimal place for all nine parameters. The matrix is represented as:

⎡
⎢
⎢
⎣

f11 f12 f13
⋮ ⋱ ⋮
f31 f32 f33

⎤
⎥
⎥
⎦

following the condition:

[
x2 1

]
∗
⎡
⎢
⎢
⎣

f11 f12 f13
⋮ ⋱ ⋮
f31 f32 f33

⎤
⎥
⎥
⎦

∗
[
x1
1

]

= 0 (1)

where [x21] and [x11] represent the homologous coordinates of the point pairs,

detected in the target and query image, respectively, and x2 and x1 are the components

of the vectors with reference to Sect. 1.1. Deviations from the above properties are

noted in the analysis and the results are also examined to find the nature of the errors,

to help choose the best methods for the determination of the said matrix. The results

are analyzed in terms of the following parameters:

Nt Number of random trials for obtaining inliers.

Dty Distance type, that is, algebraic or Sampson.

Dth Distance threshold.

Cf Required confidence value.

Ip Inlier minimum percentage specified.∑
er Absolute sum of the deviations from null.

𝜇er Mean of the absolute deviations from null.

𝜎d Standard deviation of the errors.

Opting for a particular feature detector and estimator allows a fundamental matrix

to be obtained. Out of the eight parameters listed the last three parameters, viz.
∑

er,

𝜇er, and 𝜎d serve to provide the necessary information regarding the nature of the

error in the fundamental matrices obtained using various methods.
4

The sum of the

deviations
∑

er and mean of the deviations 𝜇er are noted for all the features. For

a random distribution of errors the mean is zero. It should be noted that these are

iterative methods and do not serve to produce the same results in each and every

iteration. Hence the method producing the minimum for both is chosen.

Furthermore, the standard deviation of the matrix parameters and the errors in

each case were identified. The latter was chosen as the fitness criteria of the method

since it produces closer values for error analysis. The method yielding the mini-

mum values in the individual criteria of
∑

er, 𝜇er, and 𝜎d was chosen. Thereafter,

the method producing a minimum in all criteria was chosen. These are emboldened

4
Boldfaced values with minimum of

∑
er , 𝜇er , and 𝜎d are taken at once.



156 B. C. Yadav et al.

in Tables 1, 2, 3, 4 and 5. Among those in each category of Correspondence Deter-

miners, i.e., Harris-Stephens, MSER and SURF, parameter combinations yielding

minimum values were identified. Here the MSER detector provided an average per-

formance in all cases of the matrix estimators.

Here, the minima of
∑

er, 𝜇er, and 𝜎d were obtained in the case of the Harris–

Stephens detector with both the RANSAC estimator and MSAC estimator perform-

ing equally well. MSER feature detector—MSAC estimator performs next best, fol-

lowed by Harris detector with LTS estimator. Hence, amongst the chosen detectors

and estimators, the Harris detector seems to produce the best restults with RANSAC

and MSAC estimators. Hence the fundamental matrices obtained from the corner-

ness metric, based on maximum gradient change, are found to be less error prone

than those found from descriptor-dominant detectors.

Table 2 Matrix estimator: least median of squares

Method Analysis parameters

Dty Nt
∑

er 𝜇er 𝜎d

Harris Sampson 500 1.468 0.054 0.297
1000 −19.583 −0.725 3.561

500 34.880 1.292 6.230

Algebraic 500 34.880 1.292 6.230

1000 1.614 0.060 0.161

2000 2.885 0.107 0.218

MSER Sampson 500 12.802 0.377 2.840

1000 31.721 0.933 4.748

500 6.810 0.200 1.214

Algebraic 500 6.810 0.200 1.214

1000 0.365 0.011 0.897
2000 4.877 0.143 0.872

SURF Sampson 500 49.485 0.471 5.137

1000 77.900 0.742 7.387

500 21.999 0.210 2.389

Algebraic 500 21.999 0.210 2.389

1000 5.305 0.051 0.172
2000 6.256 0.060 0.299
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Table 3 Matrix estimator: random sample consensus

Method Analysis parameters

Dty Dth Cf nt
∑

er 𝜇er 𝜎d

Harris Sampson 0.01 98 500 −11.314 −0.419 2.044

1000 0.378 0.014 0.088

2000 0.721 0.027 0.146

99 500 14.119 0.523 2.703

1000 −11.636 −0.431 2.133

2000 −11.054 −0.409 2.032

Algebraic 0.01 98 500 0.192 0.007 0.017

1000 0.902 0.033 0.177

2000 0.203 0.008 0.016
99 500 0.902 0.033 0.177

1000 0.434 0.016 0.041

2000 0.434 0.016 0.041

MSER Sampson 0.0001 98 500 −5.179 −0.152 0.563

1000 −15.375 −0.452 1.644

2000 79.774 2.346 6.240

99 500 5.752 0.169 1.053

1000 40.451 1.190 6.464

2000 1.985 0.058 0.729

Algebraic 0.0001 98 500 4.772 0.140 0.809

1000 6.028 0.177 0.802

2000 0.757 0.022 1.037
99 500 4.924 0.145 0.836

1000 6.154 0.181 0.689

2000 4.202 0.124 0.826

SURF Sampson 0.0001 98 500 0.911 0.009 0.096

1000 3.821 0.036 0.395
2000 9.372 0.089 0.335

99 500 6.268 0.060 0.525

1000 3.612 0.034 0.471

2000 6.805 0.065 0.548

Algebraic 0.0001 98 500 7.140 0.068 0.319

1000 4.750 0.045 0.164

2000 6.285 0.060 0.334

99 500 3.629 0.035 0.507

1000 9.081 0.086 0.254

2000 6.403 0.061 0.299
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Table 4 Matrix estimator: M-estimator sample consensus

Method Analysis parameters

Dty Dth Cf nt
∑

er 𝜇er 𝜎d

Harris Sampson 0.01 98 500 −3.320 −0.123 0.529

1000 −23.682 −0.877 3.897

2000 13.498 0.500 2.200

99 500 −10.365 −0.384 1.853

1000 3.693 0.137 0.273

2000 −2.184 −0.081 0.399

Algebraic 0.01 98 500 0.434 0.016 0.041

1000 0.902 0.033 0.177

2000 0.203 0.008 0.016
99 500 0.222 0.008 0.017

1000 0.902 0.033 0.177

2000 0.434 0.016 0.041

MSER Sampson 0.0001 98 500 5.129 0.151 2.274

1000 13.633 0.401 2.615

2000 −3.247 −0.096 1.731

99 500 12.946 0.381 2.211

1000 2.602 0.077 0.374

2000 −30.006 −0.883 3.000

Algebraic 0.0001 98 500 14.029 0.413 1.996

1000 −0.931 −0.027 1.034
2000 4.464 0.131 0.788

99 500 0.489 0.014 1.021

1000 2.023 0.059 0.833

2000 2.106 0.062 0.713

SURF Sampson 0.0001 98 500 3.849 0.037 0.256

1000 13.839 0.132 0.649

2000 33.413 0.318 3.189

99 500 3.582 0.034 0.321
1000 8.039 0.077 0.516

2000 5.555 0.053 0.927

Algebraic 0.0001 98 500 4.943 0.047 0.330

1000 8.911 0.085 0.274

2000 4.354 0.041 0.177

99 500 9.830 0.094 0.340

1000 9.505 0.091 0.310

2000 3.663 0.035 0.322
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Table 5 Matrix estimator: least trimmed squares

Method Analysis parameters

Dty Ip Nt
∑

er 𝜇er 𝜎d

Harris Sampson 50 500 0.705 0.026 0.239

1000 −3.258 −0.121 0.901
2000 −17.564 −0.651 3.061

60 500 10.961 0.406 1.772

1000 −30.589 −1.133 5.619

2000 −10.365 −0.384 1.853

Algebraic 50 500 3.142 0.116 0.236

1000 3.021 0.112 0.232

2000 2.858 0.106 0.231

60 500 2.529 0.094 0.199

1000 2.998 0.111 0.235

2000 2.809 0.104 0.225

MSER Sampson 50 500 7.655 0.225 1.662

1000 −16.689 −0.491 2.130

2000 4.538 0.133 0.938

60 500 6.600 0.194 1.284

1000 3.531 0.104 1.081

500 13.074 0.385 3.002

Algebraic 50 500 2.253 0.066 0.702
1000 4.877 0.143 0.872

2000 3.714 0.109 0.751

60 500 14.693 0.432 1.663

1000 −7.561 −0.222 1.163

500 2.457 0.072 0.770

SURF Sampson 50 500 −2.167 −0.021 0.406

1000 −29.379 −0.280 2.759

2000 5.666 0.054 0.620

60 500 8.198 0.078 0.905

1000 7.433 0.071 0.927

500 −29.405 −0.280 3.290

Algebraic 50 500 3.041 0.029 0.181

1000 9.702 0.092 0.303

2000 10.148 0.097 0.296

60 500 1.567 0.015 0.123

1000 0.717 0.007 0.100
500 2.995 0.029 0.345



160 B. C. Yadav et al.

7 Summary and Future Scope
Here we performed an analysis of different methods, while introducing modifications

to these methods, for obtaining the best combination of detectors and estimators for

the computation of the fundamental matrix following ideal properties. From the spe-

cific detectors chosen, and major estimators covered, the Harris–Stephens detector

with RANSAC and MSAC estimators tend to produce minimum errors in the param-

eters of the fundamental matrix.

From the point of view of analysis and algorithm development, a more rigorous

analysis of the additional parameters discussed in Sect. 6 is required, while working

on the design of the algorithms used for the analysis.
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A Two-Band Convolutional Neural
Network for Satellite Image Classification

Anju Unnikrishnan, V. Sowmya and K. P. Soman

Abstract The advent of neural networks has led to the development of image

classification algorithms that are applied to different fields. In order to recover the

vital spatial factor parameters, for example, land cover and land utilization, image

grouping is most important in remote sensing. Recently, benchmark classification

accuracy was achieved using convolutional neural networks (CNNs) for land cover

classification. The most well-known tool which indicates the presence of green veg-

etation from multispectral pictures is the Normalized Difference Vegetation Index

(NDVI). This chaper utilizes the success of the NDVI for effective classification of

a new satellite dataset, SAT-4, where the classes involved are types of vegetation.

As NDVI calculations require only two bands of information, it takes advantage of

both RED- and NIR-band information to classify different land cover. The num-

ber and size of filters affect the number of parameters in convolutional networks.

Restricting the aggregate number of trainable parameters reduces the complexity of

the function and accordingly decreases overfitting. The ConvNet Architecture with

two band information, along with a reduced number of filters, was trained, and high-

level features obtained from a tested model managed to classify different land cover

classes in the dataset. The proposed architecture, results in the total reduction of

trainable parameters, while retaining high accuracy, when compared with existing

architecture, which uses four bands.
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1 Introduction

Satellite images contain valuable and rich sources of interesting information. Cap-

tured by various imaging satellites, such imagery provides spatial, spectral, tempo-

ral, radiometric, and geometric resolution. For the proper use of satellite images, it

is essential to analyze and interpret the spectral information of the data. Satellite

imagery plays an important role in the analysis of various fields like the environ-

ment, agriculture, and forestry [1]. The reshaping rate of Earth is rapidly increasing,

so the need for realization of temporal changes in land cover has arisen. In order to

maintain standardization and to develop sustainable use of land systems, land cover

regions must be classified and monitored [2]. Interpretation of land resources can

be done by calculating the Normalized Difference Vegetation Index (NDVI), which

indicates the level of greeness present in vegetation, and is associated directly with

photosynthetic capacity [2–4]. The formula to calculate the NDVI is given in Eq. 1.

NDVI = NIR − RED
NIR + RED

(1)

where NIR and RED stands for the measured spectral reflectance in near-infrared

and red (visible) regions respectively. The spectral reflectance of each band is com-

puted by the ratio of reflected radiation to incoming radiation. In NIR wavelengths,

reflected radiation is much higher than in the red wavelengths, which indicates the

presence of dense vegetation. Using radiometric models which use various satel-

lite parameters, measured reflectances can be transformed into digital numbers. By

analyzing the magnitude of digital numbers present in the bands, interpretation of

different types of vegetations is possible. A high value digital number in NIR and a

low value in red indicates vegetation with high chlorophylian activity. Additionally,

trees are identified with smaller values in NIR and low values in the red band.

In order to precisely classify different types of vegetation, RED and NIR band

information is sufficient since the computation of NDVI is done using only these

two bands. This motivated us to reduce the computational complexity of the existing

deep neural architecture available for the SAT-4 dataset [4].

With the advent of deep neural network technologies, large amounts of labeled

datasets can be trained properly [3]. Parallel processing and a non-linear relation-

ship between inputs and outputs can be modeled in neural networks. Parameters in

the model can be reduced by considering the shift invariant properties of images
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[5]. Studies have shown that it is possible to automatically construct high-level fea-

tures hierarchically using deep learning based classification methods [6]. Accurate

classification of remotely sensed data can be done through certain deep architec-

tures [7]. Compared to other image classification algorithms, convolutional neural

networks (CNNs) require little pre-processing [8]. CNNs find applications in image

recognition, computer vision, video analysis, natural language processing, drug dis-

covery, checkers, semantic segmentation, and scene classification [9–11]. Programs

that combine both sequential and parallel information can be learned in a more effec-

tive way by using the concept of recurrent neural networks (RNNs) [12]. The bifold

contributions of this work include:

1. Training the architecture using information from two bands with the same hyper-

parameters as the existing architecture and comparison in terms of accuracy and

total trainable parameters.

2. Training the architecture using information from two bands with a reduced num-

ber of filters in the convolution layers and comparison in terms of accuracy and

total trainable parameters.

The results indicate a reduction in computation with high accuracy rates implying

the potential capability of the advanced deep-learning framework.

The organization of the chapter is as follows: Sect. 2 describes the proposed archi-

tectures in detail, showing its variation from existing CNN architecture for land cover

classification. Sect. 3 presents an overview of the overall experimental results and

inferences. Sect. 4 concludes the chapter by considering future work.

2 ConvNet Architecture for Satellite Image Classification

ConvNet architecture is composed of three stages, and each stage consists of three

distinct types of layers, such as a filter bank layer, a non-linearity layer, and a pooling

layer [4]. The network architecture transforms the input image volume into an output

which holds the class scores. Using a differentiable function, input 3D volume from

each layer is transformed to output 3D volume. The network learns the parameters

from the convolution and fully connected layers.

The architecture consists of 10 layers. The core building block, which does the

computational heavy lifting, is the convolution layer, which stands as the first layer

in the network. This is followed by a tangent layer in which output size remains

unchanged. Next is a max-pooling layer, which narrows down the image size by the

amount of pooling factor as well as protecting against overfitting. These three layers

constitute the first stage in the network architecture. The next stage follows the same

pattern (CONV-TANH-POOL). Reshape layers transform the given output volume
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Fig. 1 An illustration of four-band architecture with input 28 × 28 × 4, two convolutional layers,

two fully connected layers, and a soft-max layer

into a 1D tensor. The next layer is a fully connected layer which transforms the inputs

to some hidden units, followed by a non-linearity layer. The final layer is a linear one

which results in an output volume of size which is equal to the number of classes.

Here, a soft-max classifier is managed to classify the images into different classes.

This existing architecture, using four bands, is shown in Fig. 1.

2.1 Experimental Procedure

The experiment is performed on the multispectral image dataset SAT-4 [3, 4]. The

DeepSat dataset known as SAT-4, consists of images in the form of patches. These

image patches are extracted from the National Agriculture Imagery Program (NAIP)

dataset [4]. The SAT-4 dataset consists of a total of 500,000 images arranged in two

different groups of patches. Of these, 400,000 image patches are used for training

(four fifths of the entire dataset) with the remaining 100,000 used for testing (one

fifth of the entire dataset). The dataset consists of four broad land-cover classes such

as barren land, trees, and grasslands, with all other land cover grouped together in

the fourth class. Each image consists of four bands—red, green, blue, and NIR. The

size of each image patch is 28 × 28. The implementation is done using open source

Torch library. Two architectures are proposed in this study.

1. Two-band ConvNet architecture for satellite image classification.

2. Two-band ConvNet architecture with a reduced number of filters for satellite

image classification (modified two-band architecture).

2.1.1 Two-Band ConvNet Architecture for Satellite Image Classification

The architecture of two band differs from existing four band only in its first layer,

where the dimension of the former is 28 × 28 × 2. Input images are 28 × 28 × 2,

where 2 refers to the RED and NIR bands which are convolved with 32 filters, each

of size 5 × 5, producing an output volume of size 32 × 24 × 24. This is followed by a
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Fig. 2 A brief representation of ConvNet architecture using two-band input (proposed), two convo-

lutional layers employed with reduced numbers of filters, two fully connected layers, and a four-way,

soft-max layer

tanh activation function. The image is downsampled by a factor of three in the max-

pooling layer, which produces an output volume of size 32 × 8 × 8. Next, a second

convolution layer with 64 filters, each of size 5 × 5, is convolved with 32 × 8 × 8 to

produce an output of 64 × 4 × 4. Again the dimension is reduced by a factor of two

resulting in an image of size 64 × 2 × 2. The reshape layer converts the given volume

of size 64 × 2 × 2 to an output volume of size (64 × 2 × 2) × 1 = 256 × 1. This is

followed by two, fully connected layers. In these layers, 256 inputs are mapped into

200 hidden units. Finally, a soft-max classifier is used to classify the image into one

of four classes.

2.1.2 Two-Band ConvNet Architecture with a Reduced Number of
Filters for Satellite Image Classification (Modified Two-Band
Architecture)

This architecture is proposed in order to minimize the layer-wise computational com-

plexity and is achieved by reducing the number of filters in each convolution layer.

The architecture is shown in Fig. 2. Input images are 28 × 28 × 2, where 2 refers to

the RED and NIR bands which are convolved with 8 filters of size 5 × 5 producing an

output volume of size 8 × 24 × 24. This is followed by a tanh activation function. The

image is downsampled by a factor of three in the max-pooling layer, which produces

an output volume of size 8 × 8 × 8. The second convolution layer with 16 filters, each

of size 5 × 5, is convolved with 8 × 8 × 8 to produce an output of 16 × 4 × 4. Again

the dimension is reduced by a factor of two resulting in an image of size 16 × 2 × 2.

The reshape layer converts the given volume of size 16 × 2 × 2 to an output volume

of size (16 × 2 × 2) × 1 = 64 × 1. This is followed by two, fully connected layers. In

these layers, 64 inputs are mapped into 200 hidden units. Finally, a four-way, soft-

max classifier is used to classify the images.

Several regularization methods exists, which prevent overfitting. The simplest

way is by limiting the number of parameters [9]. Reducing the number of filters

results in a reduction of trainable parameters. It also results in minimum compu-

tational complexity for the weight matrix. While designing the architecture, lay-

ers near the input will tend to have fewer filters, with higher layers having more.
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The formula for calculating the size of the weight matrix in each layer is given by

m1 × n1 × p1 × p2, where n1 refers to the number of input channels in the first layer,

m1 is the number of output channels in the first layer, and p1 and p2 refer to the fil-

ter size. Trainable parameters in each layer are calculated using the formula given

by (F × F × D + 1)K, where F refers to the filter size, D refers to the depth, and K

refers to the number of filters in that layer.

3 Experimental Results and Discussion

The experimental results performed on the SAT-4 dataset (using only two bands) are

presented and a comparative study with existing architecture (using four bands) is

summarized in Table 1. The results are estimated on the basis of accuracy, precision,

and number of trainable parameters. Accuracy and precision are calculated using the

formula [4]:

Accuracy = TP + TN
TP + FN + FP + TN

(2)

Precision = TP
TP + FP

(3)

where TP is the quantity of effectively classified patches; TN is the quantity of the

patches that do not have a place in a particular class and are not grouped correctly;

FN is the quantity of patches that have a place in a particular class, however, have not

been grouped accurately; and FP is the quantity of patches that do not have a place

in a particular class and have been wrongly classified.

Comparing the proposed two-band architecture and existing four-band architec-

ture using the same hyperparameters, shows a reduction of weight matrix computa-

tion in the first layer of the network and no change for rest of the layers. The com-

putation of the weight matrix is explained below. The number of input channels in

first layer for the four-band and two-band architecture is four and two, respectively.

The number of output channels in the first layer (i.e., the number of filters) and filter

size are 32 and 5 × 5, which remains the same for both. Hence:

Weight matrix size for four bands is 32 × 4 × 5 × 5.

Weight matrix size for two bands is 32 × 2 × 5 × 5.
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Regarding the experiments performed on the two-band architecture, with the

reduced number of filters, results show a reduction in size of the weight matrix over

each layer in the network, since the number of filters were changed from 32 and 64

to 8 and 16, respectively. The computation of the size of the weight matrix and the

trainable parameters are discussed in the following subsections.

3.1 Computation of Weight Matrix Size

1. The first convolution layer with 2 input channels and 8 output channels, with

filter size 5 × 5, results in a weight matrix of size 8 × 2 × 5 × 5.

2. The second convolution layer with 8 input channels and 16 output channels, with

filter size 5 × 5, results in a weight matrix of size 16 × 8 × 5 × 5.

3. The fully connected layer with 64 inputs and 200 hidden units, results in a weight

matrix of size 200 × 64.

4. The fully connected layer with 200 inputs and 4 outputs, results in a weight

matrix of size 4 × 200.

This can be compared with the four-band model which results in a weight matrix

of size 32 × 4 × 5 × 5 in the first convolution layer, 64 × 32 × 5 × 5 in the second

convolution layer, 200 × 256 in the first linear layer, and 4 × 200 in the second linear

layer.

3.2 Trainable Parameters

As a result of reducing the number of filters, layer-wise trainable parameters are

calculated (Table 2).

The proposed architectures result in the reduction of the total number of trainable

parameters while retaining high accuracy.

Table 2 Comparison of trainable parameters in convolution and fully connected layers of the pro-

posed architecture against the existing architecture

4 Band Two band (proposed) Modified two band (proposed)

Layers Parameters Layers Parameters Layers Parameters

Conv(4 ->32) 3232 Conv(2 ->32) 1632 Conv(2 ->8) 408
Conv(32 ->64) 51,264 Conv(32 ->64) 51,264 Conv(8 ->16) 3216
Linear(256 ->200) 51,400 Linear(256

->200)

51,400 Linear(64 ->200) 13,000

Linear(200 ->4) 804 Linear(200

->4)

804 Linear(200 ->4) 804
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Fig. 3 Graph showing the overall performance accuracy of the proposed and existing architecture

Fig. 4 Graph showing the variation in trainable parameters for proposed and existing architectures

The total number of trainable parameters using four-band architecture is 1,06,700.

The total number of trainable parameters using two-band architecture is 1,05,100.

The total number of trainable parameters using the modified two-band architecture

is 17,428.

Graphs showing the response of existing and proposed architectures versus overall

accuracy and trainable parameters are plotted in Figs. 3 and 4, respectively.

Reducing the number of filters limits the total trainable parameters in the proposed

two-band ConvNet architectures for satellite image classification. Hence, without

degrading the performance of the existing architecture, significant reduction in terms

of trainable parameters has been achieved by the proposed architecture.
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4 Conclusion

This chapter utilizes the ability of the NDVI to act as a stand-alone parameter for

accurate classification of landcover, something which led to the results presented

in this chapter, in which the existing four-band CNN was modified into a two-band

version, with a reduced number of filters used for satellite image classification. The

experimental results show that the benchmark accuracy for SAT-4 image classifica-

tion can be achieved using the proposed architectures with fewer trainable parame-

ters. For future work, further reduction of the number of trainable parameters can be

analyzed, with the same being applied to the SAT-6 dataset.
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Dimensionally Reduced Features
for Hyperspectral Image Classification
Using Deep Learning
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Abstract Hyperspectral images (HSIs) cover a wide range of spectral bands in the

electromagnetic spectrum with a very finite interval, and with high spectral resolu-

tion of data. The main challenges encountered with HSIs are those associated with

their large dimensions. To overcome these challenges we need a healthy classifi-

cation technique, and we need to be able to extract required features. This chapter

analyzes the effect of dimensionality reduction on vectorized convolution neural

networks (VCNNs) for HSI classification. A VCNN is a recently introduced deep-

learning architecture for HSI classification. To analyze the effect of dimensionality

reduction (DR) on VCNN, the network is trained with dimensionally reduced hyper-

spectral data. The network is tuned in accordance with the learning rate and number

of iterations. The effect of a VCNN is analyzed by computing overall accuracy, clas-

sification accuracy, and the total number of trainable parameters required before and

after DR. The reduction technique used is dynamic mode decomposition (DMD),

which is capable of selecting most informative bands using the concept of eigenval-

ues. Through this DR technique for HSI classification using a VCNN, comparable

classification accuracy is obtained using the reduced feature dimension and a lesser

number of VCNN trainable parameters.
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neural network ⋅ Dynamic mode decomposition ⋅ Trainable parameters
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1 Introduction

Hyperspectral image (HSI) processing, also known as imaging spectroscopy, is new

technology that is currently being investigated by researchers and scientists in order

to detect and identify terrestrial vegetation, land use and land cover, minerals, other

background materials, and man-made materials. HSI are in the form of cube where

the X-Y plane contains spatial information and the Z plane contains spectral infor-

mation. Each pixel in the image possesses a continuous spectrum, which helps in

characterizing objects with high precision and detail for a given scene. In the field

of remote sensing, HSI classification is one of the major areas of research [6]. The

commonly used classifiers for HSI are support vector machines (SVM), minimum

spanning forest (MSF), probability-based multinominal logistic regression (MLR),

etc., [6].

In recent years, deep learning based methods have achieved benchmark results in

many fields [2]. Convolution neural networks (CNN) give better classification rates

on vision-related tasks [2]. The advantages of using CNN compared to conventional

techniques are:

1. Real-time operations: special hardware devices are being manufactured and

designed. Computations can be carried out in parallel.

2. Adaptive learning: based on the data given for training, an ability to learn is devel-

oped for performing tasks.

3. Self-organisation: during its learning time, it can create its own representation

and organization of data.

CNNs are biologically inspired deep-learning models, which use a single neural net-

work that is trained, end to end, from raw image pixel values to classifier outputs [2].

Hence, CNNs can be used for HSI classification.

The main challenges which are encountered with HSIs are those associated with

their large dimensions. The bands of HSIs are highly correlated. Hence, we need a

strong dimensionality reduction (DR) technique to remove highly correlated bands

without feature loss. The advantage of DR is that it increases the ease of handling

high dimensional data and reduces classification time.

The most commonly used reduction techniques for HSI are principal component

analysis (PCA) [6], which is a standard reduction technique used to lower the dimen-

sion and singular-value decomposition (SVD) [8], which is also a reduction tech-

nique to reduce unwanted feature information. A new hyperspectral DR technique

called dynamic mode decomposition (DMD) has recently been incorporated for HSI

classification [7]. This method is used in static HSIs to find spectral variations.

In this chapter, the 3D hyperspectral data is converted to 2D, and the data is fed to

the network as pixel vectors for classification, and is thus called a vectorized convo-

lution neural network (VCNN). The main objective of this chapter is to analyze the

effect of DR on a VCNN without any pre-processing. The effect of DR on a VCNN

is analyzed by computing the total number of trainable parameters required to train

the network before and after performing DR. So, we choose a combination of VCNN

and DMD techniques inorder to obtain precise classification accuracy.
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The organization of the chapter is as follows: Sect. 2 provides a background study

of a VCNN and DMD; Sect. 3 gives the methodology or the overview of the overall

flow of the algorithm; Sect. 4 analyzes the experimental results; and Sect. 5 provides

the conclusion.

2 Background Theory of Vectorized Convolution Neural
Networks and Dynamic Mode Decomposition

2.1 Vectorized Convolution Neural Network

The 3D hyperspectral datam × n × b, wherem denotes scan lines, n denotes samples,

and b denotes bands, containing hundreds of spectral bands, can be illustrated as 2D

curves [5]. A CNN is a feed-forward neural network that is similar to an ordinary

neural network. There may be any number of layers depending on the typical network

but, as the number of filters and layers in a network increases, the computation time

and complexity may also increase. So, proper care has to be taken while selecting

a network. Here, the input to the network is given as the pixel vectors, and hence is

called a VCNN [5].

The architecture is shown in [5]. This network consists of five layers in total [5].

The first layer is the input layer (L1), the second is the convolution layer (C1), and

third is the max-pooling layer (P1). We have two fully connected layers (F1) and (L2),

where L2 is the output layer. Each pixel sample can be represented as a 2D image

whose height is equal to 1 [5]. Weights and biases are the trainable parameters. These

are intialized to zero and then are automatically updated. The size of input layer L1

is 1 × n1 where n1 is the number of bands; the output of this is input to the next

layer. The size of the convolution layer C1 is 20 × (1 × n2) where n2 is calculated

by the formulae n2 = (n1 − k1∕s) + 1, where s represents the stride which is equal

to 1 and k1 is given as k1 = n1∕9. Here, 20 filters are used and each kernal has a

size of 1 × k1. The number of trainable parameters between L1 and C1 is given by

the computation 20 × (k1 + 1). the next layer is the max-pooling layer, which has

20 × (1 × n3) number of nodes where n3 is computed by formulae n3 = n2∕k2. Here,

k2 denotes the kernal size (1 × k2). The fully connected layer F1 has 1 × n4 number

of nodes. The number of trainable parameters in this layer is calculated as (20 ×
n3 + 1) × n4. The last layer L2 is the output layer having n5 number of nodes, with

trainable parameters being (n4 + 1) × n5, where n5 indicates the number of classes.

The total number of trainable parameters for a VCNN is calculated as:

20 × (k1 + 1) + (20 × n3 + 1) × n4 + (n4 + 1) × n5 (1)

The activation function used in this network is the RELU activation function and the

softmax function is used to predict the class labels.
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2.2 Dynamic Mode Decomposition

This concept is used in fluid dynamics. It attempts to extract the dynamic informa-

tion from flow fields [9]. DMD is used to find the dynamcity of a non-linear system.

Spectral decomposition of the map results in an eigenvalue and eigenvector repre-

sentation (referred to as dynamic modes) [9]. Here, each band data is vectorized and

appended as columns, creating a 2D matrix.

The process of DMD is illustrated in a paper [7] taken from the concept raised by

[9]. The final equation shown below explains the DMD process. The computation of

̃S is given in [5]:

̃S = (V𝛴−1)−1S(V𝛴−1) = UHX2
mV𝛴−1

(2)

The final output matrix obtained from Eq. 2 is arranged in a descending fashion of

information (from most informative bands to least informative bands). Hence, we

can reduce the redundant information using this process.

3 Methodology

The objective of this work is to analyze the effect of DR on a VCNN. Before per-

forming a DR technique, 3D HSI data is converted into a 2D matrix by vectorizing

each band and appending them as columns of a matrix. Without any preprocessing,

the raw data is split into training and testing sets: 80% for training and 20% for test-

ing. The input data is normalized in the range [−1, +1], so that entire data lies in the

same scale, which makes any analysis or comparisons easier. In order to analyze the

effect of DR techniques, we should first classify hyperspectral data using a VCNN

without DR. Before classification, the network is tuned by varying hyper-parameters

like learning rate and the number of iterations (Fig. 1).

Fig. 1 Block diagram of the proposed HSI classification using a VCNN
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After performing DR through DMD, 50% of the information is reduced. This

effect is validated through VCNN classification. This process is extended to more

than a 50% reduction of information, provided there is no information loss for fea-

ture extraction. The effect of DR on a VCNN is analyzed by computing the total

number of trainable parameters of the network before and after DR. Evaluation of

the classification results are undertaken through calculation of classification accura-

cies and visual interpretation.

4 Experimental Results

4.1 Dataset Description

The dataset used here is Indian Pines. Details of the dataset are as follows: The spa-

tial configuration is 145× 145 pixels with a spectral configuration of 220 bands. The

wavelength is in the range 0.4–2.2µm with spectral resolution of 10 nm and a spatial

resolution of 20 m. Groundtruth has 16 classes in total but only 8 classes are consid-

ered for classification, chosen based on maximum number of pixels available, since

the neural network requires a sufficient amount of data for training. The sensor used

is the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS). Table 1 shows the

classes taken for classification based on samples. Here, 80% of the total pixels are

chosen for training and 20% are chosen for testing.

4.2 Results and Analysis

The network is tuned by setting two core parameters—learning rate and number of

iterations. The parameters are varied one at a time: when the learning rate is varied,

Table 1 The number of training and testing samples for Indian Pines

Classes choosen Total pixels Training pixels

(80%)

Testing Pixels

(20%)

Corn-nortill 1428 1142 286

Corn-mintill 830 664 166

Grass-pasture 483 386 97

Hey-windrowed 478 382 96

Soyabean-notill 972 777 195

Soyabean-mintill 2455 1964 491

Soyabean-clean 593 474 119

Woods 1265 1012 253

6801 1703
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the number of iterations are fixed, and vice versa. We vary the parameters until a

high classification accuracy is obtained. First, the learning rate is fixed at a small

number, as a lower learning rate always avoids overfitting. Then, we vary the number

of iterations until a high classification accuracy is obtained. This process is repeated

for both raw data, with 220 bands, and dimensionally reduced data, with 110 bands,

i.e., one half of the total number of bands, and with 73 bands, i.e., two thirds of the

total number of bands. From Fig. 2, we can see that, at 12,000 iterations we are able to

get a high classification accuracy (CA) of 84.33% for raw data as compared to other

iteration values. Hence, the iteration is fixed to 12,000. For a reduced dimension with

110 bands we get around 83.62% CA for 10,000 iterations. Hence, here the iteration

is fixed to 10,000. Similarly with 73 bands the 15,000 iteration produces a high CA

of 83.67%. So, the iteration is fixed to 15,000.

The learning parameter value is varied until we get a high CA. Figure 3 shows

the CA for the corresponding learning rate. From Fig. 3 we can see that among all

learning rate values, a high CA of 84.33% is obtained for raw data (220 bands) with

0.07. So, learning rate is set to 0.07. For a reduced dimension with 110 bands, we get

around 83.62% CA for 0.08 iterations. Hence, here the learning rate is fixed to 0.08.

Similarly, with 73 bands the learning rate,with a high CA of 83.67%, is produced for

0.08. So, the learning rate is fixed to 0.08.

Fig. 2 Plot of overall

accuracy versus number of

iterations considered for a

VCNN with and without DR

Fig. 3 Plot of overall

accuracy versus learning rate

considered for a VCNN with

and without DR
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1. Before DR, the layer parameters of the VCNN are as follows. n1 = 220 and n5 = 8
are the input and output channel sizes. k1 = 24, n2 = 197, k2 = 5, and n3 = 39,

are the nodes in the fully connected layer n4 = 100 [3]. The input dimension is

1× 220 and the number of nodes in the convolution layer is 20× (1× 197). The

trainable parameters between the input and convolution layer number 500. The

max-pooling layer has 20× (1× 39) nodes, the dimension of the fully connected

layer is 1× 100. The trainable parameters of this layer are given as 78,100. The

output layer contains 1× 8 nodes where 8 is number of classes. The total number

of trainable parameters is 79,408, computed using Eq. 1.

2. After DR through DMD the number of bands are reduced from 220 to 110, i.e.,

50% of the bands are reduced. The layer parameters of the VCNN are as follows.

n1 = 110 and n5 = 8 are the input and output channel sizes. k1 = 12, n2 = 99,

k2 = 3, and n3 = 33 are the nodes in he fully connected layer n4 = 100. The

input dimension is 1× 110 and the number of nodes in the convolution layer is

20× (1× 99). The trainable parameters between the input and convolution layer

are 260. The max-pooling layer has 20× (1× 33) nodes, the dimension of the

fully connected layer is 1× 100. The trainable parameters of this layer are given

as 66,100. The output layer has 808 trainable parameters. The total number of

trainable parameters is 67,168.

3. On furthur reduction of bands from 110 to 73, i.e., with more than 50% of the

bands being reduced from the original bands (220), the layer parameters of the

VCNN are as follows. n1 = 73 and n5 = 8 are the input and output channel sizes.

k1 = 8, n2 = 66, k2 = 3, and n3 = 22 are the nodes in the fully connected layer

n4 = 100. The input dimension is 1× 73 and the number of nodes in the con-

volution layer is 20× (1× 66). The trainable parameters between the input and

conolution layer number 180. The max-pooling layer has 20× (1× 22) nodes, the

dimension of the fully connected layer is 1× 100. The trainable parameters of

this layer are given as 44,100. The output layer contains 1× 8 nodes where 8 rep-

resents the number of classes. This layer has 808 trainable parameters. The total

number of trainable parameters is 45,088.

4.3 Classification Accuracy

Classification accuracy is recorded and measured before and after DR. Classwise

and overall accuracy can be interpreted as shown:

Classwiseaccuracy (CA)

=
Numberof pixels which are correctly classified in each class

Total number of pixels in each class
× 100

Overallaccuracy (OA)

=
Total numberof pixels which are correctly classified

Total numberof pixels
× 100
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The classification accuracies are 84.63%, 83.62%, and 83.67% for raw data,

reduced dimension data with 220 bands, and reduced dimension data with 110 bands,

respectively. The performance of the VCNN classifier can be evaluated by classwise

accuracies, with Fig. 4 showing classwise accuracies for raw data and DR hyperspec-

tral data.

The number of trainable parameters, and their corresponding accuracies, are

graphically shown in Fig. 5. It can be seen that the total number of trainable param-

eters is reduced before and after DR. Though the trainable parameters are reduced,

the classification accuracy obtained before and after DR is comparable. By select-

ing the most informative bands and discarding the redundant bands, the VCNN

achieves almost the same classification accuracy with a reduced number of trainable

parameters.

When this dimension reduction is further reduced to three quarters (55) of the total

bands, we observe that the same classification accuracy is retained until two thirds of

the total bands are reduced (73), whereas for a total band reduction of three quarters

(55), we are able to reduce the trainable parameters significantly to 33,048, with a

CA of around 80.32%, which shows that further reduction in the feature dimension

leads to misclassification.

Fig. 4 Classwise accuracy before and after DR

Fig. 5 Comparison of

trainable parameters and

accuracies with and without

DR
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5 Conclusion

The effect of DR on a VCNN is analyzed in this chapter. Based on the accuracy

of measurement parameters, the performance of this classifier is evaluated. From

experimental results, it is evident that, though there is dimension reduction, a VCNN

is able to achieve almost the same classification accuracy as that of HSI raw data.

The total number of trainable parameters were also reduced, which led to easier

handling of data for the VCNN. Also, the experimental results show that two thirds

of the total number of available bands represents the maximum possible reduction

in feature dimension, resulting in comparable classification accuracy.
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Asymptotic Symbol Error Rate Analysis
of Weibull/Shadowed Composite Fading
Channel

Puspraj Singh Chauhan and Sanjay Kumar Soni

Abstract In this work, we derive the asymptotic expressions of the average sym-

bol error probability (SEP) of a wireless system over the Weibull-lognormal fading

channel. First, we evaluate an approximation of the multipath distribution at the o-

rigin then the composite distribution is obtained by averaging the approximate mul-

tipath probability density function (PDF) with respect to shadowing. The result is

further extended to include maximal ratio combining (MRC), equal gain combining

(EGC), and selection combining (SC) PDF at the origin. The derived expressions

of the composite PDF are further utilized to evaluate the average SEP for both co-

herent and non-coherent modulation schemes. The derived expressions have been

corroborated with Monte-Carlo simulations.

Keywords Probability distribution function ⋅ Diversity ⋅ Symbol error probability

1 Introduction

A composite model is a class of mathematical model which includes both multipath

and shadowing phenomena simultaneously and hence is a more realistic model. A-

mong the available class of composite fading models, Weibull-lognormal (WLN)

draws its significance from the fact that the Weibull distribution is known to charac-

terize the multipath effects of an indoor and outdoor channel, based on its excellent

matching with the measurements conducted in related environments [1–4]. The shad-

owing effect of the channel is best captured by the lognormal (LN) distribution [5].

Moreover, the LN distribution is shown to characterize a number of wireless appli-

cations such as an outdoor scenario, fading phenomenon in an indoor environment,

radio channels affected by body worn devices, ultra wideband indoor channels, and
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weak-to-moderate turbulence channels found in free-space optical communications

channels [5–7].

In the performance analysis of a wireless system, the closed-form solution facil-

itates better interpretation of system behavior. Yet, sometimes the complexities of

the expression defies the basic purpose of the system optimization [8]. This moti-

vates us to go for an asymptotic analysis of system performance. In the literature,

various work related to asymptotic behavior of a system has been carried out [9–

11]. For example, in [9], asymptotic bit error rate (BER) analysis has been presented

for maximal-ratio combining with transmit antenna selection in flat Nakagami-m

fading channels. In [10], simplified expressions of the BER for the 𝜂 − 𝜇∕Gamma
composite fading channel in a high-power regime are derived. The asymptotic BER

expressions for the 𝛼 − 𝜂 − 𝜇 fading channel have been derived for both coherent and

non-coherent modulation schemes [11]. To date, the asymptotic analysis over W-LN

fading channel with diversity reception has not been reported in the open literature.

Recently, authors of a current paper have reported asymptotic closed-form expres-

sions of the average symbol error probability (SEP) with maximal ratio combining

(MRC) diversity [12]. The common approach adopted to derive the asymptotic so-

lutions of the average SEP over the composite fading channel is to first derive the

composite distribution by averaging the multipath with respect to shadowing, ap-

proximate the distribution at the origin as suggested in [8], then deduct the average

SEP. Generally, composite distribution following the previous concept may lead to

a result having a summation term, and thus the solution may not be tractable as far

as the derivation of the probability density function (PDF) of the MRC, equal gain

combining (EGC), and selection combining (SC) output is concerned, and usually

does not lead to the closed-form solution.

In this chapter, we obtain the asymptotic expressions for the average SEP with all

three diversity schemes such as MRC, EGC, and SC. While deriving the asymptotic

solutions we have followed the following approach. First, we evaluate an approxi-

mation of the multipath distribution at the origin then the composite distribution is

obtained by averaging the approximate multipath PDF with respect to shadowing.

The result is further extended to include MRC, EGC, and SC PDFs at the origin.

These expression have been used to evaluate the closed-form solutions of the aver-

age SEP. Furthermore, we have compared the performance of MRC, EGC, and SC

in the context of error probability over the composite fading channel.

2 System Model

The Weibull envelope “X” has the PDF given as follows [13]:

fX(x) =
cA
𝛺c∕2 x

c−1 exp
[
− A

(
x2
𝛺

)c∕2]
(1)

where 𝛺 is the average fading power 𝛺 = E[X
c
2 ], A = [𝛤 (1 + 2

c
)]c∕2 and 𝛤 (.) is the

Gamma function. Here c is the multipath parameter and the channel condition im-
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proves as c → ∞ . As a special case, when c = 1, 2 the Weibull distribution reduces

to the exponential and Rayleigh distributions, respectively. An LN random variable

(RV) “Z” has the PDF [5]:

fZ(z) =
1

z𝜎
√
2𝜋

exp
[
−
(
ln z − 𝜇√

2𝜎

)2]
∶ z > 0 (2)

where 𝜎 and 𝜇 are the mean and standard deviation of ln(Z). The expected value of

Z is E[Z] = 𝛤 = Zavg = exp (𝜇 + 𝜎
2∕2). As such, and by using Taylor’s series, the

fX(x) given in (1) can be rewritten as:

fX(x) =
cA
𝛺

c
2

xc−1 + O (3)

where O stands for higher order terms. First, substitute (3) and (2) into the defini-

tion of the composite distribution [14, Eq. (3)], then setting t = (ln(z) − 𝜇)∕
√
2𝜎,

employing the identity [15, Eq. (3.323.2
10

)], and finally following the conversion

𝛾 = x2𝜌, 𝛾̄ = 𝛺𝜌 and fY (𝛾) = fX(
√
𝛾∕𝜌)∕2

√
𝛾𝜌, where 𝜌 = Es

N0
, Es is the energy per

symbol and N0 is the one-sided power spectral density of the additive white Gaussian

noise (AWGN) [13], the signal-to-noise ratio (SNR) distribution of the composite

distribution around origin can be given as:

fY (𝛾) ≈
cAe−

𝜇c
2 e

𝜎
2c2
8

2𝜌
c
2

𝛾

c
2 −1 (4)

The simplified PDF of (4) does not contain any summation term, thus enabling us

to derive the PDF of the diversity combiner output in a convenient way, which is

presented next.

2.1 Maximal Ratio Combining Probability Density Function
at the Origin

For MRC with L independent and identically distributed (i.i.d.) diversity branches,

the instantaneous SNR of the combiner output is given by:

𝛾mrc =
L∑
j=1

𝛾j (5)

where 𝛾j is the instantaneous SNR of the jth branch. Since the L WLN RVs are i.i.d.,

the moment-generating function (MGF) of 𝛾mrc is expressed as M
𝛾mrc

(s) =
L∏
j=1

M
𝛾j
(s),

where M
𝛾j
(s) is the jth branch MGF and is deduced by taking the Laplace transform
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of (4) with the aid of [15, Eq. (3.381.4)]. Thus, assuming the average SNR of each

branch to be same, i.e., 𝜌1 = 𝜌2 = … = 𝜌L = 𝜌, the MGF of 𝛾mrc can readily be shown

as:

M
𝛾mrc

(s) ≈
(cAe−

𝜇c
2 e

𝜎
2c2
8 𝛤 ( c

2
)

2(s𝜌)
c
2

)L

(6)

The PDF of the RV Ymrc is deduced by performing the inverse Laplace transform of

(6) with the aid of [15, Eq. (3.381.4)], yields [12]:

fYmrc ≈
(𝜗)L(𝛤 ( c

2
))L

𝜌

Lc
2 𝛤 ( Lc

2
)

𝛾

Lc
2 −1 (7)

where 𝜗 = cAe−
𝜇c
2 e

𝜎
2c2
8

2
.

2.2 Equal Gain Combining Probability Density Function at
the Origin

For L i.i.d. diversity branches, the instantaneous SNR of the EGC output is given as:

𝛾egc =
(

1√
L

L∑
j=1

√
𝛾j

)2

(8)

The above equation can be further be expressed by taking the square-root of both

sides as:

xegc =
L∑
j=1

xj√
L

(9)

In a similar context to MRC, the MGF for EGC is expressed as Mxegc =
L∏
j=1

Mxj

(s∕
√
L). Now, following a similar approach to MRC, and with the aid of [13], the

SNR distribution around the origin is deduced as:

fYegc(𝛾) ≈
𝛼
L(𝛤 (c))L(

√
L)Lc

2𝛤 (Lc)𝜌
Lc
2

𝛾

Lc
2 −1 (10)

where 𝛼 = Ace−
𝜇c
2 e

𝜎
2c2
8 .
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2.3 Selection Combining Probability Density Function at the
Origin

The simplest approach for combining the signals from the channel branches is the

SC method. From the practical point of view, this algorithm has the easiest imple-

mentation. In this, the output or branch is picked which has the highest SNR which

can be defined mathematically as Ysc = max(Yj), j = 1, 2...L. The PDF of the output

SNR is defined as [16]:

fYsc = L(FY (𝛾))L−1fY (𝛾) (11)

whereFY (𝛾) is the cumulative distribution function (CDF). The CDF can be obtained

by substituting (4) in the definition FY (𝛾th) = F(Y < 𝛾th) [16] and after some straight

forward mathematical simplification:

FY (𝛾th) =
𝜗𝛾

c
2
th

c
2
𝜌

c
2

(12)

Further, substituting (4) and (12) into (11) results in the closed-form expression of

the SC distribution:

fYsc (𝛾) ≈
L𝜗L

( c
2
)L−1𝜌

Lc
2

𝛾

Lc
2 −1 (13)

3 Average Symbol Error Probability Analysis

In this section, we analyse the performance of the composite fading channel over

average SEP for both coherent and non-coherent modulation schemes. The general

expression of the average SEP over a fading channel is obtained by taking an ensem-

ble average of the instantaneous error probability over the fading distribution. The

general expression of the average SEP over a fading channel is given by [16]:

P̄e =
∞

∫
0

Pe(𝛾)fY (𝛾)d𝛾 (14)

where Pe(𝛾) is the instantaneous symbol error rate (SER) of the modulation

technique.

3.1 Coherent Average Symbol Error Probability

The generalized probability of error for coherent modulation schemes is given by

[11, Eq. (17)]:
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Pe(𝛾) = Aperfc(
√

Bp𝛾) (15)

where constants Ap and Bp, for different modulation techniques, are given in [11,

Table I] for various constellation size. erfc(.) is the complementary error function

and is defined as erfc(x) = 2√
𝜋

∞∫
x
exp(−t2)dt.

3.1.1 Average Symbol Error Probability for Maximal Ratio Combining

By substituting (7) and (15) in (14), letting t =
√
Bp𝛾 , and using [17, Eq. (2.8.2.1)],

the asymptotic average SEP can be obtained as:

P̄mrc,asy
e,coh ≈

2Ap𝜗
L(𝛤 ( c

2
))L𝛤 ( Lc+1

2
)

cL
√
𝜋(Bp𝜌)

cL
2 𝛤 ( Lc

2
)

(16)

The result of the asymptotic average SEP can also be expressed in terms of coding

gain (Gc) and diversity gain (Gd), i.e., Pasym
e ≈ (Gc.𝛾̄)−Gd [8, eq. (1)] as:

Gd =
Lc
2

Gc =
(2Ap𝜗

L(𝛤 ( c
2
))L𝛤 ( Lc+1

2
)

cL
√
𝜋B

cL
2
p 𝛤 ( Lc

2
)

)− 2
cL

(17)

3.1.2 Average Symbol Error Probability for Equal Gain Combining

By substituting (10) and (15) in (14), and following a similar procedure as defined

above, it follows immediately that:

P̄egc,asy
e,coh ≈

Ap𝛼
L(𝛤 (c))L(

√
L)Lc𝛤 ( Lc+1

2
)√

𝜋𝛤 (Lc + 1)(𝜌Bp)
Lc
2

(18)

Diversity and coding gain are expressed as:

Gd =
Lc
2

Gc =
(Ap𝛼

L(𝛤 (c))L(
√
L)Lc𝛤 ( Lc+1

2
)

𝛤 (Lc + 1)
√
𝜋B

cL
2
p

)− 2
cL

(19)

3.1.3 Average Symbol Error Probability for Selection Combining

By substituting (13) and (15) in (14), and following a similar procedure as defined

in Sect. 3.1.1, it follows immediately that:
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P̄sc,asy
e,coh ≈

2Ap𝜗
L
𝛤 ( Lc+1

2
)

c
√
𝜋( c

2
)L−1(𝜌Bp)

Lc
2

(20)

The values of diversity and coding gain are expressed as:

Gd =
Lc
2

Gc =
( 2Ap𝜗

L
𝛤 ( Lc+1

2
)

c
√
𝜋( c

2
)L−1B

cL
2
p

)− 2
cL

(21)

3.2 Non-coherent Average Symbol Error Probability

The instantaneous SEP for different non-coherent modulation schemes is given by

[12, Eq. (18)]:

Pe(𝛾) = Anexp(−Bn𝛾) (22)

where the parameters An and Bn are defined in [12, Table 2].

3.2.1 Average Symbol Error Probability Maximal Ratio Combining

The asymptotic average SEP is derived by substituting (7) and (22) in (14), which

with the aid of [15, Eq. (3.381.4)], yields:

P̄mrc,asy
e,non ≈

An(𝜗)L(𝛤 ( c
2
))L

(Bn𝜌)
Lc
2

(23)

The diversity and coding gain are expressed as:

Gd =
Lc
2

Gc =
(An(𝜗)L(𝛤 ( c

2
))L

B
cL
2
n

)− 2
cL

(24)

3.2.2 Average Symbol Error Probability Equal Gain Combining

The closed-form asymptotic solution to average SEP is derived by substituting (10)

and (22) in (14), and repeating similar steps to those defined above:

P̄egc,asy
e,non ≈

An𝛼
L(𝛤 (c))L(

√
L)Lc𝛤 ( Lc

2
)

2𝛤 (Lc)(𝜌Bn)
Lc
2

(25)

Diversity and coding gain are expressed as:
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Gd =
Lc
2

Gc =
(An𝛼

L(𝛤 (c))L(
√
L)Lc𝛤 ( Lc

2
)

2𝛤 (Lc)B
cL
2
n

)− 2
cL

(26)

3.2.3 Average Symbol Error Probability Selection Combining

The closed-form asymptotic solution is evaluated by substituting (13) and (22) in

(14), and repeating similar steps to those defined in Sect. 3.2.1:

P̄sc,asy
e,non ≈

LAn𝜗
L
𝛤 ( Lc

2
)

( c
2
)L−1(𝜌Bn)

Lc
2

(27)

The values of diversity and coding gain are expressed as:

Gd =
Lc
2

Gc =
(LAn𝜗

L
𝛤 ( Lc

2
)

( c
2
)L−1B

cL
2
n

)− 2
cL

(28)

4 Numerical Analysis

In this section, the asymptotic behavior of the average SEP for the WLN fading chan-

nel has been presented graphically. The Monte-Carlo simulations are also included

in all the figures to validate the accuracy of the derived expressions.

Fig. 1 Average SEP for

MPAM with the MRC and

EGC diversity scheme and

constellation size M = 4
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Fig. 2 Average SEP for

BPSK with the SC diversity

scheme
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Fig. 3 Average SEP for

non-coherent DBPSK with

c = 2, 2.5, 3
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In Fig. 1, asymptotic plots of the average SEP for coherent M-ary pulse ampli-

tude modulation (MPAM), with MRC (16) and EGC (18) side by side, are presented

against Es∕N0. The parameters under consideration are c = 1, infrequent light shad-

owing [18, 19], constellation size M = 4, and diversity order L = 1, 2, 3. It is clear

from the figure that the asymptotic plot converges at high SNR and coincides with

Monte-Carlo simulations. It is also observed from the plot that MRC is superior to

EGC for all the diversity schemes, and the separation increases with increase in di-

versity order. The average SEP for coherent binary phase shift keying (BPSK) versus

Es∕N0 is given in Fig. 2 with the SC diversity scheme. The Monte-Carlo simulations
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are also included and shown to coincide with the closed-form solution at high S-

NR. In Fig. 3, the plot illustrates the non-coherent differential BPSK (DBPSK) (23)

scheme versus Es∕N0. As expected, it is revealed from the figure that increasing pa-

rameter c means that system performance improves.

5 Conclusion

The closed-from expressions of diversity PDF at the origin for the composite

W-LN fading channel have been presented. The derived results were then extend-

ed to evaluate the asymptotic expressions of the average SEP for both coherent and

non-coherent modulation schemes. It was shown that the asymptotic plot merges

with Monte-Carlo simulations at high SNRs, verifying the accuracy of the derived

expressions.

References

1. Sagias NC, Karagiannidis GK, Bithas PS, Mathiopouls PT (2005) On the correlated Weibull

fading model and its applications. In: Ieee transactions on vehicular technology conference, pp

2149–2153

2. Cheng J, Tellambura C, Beaulieu NC (2004) Performance of digital linear modulations on

weibull slow-fading channels. IEEE Trans Commun 52(8):1265–1268

3. Ibdah Y, Ding Y (2015) Mobile-to-mobile channel measurements at 1.85 GHz in suburban

environments. IEEE Trans Commun 63(2):466–475

4. Bessate A, Bouanani FEL (2016) A very tight approximate results of MRC receivers over

independent Weibull fading channels. Phys Commun 21:30–40

5. Khandelwal V (2014) Karmeshu: a new approximation for average symbol error probability

over log-normal channels. IEEE Wirel Commun Lett 3(1):58–61

6. Navidpour SM, Uysal M, Kavehrad M (2007) BER performance of free-space optical trans-

mission with spatial diversity. IEEE Trans Wirel Commun 6(8):2813–2819

7. Héliot F, Xiaoli C, Hoshyar R, Tafazolli R (2009) A tight closed-form approximation of the

log-normal fading channel capacity. IEEE Trans Wirel Commun 8(6):2842–2847

8. Wang Z, Giannakis GB (2003) A Simple and General Parametrization Quantifying Perfor-

mance in Fading Channels. IEEE Trans Commun 51(8):1389–1398

9. Chen Z, Chi Z, Li Y, Vucetic B (2009) Error performance of maximal-ratio combining with

transmit antenna selection in flat Nakagami-m fading channels. IEEE Trans Wirel Commun

8(1):424–431

10. Zhang H, Matthaiou M, Tan Z, Wang H (2012) Performance Analysis of digital communication

systems over composite 𝜂𝜇/Gamma fading channels. IEEE Trans Veh Technol 61(7):3114–

3124

11. Badarneh OS, Aloqlah MS (2016) Performance analysis of digital communication systems

over 𝛼 − 𝜂 − 𝜇 fading channels. IEEE Trans Veh Technol 65(10):7972–7982

12. Chauhan PS, Tiwari D, Soni SK (2017) New analytical expressions for the performance metrics

of wireless communication system over weibull/lognormal composite fading. Int J Electron

Commun (AEU) 82:397–405

13. Simon MK, Alouini M (2005) Digital communication over fading channels, (2nd ed.), New

York, Wiley



Asymptotic Symbol Error Rate Analysis. . . 191

14. Shanker PM (2004) Error rates in generalized shadowed fading channels. Wirel Person Com-

mun 28:233–238

15. Gradshteyn IS, Ryzhik IM (2007) Table of integrals, series, and products. (7th ed.), Academic

Press, California

16. Rana V, Chauhan PS, Soni SK, Bhatt M (2017) A new closed-form of ASEP and channel

capacity with MRC and selection combining over Inverse Gaussian shadowing. Int J Electron

Commun (AEU) 74:107–115

17. Prudnikov AP, Brychkov YA, Marichev OI (1986) Integrals and Series Volume 2: Special

Functions, 1st edn. Gordon and Breach Science Publishers

18. Loo C (1985) A statistical model for a land mobile satellite link. IEEE Trans Veh Technol

34:122–127

19. Loo C (1990) Digital transmission through a land mobile satellite channel. IEEE Trans Com-

mun 38:693–697



Vehicle Detection and Categorization
for a Toll Charging System Based
on TESSERACT OCR Using the IoT

A. Vijaya Krishna and Shaik Naseera

Abstract In India the main transport system is the road network. Government
design different plans for transport system like national highways under develop-
ment. The administration consents to arrangement with the privately owned busi-
nesses who manufacture the foundation for national highways for a definite time.
The private agencies deduct the amount from the vehicles which are passed on that
recently developed the highways. Vehicle detection is the crucial step in the toll
collection management system. There are various ways of implementing a toll
charging system including manual toll charging, RFID systems and barcodes.
However, these techniques are error prone while charging the toll system. In this
paper we propose a framework using Tesseract OCR and Raspberry Pi. If an input
is passed to Raspberry Pi, then the Raspberry Pi detects and charges an amount for
the vehicle by using the web server and its database. Finally an alert message is
pushed to the vehicle owner’s mobile number after deducting the amount from the
user’s account.

Keywords ETC ⋅ Sensors ⋅ Raspberry Pi ⋅ GSM ⋅ Open CV

1 Introduction

In India we find the chance to watch for the most part expansive of National
thruways. Government designs different stages to finish the tasks under develop-
ment. The administration consents to arrangement with the privately owned busi-
nesses who manufacture the foundation like streets for some period [1]. The
contributed sum is collected from vehicles passing on the recently manufactured
road. This gathered whole is called as toll imposes [1]. Individuals must choose
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between limited options to for paying the toll impose for utilizing the passage. PC
vision is an essential field in the capture of high dimensional information from
cameras in the toll system [1, 2].

The main steps taken as part of this procedure are obtaining, handling, and
breaking down the picture and changing it into a number or a representative shape
[2]. It is used to understand the scene electronically and the procedure is propor-
tionate to the capacity of human vision. The numerical or emblematic data of a
scene is chosen in light of the proper model developed with the help of protest
geometry, material science, measurement, and learning hypothesis [2]. The scene in
mind is converted into image(s) or video(s), including many pictures, using camera
(s) concentrated from various areas on a scene [3]. Picture handling, picture
investigation and machine vision are likewise firmly identified with PC vision.
Picture handling and picture examination manage 2D pictures. In the preparation of
a picture it is changed into another by applying a few operations, for example,
differential upgrade, edge location, and geometrical changes [4, 5].

Manual toll collection is not suitably for collecting tolls as it exceptionally time
consuming. This strategy causes quite a long waiting time at tollbooths as vehicles
need to wait until their turn comes.

1.1 Other ETCs

An electronic toll collection system (ETC) is the best alternative to a manual toll
collection system. They use diverse innovations to better aid toll collection. They
primarily attempt to stay away from manual intercession at the tollbooth. Some use
barcodes, RFID labels and so forth for recognition and these are extremely helpful
for ongoing picture handling [6]. However, ETC systems suffer from problems of
type classification and toll estimation. Vehicle grouping depends on parameters,
such as the length of the vehicle, distance between two wheels of the vehicle, and
the zone occupied by the vehicle in the picture. There is no exact parameter can be
utilized for usage with relating to its imperatives and deducting toll charging is also
a major problem in ETC systems.

2 Proposed System

The proposed framework depends on vehicle identification and uses Open CV
libraries with an implanted Linux stage. With this model it is likewise conceivable
to check the number of vehicles going through the toll corner (Fig. 1).

Raspberry Pi is a charge card measured single-board PC created in the UK. It is
one of the mainstream of installed Linux-based advancement sheets [1]. Addi-
tionally it is used to check the data rundown of toll gathered vehicles. It will help
the manager to check whether a toll charge is entered accurately or not.
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In this proposed model we need to use high picture catching computerized
camera to capture unmistakable pictures of vehicles. For viable reason, we have
utilized after camera only for exhibit. Assist this data is passed to the Raspberry Pi
which is having web server set up on it. At the point when Raspberry Pi comes to
know the vehicle, at that point it get to the web server data and as indicated by the
sort of the vehicle, fitting toll is charged.

3 System Design

Vehicles discovery must be pertinent to various natural conditions like light, bril-
liance, activity status evolving and so on. In the proposed framework, while per-
forming tests we have made a constant situation. The vehicles proceeding along the
road and a camera is placed near to the tollbooth area. This camera captures pictures
of vehicles and sends them to the framework. These pictures are only the edges
changed over from the video by the framework (Fig. 2).

An arrangement framework like the one proposed here can provide critical data
for a specific outline situation.

3.1 Overview of Tesseract OCR

Vehicle number plate recognition is crucial in ETC systems. Character recognition
is used to obtaining the registration numbers of vehicles [7]. In our model we uses
Tesseract OCR to recognise vehicle registration numbers. The pipeline of the
Tesseract OCR motor is given in Fig. 3. The initial step is adaptive thresholding,
which converts the picture into a twofold form using Otsu’s strategy [8]. The

Power 
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PIR Sensor

Web 
Camera Raspberry 

Pi Kit

GSM

Y LED

R LED

G LED

Vehicle 
Detected

Vehicle not

allowed

Vehicle 
allowed

Fig. 1 Block diagram of the proposed system
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subsequent stage is page design investigation, which is used to extricate the content
squares.

In the following stage, the baselines of each line are distinguished and the
content is partitioned into words using distinct spaces and fluffy spaces [9].

In the following stage, the character plots are removed from the words.
Acknowledgment of the content is then begun as two-pass process. In the primary
pass, word acknowledgment is completed using the static classifier.

3.1.1 Adaptive Thresholding

In Tesseract OCR, Otsu’s technique [8] is employed to perform bunching-based
picture thresholding. The pixels in the photo are spoken to in L dimension levels 0,
1,…, L where each esteem compares to a potential limit. In Otsu’s strategy we look
for the edge that limits the intra-class change, characterized as a weighted whole of
the differences of the two classes:

Capture current frame for video 
stream when key pressed

Foreground Detection

Vehicle Detection using Open 
CV

Type Classification & Toll 
Estimation

Display Unit

DATABASE 
SERVER

Fig. 2 System architecture of video subsystem design

Adaptive
Thresholding

Page Layout 
Analysis

Detecting 
Baselines & 
Words

Recognise 
Word(Pass 1)

Recognise 
Word(Pass 2)

Fig. 3 Architecture of Tesseract OCR
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0
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2
1

are the differences of these two classes. Otsu

demonstrates that limiting the intra-class change is the same as augmenting between
class fluctuations [8]
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2
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Every one of these qualities can be calculated from the twofold grayscale input
given. The ideal edge t* that augments is chosen by a consecutive search of the
diverse estimations of t. To represent varieties inside the picture, local adaptive
thresholding is performed in Tesseract, where Otsu’s calculation is connected to
little estimated rectangular divisions of the picture.

3.1.2 Page Layout Analysis

Page design examination, one of the initial steps of OCR, isolates a picture into
ranges of content and non-content, and also partly multi-segments the content into
segments [9]. The page design investigation in Tesseract depends on recognizing
tab stops in a recorded picture.

3.1.3 Baseline Fitting and Word Detection

Tesseract utilizes an exceptionally novel calculation to find the lines of content on a
page. The calculation performs well even within the sight of wrecked and coupled
characters, spot clamor and page tilt [10].

Once the content lines have been discovered, the baselines are better fitted
utilizing a quadratic spline and a minimum squares fit [10].

Tesseract discovers words by measuring holes in a restricted vertical range
between the standard and mean line. Spaces that are near the limit at this stage are
made fluffy, with the goal that an official choice can be made after word
acknowledgment.
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3.1.4 Word Recognition

In this part the distinguished words are portioned into characters. Tesseract tests the
content lines to decide if they are of settled pitch (having a steady separation of
words and characters) amid the word recognition step [9]. For a settled pitch
content, Tesseract slashes the words into characters using the pitch. Whatever
remains of the word acknowledgment step applies only to nonfixed-pitch content
(Figs. 4 and 5).

The word recognizer first characterizes each blob, and shows the outcomes to a
lexicon hunt to discover a word in the mix of classifier decisions for each blob in
the word. If the word result is unsuitable, Tesseract hacks the blob with most
exceedingly awful certainty from the character classifier [9]. Applicant slash focii
are found from the inward vertices of a polygonal estimate of the framework.

After slashing, conceivable outcomes are depleted, the associator makes an A*
(best first) pursuit of the division chart of conceivable mixes of the maximally
cleaved blobs into hopeful characters [9]. At each progression in the best-first
pursuit, any new blob blends are grouped, and the classifier comes about are given
to the word reference once more.

The yield for a word is the character string present in the lexicon that had the
best general separation-based rating.

Y
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Fig. 4 Block diagram of the word recognizer

Fig. 5 Candidate chop points
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4 Implementation

4.1 OpenCV—Open Computer Vision Library

OpenCV is an open source PC vision library. The library is composed in C and C+
+ and runs under Linux, Windows, and Mac OS X. The OpenCV library contains
more than 500 capacities that traverse numerous regions of vision, including pro-
cessing plant item review, therapeutic imaging, security, UI, camera adjustment,
stereo vision, and mechanical technology.

4.2 Virtual Network Computing (VNC)

VNC is a graphical desktop sharing system. By proper authentication we can
connect to the VNC. This creates a virtual Linux operating system on our operating
system. With this we run our project if a vehicle is detected, and it displays the
number of the vehicle.

5 Simulation Results

(see Figs. 6, 7, 8, 9 and 10).

Fig. 6 VNC viewer
authentication
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Fig. 7 Sample code of a toll
system

Fig. 8 Proposed toll system
model with Raspberry Pi Kit

Fig. 9 Detection and
recognition of vehicle number
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6 Conclusion

The technique which is used for implementation is very efficient and more practical
than any other methods of toll estimation. As for development, if an embedded
Linux system is used, then processing speed will be fast. On the other hand,
OpenCV plays a crucial role in vehicle detection. It has libraries which can be used
for vehicle detection and one can also extend its use according to requirements. At
the tollbooth, a major task of toll collection will be completed with less human
effort. This idea gives very less expensive toll collection system concept. Also the
system is transparent in terms of toll collection and provides a reliability that it can
also work in adverse climatic condition.
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Transmission Spectrum of a Typical
Waveguide in Photonic Crystal
with Tunable Width: Simulation
and Analysis

Neeraj Sunil, V. Jayakrishnan, Harish Somanathan
and Alok Kumar Jha

Abstract In this paper a typical waveguide in 2D photonic crystal of air holes in
dielectric slab structure has been simulated to explore the possible transmission
spectrum as shown later in various figures. The waveguide width is variable and
correspondingly its transmission spectrum changes. This may be improved upon
and used to design optical communication devices and photonic sensors. The
algorithms used for simulation are finite difference time domain (FDTD), and plane
wave expansion method (PWEM).

Keywords Photonic band gap ⋅ Waveguide ⋅ PBG ⋅ FDTD
MEEP ⋅ PWEM ⋅ MPB

1 Introduction

Photonic crystal is a periodically modulated dielectric material. The periodic
variation of the dielectric constant gives rise to a particular photonic band gap
(PBG), and a unique photonic band structure [1, 2].

The band structure of the crystal depends upon various parameters, such as
difference in refractive index and lattice structure etc. A basic hexagonal lattice of
air holes in a dielectric slab is shown in Fig. 1.
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PBG structure provides basic information about the crystal. It gives relationships
of frequencies and wave numbers, i.e. modes. The band gap consists of a range of
all the frequencies which are not allowed to propagate through the crystal. When
defects, such as point, collection of points, and lines, etc. are introduced in photonic
crystals, they subsequently cause defect modes in the band gap [3].

In this study, a 2D hexagonal lattice of air holes in a dielectric slab is chosen and
two parallel line defects are created as shown in Fig. 1a. The two line defect rows
are on the either side of a middle no defect row. The width of the line defect can be
varied by separating the two sides of photonic crystal about the middle no defect
row. The two variable line defects and the region in between constitute the
waveguide.

2 Computation Methods

Finite difference time domain (FDTD) has been used to compute the real-time
behavior of electromagnetic waves in photonic crystals using a time-domain
approach. Using FDTD, by applying a pulsed field as the source and by taking the
Fourier transform of the response obtained, the output is obtained over a wide
frequency range, with the PML (perfectly matched layer) condition being taken into
consideration.

Plane Wave Expansion Method (PWEM) is a method used to compute the band
structures of the photonic crystals using a frequency-domain approach.

The band structure of the crystal depends upon various parameters, such as
difference in refractive index and lattice structure etc. A basic hexagonal lattice of
air holes in a dielectric slab is shown in Fig. 1.

Fig. 1 a Hexagonal lattice of holes in the slab. b Transmission spectra of (a)
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3 Structure Parameters

The structures shown in the figures can be described by the following parameters:

Period of lattice = 1 unit (µm) (same for all figures)
Radius of holes = 0.42 units
Dielectric constant of slab = 12
Height of slab = infinite.

Width of each of the two line defects for the figures is given in Table 1 as a
fraction of one lattice period.

Photonic crystal parameters are mutually scalable. So period and frequency can
be expressed as normalized and independent of units.

4 Units

The units of amplitude and frequency are normalized. The frequency value, when
multiplied with (2πc/a = M), gives a frequency in SI units, where ‘c’ is the velocity
of light in vacuum, and ‘a’ is the lattice periodicity in SI units respectively. Power
obtained in the output spectra is normalized (i.e. output/input flux) and is plotted on
a dB scale (10 * log (output/input flux)). The width of the line defect can be varied
by separating the two sides of the photonic crystal about the middle no defect row.
The two variable line defects and the region in between constitute the waveguide.

5 Structure Design

1. A dielectric slab of dielectric constant 12 is used.
2. Through the slab, holes of radius 0.42 units are drilled in the triangular lattice

form.
3. The width of the waveguide can be changed as a fraction of 1 period unit of the

lattice as shown.

Table 1 Width of waveguide Figure Width

1 0
2 0.2
3 0.4
4 0.6
5 0.8
6 1
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4. Center frequency of the source is 0.33 normalised units.
5. Mode of propagation: TE mode.

When the central frequency is multiplied by M (2πc/a), and a value of a = 1 µm,
then we obtain a wavelength of 482 nm.

6 PWEM Analysis

A basic band gap structure was analyzed for the structure generated as shown in Fig. 1.
The band gap generated is shown in Fig. 2. As seen in Fig. 2, a band gap

centered on 0.3–0.4 is obtained. Hence for the transmission analysis the source is
taken to be centered on 0.33 normalised units.

7 Transmission Spectra

Shown in Fig. 1b is the transmission spectrum for the structure in Fig. 1a.
Given below are various examples of structures and their corresponding trans-

mission spectra.

8 Results and Discussions

1. Fig. 1a is the regular triangular lattice and Fig. 1b shows the band gap of the
lattice.

2. In Fig. 3a the basic waveguide structure is shown. Figure 3b therefore shows
the respective change that occurs in the spectra due to the above change.

3. Similarly in Figs. 4a, 5a, 6a, and 7b the width of the waveguide has been set to
0.4, 0.6, 0.8, and 1 unit respectively. And Figs. 4b, 5b, 6b, and 7b show the
respective spectra changes.

Fig. 2 Band structure for the
structure in Fig. 1a
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4. We can clearly see that as the width increases, the defect mode becomes wider
in frequency and shifts toward the lower end of the band gap.

5. Fig. 6b reveals a closely spaced pair of defect modes.
6. Fig. 7b unlike previous cases, exhibits the possibility for a very narrow band

frequency reject-type spectrum.

Fig. 3 a Structure with line defect = 0.2 units. b Transmission spectra of (a)

Fig. 4 a Structure with line defect = 0.4 units. b Transmission spectra of (a)
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Fig. 5 a Structure with line defect = 0.6 units. b Transmission spectra of (a)

Fig. 6 a Structure with line defect = 0.8 units. b Transmission spectra of (a)

Fig. 7 a Structure with line defect = 1 unit. b Transmission spectrum of (a)
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9 Applications

The above analysis can be used in optical communication devices and optical
sensors. It can also be mapped and calibrated to measure physical properties like
temperature and pressure [4].

10 Software Used

MEEP and MPB are the software used for analysis. Both of these have been
developed by the Ab Initio Physics Research team at MIT (Massachusetts Institute
of Technology). [5].

MPB is used for computing the band structures and electromagnetic modes of
periodic dielectric structures using PWM.

MEEP is a FDTD simulation software used for real-time computation of
transmission and reflection spectra, and frequency and field patterns in a dielectric
substance.
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An Anamnesis on the Internet of Nano
Things (IoNT) for Biomedical
Applications

Amruta Pattar, Arunkumar Lagashetty and Anuradha Savadi

Abstract This paper holds the data of broadly anamnesis and summery on internet
of nano things (IoNT) for human services. This makes great possible to give the
systematic and prognostic techniques and which in this way help in the medi
cations of patients through correct bound pharmaceutical transport, tranquilize
convey, tumor and various distinctive contamination’s. The proposed study dis-
cusses the different network models of the IoNT and the architectural requirements
for its implementation, which involves the different networking models, electro-
magnetic and molecular communication, channel modeling, information encoding,
telemedicine aspects, and IoNT protocols.

Keywords IoNT ⋅ Molecular communication ⋅ Drugs delivery

1 Introduction

The recent developments in the area of the web known as the Internet of Things
(IoT) have taken it to its next level of improvement by combining the nano sensors
with IoT. Major developments and advancements in the field of nanotechnology, in
combination with the internet, have arisen, Since the famous lecture on nanotech-
nology by Richard Feynman in 1959, the field has seen great progress and has also
provided sophisticated devices with important applications, such as nanosensors,
which helps in diagnosis at the molecular level and in turn can provide treatments,
such as targeted drug delivery to tumor patients. The IoNT is one which relates
in-depth to the internet of bio-nano things (IoBNT). Bio-nano things are those which
can be defined as the special identification of basic structure and the functional unit
that explains the work and the connectivity within the organic conditions.
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Despite various papers published on nano gadgets every year, it is still not clear
regarding how communication takes place between nano gadgets. There are two
major and extensive aspects which is used by nanotechnology for the IoNT and
they are electromagnetic communication, which uses radiowaves as the information
carrier and molecular communication, where molecules are used as the information
carriers. The molecular communication turns out to be better than electromagnetic
communication as it shows a high energy efficiency, biocompatibility, and also has
the competency to work in an aqueous medium which makes molecular commu-
nication much better for working on nano gadgets using the IoNT.

Molecular communication shows a good level of performance while using the
IoNT as a communication media. Basically, molecular communication is all about
invigorating the various molecules in the biological systems, since the communi-
cation is carried out by molecules. Molecular communication is one of the media
which already exists in the natural world acting as an element between the
nanoscales. Natural phenomena, such as intercellular and interbacterial communi-
cation are extremely helpful in providing essential information regarding the model
of a nanonetwork. Figure 1 shows a simplified model of a molecular communi-
cation system. In this communication system, the encoded information of the
transmitter is loaded on the molecules which are in turn called information mole-
cules (proteins, ions, DNA, etc.). These information molecules are subsequently
loaded onto the carrier molecules (molecular motors, etc.) and are then finally
propagated to the receiver.

The main contribution of molecular communication is to provide a means to
send, transport, and receive the molecules and it also adapts biological and
artificially-created components such as sensors and reactors, which also facilitate
communication between each other with the help of molecules. This is a major goal
in the treatment of diseases at their molecular level, and helps in loading the drug at
the particular area on the cancer cells.

Fig. 1 A simple molecular communication system
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2 Literature Review

The concept of the IoNT was initially plugged by the [1] were the author has
described the summaried architecture for electromagnetic (EM) nanocommunica-
tion, which also embrace the basic concept of channel modeling, information
coding, many other protocols. The author also describes the network architecture
and discusses the interconnection of nanomachines with the accessible communi-
cation network system. Figure 2 characterize the basic introductory towards the
IoNT which can retrieved in two distinctive manner, first the intrabody nanonet-
work for healthcare, and second, the interconnected office.

The intrabody network is responsible in the facilitation of nanomachines, such as
nanosensors and nanoactuators, which are deployed in the human body and can be
operated with the help of remote, where the remote makes use of micro scale range
by maintaining the major communication media as the internet. Whereas the
interconnected office concerns each and every component regularly found in an
office and an internal fragments are also equipped for a nanotransceiver which
empowers them to be associated with the internet.

The paper entitled in [2] has come up with imaginative works of stack mode that
allows the capture of unique characteristics of nanonetworks which is still in its
early stages and is an active area of research. The author discusses the communi-
cation and networking aspects of the IoNT which involves the optimized version of
layer-based models and non-layer-based models. The layer-based model is designed
especially for nanonetworks and the protocol stack of this layer model is designed
according to the following: application, transport, network, and finally the physical
layer. It is maintained similarly from both the sender and the receiver sides.
Whereas in the non-layer-based model, the protocol stack has the default
assumption regarding nanonetworks, such as a multi-tiered, dynamic, and oppor-
tunistic hierarchical architecture that embraces nanomachines, nanorouters,
and gateways. The author also also commented on the IoNT protocol stack,

Fig. 2 Design of networks for the internet of nano things. a Intrabody nanonetwork for human
services application. b The interconnected office
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which includes an application layer, transport layer, network layer, medium access
control layer, and a physical layer. The paper also tends to illustrate the importance
towards significant applications, such as drug delivery and the effective detection of
disease, for implementation in healthcare services.

The paper entitled in [3] describes the extensive study of networking and
communication aspects which helps to understand the theoretical outcome of the
physical implementation of molecular communication. The authors focused on the
connectivity of molecular communication based on the IoNT in variable environ-
mental conditions. The mathematical expression for connectivity is determined in
terms of temperature (temp) and also the relative concentration of physical
obstructions (x). The authors have also made use of MATLAB to reveal the state of
physical obstruction when it gets implied with the change in accordance with the
climate. Nanoscale network modeling is one of the major areas of study being
carried out in the current research field, which also includes the major escalating of
some of the parameters such as channel modeling, modulation and coding, receiver
design, and reliability among others. For communication purposes, pheromones are
used as signal carrier molecules, with the main drawback being that pheromones
can be easily affected by changes in environmental conditions, such as temperature,
or by physical obstacles resulting in a change in connectivity.

The paper entitled in [4] portrays avant-garde paradigm of the IoBNT, where the
author discusses the origin of the IoBNT from a combination of synthetic biology
and nanotechnology, which allows the engineering of computing devices with
major help from biological components as shown in Fig. 3. The biological
embedded computing device, which is based on biological cells and their func-
tionalities in accordance with biochemical domains which incredibly promises the
major purpose of sensing and actuation in the intrabody, and also helps in the
environmental control of toxic agents and pollution. The author also describes
the communication media used by the IoBNT, the major communication media
used being molecular communication. In nature, the reciprocity of the information
between cells is completely based on the synthesis, transformation, emission,
propagation, and the receiving of molecules by making use of biochemical and
physical processes. The challenges facing molecular communication in terms of
engineering are also described by the author.

The paper entitled in [5] the author depicts the IoNT working in a telemedicine
administrations chain, which also incorporates the investigation of frameworks for
obtaining, preparation, and dissemination of therapeutic data which is enveloped in
the worldwide creations. Figure 4 depicts remote health monitoring, which is
nothing but smart healthcare. The author also discusses implants, sensors and
nanosensors and their communication interface. The IBAN (implanted BAN) are
one of the main specific grade, the sensors are used as implants and are placed in the
human body and used as the node to communication with the outer world to
improve monitoring.

As per the above figure, the architecture of remote health monitoring includes
many classifications, such as
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Fig. 3 Typical comonents of an IoT device and the elements of a biological cell

Fig. 4 Framework for observing wellbeing using WNSN and WBAN

• C-health—represents classical healthcare.
• E-health—electronic healthcare, which is also known as a subset of the c-health

model using ICT.
• M-health—mobile healthcare, which makes use of mobile devices, and is also

known as the subset of e-health.
• S-health—smart healthcare, helps in maintaining records, delivery data, and

permissive prevention of health hazards.

As in [6] the author’s main focus is to set a standard example of an IoBNT which
has an extraordinary ability to set up the elimination of bio-nano devices from the
internet source when it is required. This model imitates the apoptotic flagging
pathways in living beings, where specific molecules are sent to cells to start their
self-obliteration from the framework. Figures 5 and 6 represent the architectural
model of the IoBNT. The main goal of the author is to focus on allowing the
communication interface between the nanotransmitter and the other nanodevice by
providing a deterministic model. The major work expressed here concerns the
self-annihilation which explains the sending of the death command through the
nanotransmitter, which has the capability to execute the received death command
by using natural cells.
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The paper entitled [7] the authors portray challenges, solutions, and applications
in accordance with the IoNT which involves data collection, system architecture,
routing technology, middleware, system management, data analysis, energy con-
version, and other challenges, such as security and privacy. The main realization
according to the author is the data collection regarding the IoNT, which in turn
relates information from the nanosensors and their environmental condition
according to which the system can handle the further process. The system archi-
tecture makes use of the data that has been collected by the device, which may not
be so easy to process so the solution described by the author is to make use of micro
gateways. Once the system architecture has completed the process, the next step is
the routing technology. Routing technique is extremely important while the data is

Fig. 5 Block diagram of diffusion-based IoBNT

Fig. 6 Network architecture for the IoBNT
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being transferred or received. This is made possible by the nanocommunication
system which involves molecular and electromagnetic communication.

The paper entitled [8] depicts healthcare applications which incorporate different
requirements, opportunities, and challenges. The author also introduces the basic
classification of requirements relating to the generic application functionalities sup-
ported by the IoNT and also informs implementation and performance evaluation
issues, particularly those which relate to deployment, communication, and coexis-
tence with other networking paradigm. This paper describes the innovative smart
technologies which were not previously feasible but are now easily accessible using
wireless communicationwith high-end facilities. A body area network is used and this
supports the near real-time sensing and also provides the reporting on the patient’s
various health conditions. This can be operated using mobile health (M-health) and
also by the many health monitoring systems which provide for the monitoring of the
health status of patients with the help of smartphones. Themajor aim of this paper is to
convey the importance of the nanoscale in accordance with healthcare applications,
such as diagnosing, treating, and monitoring, with the focus mainly on treating
patients at the molecular level. The main advantage of the nanonetwork discussed by
the author is that it has an ability to detect the availability of any imbalance regarding
molecules, chemicals, or any kind of virus, and send an alert.

The paper entitled [9] depicts the current promises, future aspects and numerous
applications in the area of the IoNT and also gives an extensive review of the IoT,
IoE and IoNT, revealing the extreme extension of the IoT by implementing the
IoNT. The main perspective is to focus on further studies which will mainly focus
on industrial and biomedical areas. The author describes technologies which sup-
port the IoT mostly by the physical objects linked to the internet by the different
methods of short-range wireless technologies such as ZigBee, RFID, sensor net-
works and also through location-based technologies. This paper focuses on
describing the difference between these three techniques, which are an extension of
one another which helps in the future technologies. The main concept which is been
portrayed here is the improvement of the technology in terms of communication,
such as person-to-person communication, person-to-machine, and now with the
help of the IoNT, machine-to-machine communication within the body is possible.

The paper entitled [10] the paper emblematic the advancement of a novel radio
channel demonstrate within the human skin at the terahertz, which will empower the
association among potential nano-machines working in the bury cell regions of the
human skin. The communication media used here is body-centric wireless communi-
cation (BCWC) which has been widely contemplated in the past at a range of fre-
quencies. Since nanoscale technologies has attractive future potential to open up a large
number of opportunities for making use of the latest nanomaterials, such as carbon
tubes and graphene etc. As mentioned earlier, the main purpose of the author is to come
up with unique idea of a channel model for use the skin, which considers all of the
previously mentioned parameters and also undergoes blind testing for the analytical
results which is carried out on the previous works done with the help of simulated data.
The potential of the model suggested by author can also be evaluated by comparing it
with measures of skin samples using THZ time-domain spectroscopy (THz-TDS).
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3 Conclusion

This paper present a review on the IONT for healthcare applications. As per the
requirement of new generation nanotechnology the communication between
nanosensors and nanodevices within the human body is made possible by adopting
the IOT technology such as molecular communication, electromagnetic commu-
nication, layer models, non-layer models, telemedicine, and embedded computing
using biological cells. The paper also describes the major studies and novel
thoughts of many author conveying the idea that the internet of nanothings looks as
if it will be extremely helpful in the future, especially in the field of biomedicine,
where the IoNT allows nanosensors to communicate with themselves and interface
with the outer world according to human requirements.
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Minimization of the Size of an Antipodal
Vivaldi Antenna for Wi-MAX
and WLAN Applications

Sneha Tiwari, Trisha Ghosh and Janardhan Sahay

Abstract In this paper, miniaturization of the antipodal Vivaldi antenna is dis-
cussed. The antipodal Vivaldi antenna is a broadband antenna and thus it is suitable
for use in many wireless applications. The proposed antenna has a center frequency
at 3.6, 5.2, and 5.8 GHz and so it can be used in WiMAX as well as WLAN
systems and to avoid potential interference from narrowband communication sys-
tems, it is advised to design a miniaturized broadband antenna with intrinsic
band-notched characteristics which can be used in narrowband communication. The
circular slots are applied on the edge at the width of the Vivaldi antenna and are
etched properly and as a result this helps in the area minimization of the antenna.
The circular slot with the greatest diameter is used to achieve the different center
frequencies so that the proposed antenna can be used for wireless communication,
i.e. for WiMAX and WLAN. The rectangles are used on the alternative circular
slots so as it can be used as notched structure and the interference in between the
two different wireless applications can be minimized. The bandwidth of the pro-
posed antenna is 2.8–6.2 GHz. A comparison of a conventional Vivaldi antenna
with an antipodal antenna is also undertaken. The simulation of the proposed
antenna was performed using HFSS13.0 software. The return loss, gain, radiation
pattern, z-parameters, and VSWR are shown.

Keywords High frequency simulation software (HFSS) ⋅ Ultra-wide band
(UWB) ⋅ Voltage standing wave ratio (VSWR) ⋅ Wireless local area network
(WLAN)
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1 Introduction

The features and design of the Vivaldi antenna was first discussed by Gibson in
1979 [1]. The Vivaldi antenna is a class of tapered UWB slot antenna. It is a special
kind of aperiodic travelling wave antenna, with the slot used in the design being
aperiodic in nature, and the em wave travelling into the slot before leaving the
antenna structure. The design compromises an exponential slot whose guiding
equation of the curve is given by y=±c1eRx + c2, where R is the exponential factor
[2]. This power factor dominates the beam width of the antenna and c1 and c2 are
constants. The exponentially tapered design of the Vivaldi antenna produces a
significant improvement in the antenna’s performance parameters such as gain,
efficiency, directivity, and bandwidth. The basic problem with the Vivaldi antenna
is its large size [3–5]. Thus, different solutions have been proposed which can
decreases the size of the Vivaldi antenna but the gain and other antenna parameters
cannot be enhanced with these solutions. So, in this paper a proposal for the
reduction of the area of the Vivaldi antenna with enhanced bandwidth is shown,
which will be beneficial to the overall use of the antenna in wide-band situations.
By making use of two types of slots in the design of the antenna a reduction in size
as well as enhanced bandwidth can be easily achieved. In the proposed antenna the
exponential slots are made in such a way that one part of the slot is designed on the
ground of the antenna and the other part is made on the patch of the antenna thus
giving it an antipodal structure. In the structure the circular slots are etched for two
different purposes. The circular slot at the width edge of the structure is used for the
minimization of the antenna. The slot at the length edge of the antenna is to obtain
the center frequencies, i.e. for the application of the WiMAX and WLAN used in
wireless communication. The diameter of this circular slot is higher than that of the
other circular slot used at the width edge of the Vivaldi antenna [6]. The rectangles
are used on the alternative circular slots so that it can be used as notched structure
and the interference in between the two different wireless applications can be
minimized.

2 Antenna Design

In Fig. 1 the geometry of the conventional Vivaldi antenna is shown. Here the
length and width of the antenna are kept as 110 mm and 80 mm respectively. The
substrate used is FR-4 with a relative permittivity of 4.4 and the height of the
substrate is kept as 1.6 mm. The two patches of the Vivaldi antenna, i.e. above and
below the substrate, are metalized using copper as a metal. The exponential length
of the antenna is kept as 90 mm and the rectangular length is kept as 20 mm. The
back-offset is kept as 25 mm. When this antenna is designed and simulated the
operating frequency is between 5.8 and 6.8 GHz. Here, the size of the antenna is
slightly large and thus in Fig. 2 the reduced size of the antenna is an area 50 *
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25 mm2. In this modified antenna design the technique used for the reduction of the
antenna is the use of circular slots on both the patch and the ground. The spacing of
these slots are done by properly and the gap between the slots is the same in the
ground as well as in the ground plane [7–9]. Etching of the slots on the patch and
the ground makes the Vivaldi antenna a compact antenna. Even the mutual coupling
between the different slots of the antenna could be reduced by using circles etched
onto the exponential part of the antenna. The substrate used in the modified
designing of the antenna is also FR-4 and the height of the substrate is also kept as
1.6 mm. The bandwidth of this antipodal structure with reduced area is 2.8–
6.2 GHz.

2.1 Conventional Vivaldi Antenna Design and Antipodal
Vivaldi Antenna Design

See Fig. 3 and Table 1.

Fig. 1 Conventional Vivaldi
antenna

Fig. 2 Vivaldi antenna with
reduced antipodal size
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2.2 Simulation and Results

The simulation of the antipodal Vivaldi antenna with reduced size is designed. The
software used for the simulation is HFSS13.0 (i). The cutoff or the center frequency
of the antenna is taken to be 3.6–5.2 GHz.

Return loss

In Figs. 4 and 5, the return loss of the two different structures is shown. The
bandwidth of the conventional Vivaldi antenna is 5.8–6.8 GHz and that of the
antipodal Vivaldi antenna is 2.4–6.2 GHz.

VSWR

Figure 6 shows the VSWR (iii) of the antipodal Vivaldi antenna and it is seen that
in its frequency range the value of VSWR is below 2 and at the cut-off frequency

Fig. 3 Parametric structure
of a Vivaldi antenna

Table 1 Dimensions used in conventional and antipodal antennae

Parameter Conventional Vivaldi
dimension

Modified Vivaldi
dimension

Notation

Area 100 * 70 mm2 50 * 25 mm2 L * B
Dielectric FR-4 FR-4 ε

Exponential height 70 mm 20 mm H1

Back off-set 20 mm 6 mm H − H1 +H2 +R1ð Þ
Rectangular length 18 mm 4 mm H2

Feeding technique Microsftrip feedline Microstrip feedline –

Radius of circle 10 mm 5 mm R1

Circular slot radius – 5 mm Outer 1
Ellipse slot radius – 7 mm Outer
Exponential rate O.0445 * X

(0.25 < X < 1)
0.0445 * X
(0.5 < X < 1)

R

Exponential length 30 mm 10 mm L1
Gap between
exponential slot

4 mm 1.5 mm A
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Fig. 4 Return loss of a
conventional antenna

Fig. 5 Return loss of the
antipodal Vivaldi antenna

Fig. 6 VSWR of the
antipodal Vivaldi antenna
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the value of VSWR. At a frequency of 5.2 GHz the VSWR is nearly zero and as a
result it can be used in WLAN communication.

Z-Parameter
See Fig. 7.
The impedance matching of the Vivaldi antenna is basically used to match the

impedance between the feedline and the antenna [10, 11]. It can seen that perfect
impedance matching occurs at 5.2 GHz with a Z-Parameter of 50 Ω.

Radiation Pattern

The radiation pattern of the antipodal Vivaldi antenna is directive in nature, and this
can be seen in Fig. 8.

Fig. 7 Z-Parameter of the
antipodal antenna

Fig. 8 Radiation pattern in
2-D and 3-D
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From the above figure can clearly be seen that the gain of the Vivaldi antenna is
−23 db, −21 db, −18.80 db and −16.40 db for the 3.6 GHz, 5.2 GHz, 5.8 GHz and
5.825 GHz cut-off frequencies respectively (Fig. 9).

2.3 Calculations

Different equations are used for the calculation of the different parameters of the
antenna (Fig. 10).

Antenna Length:

Fmax = 6.2GHz, Fmin = 3.4GHz

λmin = 50mm, λmax = 150mm

There is the limiting condition on the length of the antenna, i.e. the antenna
length should be greater than the average value of the maximum and minimum

Fig. 9 Gain of the antipodal
Vivaldi antenna with reduced
size

Fig. 10 Vivaldi antenna
parameters
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operating frequency [4, 12, 13]. The bandwidth of the antenna can be improved by
using a longer length.

Antenna Width:

According to [14, 15] the antenna width should be greater than half of the average
value of the maximum and minimum operating frequencies W > λmin + λmax

4 .

Opening:

This is the outermost part of the antenna from which the em waves leaves the
antenna structure [14]. The mouth opening should have a value inbetweenWmin =

λg
f

and Wmax =
λg
2 .

Edge Offset:

This is the extra conducting area at the end of the exponential slot.

Edge offset =
totallength−mouthopening

2

Exponential Slot:

The exponential slot is guided by the equation: Y =C1eRx +C2 where C1 =
y2 − y1

eRx2 − eRx1

and C2 =
eRx2 y1 − eRx1 y2
eRx2 − eRx1 where R is the exponential rate and x1,x2,y1 and y2 indicate

starting and ending points of the slot line [16].

Modified antipodal antenna design:
Radius of the etched circle = 5 mm
Radius of the etched ellipse = 7 mm
No. of circles used = 7
No. of ellipses used = 14.

2.4 Applications

1. This antipodal Vivaldi antenna is used in Bluetooth devices when a cut-off
frequency of 2.4 GHz is used.

2. It can be used in WiMAX applications when a frequency band of 3.3–3.7 GHz
is chosen or notched.

3. It can be used in WLAN devices when operating at 5.15–5.35 GHz or 5.725–
5.825 GHz.
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2.5 Conclusion

From the paper it can be concluded that the minimization of the Vivaldi antenna can
be achieved using the etching of the circular slots at the edge of the antenna.
Through the design of the antipodal Vivaldi antenna the bandwidth characteristics
of the antenna can be enhanced. An etching ellipse with a diameter of 7 mm is used
at the edge of the antenna on the long side and this helps in the achievement of the
three different frequencies used in wireless communication, i.e. for WiMAX and for
WLAN. The rectangular slots are kept on the alternative ellipse and thus act as a
notched system preventing the interference between the different frequency bands
used. Thus, this antipodal Vivaldi antenna can be used in a wide range of wireless
communication applications.
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Physical Layer Impairment (PLI) Aware
Lightpath Selection in WDM/DWDM
Networks

Vikram Kumar and Santos Kumar Das

Abstract The demand for high data rate with low bit error rate (BER) and large

bandwidth is highly satisfied in wavelength division multiplexing/dense wavelength

division multiplexing (WDM/DWDM) networks. However, the signal traveling inside

the optical fiber can be affected by various physical layer impairments (PLIs). These

impairments are caused due to fiber non-linearities and the non-ideal nature of opti-

cal components. Dispersion is one of the PLI constraint which affects signal quality.

That needs to be compensated. This research work presents the approach of disper-

sion penalty (DP). It also suggests a PLI-aware lightpath selection algorithm based

on DP.

1 Introduction

An optical network employing wavelength division multiplexing/dense wavelength

division multiplexing (WDM/DWDM)forms the backbone of the next generation

of communication systems. WDM/DWDM networks have an enormous bandwidth

allowing them to satisfy emerging applications such as video on demand, medical

imaging, and distributed central processing unit (CPU) interconnects. Optical net-

work has evolved from traditional opaque networks toward all-optical network via

translucent networks as a result of technology advancement [1]. In WDM/DWDM

networks lightpath selection, after routing and assigning a wavelength to each con-

nection, is termed as a routing and wavelength assignment (RWA) problem. RWA is

a very complex problem which needs to be addressed before designing an optical net-

works. To maintain the transparency of optical networks, regenerators are removed.

As a result distorted signals cannot be amplified during long-distance transmission.
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Since the transmitted signal remains in the optical domain, noise and distortion

affects the quality of the received signal. This occurs due to the non-ideal nature of

optical components and non-linearities of the optical fiber at the physical layer give

rise to impairments like attenuation, dispersion etc. which affects the signal strength

known as physical layer impairment [2]. The physical layer impairments (PLIs) is

a major constraint for RWA decision to achieve longer distance with acceptable bit

error rate (BER) [2]. PLI can be classified as linear and nonlinear impairments. Lin-

ear impairments (LIs) are static in nature, whereas non-linear impairment (NLIs) are

dynamic in nature.

Many researchers are working on the RWA problem and suggested an algorithm

to overcome the effect of various PLIs in order to set-up a lightpath. The authors

in [3] have presented a comprehensive survey on various PLI-aware network design

techniques, RWA algorithms, and PLI-aware failure recovery algorithms. This work

also suggested that dispersion is the most serious issue for systems operating at a bit

rate higher than 2.5 Gb/s. In [4], the authors have suggested an adaptive quality of

transmission (QoT) aware routing technique incorporated with a new cost function

based on the impairments. They have considered linear and non-linear impairments

whose variance can be predicted. Zhao et al. [5] present a bidimensional quality of

service (QoS) differentiation framework to improve network performance. In this

framework, they have considered both PLIs and set-up delay as well as the impact of

PLIs on QoT. In [6], a comprehensive survey on the impact of PLI on a transparent

optical network is studied. It has presented a survey of various PLI-RWA algorithms

discussed in the previous research in order to have a better understanding of opti-

cal networks. The authors in [7] have studied the static impairment-aware multicast

RWA problem for transparent WDM networks. They have formulated this problem

mathematically with the help of integer linear programming (ILP) considering vari-

ous impairments present in physical layers, such as optical power, amplifier sponta-

neous emission (ASE) noise, crosstalk, and polarization effects. In [8], the authors

have suggested a weighted mechanism for provisioning PLI-aware lightpath set-up

in WDM networks. Dominant PLIs considered are self-phase modulation (SPM),

cross-phase modulation (XPM), four-wave mixing (FWM), and total noise. They

have proposed a novel weighted approach that (i) selects the optimum launch power,

(ii) knows the current network state, and (iii) assigns weight to the wavelength based

on PLIs.

In this chapter, the estimation and management of PLIs to provide efficient and

qualitatively good lightpaths to end users is investigated. This chapter considers dis-

persion as one of the PLI constraints and suggests a dispersion penalty (DP) approach

to compensate the signal distortion occurring inside the optical fiber. DP is defined

as the increase in input signal power in order to achieve the same signal to noise ratio

(SNR) as that of an ideal system. The routing algorithm will select those paths which

have lower values for DP such that the impact of dispersion can be minimized. In

other words, a lower value of DP guarantees less dispersion on that particular light-

path. The results indicate that only a few paths are suitable for wavelength assignment

to ensure lower blocking probabilities.
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2 System Model

The WDM/DWDM system model is shown in Fig. 1. It comprises of clients, connec-

tion requests, provider edge routers (PERs), core routers (CRs), a control manager

(CM), and a central database (DB). This is a centralized system model, that has a

data plane as well as the control plane. The data plane deals with data transmis-

sion, whereas the control plane deals with the management of network resources.

The topology provides information such as (i) network connectivity, (ii) availabil-

ity of wavelengths, and (iii) connection requests. The CM maintains a traffic matrix

(TM) for all the clients. It records a database table for physical layer constraints such

as routing information and DP matrices for all possible connections between any

source-destination client pairs. CM performs a direct communication with optical

CRs and updates its database.

The connection matrix C(i, j) between any router pair i and j of the physical topol-

ogy can be represented as:

T(i, j) =

{
1 if there exist a link between(i, j);
0 otherwise

Based on the system model, we have estimated and analyzed the DP.

Fig. 1 System model
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2.1 Estimation and Analysis of the Dispersion Penalty

Dispersion is defined as the broadening of light pulses as they travel along the fiber

due to variation in the velocities of different spectral components. It can be catego-

rized mainly as chromatic dispersion (CD) and polarization mode dispersion (PMD).

CD is a phenomenon which degrades the signal quality caused by different spectral

components traveling at their own velocities [9]. When a signal travels through dif-

ferent fiber links, the resultant dispersion is the summation of dispersion caused due

to individual links. Mathematically CD can be expressed as [10]:

Tcd(i, j) = Dcd𝜎𝜆L(i, j) (1)

where, Dcd is the CD coefficient, 𝜎
𝜆

is the spectral width of the source (ranges from

40 to 190 nm for light emitting diode (LED)), and L(i, j) is length of the link(i, j).
Fiber is made up of silica (SiO2), which may contain some impurities due to

the manufacturing process or environmental conditions like stress and temperature.

These impurities act as an obstacle for the smooth movement of the signal inside

the core of the fiber. As a result of this, different polarization of optical signals

occurs leading to different group velocities. Hence, the pulse spreads in the frequency

domain. This phenomenon is called PMD. The different group delay is proportional

to the square root of link length L(i, j), it can be represented as [11]:

Tpmd(i, j) = Dpmd

√
L(i, j) (2)

where Dpmd is the PMD coefficient.

Total delay of pulses, caused due to dispersion, is calculated as a summation of

the delay due to CD and PMD, which is written as follows [12]:

Ttotal(i, j) =
√

(Tcd(i, j))2 + (Tpmd(i, j))2 (3)

Now, the total delay for a source-destination (s, d) pair can be express as follows:

Ttotal(s, d) =
∑

∀(i,j)∈(s,d)
Ttotal(i, j) (4)

The dispersion in the fiber is a major constraint for high-speed data transmission,

as it increases the signal-to-noise ratio (SNR) or bit error rate (BER). As a result

of this, intersymbol interference (ISI) occurs between the various channels inside

the fiber that control the data rate. In order to maintain the same SNR and BER at

high-speed transmission the system degradation should be compensated. For this,

the signal power has to be increased to achieve the same SNR as that of the ideal

system. This increase in power is known as DP. The DP for link (i, j) is expressed in

terms of bit rate and total delay as [13]:
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Pd(s, d) = −10 log10[1 − 0.5(𝜋 × B(s, d))2𝜎2
t (s, d)] (5)

where B(s, d) is the bit rate of a path and 𝜎t(s, d) is total dispersion of a path. The

maximum possible bit rate for a lightpath with source destination pair (s, d) can be

computed as [13]:

B(s, d) = 𝜀

10−6 × Ttotal(s, d)
(6)

where the total dispersion of a fiber link 𝜎t(i, j) can be expressed as [12]:

𝜎t(i, j) =
√

𝜎
2
c (i, j) + 𝜎

2
n(i, j) (7)

where 𝜎c(i, j) is the intramodal or chromatic broadening of pulses and 𝜎n(i, j) is the

intermodal broadening caused by delay differences between the various modes. The

term 𝜎c(i, j) consists of pulse broadening due to both material and waveguide disper-

sion and can be represented as follows:

𝜎c(i, j) = 𝜎m(i, j) + 𝜎wg(i, j) (8)

Since 𝜎wg is negligible compared to 𝜎m so:

𝜎c(i, j) = 𝜎m(i, j) (9)

and

𝜎m(i, j) = 𝜎
𝜆

L(i, j)M (10)

where 𝜎
𝜆

is the spectral width of an light emitting diode (LED) light source, ≈50 nm,

and M is the material dispersion coefficient.

The intermodal dispersion 𝜎n is expressed as:

𝜎n(i, j) = 𝜎s(i, j) (11)

where 𝜎s(i, j) is root mean square (rms) pulse broadening due to intermodal disper-

sion for a step index fiber. The expression for intermodal dispersion is expressed

as:

𝜎s(i, j) =
L(i, j)(NA)2

4
√
3n1c

(12)

where L(i, j) is the length of link, NA is the numerical aperture of the fiber, n1 is the

refractive index of the core, and c is the speed of light.

All the above-mentioned parameters are calculated for a single link, and for the

calculation of an (s, d) pair we need to sum up all the links (i, j), represented as

follows:
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𝜎s(s, d) =
∑

∀(i,j)∈(s,d)
𝜎s(i, j) (13)

𝜎m(s, d) =
∑

∀(i,j)∈(s,d)
𝜎m(i, j) (14)

𝜎t(s, d) =
∑

∀(i,j)∈(s,d)
𝜎t(i, j) (15)

Now, the dispersion penalty for a particular (s, d) pair is expressed as follows:

Pd(s, d) = −10 log10⎡⎢⎢⎢⎢⎢⎢⎢⎣

1 − 0.5
(

𝜋×𝜀
10−6

)2
×(

1∑
∀(i,j)∈(s,d)

(Dcd𝜎𝜆L(i,j))2+D2
pmdL(i,j)

)2

×( ∑
∀(i,j)∈(s,d)

𝜎

2
𝜆

L2 (i, j)M2 +
∑

∀(i,j)∈(s,d)

L2(i,j)(NA)4

48n21c2

)

⎤⎥⎥⎥⎥⎥⎥⎥⎦

(16)

3 Lightpath Set-up Algorithm

To compute an optimal path, an algorithm is given below which is used to get M
possible lightpaths using the Floyd–Warshall approach [14]. This search algorithm is

used to support multiple constraints. However, this computation uses two constraints,

i.e., path length and threshold DP. In addition to the estimation of DP, comparison

with the threshold value is also done in order to obtain lightpaths of better quality.

Further, the availability of wavelength is checked and the lightpath is decided for

setting up the connection. Lightpaths not satisfying the above criterion are blocked.

Accordingly, the blocking probability is calculated for a set of source destination

(s, d) pairs having load L and wavelengths 𝜆, expressed as follows [15]:

Pb(L,𝜆) =
L𝜆

𝜆!∑
𝜆

i=0
Li

i!

(17)

where Pb(L,𝜆) is the blocking probability and i is the ith link for an (s, d) pair.
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Algorithm 1 DP Based path computation

1: connection request R arrives for a (s, d) pair

2: calculate K shortest path of R by the shortest path algorithm number the K shortest path as

1,2,....K in accordance with a ascending order of the length

3: calculate the threshold path length

4: for (ith shortest path (i≤ K))

5: if (path length ≤ threshold path)

6: if (DP ≤ threshold)

7: if (wavelength available)

8: optimal lightpath connection

9: established

10: else
11: Path is blocked

12: end if
13: end if
14: end if
15: Compute the blocking probability

16: end for

4 Numerical Results and Discussion

A National Science Foundation Network (NSFNET) is a North-American topology

standard shown in Fig. 2 is used for numerical analysis, it consist of 10 nodes and

16 links. This is a new approach, not used previously in the literature. Therefore,

we can not compare our result with any previous methods. All the numerical results

were carried out using MATLAB, the system parameters considered are shown in

Table 1 [10]. This chapter presents a lightpath selection mechanism based on quality

parameters such as bit rate and DP for finding the best suitable connection. DP should

Fig. 2 An NSFNET topology
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Table 1 Simulation parameters [11]

Parameters Values

Pulse-broadening ratio, 𝜀 0.182

Pulse-broadening factor, 𝜎 0.1

PMD coefficient, Dpmd 0.5 ps/

√
km

CD coefficient, Dcd 18 ps/nm km

Material dispersion coefficient, M 250 ps/nm km

Numerical aperture, NA 0.30

Core refractive index, n1 1.50

Speed of light, c 2.9999×108 m/s

Source spectral width, 𝜎
𝜆

50 nm

Fig. 3 Bit rate of all possible paths for source-destination pair (2, 8)

be as low as possible for better network performance. The Floyd–Warshall algorithm

has been employed to calculate all possible paths between a particular set of (s, d)
pairs having several links. For example, it considered node 2 as a source and node 8

as a destination, i.e., a (2, 8) pair.

There are total 43 lightpaths for this (s, d) pair. All these possible lightpaths are

labeled as “lightpath index number” for the ease of representation for DP variation

over individual lightpaths. Figure 3 shows the variation of bit rate for different set

of paths. Bit rate is higher for the starting set of lightpaths compared to the later

set of lightpaths. This depicts that the effect of impairments is dominant on longer

paths. Now, using the literature mentioned in Sect. 3 DP has been calculated for all

paths using (5). The plot for DP versus all possible paths for a (2, 8) pair is shown
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Fig. 4 DP of all possible paths for source-destination pair (2, 8)
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Fig. 5 DP ≤ DP(dth) for source-destination pair (2, 8)

in Fig. 4. In order to estimate the lightpath quality the threshold limit of DP is taken

as 2 dB [13], so out of 43 paths only 29 paths fall under this condition, as shown

in Fig. 6. Now the second condition is applied, i.e., the threshold path span (average

path length). It is observed that only 17 paths satisfy the criterion, as shown in Fig. 5.

Now this work considered both the constraints, i.e., DP and threshold path span, with

only those paths selected which satisfy both. The optimal shortest path is obtained

between the (2, 8) pair, which is suitable for wavelength assignment, as shown in
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Fig. 6 DP ≤ 2 dB for source-destination pair (2, 8)
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Fig. 7 Dispersion penalty plot of optimal paths for source-destination pair (2, 8)

Fig. 7. Therefore, out of 43 lightpaths only 10 lightpaths have small enough DP,

desirable for larger bandwidth and high data rate transmission under the influence

of PLIs. As per the proposed algorithm, the optimal lightpath connection will be

2-9-5-10-8 for the source-destination pair (2, 8).
The performance of the algorithm is analyzed by computing-blocking probability

for the incoming connection requests. The blocking probability of the network, which

is illustrated in (17), depends on the number of wavelengths, traffic load, and the
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Fig. 8 Network-blocking probability for different number of wavelengths

number of nodes. In this chapter number of nodes = 10 and number of channels

are varied. Figure 8 depicts the reduction in blocking probability with an increase

in the number of wavelengths allocated per node. Traffic load is varied and a set of

wavelengths, i.e., 40, 60, 80, 100 have been considered.

5 Conclusion

This chapter investigates the dispersion effect on the signal quality in transparent

WDM/DWDM networks. It also presents an impairment aware lightpath quality

estimation algorithm based on the dispersion. This algorithm focuses on optimal

lightpath selection with a lower value of DP. It addresses the routing and wave-

length assignment problem from the PLI point of view. Another advantage is that

this approach can be effectively used to estimate the blocking probability, where the

number of wavelengths is different on each link.
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Miniaturized MIMO Wideband
Antenna with L-Shaped DGS
for Wireless Communication

Trisha Ghosh, Sneha Tiwari and Janardhan Sahay

Abstract In this paper, a MIMO antenna is designed consisting of two planar
symmetrical monopole antennas and the ground plane is slotted into L-shaped. The
simulation results indicate that the antenna works well in the ultra-wide band and
hence can be used in a wide range of applications. The return loss is below −62 dB
at 7.1 GHz and below −32 dB at 3 GHz approximately, which is highly desirable.
This antenna has a wide frequency range of 2.4–10 GHz. The overall antenna size
is as low as 35 mm × 22 mm but the effect of the mutual coupling among the
antenna elements is reduced and is below −10 dB over a wide range of frequencies,
i.e. 2.4–8 GHz. Reducing the effect of mutual coupling is a challenge in MIMO
antennas, and has been achieved in this case. The maximum gain achieved is
approximately 2.2 dB. The design has been simulated using Ansoft HFSS software.
The attributes of S-parameters, VSWR, gain, radiation pattern, and Smith chart are
shown and its applications are discussed.

Keywords MIMO ⋅ Wideband ⋅ Multiband ⋅ Reflection coefficient
WLAN ⋅ DGS ⋅ HFSS

1 Introduction

The MIMO technique enhances channel capacity and signal transmission. The
incorporation of a number of antenna elements in both the transmitter as well as the
receiver results in greater channel capacity. The presence of a number of paths in
between the transmitter and the receiver ensures multipath propagation. The
drawback of this multipath propagation is that it produces signal fading which is
controlled by spatial diversity. Spatial multiplexing can be applied in the system.
MIMO is the main technique used in advanced wireless communication systems,
such as 4G and 5G, etc. The range and robustness of the whole system is also
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augmented but at the same time this increases its complexity. In a MIMO antenna, it
can be seen that in a single beam array, capacity increases even in the presence of
high interference and high correlation between multipath signals, whereas in
multi-beam arrays there is a decrease in capacity compared to normal antenna
arrays. One of the biggest hurdles in MIMO antenna technology is mutual coupling
among the antenna elements in the case of small sizes of antenna. In this case, the
mutual coupling is reduced by taking an L-shaped lot in the ground plane. MIMO
antennas with a miniature size have incredible future scope for use in variable
portable devices as per users [1–4].

2 Experiments: Antenna Design

We have designed a MIMO antenna with two symmetrical planar monopole
antennas that are separated by a distance of 9 mm, placed within the compact area
of 35 × 22 mm2. We have used Rogers as a substrate with a dielectric constant, ∈ r

of 3.5, a loss tangent δ of 0.002 and a thickness of 1.6 mm.
In Fig. 1, two symmetrical monopole antennas designed with a square-shaped

radiator of 8 mm are shown. The technique used for feeding both ports is microstrip
feed. Impedance matching is effortless in the case of microstrip feed compared to
other techniques. It is reliable and easy to construct. The ground plane has an
L-shaped slot. Using the dimensions given in Table 1, the antenna is designed in
Ansoft HFSS software [5–8] (Fig. 2).

In HFSS software, when we apply the radiation far field to the airbox in terms of
software that enfold the antenna, the direction of propagation of radiation is
observed as in Fig. 3.

Fig. 1 Geometry of the
MIMO antenna

Table 1 Dimensions of the
MIMO antenna (in mm)

L W Lp Wp P SL SW Lg Wg

35 22 8 8 3.5 6 3.5 9 3
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2.1 Derivation and Explanation

All the parameters used in the geometry of the MIMO antenna are calculated using
the following formulas:

Some waves travel in other substrates as well as in air, so an approach effective
dielectric constant concept is introduced. The value of the effective dielectric
constant, ∈ reff is given by:

∈ reff =
∈ r +1

2
+

∈ r − 1
2

1+ 12
h
W

� �

where h: thickness of the antenna, W: width of the patch
Fringing effects increase the electrical length of the microstrip patch of the

antenna. This makes the dimensions appear larger. Let the length of the patch be L
and the length travelled by electric field be 2ΔL. Thus, the effective length is given
by [9]

Fig. 2 Design of the MIMO
antenna in a software
interface using an L-shaped
slot in the ground plane

Fig. 3 Radiation far field
applied in the software
interface
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Leff =L+2ΔL

The empirical values when pertained in the formula, imply that:

ΔL
h

=0.412
ð∈ reff + 0.3Þ W

h +0.264
� �

∈ reff − 0.258
� �

W
h +0.8

� �

For better radiation efficiency, the width of the radiator must be calculated by:

W=
c
2fr

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

∈ r +1

r

The actual length of the patch is given by:

L=
1

2fr
ffiffiffiffiffiffiffiffiffiffiffi∈ reff

p ffiffiffiffiffiffiffiffiffiffiffiffiμ0 ∈ 0
p − 2ΔL

2.2 Calculations

The resonant frequency is taken as 4.4 GHz and accordingly the width is calculated
first. Once the width (W) is calculated, we can easily get all other parameters by
using the formulas mentioned above.

W=
3× 108

2 × 4.8

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

3.5 + 1

r
=22.2mm≈ 22mm

In this design, the ground plane is cut into L-shaped so that the mutual coupling
between the antenna elements can be controlled even when the size is miniaturized.
The fabrication cost is estimated to be low because of the use of microstrip feed. All
design parameters are calculated and implemented in the structure.

2.3 Simulation and Results

The reflection coefficient of the MIMO antenna is shown as:
In Fig. 4, the value of the reflection coefficient, S11 for this MIMO antenna can

be seen as below −10 dB for a wide range of frequencies, i.e. 2.4–8 GHz for both
ports but at 3 GHz and 7.7 GHz it made deep cuts close to −37.5 dB and −62.5 dB
respectively. It can be observed that the port-1 output (colored red in the figure),
gives better results compared to the port-2 output (in grey). Since there are two
active ports, we get the return loss for both ports. In case of the MIMO antenna,
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when a signal is transmitted port-1 gives a better response at 3 GHz and 7.7 GHz
while port-2 remains below −10 dB throughout the bandwidth.

In Fig. 5, it can be seen that S12 is below −20 dB for a range of frequencies of
2.8–11 GHz and the maximum deep cut is of −45 dB at 10 GHz. This implies that
the mutual coupling between the antenna elements is less and is controlled.

In Fig. 6, it can be seen that the VSWR for this particular MIMO antenna is less
than 2 for the whole bandwidth. It is almost 1.6 which is desirable for an antenna
and indicates that the impedance matching is good (Figs. 7 and 8).

The maximum gain is pragmatic at approximately 2 dB. This is seen in the
two-dimensional plot and the three-dimensional figure.

In Fig. 9, the radiation pattern in the far field is shown. It is an omni-directional
pattern, one which is desired for the MIMO antenna.

In the MIMO antenna, an omni-directional pattern is desirable since it is
directional in one plane and isotropic in the other. The antenna is expected to be
omni-directional and this will affect its application too (Fig. 10).

Fig. 4 Return loss S11 plot of
the MIMO antenna

Fig. 5 Plot of S12 for the
MIMO antenna
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In the Smith chart, the centre represents 50 Ω. The aim of the designer is to reach
to the centre of the Smith chart in the construction of the matching network, and this
has been achieved in our design.

2.4 Discussion and Analysis

In the above experiment, a MIMO antenna is designed with the help of two
symmetrical planar monopole antennas. The ground plane is cut into an L-shaped
slot so that the mutual coupling which is undesirable in a MIMO antenna can be
minimized. The dielectric material used as the substrate, i.e. Rogers, is easily
available and hence easy to fabricate. The structure when simulated, gives S11
below −10 dB for a wide frequency range of 2.4–8 GHz and at 3 GHz and
7.7 GHz it made deep cuts close to −37.5 dB and −62.5 dB respectively. We take
−10 dB as a reference point because it indicates that 90% of the radiation coming
from antenna is radiated and only 10% is reflected back. We have observed that S11
made deep cuts up to −62.5 dB and this is highly desirable. If this structure is

Fig. 6 VSWR for the MIMO
antenna

Fig. 7 2-Dimensional gain
for the MIMO antenna
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fabricated then even with a significant amount of fabrication error, it can be
expected that S11 will have desirable values in the manufactured antenna. The plot
of S12 represents power from port 2 delivered to port 1. There is superior amount of

Fig. 8 3-Dimensional gain
for the MIMO antenna

Fig. 9 Radiation pattern for
the MIMO antenna design

Fig. 10 Smith chart
representing the path from
port-1 to port-2
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isolation between the ports for the MIMO antenna to work properly. The results
show that it is below −20 dB over a wide range of frequencies (2.8–11 GHz) and
even lower than that for the higher range, i.e. −45 dB at 10 GHz which shows that
the mutual coupling is reduced between the antenna elements. The VSWR shows
how good the impedance matching is. When the matching is perfect, more power is
delivered to the antenna. The value of VSWR is generally greater than or equal to 1,
but less than 2. In the graph shown above, the VSWR value is below 2, being at 1.6,
which indicates that the antenna has good impedance matching. In respect to this
structure, the maximum gain is approximately 2 dB. The radiation pattern at far
field shows that it is omni- directional, which is highly desirable for a MIMO
antenna. Impedance matching is good and therefore the Smith chart reading shows
that the path travels to the center which means 50 Ω. All the parameters are verified
and this MIMO antenna can be easily implemented for practical utilization [10–12].

2.5 Conclusion

Nowadays wireless communication plays a major role in society. The antenna is the
main component of any wireless communication system. The performance of any
wireless communication system depends completely on the high performance of the
antenna design and implementation. In this MIMO antenna design, a rectangular
radiator along with the L-shaped ground plane helps in achieving desirable
parameters. The core issue in a MIMO antenna is reducing the mutual coupling
when the antenna is of a compact size. This issue has been resolved by making a
slotted ground plane. The reflection coefficient is −10 dB over a frequency range of
2.4–8 GHz. The reflection coefficient strikes deeper being −37.5 dB and −62.5 dB
at 3 GHz and 7.7 GHz respectively. This makes it usable for various applications in
wireless communication such as WLAN and WiMAX etc. All the parameters have
been successfully verified by simulating the structure and the design can be fab-
ricated easily.
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An Enhanced Reputation-Based Data
Forwarding Mechanism for VANETs

Aman Kumar, Sonam Bhardwaj, Preeti Malik and Poonam Dabas

Abstract A vehicular ad hoc network (VANET) is a self-configuring and infras-
tructureless network connecting high mobility random vehicles by wireless links.
Due to high mobility, data transmission between two vehicles may possible through
other intermediate vehicles but it is difficult to transmit messages through these
intermediate vehicles because intermediate vehicles may violate security by sending
the wrong messages or by not forwarding messages. So transmission of messages
using trust-based VANETs is a difficult task. Various techniques are proposed by
researchers to forward packets in trust-based VANETs. Each technique has its own
mechanism as well as its pros and cons. In this paper we propose an enhanced
trust-based mechanism to select trusted nodes through which messages are trans-
mitted. The proposed mechanism has been implemented using ONE (opportunistic
network environment) simulator. Results shows that the proposed mechanism has a
high delivery ratio and less message delay than existing reputation-based
mechanisms.

Keywords VANET ⋅ Trust degree ⋅ Threshold ⋅ Prophet ⋅ ONE
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1 Introduction

VANETs are developing requirement of users. It has many advantages over a
traditional network as well as disadvantages too. There are lots of things to bear in
mind while designing ad hoc networks. The foremost task of the researchers is to
provide for safe transmission without incident. So to securely transmit messages in
a VANET is challenging job because it is difficult to forward message through
intermediate vehicles without trust [1]. Researchers have a done lot of work on this
problem but each proposed mechanism has its own drawbacks. We have endeav-
ored to propose a mechanism to transmit messages securely with trusted nodes. The
proposed mechanism increases the delivery ratio and reduces the drop rate. When
messages are transmitted without any trust mechanism, then intermediate vehicles
may drop the packets or forward incorrect routing information and this will increase
the packet drop rate and decrease the delivery ratio [2].

A. Technical Challenges in VANET

The technical challenges refers to the technical obstacles which should be
overcome before the deployment of a VANET. Some of the challenges are given
below:

i. Network management: Due to high versatility, the system topology and
channel Condition change quickly.

ii. Congestion and impact control: The unbounded system measure likewise
results in a Challenge. The movement load is low in country areas and at night
even in urban areas. Because of this, system parcels regularly occur during
surge hours, the movement load is high and consequently the system is
congested and crashes occur.

iii. Environmental impact: VANETs utilize electromagnetic waves for corre-
spondence. These waves are influenced by the Earth and in order to convey the
VANET, environmental effects must be considered.

iv. Security: As VANETs gives the street wellbeing applications which is life
basic in this way security of these messages must be fulfilled.

2 Related Works

Li et al. [3] proposed a reputation-based global trust establishment plot (RGTE).
This plan takes into account three critical components which incorporate properties
of a VANET, security, and proficiency in trust building. Hubs in the RGTE impart
its trust to others by sending trust messages to a reputation management centre
(RMC). An RMC is a bona fide framework that gathers trust from every single hub
in VANET. Before figuring the reputation of a hub, the RMC ought to sift through
suspicious trust messages with a measurable consistency. With the assistance of a
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RMC any hub in the system, particularly new hubs, can gain exceptional trust data
from the whole system in a secure manner.

Dhurandher et al. [4] proposed a reputation-based framework that looks to give a
secure and robust vehicular system. The proposed algorithm set up wellbeing in a
VANET through the accomplishment of trust levels for hubs in the system utilizing
reputation and credibility checks. The algorithm has been planned principally for
wellbeing related data that are communicated in a single bounce and transferred in
multiple jumps through the middle of the road hubs. The bundles to be sent will be
communicated safely and a unicasted parcel will be seen as malicious data. The
algorithm follows an occasion-situated approach; that is a hub starts the corre-
spondence when it watches an occasion through its sensors.

Ding et al. [5] planned an occasion-based reputation framework to sift through
fake messages spread by malicious assailants in VANETs. As opposed to
Nai-Wei’s technique, they proposed a more mind-boggling model which orders all
vehicles experience a similar movement occasion to various parts. Reputation
capacities are intended for these diverse parts. Every part has a reputation assess-
ment system to decide if an approaching activity message is trusted. A dynamic part
subordinate status assessment system is introduced to channel fake cautioning
messages. Reproduction tests demonstrate that huge execution additions can be
achieved utilizing this structure.

Ma and Yang [6] proposed a trust-based directing convention. The trust a node
has for a neighbor structures the essential building square of trust model. The
proposed trust assessed system, which is executed by each node in the system
freely, only utilizes neighborhood data in this way making it versatile. In addition,
unlike GPSR and OLSR, this depends on area data that require a considerable
measure of space and time for buffering parcels and calculating the separation
between nodes. The drawbacks of this paper are that it does not provide any
mechanism to compute trust value, with the reputation of node being totally
dependent on the neighbor nodes. It is also possible that a neighbor node may
provide an incorrect judgment of other nodes.

3 Existing Reputation-Based Mechanisms

In this section a standard reputation-based mechanism is presented. In a reputation
mechanism messages are transmitted or forwarded to an intermediate node based on
its reputation value. Nodes having a high reputation value have a greater chance of
getting messages from the source node.

(a) START
(b) Set Source S and destination
(c) Add address of destination node D into message sending by S.
(d) Check if D is neighbor of S?
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(e) Now discovers neighbor of S.
(f) Computes trust value of all neighbor nodes.
(g) Search for a neighbor node with high trust value.
(h) Then forward message through the selected node.
(i) END.

In existing reputation-based mechanisms each node gives its opinion of its
neighbor node by checking its reputation value and classifying it as either a
malicious node or a normal node. The drawbacks of this scheme are that it does not
provide any mechanism to compute trust value, and the reputation of a node is
totally dependent on its neighbor nodes. It is also possible that a neighbor node may
provide an incorrect opinion of the reputation of other nodes. So to handle these
kinds of drawbacks, we propose an enhanced reputation-based data forwarding
mechanism that can overcome these obstacles [6–8].

4 Proposed Work

In this section, an enhanced reputation-based forwarding mechanism is presented in
detail. Reputation-based Trust Management Scheme: In a reputation-based mech-
anism each node gives its opinion of its neighbor node by checking their reputation
value and classifying it as either a malicious vehicle or a normal vehicle. The
drawback of this scheme is that measuring the reputation of the vehicle is a difficult
job due to the dynamic nature of vehicles and as a result it is based only on
assumptions. To overcome this we propose an enhanced reputation-based
mechanism.

Trusted Vehicles

i. If a vehicle delivers maximum packets then it is a trusted node.
ii. If a vehicle receives a number of packets but cannot forward some data then

that node may behave as a malicious node.

Trust Degree

i. The trust degree indicates nodes message transmission prediction of whether a
node is trustworthy to transmit messages or not. As higher the trust degree the
chances of message transmission through that node is high.

ii. The trust degree can be computed by maintaining node routing information
collected from the node buffer (Nbt).

Proposed Algorithm

1.//Parameter initialization//
Initialize number of vehicles with a unique ID in the network.
Set trusted authority.
Createdmsgs = number of messages created by
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vehicle
Msgdelivereds = number of messages delivered
by vehicle
Msgreceiveds = number of messages received
by vehicle
2. for (i = 1; i <=n; i ++)
{
createdmsgs = null; msgdelivereds
= null; msgreceiveds = null;
msgdelivereds[i]=
createdmsgs[i] + msgreceiveds[i];
TrustDegree[i] = msgdelivereds[i]/
createdmsgs[i] + msgreceiveds[i];
Start
Initialize number of
nodes with unique Id
For (i = 1; i < N; i ++)
3. if (TrustDegree[i] > 0.5)
return true;
else
{
return false;
}

Description of Algorithm
In this algorithm, a mechanism to detect trusted vehicles is defined. If a vehicle

successfully delivers messages created by it and received from other vehicles, then
that vehicle is called a trusted vehicle otherwise vehicles are untrusted. To distin-
guish between them we provide a threshold value, i.e. 0.5. Vehicles whose trust
degree greater than 0.5 are called trusted vehicles (Table 1).

Above table show routing information of vehicles during computed by data
transmission. This routing information may helpful in measuring trust degree. The
vehicles having trust value greater than 0.5 threshold value are trusted vehicles else
they are untrusted vehicles. A threshold is a fix value used to find optimal solution
(Fig. 1).

Table 1 Routing
information of nodes created,
delivered, and received by the
start vehicle

Nodes Created Delivered Recieved Trust
degree

N1 10 12 5 0.8
N2 12 13 6 0.72
N3 14 14 6 0.7
N4 16 16 7 0.6
N5 18 5 8 0.1
N5 9 3 22 0.09

N6 9 6 3 0.5
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5 Results and Analysis

i. Tool used: A ONE simulator is used for simulating the proposed mechanism.
It is an open source java-based simulator that runs on any platform [9].

ii. Routing used: To analyze the proposed mechanism a probability-based
routing mechanism is used. In this routing the next hop is selected based on its
highest probability of delivering messages to the required destination.

iii. Performance metrics used:

a) Average Message Delay: This is calculated by taking the average differ-
ence between the time of message delivery and the time of message
creation.

b) Number of Messages Delivered: This is defined as the number of messages
that are actually delivered to the destination.

c) Delivery Ratio: The delivery ratio is the ratio of the number of messages
delivered to the number of messages created (Table 2).

Figure 2 shows the effect of the increasing number of vehicles on delivery ratio.
As the number of vehicle increases, the delivery ratio also increases. In the pro-
posed trust-based mechanism the delivery ratio is high compared to existing
reputation-based mechanisms.

Fig. 1 Flow chart of the proposed mechanism
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Table 2 Simulation
parameters

Parameter description Value

Simulation area 4500 m × 3400 m
Simulation time 20000 s
Mobility model Map based movement
No. of groups 4
Transmission rage 10 m
Node speed 2 m/s
Warm-up period 1000 s
Time to live 300
Buffer size 5 M
Routing schme Prophet

Fig. 2 Delivery ratio versus
vehicles

Fig. 3 Delivered versus
vehicles
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In Fig. 3 the total numbers of messages delivered by vehicles are shown. In the
proposed trust-based mechanism the delivery of messages is high compare to
existing reputation-based mechanisms.

Figure 4 illustrates average message delay as it is affected by of variation in
vehicles. As vehicles increase then the delay may also increases. In a trust-based
mechanism the average message delay is slightly lower than in an existing
reputation-based mechanism.

6 Conclusion

Security in VANETs is challenging. During data transmission, data or information
may be accessed by attackers. As a result, trust-based transmission of messages in a
VANET is a difficult task. In this paper, enhanced reputation-based data forwarding
in a VANET has been proposed. In the proposed mechanism we attempt to detect
trusted vehicles. If a vehicle successfully delivers messages created by it and
received from other vehicles then that vehicle is called a trusted vehicle otherwise
vehicles are untrusted. To distinguish between them we provide a threshold value,
i.e. 0.5. Vehicles whose trust degree is greater than 0.5 are called trusted vehicles
otherwise they are not trusted vehicles. A ONE simulator was used for simulation
purposes. In the analysis of the simulation results, few performance metrics have
been used, such as average message delay, delivery ratio, and numbers of packets
delivered by vehicles. Simulation results show that the proposed mechanism has a
higher delivery ratio and lower message delay than existing reputation-based
mechanisms.

Fig. 4 Average message
delay versus vehicles
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Statistical Metric Measurement
Approach for Hazy Images

T. Saikumar, K. Srujan Raju, K. Srinivas and M. Varaprasad Rao

Abstract A novel statistical metric measurement approach for the evaluation of
enhancement of hazy images. Metric measurement plays a critical role in picture
enhancement in hazy weather conditions and leads to a lessening in pixel resolu-
tion, a distortion in color, and gray images. In this paper hazy and foggy images are
considered for evaluation using contrast-to-noise ratio (CNR) which dehazes the
original hazy images. We propose a unique novel effective parameter based on an
image filtering approach. The results demonstrated show a better CNR for dehazed
images.

Keywords Metric measurement ⋅ Hazy images ⋅ CNR ⋅ Filtering approach

1 Introduction

The ability to view through air, irrespective of sunlight or moonlight is always
greater with clean free air than with polluted air containing multiple tiny dust
particles or droplets of water. There is an abundance of factors affecting the visi-
bility of an image, including fog, mist, haze, and smoke. The ability physically
distinguish between foggy and haze can be achieved by means of a visibility
distance parameter. The degradation of images which are affected by haze, fog, and
mist is caused by the scattering and absorption of light particles in the air or
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atmosphere [1–3]. A reduction in visibility is mainly caused by emission or scat-
tering from light particles between an object and a predefined observer. Images or
sequences of images acquired by camera system, such as those from video
surveillance or digital remote sensing applications can be affected due to absorption
of water droplets and light particles present in the atmosphere. In this paper, light
particles and droplets of water from fog, mist, and haze are not ease [2]. Methods
for enhancing the visibility of degraded open-air images or sequences of images are
fall into two broad categories. There first category includes retinex theory and
wavelet transformation which are well-known non-model-based methods. The
second category of enhancement is defined as model-based methods, and these can
achieve good results by means of modeling using scattering light particles, but
frequently many additional assumptions of the image environment or image system
have to be made, such as “for an estimate on depth of still scene” [4].

2 Degradation Model

Assume that the digital picture degradation model for a haze-affected weather
environment is expressed mathematically as

γ = χ +Aζ ð1Þ

χ =φðxÞ tðxÞ ð2Þ

ζ= ð1−ψðxÞÞ ð3Þ

where x is pixel location, φ is image radiance, A is atmospheric light, and ψ is
transmission function.

In the present scenario, an effect on atmospheric layer depends up on a parameter
of the depth of an images, which has to restorate its visibility with respect to
evaluation of an image with color and their its physical properties of hazy and depth
of an image mapping. Due to there being less knowledge regarding the structural
element of images or the depth of images both gray and color images/image
sequences, it is very difficult to distinguish between the two parameters ψ and A.
The difficulty of the above Eq. (1) can be modified for the degradation model,
which is not directly related to the enhanced contrast of images.

ξ=Aζ ð4Þ
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The above Eq. (1) is modified and written as

IðxÞ=φðxÞ− ρðxÞ
A

� �
+ ξðxÞ ð5Þ

where ρðxÞ=φðxÞξðxÞ
From above Eq. (3) with a final modification after enhancement of image visi-

bility is

φðxÞ= IðxÞ− ξðxÞ½ �+ ρ

A

h i
ð6Þ

assuming the values for A are isotropic throughout the demonstration. As expected
from the results for which assessment of φ can be modified in term of ξðxÞ that
results to haze images with a suppose of constant A (Fig. 1).

Enhanced version of the degradation image model in Eq. (6).
There are two steps for the enhancement of haze removal.

1. The primary step is to enhance the haze layer with respect to the pixel position
X, where the density of the haze is directly proportional to the depth of a picture
element.

2. By means of the physical properties attributes the layers of haze effected images
have two significant contribution such as 0≤ IðxÞ and a pixel of a gray or color
picture with which minimal channel value is derived as:

gXðxÞ½ �=min IðxÞ½ � ð7Þ

First, compute G(x) by means of probability density function of an input picture
gXðxÞ which as follows.

Fig. 1 Calculation of improvement by dehazing and elapsed time (unit: seconds)
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Visibility Metric =56.8865 Visibility Metric =59.3005

Visibility Metric =38.3972 Visibility Metric =44.0819

Visibility Metric =41.9486 Visibility Metric =60.081

Visibility Metric =65.9434 Visibility Metric =94.1276

Fig. 2 a Original images. b Enhanced images
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GXðxÞ=median gXðxÞ½ � ð8Þ

where Gx denotes the local region at each digital pixel.
The mean value of the haze layer is smoothed by use of a mean filter (LPF) with

changes in the depth of the images [2].

gx, yðm, nÞ= gx, yðm, nÞ− 1
MN

∑
MN

i=1
gx, yðm, nÞ ð9Þ

Visibility Metric =44.9596 Visibility Metric =62.8176

Visibility Metric =43.4786 Visibility Metric =51.7117

Visibility Metric =69.2923 Visibility Metric =101.7875

Visibility Metric =90.1077 Visibility Metric =102.3894

Fig. 2 (continued)
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3 Experimental Results

The experimental setup consists of haze images which are evaluated and computed
in terms of CNR Values (Figs. 2 and 3).

4 Conclusions and Future Work

The results of the experimental demonstrations relate to constant still images which
are evaluated objectively and compared with the original CNR value in the images
affected by haze. While comparing our proposed algorithm with a help of mean or
average filtering which leads to a better enhancement in single haze images.
However, the future scope of the proposed approach may see it able to works well
for moving objects or videos affected by heavy fog, with few modifications being
needed. It may even be suitable for use in video processing.
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Image Enhancement for Fingerprint
Recognition Using Otsu’s Method

Puja S. Prasad, B. Sunitha Devi and Rony Preetam

Abstract The internal surfaces of human hands and feet of have minute ridges
with furrows between each ridge. Fingerprints have very distinctive features and
have been used over a long period of time for the identification of individuals and
are now considered to be a very good authentication system for biometric identi-
fication. For successful authentication of fingerprint, features must be extracted
properly. The different types of fingerprint enhancement algorithms used in image
processing all provide different performance results depending on external and
internal conditions. External conditions include types of sensors and pressure
applied by the subject etc. Internal conditions include the body temperature of a
subject and skin quality etc. In this paper, we enhance an image using Otsu’s
method, which is one of the segmentation steps of image processing. This algorithm
can improve the clarity of ridges and furrows of a fingerprint and enhances per-
formance by reducing the total time for extraction of minutiae compare to other
algorithms.

Keywords Minutiae ⋅ Gabor filtering ⋅ Ridge ending ⋅ Ridge bifurcation
Wavelet domain ⋅ Otsu’s method

1 Introduction

Experts use many details from a fingerprint for the authentication of a person. The
process of fingerprint verification starts by investigating the quality of a finger
image or input image taken by sensors and then proceeds by performing a number
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of pattern search algorithms. Image enhancement as well as ridge segmentation is
done by using local orientated ridge to filter parameters. After segmentation, a
thinning process takes place to obtain a thinned image so that minute features can
be extracted. Spurious minutiae are removed at the post-processing stage.

The way an image is captured or its machine representation, determines the
success of any matching algorithm that works in decision module [1]. The per-
formance of an algorithm actually depends on how accurate and reliable the results
it gives are. The overall quality of an input fingerprint image plays a very significant
role in the decision of the identification and verification algorithms used. This paper
introduces a fingerprint enhancement method which is fast and actually improves
the image quality of the valley and the ridge structures of input images, based on the
orientation and frequency of the local ridges and thereby extracts the correct
minutiae. The uniqueness of a person’s fingerprint and its unchanging nature
throughout an individual’s lifespan make it a very important model for a biometric
authentication system. A fingerprint consists of a unique pattern of what are called
furrows and ridges. A ridge is a curved line or segment whereas a valley is the space
between two adjacent ridges. A feature that is used for the identification of a person
is called a minutia and is actually the discontinuity of a ridge segment. These
discontinuities appear in the form of a bifurcation of a ridge, resembling a fork,
whereas ridges end abruptly at a ridge ending. These minutiae are stored in the form
of a template and are used for authenticating a person (Fig. 1).

Fig. 1 Fingerprint showing minutia points: crossover, core, bifurcation, ridge ending, island,
delta, pore etc.
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1.1 Fingerprint Representation

The individuality of a fingerprint is determined by its ridge pattern and the
occurrence of certain ridge anomalies called minutiae points. Normally, to make
class of different kind of fingerprint the global design of ridges are used whereas the
allocation of minutiae points is taken for matching between fingerprint and fin-
gerprint template [2]. Automatic recognition and identification of a fingerprint
matches query features against a large database of millions of different features
stored with individual identifications. It depends on the pattern of ridges in the
query image to refine their search in the database, a technique called indexing of
fingerprints, and on the minutiae points to determine a precise matching fingerprint.
The ridge pattern itself is hardly ever used for fingerprint matching.

• Minutiae

The local discontinuities in the ridge pattern called minutiae give the fingerprint
features that can be used to authenticate a person’s identity. Details such as the
orientation, type and location of minutiae are taken as description when using
minutiae as a fingerprint features. The two most important local ridge distinctive-
ness points are the ridge bifurcation and the ridge ending, and these are generally
used for pattern recognition.

Different types of pattern are found in fingerprint minutiae and these are:

• Ridge endings—Ridge endings are the points where a ridge ends suddenly.
• Ridge Bifurcation—Ridge bifurcation is the characteristic where an individual

ridge is cut into two ridges and looks like fork.
• Independent ridge or island—An independent ridge is an individual ridge that

starts at some point and ends after travelling a short distance. It looks like an
island.

• Ridge enclosures—In a ridge enclosure, a single ridge divides like a fork and
then joins again abruptly afterwards and continue as an individual ridge.

• Spur—A spur is actually a bifurcation and a short ridge branching off a long
ridge.

• Bridge or Crossover—This type of pattern involves a short ridge which crosses
between two parallel ridges (Fig. 2).

Minutiae also refer to any small point that is distinct to an individual. Not all
minutiae are used for verification, only ridge ending and ridge bifurcation (Fig. 3).
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2 Related Work

Sonavane and Sawant [3] offered a method by which an image of a finger is broken
into a set of clean images and their orientation is estimated, giving a special domain
fingerprint enhancement. Kukula et al. [4] proposed a method of applying different
levels of force to investigate its effect on the performance of matching image scores

Fig. 2 Different minutia points showing crossover, spur, ridge bifurcation, and ridge ending that
are used in fingerprint authentication systems

Fig. 3 Ridge ending and ridge bifurcation having its value using two points x and y with
corresponding angle
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in terms of quality, and the amount minutiae between capacitance and optical
fingerprint sensors. Hsieh et al. [5] developed another method for fingerprint
authentication where only ridge bifurcations are used and not ridge endings, using a
different algorithm for ridge bifurcation that excludes unclear points. In addition,
from a wide study into different research papers it is clear that there are a number of
methods in use. A number of changes have occurred in different preprocessing
techniques, such as segmentation by the use of external characteristics called
morphological operations as well as an improved thinning process, different tech-
niques for removing false minutiae, minutia marking using the triple branch
counting method, breakdown of minutia unification into three terminations, and
matching in the unified x-y coordinate system after a two-step conversion. An
online fingerprint identification and recognition method using a hashing technique
which is very fast and tolerant to distortion.

2.1 Finger Print Enhancement

A fingerprint enhancement algorithm takes its input from a fingerprint image.
Fingerprint enhancement is either done on (i) a binary image or (ii) a gray level
images. The database for this research consists of fingerprints which have been
scanned to give an impression of the finger using an ink and paper technique
because this method introduces a high level of noise to the image and helps to
evaluate performance with different types of finger [6]. The main aim of using an
image enhancement process is to enable the designing of an authentication system
that works in the worst conditions as well as to enhance performance and so get the
best results possible.

2.2 Direct Gray-Level Enhancement

Using a gray-level fingerprint image, ridges and valleys in a local neighborhood
appear in the form of a sinusoidal-shaped wave, which has the properties of a
well-defined orientation and frequency. There is a need to estimate these local
orientations and frequencies to improve the quality of gray-level fingerprint images
[2]. For the filtering, a Gabor filter is used which employs these orientation and
frequency properties to enhance the image. Otsu’s algorithm is a simple and popular
thresholding method for image segmentation, which falls into the clustering cate-
gory. The algorithm divides the image histogram into two classes by using a
threshold such as the in-class variability being very small. This way, each class will
be as compact as possible.
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2.3 Algorithm

Algorithm: Thresholding segmentation using Otsu’s method

Input: finger image (grayscale), overridden threshold value output: output image

1 Read (finger_ image)
2 N = finger_image.width × input imnumberage.height initialize

variables
3 threshold, var max, sum, sumB, q1, q2, μ1, μ2 = 0
4 max intensity = 255
5 for i = 0; i <= max intensity; i++ do
6 histogram[value] = 0 accept only grayscale images
7 if num channels(input image) > 1 then
8 return error compute the image histogram
9 for i = 0; i < N; i++ do

10 value = input image[i]
11 histogram[value] + = 1
12 if manual threshold was entered then
13 threshold = overridden threshold
14 else auxiliary value for computing μ2
15 for i = 0; i < = m ax intensity; i ++ do
16 sum + = i × histogram[i]update qi(t)
17 for t = 0; t < = max intensity; t ++ do
18 q1 + = histogram[t]
19 if q1 == 0 then
20 continue
21 q2 = N − q1update μi(t)
22 sumB + = t × histogram[t]
23 μ1 = sumB/q1
24 μ2 = (sum–sumB)/q2 update the between-class variance
25 2 b (t) = q1(t)q2(t)[μ1(t) − μ2(t)]2update the threshold
26 if 2 b (t) > var max then
27 threshold = t
28 var max = 2b (t)build the segmented image
29 for i = 0; i < N; i++ do
30 if finger_image [i] > threshold then
31 output image[i] = 1
32 else
33 output image[i] = 0
34 return output image
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3 Experimental Results and Discussion

Fingerprint enhancement plays an important role in authentication systems because
the performance of the system depends upon the false acceptance rate and false
rejection rate. So minutiae must be extracted properly. By using Otsu’s method for
the segmentation phase, the performance of the system increases compared to its
performance without the enhancement process (Fig. 4).

Different minutiae extraction algorithms [7] are present in the literature which
we use a CN technique that is able to accurately detect all valid bifurcations and
ridge endings from the skeleton image. The false acceptance rate and the false
rejection rate determine the performance of the system. We evaluate the perfor-
mance of both enhanced images and non-enhanced images and it can be seen that
the matching rate is low, or that the false acceptance rate (FAR) is greater in
non-enhanced images compared to enhanced images. We use a neural network for
decision making by selecting a threshold value (Fig. 5).

4 Conclusion

Although there are different types of algorithm available for segmentation in the
image enhancement process, the performance of the system is greatly affected by
applying the enhancement algorithm. Otsu’s method efficiently enhances the clarity
of the minutiae (ridge structures). Using Otsu’s method, ridge ending and ridge
bifurcation are efficiently calculated during the image enhancement process and the
noise level is reduced. A number of thresholding algorithms are available for the

(a) (b)

Fig. 4 a Minutiae extraction with enhancement (green dots show true minutiae, red false
minutiae. b Minutiae extraction without enhancement (green dots show true minutiae, red false
minutiae)
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segmentation process, but Otsu’s method is easily implemented and the time taken
to extract minutiae also decreases due to inaccurate estimation of the orientation as
well as to ridge frequency parameters. The performance of a biometric authenti-
cation system is evaluated by the false acceptance rate (FAR) and the false rejection
rate (FRR). Without enhancement FAR increases compared to enhanced images at
different threshold values. Gabor filter is also less effective due to presence of noise.
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Estimation of Success Probability
in Cognitive Radio Networks

Chilakala Sudhamani, M. Satya Sai Ram and Ashutosh Saxena

Abstract In this paper, we considered a cooperative spectrum sensing over fading
and non-fading channels. We proposed a model of a Rayleigh fading channel and a
non-fading additive white Gaussian noise channel. Total error rates and the optimal
number of cooperative secondary users over the non-fading channel and the success
probability over the fading channel are calculated and the simulation results plotted.
The simulation results convey that the optimal number of secondary users is five in
both cases. We hope that our results will be useful in improving energy efficiency in
identifying the unutilized spectrum.

Keywords Cognitive radio ⋅ Cooperative spectrum sensing ⋅ Success
probability ⋅ Total error rate

1 Introduction

The widespread use of wireless technology has inevitably resulted in an increased
need for spectrum resources. This leads to a spectrum scarcity issue caused by
unutilization of the spectrum [1, 2]. Hence cognitive radio (CR) technology has
been proposed to identify the unutilized spectrum and to avoid disagreement
between spectrum underutilization and spectrum scarcity [3]. In order to identify
the unutilized spectrum, spectrum sensing techniques have been used. In spectrum
sensing techniques, the secondary user (SU) will sense the primary user’s (PU) li-
censed spectrum by identifying the received signal strength, noise, and the number
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of users using that spectrum [4]. The availability of free spectrum depends on the
availability of spectrum holes that change according to time and place. This shifts
the challenge to identification and detection of the PU [5–7]. A cooperative spec-
trum sensing (CSS) technique has been proposed as an effective method to improve
detection performance [8, 9].

In CSS all the SUs will sense the channel and forward their local decisions to the
fusion center (FC). The FC will combine all local decisions using fusion rules and
make a final decision. The performance of CSS in CR networks mainly depends on
channel imperfection due to fading effects. The performance of CSS over a Ray-
leigh fading channel in terms of probability of misdetection has been studied in [10,
11]. In these papers the authors considered that the reporting channels between the
SU and the FC are imperfect and they observed that the misdetection probability
decreases only by increasing the reporting channel signal-to-noise ratio (SNR). As
the SNR increases, channel imperfection decreases, and this automatically reduces
the probability of misdetection. In [12], the probability of a false alarm and the
probability of misdetections are calculated for fading channels in CSS and com-
parisons will be made in the future purpose. CSS for hard fusion rules is compared
in [13] for a Suzuki fading channel. CSS using energy detection in log-normal
shadowing was explained in [14]. This explains the performance of CSS over a
large fading channel and requires more cooperation among SUs to improve
detection performance. For indoor [15] and outdoor [16] environments, Weibull
fading has been used. The performance of a single CR user spectrum sensing is best
in a Weibull fading channel when compared to other channels, such as Rayleigh
and Nakagami.

However, existing works have only examined the AWGN channel. In this paper,
we consider the fading channel rather than the non-fading channel. We used the
Rayleigh fading channel for calculating the success probability of CSS. The rest of
the paper is organized as follows: The system model of a CSS is defined in Sect. 2.
Success probability is calculated in Sects. 3 and 4 provides the results of simula-
tion. Finally, conclusions are drawn and future directions discussed in Sect. 5.

2 System Model

Consider a CSS with a K number of SUs, one PU and one FC. In this system, each
SU senses the local spectrum independently and then forwards its binary local
decisions (1 or 0) to the FC. The FC combines all the local decisions and makes a
final decision to identify the presence or absence of the PU. In a CR network, the
absence and presence of the PU is given by hypothesis testing as H0, H1. Under
these two hypotheses the received signal strength of the ith SU is given as [17]
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Yj =Xj + nj:H0 ð1Þ

Yj =Xj + nj + Sj:H1 ð2Þ

where Xj is the complex-valued channel input, Yj is the complex-valued channel
output, and Sj is the transmitted signal of the PU.

3 Success Probability

For a non-fading channel, the probability of detection and the probability of false
alarm at the jth SU are given as [18]

P jð Þ
d =Q

ffiffiffiffiffi

2γ
p

,
ffiffiffi

λ
p� �

ð3Þ

P jð Þ
f =

Γ U, λ ̸2ð Þ
Γ Uð Þ ð4Þ

where U is the time bandwidth product, λ is the detection threshold, γ is the
signal-to-noise ratio, Q(.) is the Marcum Q-function, Γ (.) is the incomplete gamma
function, and Γ (.) is the gamma function.

Success probability is defined as identifying the presence or absence of the
primary user correctly by the secondary user. In CSS, in order to detect the presence
or absence of the PU, K SUs will sense the PU channel and forward their local
decisions to the FC. The FC will combine all the local decisions according to soft,
quantized soft, and hard fusion rules. In soft combining, all the CRs will send their
total sensing information to the FC. In the quantized soft method, CR users quantize
the sensed data and then forward those quantized samples for soft combining. In the
hard combining method, each CR user make a one-bit local decision and forwards
that local decision to the FC for hard combining [19]. In all three methods, we are
using a hard combining method to reduce the channel overhead.

We have three hard fusion rules AND, OR, and MAJORITY. From Figs. 1 and
2, it can be seen that the MAJORITY fusion rule is the optimal solution for
calculating success probability. As a result we used MAJORITY rule in this paper.
Hence by using the MAJORITY fusion rule, the probability of detection and the
probability of false alarm at the FC are given as [20] respectively.

Qd,Maj = ∑K
l= K

2ð Þ
K
l

� �
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Qf ,Maj = ∑K
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K
l

� �

Pl
f , j 1−Pf , j
� �K − l ð6Þ
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Qm,Maj =1−Qd, j ð7Þ

In this paper, we estimated the optimal number of SUs by calculating the total
error rate and success probability. Therefore, total error rate is defined as the sum of
false alarm probability and misdetection probability, and the success probability is
the detection probability.

4 Simulation Results

Consider a cognitive radio network with K = 10 SUs and assume that all the SUs
are uniformly distributed around the PU. We assumed the different parameters of
signal-to-noise ratio = 10 dB, path loss exponent = 2, and noise variance = 1.
Total error rate is defined as the sum of the probability of misdetection and the
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probability of false alarm. The graph in Fig. 3 shows the variation of total error rate
with respect to the detection threshold as the number of SUs increases from 1 to 10.
We observe that as the detection threshold increases, the error rates first decrease to
an optimal value and then increase based on the number of SUs. As the number of
SUs varies from 1 to 10, the minimum error rate first decreases gradually up to
K = 5 and then increases from K = 5 to K = 10. From Fig. 4 it is can be seen that
the optimal number of cooperative SUs is 5 for a minimum error rate. The graph
also suggests that beyond 7 SUs the error rates drastically increases. This is in a
sense also true in real-time systems because as the number of SUs increases, the
energy required for spectrum sensing and reporting sensing results to the FC
increases. This reduces the energy efficiency because energy efficiency is defined as
the ratio of average channel throughput to average energy consumption.
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In CSS, most of the work is done by assuming perfect channels between
cooperative SUs. We considered imperfect channels between cooperative SUs for
sensing and reporting their sensed information to the FC. Graphs are plotted for
different SUs with varying signal-to-noise ratio (SNR). For a Rayleigh fading
channel, the success probability for different number of SUs with SNR is shown in
Fig. 5. With the increase in number of SUs, the success probability increases along
with the SNR. For small values of SNR, the success probability increases and then
maintains a constant value of one. The same can be observed in Fig. 6, where the
SNR increases as the probability of detection increases.
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5 Conclusion

In this study, we looked at CSS in a cognitive radio network over a non-fading
AWGN channel and a Rayleigh fading channel. The total error rate for a non-fading
AWGN channel was calculated for K = 1–10 SUs and it was found that the optimal
number of cooperative SUs to be K = 5. For a Raleigh fading channel, the success
probability was calculated to be K = 1, 5, and 10 SUs and it was found that the
optimal number of cooperative SUs was K = 5. From this we observed that the
optimal number of SUs is the same for both the fading and non-fading channels.
This optimal number decreases the false alarm probability and improves the
detection probability by using SU cooperation. As the number of cooperative SUs
increases, the energy consumption required for spectrum sensing and for reporting
sensing results to the FC increases, and this reduces energy efficiency. To improve
energy efficiency, we need to reduce the cooperative SUs. Hence, energy efficiency
is improved by knowing the optimal number of cooperative SUs in the case of both
fading and non-fading channels. To continue our research we also plan to explore
the success probability for Ricean and Nakagami fading channels and then present a
comparative study on them. We hope that our results will be useful for improving
energy efficiency in identifying the unutilized spectrum.
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Analysis of Road Accidents Through
Data Mining

N. Divya, Rony Preetam, A. M. Deepthishree and V. B. Lingamaiah

Abstract There is currently a great deal of interest relating to road accidents that
result in the loss of life or harm to an individual. GIS is capable of storing infor-
mation regarding road accidents like vehicle accidents, hour wise accidents, day
wise accidents. Apart from this, road accidents are also addressed by road traffic
database. In this research on the city of Hyderabad, road traffic databases is taken
into considerations where road accidents impact on the socioeconomic growth of
society. A data mining technique is used to discover hidden information from the
warehouse to handle road accident analysis. We implement algorithms, such as
prediction and classification in Weka version 3.7. We use k-Madrid to form a
cluster of related information. Different attributes are subjected to analysis with the
conclusion that prediction is the most suitable and accurate algorithm.

Keywords GIS ⋅ Data mining ⋅ K-medoid ⋅ Prediction

1 Introduction

In the modern world lot of accidents happen on the road due to human negligence
and traffic tampering. Information is collected through GIS and the best algorithm
to minimize road accidents is built. We implement a data mining technique in order
to categorize the information gathered through GIS and apply a data mining
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prediction algorithm. We aggregate similar information to form a cluster. A report
is compiled relating to the road accident information in a particular area of the city.
Data mining concepts are implemented in order to uncover hidden information or
patterns in the data.

The major motivation behind the use of data mining algorithms or techniques is
that they provide an output for any given input, without the need for human effort,
through use of the Weka tool. We choose fuzzy set from data mining. This is also
known as possibility theory. It describes information in the form of categories or
sets and then applies GIS to breakdown the threshold or boundaries for each
category set. Truth values are used to represent degree of membership that a certain
value abide in a given category.

Recent reports regarding road accidents are in the form of continuous values
rather than categorical values. So we use a data mining technique that involves
classification and prediction. Classification is a data mining technique that assigns
an object to its predefined class based on attributes or training sets. Prediction is a
data mining technique where we find the value of one variable based on predicted
variables that are independent. We use numeric prediction, which is also known as
regression. Regression analysis is used to model the relationship between one or
more independent or predicted variables. There are two types of regression, linear
and non-linear.

Krishnaveni and Hemalatha [1] studied the statistical properties of four regres-
sion models: two conventional linear regression models and two Poisson regression
models in terms of their ability to model vehicle accidents and highway geometric
design relationships. Roadway and truck accident data from the highway safety
information system (HSIS) have been employed to illustrate the use and the limi-
tations of these models. Abdel-Aty [2] used the fatality analysis reporting system.

Usually accidents occur due to the negligence on the part of the driver, lack of
awareness of other drivers, and animals becoming obstacles in the road. Intoxicated
drivers could also cause accidents and the consequences of these accidents may be
minor injury, major injury, permanent damage to any body organ, or even death.
Everyday database is updated as accidents occur, so the data stored increases
steadily. Data mining would be used to discover new patterns from these databases
[2]. Discovering a pattern from the database or repository is a difficult task so data
mining is a useful tool by which to discover hidden information. Even if the data is
stored across different organizations, data mining should be capable of handling and
bringing up useful information.

Weka stands for wikato environment for knowledge analysis. Weka knowledge
explorer makes use of a GUI with the help of Weka software. The major Weka
software packages include classifiers, filters, clusters, associations and attribute
selection with a visualization tool. We can work with any of the technique above
via open source software under GNU (general public license). Datasets should be in
ARFF format if the file is not in ARFF format. The pre-processor has the facility to
receive data from a database as a CSV file using a filtering algorithm.

The other reason for using a database was to explain road accidents in different
formats and to minimize the effort invested by the researches and different users in
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order to collect accident reports. By doing this it can help decision makers to better
formulate traffic safety control policies. With more vehicles and traffic the risk of
accidents will be increased. There is a relationship between driver, road, car, and
accident occurrence. One cannot get improved safety without successfully relating
frequency.

Road traffic accident (RTA) analysis objectives include (1) to check, in partic-
ular, underlying road-related variables; (2) different data mining techniques are used
to check the severity of accident prediction; and (3) the task that models standard
classification comparison. Most data mining related studies analyze RTA data
locally and globally, and obtain regular results (Table 1).

2 Literature Survey

In recent years, many researchers have undertaken RTA analysis using different
methodologies and algorithms.

Tesema et al. [3] developed mining rules for RTAs. They used a clustering
technique in order to aggregate the data and divide them into subsets and then used
the subsets for classification. CART was most the efficient for analyzing predictive
model. When the pre-processing technique was completed, the final dataset used for
modelling contained 4,658 records using 16 different attributes of which 13 were
base attributes and 3 were derived.

Hirasawa [4] developed a statistical approach to model a traffic accident analysis
system. A digital map is used to indicate data on accident conditions. The goal was
to use a GIS system to analyze factors contributing to road traffic accidents. GIS is
an application developed in order to analyze road traffic analysis.

Nabi et al. [5] proposed some behaviours contributing to RTAs. The best pre-
dictors were exceeding limits on normal roads and highways, use of a cellphone
while driving, and tired or drunk drivers were the main reasons. This research
shows a negative attitude towards traffic safety and the rules of the road. Enforcing
users to change their approach such as reducing speed or prohibiting alcohol could
improve road traffic rules.

Table 1 Data set of road accidents

Road Speed limit (A, B, C) Whether (X, Y, Z) Pedestrian distance (L, M, N) Accident type

Road1 A X L X1

Road1 A Y M X1

Road1 B Y L Y2

Road1 C X N X1

Road1 C Z N Y2
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Krishnaaveni and Hemalatha [1] proposed a method for analyzing RTAs using
data mining techniques. They used classification methods to predict the severity of
injury during accidents. They compared J48 decision tree part naive Bayesian
classification. The final result shows that J48 is better.

Sachin et al. (2015) proposed a framework for the city of Dehradun. Indian road
accident (11.5 + 4) that took place during 2009 and 2014 using a K-modes clus-
tering technique and association rule mining. The analysis made by the combination
of the above techniques showed that the result will be effective if no segmentation
has been performed with respect to generation association rules.

Ralambonetrainy (1995) implemented a k-means algorithm through data mining
to club categorical data which transform different category attributes into binary
numeric attributes. In data mining these attributes range from hundreds to thousands
and k-means uses these attributes in order to compute space costs.

Sachin Kumar et al. (2016) recommend implementing a k-means algorithm and
ARM technique to find solutions to the severity of traffic accidents problem. They
divided the data set of traffic accidents into different levels, namely (a) high,
(b) moderate, and (c) low frequency in order to discover the hidden information
behind the data set and establish preventive actions prior to accident location.

Sowmya (2015) undertook a study related to traffic accident data provided by the
government transport department in a certain country. The baseline techniques that
were used are naïve Bayes, J48, adeboost, M.PART, and random forest classifi-
cation in order to predict classification accuracy and analyze performance.

Krishnavani (2011) analyzed traffic accidents in Nigeria using different classi-
fication models and compared naïve Bayes Bayesian classifier [3]. The research
also used an artificial neural networks approach and decision tree analysis to reduce
deaths on the road. The data that was used for research was classified into two types
(a) continuous and (b) categorical.

ANN is exclusively used to deal with continuous values of data, whereas
decision has the ability to deal with categorical data. The results of the analysis
revealed that a decision tree algorithm or approach was efficient when compared to
ANN. A decision tree approach had a lower error rate and a higher accuracy rate

3 Existing Model

We focus on the predicting possibilities in a particular area using machine learning
techniques such as SMO, J48, and IBK.

SVM: This uses the concept of decision trees and planes that define the
boundaries of any decision. A decision plane separates objects or set of objects
having different class memberships. The main task of SVM is to construct hyper-
planes in multidimensional space. It can be categorized like regression and clas-
sification that can handle continuous or categorical values.

Decision Tree: This is one of the classification techniques and takes the form of a
flowchart that selects labels for any given input. It consists of a root node,
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an internal node, and a leaf node. Decisions are made on the internal node. A leaf
node cannot be further divided into any of the nodes. A root node contains a
condition for any input values and selects a branch based on certain features.

Let S(i|t) denote function of records categorized under the class ‘I’ at any node
‘t’. We find three different equations to calculate impurity measures.

Entropy= −S ijtð Þlog2S ijtð Þ ð1Þ

Gini Index = 1− S ijtð Þ2 ð2Þ

Classification error = 1−max S ijtð Þ½ � ð3Þ

Here ‘c’ represents number of classes and 0log2(0) = 0, and the calculation is
computed for a given node ‘t’.

Association mining rule is a technique that explains how data are correlated in
any transaction. An example is market basket analysis. It defines the underlying
rules that produce pattern in any data set.

Let ‘D’ be given any data set which consists of n transactions where each
transaction TϵD. Let I be the set of items in any transaction I = {I1, I2, …., In}.

An item set A will occur in T if and only if AcT. A-> B is an association rule
such that AcI. IcI and AUB = o.

Association rule mining mainly focuses on supper and confidence.
The support of a rule A-> B states the percentage of A and B occurring together

in a data set. It is also called the frequency constraint. Frequent item sets are
generated if they support the minimum support threshold.

Confidence: A-> B defines the ratio of the occurrence of A and B together to the
occurrence of A only. The higher the confidence value of a rule A-> B, the higher
the probability of occurrence of B with the occurrence of A.

Lift: Lift for a rule A-> B calculates the expected occurrence of A and B
together. It is also the ratio of the confidence of the expected confidence of c rule.

Support Sp
� �

=PðAuBÞ ð4Þ

Confidence ðCf) = PðAUBÞ ̸PðAÞ ð5Þ

Lift ðLfÞ=PðAUBÞ ̸PðAÞ*PðBÞ ð6Þ

4 Proposed System

Data mining consists of different techniques that are used to discover useful
information from a large repository. Wherever the information is discovered should
be used to make decision for any enterprises.
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Discretize information into categories based on number of accidents accused and
we can classify it into two categories, i.e. number of year and number of accidents.

Prediction is a data mining technique which allows us to predict continuous
values or ordered values for any given input. If we wanted to find out the number of
road accidents that has occurred for a particular year, prediction can be employed.
Prediction is also known as regression in statistical methodology. Regression
analysis can be used to model a relationship between one or more independent and
dependent variables. In general, independent variables are also known as predictor
variables, whose values are known to us. We use linear regression to solve the
problem. Linear Regression involving response variables ‘z’ and a single predictor
variable ‘x’ is a simple form of regression and models response variables as the
linear function of the predictor variable ‘x’.

z = c+wx ð7Þ

‘z’ is assumed to be constant, and ‘c’ and w are regression coefficients indicating
intercept and slope of the line.

Keeping the weights in consideration, the regression coefficients can also be
found using the formula

Z= a0 + a1x ð8Þ

where a0 and a1 are the weights. Weight can be computed by

a1 = ðxi − xÞðyi − yÞ ̸ðxi − xÞ2 ð9Þ

where ‘t’ is equal to training set are those whose class label is known.

a0 = xy−w1x ð10Þ

Case 2: Non-linear: This involves transformation of the variables from a
non-linear to a linear model.

Case 3: K-Medoid: We introduce an object-based representative technique
known as k-medoid, where instead of taking the mean value of objects in a cluster
as the reference point k-medoid will actually pick an object to represent the clusters.
This object is used as a representative object in the cluster. The remaining objects
within cluster if they are similar to the most representative object and then they are
all clustered together.

Absolute error criterion is used to investigate the above road accident problems.

F = k−Rij j ð11Þ

where ‘F’ is the sum of the absolute errors for all objects in the data set; ‘k’ is the
point in space representing a given object in the cluster ‘j’; and ri is the repre-
sentative object of ri.
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5 Results and Conclusion

See Fig. 1.
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6 Conclusion

We explore different data mining techniques and their applications in Hyderabad to
analyze road traffic accidents using a prediction model. Prediction may help traffic
officers to make decisions in their control activities especially regarding behaviors
like accident mode, time, and causes. Based on the results, systems can upgrade or
enhance traffic safety policies using a k-medoid algorithm to combine most familiar
information the output generated suggests that linear regression performs better
than SMO, J48, and IBK.
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An Assessment of Niching Methods
and Their Applications

Vivek Sharma, Rakesh Kumar and Sanjay Tyagi

Abstract Populace-based metaheuristics have been demonstrated to be especially
powerful in taking care of MMO issues if furnished with particularly planned
decent variety saving systems, commonly known as niching strategies. This paper
provides a fresh review of niching techniques. In this paper, an assessment of
niching methods is presented along with their real-time applications. A rundown of
fruitful applications of niching techniques to genuine issues is used to show the
capacities of niching strategies in giving arrangements that are hard to other
enhancement techniques to offer. The critical viable benefit of niching techniques is
clearly exemplified through these applications.

Keywords Niching methods ⋅ Multi-modal optimization ⋅ Metaheuristics
Multi-solution methods ⋅ Evolutionary computation ⋅ Swarm intelligence

1 Introduction

The two ideas of niche and species can be found in regular biological systems,
where singular species must contend to get by going up against various parts [1].
Diverse species or organisms evolve to fill distinctive niches (or subspaces) in an
environment that can support a diverse array of life. As commented in [2] “A niche
can be characterized by and large as a subset of assets in the earth. A species, then
again, can be characterized as a sort or class of people that exploit a specific niche.
In this way, niches are divisions of a domain, while species are divisions of the
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population” [3]. In science, a species is characterized as a gathering of organisms of
comparative natural components fit for interbreeding among themselves, but not
with organisms from an alternate gathering. Since every niche has a limited number
of assets which must be shared among species, individuals involving that niche,
after some time distinctive niches and species develop normally in the earth [4].
Rather than developing a solitary population of people apathetically, regular bio-
logical communities evolve into distinctive species (or subpopulations) to fill
diverse niches [5].

2 Niche Genetic Algorithm

The basic idea of the niche genetic algorithm is that in biology different species
have a tendency to live with species that have comparable characteristics and mate
with them to various relatives. The condition that the species rely upon is called
niche. The genetic algorithm copies species. Applying these ideas, we can influence
the person of the genetic algorithm to advance in the particular living condition. So
we can introduce the idea of the niche into the genetic algorithm, and as a result the
niche genetic algorithm appears [6].

The existing niche genetic algorithm: The current niche genetic algorithm for the
most part comprises of a swarming niche genetic algorithm, a sharing niche genetic
algorithm and a disengagement niche genetic algorithm. These algorithms enhance
the decent variety of the population and it is a successful strategy to settle the
multi-modular capacity improvement issue [7, 8]. Nonetheless, on account of the
multifaceted nature of the multi-modular capacity enhancement issue, the current
niche genetic algorithm is hard to comprehend it [9, 10]. The problems are as
follows:

(1) The number and position of the peaks of the capacity are indeterminate.
(2) The ranges’ span of the peak is hard to decide in light of the fact that the width

and the stature of the peaks are extraordinary.

3 Related Work

In [11] creators incorporate niche innovation and a PSO calculation into the tra-
ditional FastSLAM. The niche-PSO process was executed before ascertaining the
significance weight of every molecule, with the goal that the molecule set can be
nearer to the genuine condition of the versatile robot before resampling, and the
resampling procedure was more effective. The distinction of niches ensures the
distinction of particles utilized for the state estimation, so the decent variety of
particles was kept up and the molecule consumption was maintained a strategic
distance from, which protect improve the accuracy of the state estimation. Since the

296 V. Sharma et al.



single molecule was viewed as a niche, the computational multifaceted nature can
be decreased and the framework state can be evaluated with few particles.

In [12], by coordinating the supervision data and the neighborhood structure of
heterogeneous information, a novel strategy named hetero-complex regularization
(HMR) was proposed to learn hash capacities for proficient cross-modular pursuit.

In [13], to conquer the untimely deformity of customary subterranean insect
province calculation, another enhanced niche subterranean insect settlement cal-
culation (niche subterranean insect state calculation in light of the wellness sharing
standard) was proposed by joining the wellness offering strategy to niche subter-
ranean insect settlement calculation and connected to the multi-modular capacity
improvement issue.

In [14], MEDAs were created to find different worldwide optima for multimodal
streamlining issues. Dissemination estimation and niching are successfully used to
understand the proposed calculations. Uniquely, the grouping-based niching
strategies for swarming and speciation are joined, prompting swarming-based and
speciation-based MEDAs, named MCEDA and MSEDA, individually. Further,
they are improved with nearby pursuit, framing LMCEDA and LMSEDA, indi-
vidually. The niching techniques for MEDAs are enhanced from those in the
writing through building up a dynamic bunch measuring system to bear the cost of a
potential harmony amongst investigation and misuse, whereby easing MEDAs from
the affectability to the group estimate. Varying from traditional EDAs to appraise
the likelihood circulation of the entire population, MEDAs concentrate on the
estimation of appropriation at the niche level, and all people in every niche take an
interest in the estimation of conveyance of that niche. Further, the option utilization
of Gaussian and Cauchy dispersions to produce posterity takes the upsides of the
two dissemination and possibly offers a harmony amongst investigation and abuse.
At long last, the arrangement precision is upgraded through another neighborhood
seek plot in view of Gaussian circulation with probabilities self-adaptively decided
by wellness estimations of seeds.

In [15] a niche with population relocation procedure was proposed to understand
the multi-modular capacity advancement issue. They approve the adequacy of their
calculation by three standardized one-dimensional multi-modular capacities.
Through contrasting and the trial information of applicable written works’ calcu-
lations, the proposed system has favorable circumstances in the accuracy of the
count and the support of the assorted variety of the population.

In [16] gives a refreshed study on niching strategies. The paper initially returns
to the principal ideas about niching and its most illustrative plans, and at that point
surveys the latest advancements in niching strategies, including novel and
half-and-half techniques, execution measures, and the benchmarks for their
appraisal. In addition, the paper provides a study on past work that looked at
utilizing the capacities of niching to encourage different improvement errands (e.g.,
multi-goal and dynamic advancement) and machine learning undertakings (e.g.,
grouping, include determination and learning gatherings). A rundown of useful
applications of niching techniques to certifiable issues was introduced to show the
abilities of niching strategies in providing arrangements that are hard for other
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streamlining strategies to offer. The huge down to earth benefit of niching tech-
niques was unmistakably exemplified through these applications. Finally, the paper
offers difficulties and research conversation starters on niching that are yet to be
fittingly tended to.

In [17] an area-based transformation was proposed and coordinated with dif-
ferent niching DE calculations in order to tackle multimodal improvement issues.
Neighborhood change could limit the generation of posterity inside a neighborhood
an indistinguishable niche from their folks. This strategy guarantees that the cal-
culations are faster and have a high degree of accuracy. They showed that the area
transformation can instigate stable niching conduct. The area-based DE calculation
could find numerous worldwide optima and look after them. The after effects of
exploratory examinations recommend that the proposed calculations can give a
superior and more predictable execution than various best in class multimodal
streamlining calculations for an expansive number of test issues.

In [18] expands upon that, additionally investigating distinctive methodologies
towards complex system examination based versatile component. Initially, the
arrangements were positioned by centrality just, and the substitution was constantly
proficient by random re-initialization. In this form, distinctive methodologies can be
picked. The elitism has been fused into the versatile instrument, i.e. the arrange-
ment’s quality is additionally considered when choosing whether or not to expel it
from the population. Besides, the productivity of applying ABC’s change admin-
istrator as opposed to supplanting the arrangement by a randomly created one was
investigated, enhancing misuse rather than investigation. Three variations of
Adaptive ABC calculation with expanded properties and included control param-
eters are exhibited.

In [19] proposed a methodology versatile memetic swarming DE (SAMCDE)
which consolidates CDE with system versatile and fine pursuit strategy to tackle
multimodal improvement issues. The proposed SAMCDE tackled the issue of
choosing appropriate trial vector era system and control parameters. The fine hunt
strategy upgrades the neighborhood seeks capacity of the proposed calculation
which enhances the merging pace and exactness. One more stride to broaden the
ebb and flow work includes the procedure adjustment and fine inquiry method to
other DE-based niching calculations. Besides, it was intriguing to self-adjust
population measure as this parameter likewise has a pivotal impact on niching
calculations.

In [20] proposed DESBS a disseminated differential transformative calculation
with species and best vector determination strategy. The choice weight for choosing
the people as best people of a population was applied at two diverse levels first to
give the opportunity to every people to perform and second to calculate the edge.
The DESBS execution was greatly improved in multi-demonstrate capacities. In
uni-show capacities, DESBS perform substantially more like SDE, yet the capacity
assessments are on the higher side as a contrast with different calculations, in light
of conveyed nature of DESBS. The idea of DESBS makes it more explorative in
nature and SDE which was the posterity era component in DESBS make it
exploitative.
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In [21], a strategy in view of CLONALG was depicted for the computerized IIR
channel plan and its execution was contrasted with that of GA and TS calculations.
Keeping in mind the end goal to upgrade the worldwide optima seek ability of
CLONALG in taking care of multi-modular capacity streamlining issues, various
improvements are made to the calculation to enhance its execution and a novel
multi-modular invulnerable advancement algorithm (MIOA) was introduced with
the premise of incorporating the attributes of the Chaos and CLONALG in the
paper. The correlative analyses after effects of multi-modular capacity advancement
demonstrate that MIOA has quick joining speed and capable hunt ability.

4 Real-World Applications

i. In the Femtosecond laser pulse shaping problem, a (CMA-ES)-based niching
strategy was utilized to understand the issue in the field of quantum control
[22]. A separation metric was fittingly characterized between two possible
arrangements, keeping in mind the end goal to find numerous one of a kind
heartbeat profiles of high caliber. For this situation, distinctive niches speak to
the same theoretical plans [23]. The (CMA-ES)-based niching strategy
accomplished preferable arrangement comes about over the standard
advancement technique strategy.

ii. Job shop scheduling problem (JSSP): This is a great improvement issue
considered broadly in writing. The author speaks to one of the not very many
examinations on JSSP with an emphasis on recognizing numerous arrange-
ments. JSSP are normally multi-modular, displaying a perfect case for
applying niching techniques. Their examinations recommend that not exclu-
sively do niching techniques help to find numerous great arrangements, yet in
addition to saving the decent variety more successfully than utilizing a stan-
dard single-ideal looking for hereditary calculation [24].

iii. Resource-constrained multi-project scheduling problems (RCMPSP): Here,
different undertakings must be performed and finished utilizing a typical pool
of rare assets. The trouble is that one needs to organize each venture’s
assignments to streamline target work without abusing both intra-project
priority limitations and between venture asset requirements. A chief can profit
by picking between various suitable planning arrangements, rather than being
restricted to just one. Moreover, it is likewise substantially quicker than
rescheduling [25].

iv. Seismological inverse problem: A niching GA was connected to a reversal
issue of teleseismic body waves for the source parameters of a quake. Here a
separation metric for waveform reversal was used to measure the likeness
between arrangements. The niching GA appeared to be more proficient than a
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matrix in recognizing a few worldwide and neighborhood optima over a range
of scales, speaking to the blame and assistant planes.

v. Real-time tracking of body motion: A niching swarm filtering (NSF) calcula-
tion was produced to address the issue of the constant following of uncon-
strained full-body movement. In this situation, numerous critical worldwide
and nearby arrangements of the design circulation are found.

vi. Competitive facilities location and design: In this office area issue, ordinarily
numerous worldwide arrangements should be gotten. A niching strategy
named the Universal Evolutionary Global Optimizer (UEGO) was appeared to
essentially beat mimicked toughening and multi-begin techniques.

vii. Solving systems of equations: One of the primary niching PSO calculations
were produced to settle frameworks of straight conditions. Niching calcula-
tions are appropriate to explain frameworks of conditions because of frame-
works of conditions having different arrangements. As of late, it has appeared
in that frameworks of nonlinear conditions can likewise be unraveled utilizing
niching methods [26].

5 Assessment

Table 1 shows an assessment of different real applications with different perfor-
mance metrics, such as interaction rate, average delay, and average execution time
by applying niching methods. The assessment shows solving TSP problems and
RCMPSP problems using niching methods provides a better interaction rate and
less delay with optimal execution time.

Table 1 Assessment of different real-time applications with niching

Real-time applications Interaction
rate

Average
delay

Average
execution
time

Job shop scheduling problem Low High High
Resource-constrained multi-project scheduling
problems (RCMPSP)

Medium Medium High

Travelling salesmen problem High Low Medium
Seismological inverse problem Medium Medium High
Real-time tracking of body motion Low High High

300 V. Sharma et al.



6 Conclusion

Niching techniques are capable search strategies that can deliver various answers
for a chief to look over. In this paper, we have returned to exemplary niching
strategies in EAs and looked into reent improvements of niching techniques
obtained from other metaheuristics. We have appeared through some true appli-
cation cases that looking for numerous great arrangements is a typical errand over
various disciplinary regions, and niching techniques can assume a critical part in
accomplishing this undertaking. These cases of niching applications exhibit a more
all-encompassing photo of the effect by niching techniques, and ideally, this will
give an awesome driving force to a considerably more broad utilization of niching
strategies.
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A Novel Method for the Design
of High-Order Discontinuous Systems

G. V. K. R. Sastry, G. Surya Kalyan and K. Tejeswar Rao

Abstract A new procedure is suggested for the design of high order discontinuous
systems using an order reduction technique. The method is computationally very
simple and straightforward. The proposed method is based on an improved bilinear
Routh approximation method and illustrated using typical numerical examples.

Keywords Large scale systems ⋅ Modelling ⋅ Discontinuous systems

1 Introduction

Very few methods are available for the design of discontinuous systems [1–11].
Some of the existing methods of reduction have serious drawbacks, such as gen-
erating an unstable reduced order model for stable original higher order systems,
and computational complexity etc. [1–5]. In this paper, an attempt is successfully
made to suggest a procedure for the design of high order discontinuous systems
using modeling which is computationally very simple and straightforward and
overcomes the limitations and drawbacks of some of the familiar methods available
in the literature.

A reduced order model is generated using a Routh approximation method and
this model is used to design the controller for the high order original discontinuous
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system. The new method is computationally superior over many of the existing
methods for the design of discontinuous systems. The proposed method is illus-
trated by considering typical numerical examples available in the literature. The
results are compared with different well-known methods available in the literature.

2 Proposed Procedure

Consider the original n-th order discontinuous system defined as:

GnðzÞ= b0 + b1z + b2z2 +⋯+bn− 1zn− 1

a0 + a1z + a2z2 +⋯+ anzn
; a0 ≠ 0

Applying bilinear transformation, find G(s) as:

G sð Þ= z+1ð Þ *G zð Þjz= 1+ sð Þ ̸ 1− sð Þ ð1Þ

The α- and β-parameters are obtained from the α-table and β-table given below:
α-table:

a00 = a0 a02 = a2 a04 = a4
α1 = a00 ̸a10

a10 = a1 a12 = a3 a14 = a5
α2 = a10 ̸a20

. a20 = a02 − α1a12 a22 = a04 − α1a14

.

. a03 = a12 − α2a22

.
and so on.

β-table:

b10 = b1 b11 = b3
β1 = b10 ̸a10

b20 = b2 b22 = b4
β2 = b20 ̸a20
. b30 = b12 − β1a12 b32 = b14 − β1a14
.
. b40 = b22 − β2a22
.
.

and so on.
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Let the impulse energy value of the original system be

I = 1 ̸4 ∑
n

i = 1
β2i ̸αi
� � ð2Þ

For a reduced order system of order “k,” the values of α′k and β′k are defined as

β′k
α′k

=
βk
αk

1 ̸4½ ∑
k− 1

i = 0
ðβ2i ̸αiÞ+ β′ 2k ̸α′ 2k �= I

where k= 1, 2, 3, . . . n
ð3Þ

The numerator and the denominator of the reduced order model can be found by
the algorithm by substituting the values of αk with α′k and βk with β′k respectively
and applying an inverse bilinear transformation.

GkðzÞ= BmðzÞ
AmðzÞ ; k = 1, 2, 3, . . . n

where

Bm zð Þ= αm z+ 1ð ÞBm− 1 zð Þ+ z− 1ð Þ2Bm− 2 zð Þ+ βm z− 1ð Þm− 1 ð4Þ

Am zð Þ= αm z+ 1ð ÞAm− 1 zð Þ+ z− 1ð Þ2Am− 2 zð Þ
wherem= 1, 2, 3, . . . k

ð5Þ

B− 1ðzÞ=B0ðzÞ=0;A− 1ðzÞ= 1
ðz− 1Þ ; A0ðzÞ=1

Design Procedure

The lower order system transfer function R(z) of order ‘k’ is obtained using the
above proposed procedure for the given original uncompensated high order dis-
continuous unity feedback system with transfer function G(z). The low order model
R(z) will then be used in place of the original system transfer function G(z) to find
the controller D(z).

Let the transfer function of the compensated system be defined as:

H zð Þ= D zð Þ ⋅R zð Þ
1+D zð Þ ⋅R zð Þ

where D(z) is the transfer function of the controller to be designed and incorporated
in the forward path of the original system.
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The controller is to be designed such that the overall compensated transfer
function has the damping ratio (ζ) and natural frequency (ωn) as per the requirement
and also the steady state error must be zero.

Let H zð Þ= b0 + b1z− 1 + b2z− 2

A1 +A2z− 1 +A3z− 2

where A1 = 1, A2 and A3 are obtained from given values of ζ and ωn.
Then the equations corresponding to the above conditions are:

HðzÞ��z = ∞ = 0; Hð1Þ = 1 and
dH
dz

= 1

By solving the above equations, b1 = A1 − A3 and b2 = A2 + 2A3

H(z) is obtained by substituting the above values of b1 and b2.
Therefore, the controller transfer function is

DðzÞ= 1
RðzÞ ⋅

HðzÞ
1−HðzÞ

3 Numerical Examples

Example 1 Consider the system given by

G zð Þ= 0.1625 z7 + 0.125 z6 − 0.0025 z5 − 0.00525 z4 + 0.00262 z3 − 0.000875 z2 + 0.003 z− 0.000412
z8 − 0.62075 z7 − 0.415987 z6 + 0.076134 z5 − 0.059152 z4 + 0.190593 z3 + 0.097365 z2 − 0.016349 z+ 0.002226

Applying the bilinear transformation using the equation

G sð Þ= z+1ð ÞG zð Þjz = 1+ sð Þ ̸ 1− sð Þ

G sð Þ= 0.5711222 + 3.49336 s+ 9.168182 s2 + 12.753322 s3 + 10.13658 s4 + 4.619746 s5 + 0.97931 s6 + 0.09480472 s7

0.255402+ 2.084249 s+ 17.66303 s2 + 50.41484 s3 + 73.36688 s4 + 66.04546 s5 + 36.66708 s6 + 9.835014 s7 + s8

By using the proposed procedure, the reduced order model obtained is:

R zð Þ= 0.409429 z− 0.294367
1.235681 z2 − 1.948545 z + 0.815774

Controller Design

It is proposed to design a controller for the original system using the proposed
reduced order model in order to obtain a required performance of the compensated
system as per the parameters: ωn = 2, ζ = 0.7, τ = 1 s.
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The transfer function of the compensated system is obtained as

HðzÞ= 0.9392 z− 0.0514
z2 − 0.0702 z+ 0.0608

Therefore, the compensator of the system is

DðzÞ= 1
RðzÞ ⋅

HðzÞ
1−HðzÞ

The time responses of the compensated system are compared with that of the
uncompensated system in Fig. 1.

Comparison with Other Methods:

Example 2 Consider the fourth order discrete time system given by its transfer
function [6].

GðzÞ= 0.547377 z3 − 0.40473 z2 + 0.319216 z− 0.216608
z4 − 1.36178 z3 + 0.875599 z2 − 0.551205 z+ 0.282145

Originalð Þ

By using the proposed procedure, the reduced order model obtained is:

RðzÞ= 0.727128 z− 0.530431
1.299757 z2 − 1.90185 z + 0.798393

Fig. 1 Comparison of time responses
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Therefore, the transfer function of the compensated system is obtained as

HðzÞ= 0.63212 z− 0.05014
z2 − 0.7859 z + 0.367880

Proposedð Þ

The reduced 2nd order model obtained by the Mukherjee method [6] is:

G1
2ðzÞ=

0.4795 z− 0.4035
z2 − 1.5025 z + 0.6584

Therefore, the transfer function of the compensated system obtained by the
Mukherjee method is

H1ðzÞ= 0.63212 z− 0.05014
z2 − 0.7859 z+ 0.367880

Mukherjeemethodð Þ

The reduced 2nd order model obtained by the Hsieh method [7] is:

G2
2ðzÞ=

0.5531 z− 0.4035
z2 − 1.4694 z + 0.6187

Therefore, the transfer function of the compensated system obtained by the
Hsieh method is

H2ðzÞ= 0.851 z+ 0.9833
z2 + 0.6855 z + 0.1489

Hsiehmethodð Þ

The time responses of the compensated system obtained by the proposed
method, Mukherjee method, and Hsieh method are compared in Fig. 2.

Fig. 2 Comparison of responses using proposed method and other methods
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4 Conclusion

A procedure for the design of high order discontinuous time systems using mod-
eling is suggested to overcome the limitations and drawbacks of some of the
familiar methods available in the literature. The new procedure is successfully
illustrated through typical numerical examples. The results are compared with other
familiar methods available in the literature.
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Efficient Integration of High-Order
Models Using an FDTD–TDMA Method
for Error Minimization

Gurjit Kaur, Mayank Dhamania, Pradeep Tomar and Prabhjot Singh

Abstract In this research paper, we have developed a hybrid FDTD–TDMA
technique which is used to focus on solving the time domain equations of
non-uniform structure applications by exploiting the finite difference time domain
method. A mathematical model has been designed for the proposed FDTD–TDMA
technique. The proposed technique shows better performance than existing FDTD–
ADI method in terms of error minimization. The simulated comparison showed
good results and an agreement between the two methods, which confirms the theory
and validates the proposed FDTD–TDMA method.

Keywords Error correction ⋅ FDTD ⋅ FDTD–TDMA ⋅ Time step

1 Introduction

This finite difference time domain (FDTD) is an important computational technique
which wide application for simulating electromagnetic behaviors [1, 2]. FDTD dif-
ferential equations can be formed directly from Maxwell’s equations and are important
in mathematics for the simulation of complex dielectric media [3–5]. FDTD is of
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immense interest to researchers and engineers due to its wide range of applications [6–
10]. The FDTD method has been widely used in the past for electromagnetic dosimeter
and numerical calculation of electromagnetic grounds to couple error correction and
numerical stability. Recently, several techniques were discussed in the literature. In
[11], a Z transform was used to reduce complex integrals to simple equations in a
LOD–BOR–FDTD method. The reported method had the disadvantage of a high error
for dispersive media. Similarly, SLOD–FDTD [12] was used for electromagnetic
channel modeling. This method had a drawback which resulted in errors for impulse
responses and path loss and could only be applied indoors. Another method known as
CLOD–FDTD [13] was introduced to model the curved boundaries, but the main
drawback was its minor effect on numerical dispersion.

The present alternating-direction implicit (ADI) and finite-difference time-domain
(FDTD) methods typically depend on explicit time addition systems. Hence, we pro-
pose a FDTD–TDMA implicit time as a simulation system, as a suggested approach to
overcome this restriction.

2 Materials and Methods

The traditional FDTD method is used to statistically resolve the time-domain using
Maxwell’s calculations with the open space radiation condition. We then make use
of design variables, such as the conductivity value at every Yee edge in the design
area by using two FDTD solutions, namely the objective function and the gradient
vector that can be computed for a number of design variables inside the design
domain Ω. After introducing this concept, we make use of Maxwell’s basic
equations (1)–(2) which are listed below. These equations are compulsory
time-dependent curl equations and we explain them in detail

∂D
∂t

=∇×H ð1Þ

∂B
∂t

= −∇×E ð2Þ

After defining the basic Maxwell equations, we take the dominant difference
approximations, for the time and space co-ordinates respectively, hence developing
the FDTD formulations given below in (3) and (4)

Dn+ 1
2

x kð Þ−Dn− 1
2

x kð Þ
Δt

=
Hn

y k− 1
2

� �
−Hn

y k+ 1
2

� �
δx

ð3Þ

Bn+1
y k+ 1

2

� �
−Hn

y k+ 1
2

� �
Δt

=
E
n+ 1

2
x kð Þ−E

n+ 1
2

x kð Þ
δx

ð4Þ
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where δx is the space increase and Δt is the time step. These equations have both
the electric and magnetic field in the double-positive (DPS) region; though the
formulation varies in the double-negative (DNG) area.

D= ε ωð Þ×E ð5Þ

B= μ ωð Þ×H ð6Þ

µ (magnetic permeability) and ε (electrical permittivity) are such chosen so that at a
particular frequency, these parameters become negative, hence modeling the layer
DNG. The base method leading to our proposed work is described by first defining
the CN (Crank Nicolson) method.

We make use of the CN arrangement which averages the right-hand sides of the
discretized Maxwell’s equations at time step n and time step n+ 1. Using a 2-D
Yee’s mesh, the CN scheme can be expressed as shown in Eqs. (7)–(11), where Δt
is the time step size; a1 =Δt ̸2ε, a2 =Δt ̸2μ; and ε and μ are the permittivity and
the permeability of the material respectively. Δx and Δy are the spatial meshing
sizes beside the x and y axes; i and j are the integer-number guides of the com-
putational cells; and n is the time step index. We have defined the medium to be
linear, isotropic, non-dispersive, and lossless to maintain simplicity.

Exn+1 i +
1
2
, j

� �
=Exn i +

1
2
, j

� �
+

a1
Δy

Hzn+1 i +
1
2
, j +

1
2

� �
−Hzn+1 i +

1
2
, j−

1
2

� ��

+Hzn i +
1
2
, j +

1
2

� �
−Hzn i +

1
2
, j−

1
2

� ��

ð7Þ

Eyn+1 i, j +
1
2

� �
=Eyn i, j +

1
2

� �
−

a1
Δx

Hzn+1 i +
1
2
, j +

1
2

� �
−Hzn+1 i−

1
2
, j +

1
2

� ��

+Hzn i +
1
2
, j +

1
2

� �
−Hzn i−

1
2
, j +

1
2

� ��

ð8Þ

Hzn+1 i + 1
2 , j +

1
2

� �
=Hzn i + 1

2 , j +
1
2

� �
+ a2

Δy Exn+1 i + 1
2 , j + 1

� �
−Exn+1 i + 1

2 , j
� ��

+Exn i + 1
2 , j + 1

� �
−Exn i + 1

2 , j
� ��

− a2
Δx Eyn+1 i + 1, j + 1

2

� �
−Eyn+1 i, j + 1

2

� ��
+Eyn i + 1, j + 1

2

� �
−Eyn i, j + 1

2

� ��
ð9Þ

The three electromagnetic field mechanisms in Eq. (7) are the final equations.
We use Eq. (7) directly as a computational technique, where a large sparse matrix
must be resolved at each time step, which is more appropriate than Yee’s FDTD,
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which is not applied to many real problems. In order to solve Eq. (9) conveniently,
the field components must be decoupled.

We have used the estimated decoupling technique for decoupling the coupled
calculations Eqs. (7)–(9). Next we used the concept of TDMA in our design pro-
cess where the frame time is divided into U slots and one slot is assigned per
wavelength. Each derivative matrix includes the L matrix. The finite-difference
vector arrival rate in TDMA is given as:

Puar = λ+A*Tf * Ē ð10Þ

where

Puar Wavelength arrival rate [wave per length per second]
λ Total length arrival rate for the system [waves per length per frame]
A Message advent degree [message per length unit time]
Tf Frame time [s]
Ē Average number of waves per message

It can be seen that in a TDMA system each length transmits only one wave in
each time frame so we can say that the service rate is equal to 1 μTDMA = 1ð Þ.
Because of this process, we have defined the utilization factor or the traffic intensity
ρð Þ in our proposed work as:

ρ=
total user arrival rate packets per user per frame½ �

service rate

ρTDMA =
λTDMA

μTDMA = 1ð Þ =A TDMAð Þ*Tf TDMAð Þ*Ē TDMAð Þ
ð11Þ

This can lead to errors which occur in bits due to noise and outer boundary
imperfections, but if an error is obtained in the transmission of a wave then it will
be retransmitted until it is correctly received. Retransmission is made possible by
increasing the average number of waves of each message from Ēouter to Ēinner

Ēinner =
Ēouter

P TDMAð Þ
c

ð12Þ

where

Ēnew is the new average number of waves per message. [Waves per message]; Ēold

is the old average number of waves per message. [Waves per message]; Pc is the
probability of correct detection of a wave. In fact, Pc is the ratio of the correctly
received waves to the total of transmitted waves.
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Pc=
Correctly receivedwaves
Total transmitted waves

So we can say that the useful throughput or useful phase velocity for each length
and errors polluting the numerical phase velocity is

ρ̃= ρ*P TDMAð Þ
c ð13Þ

where ρ̃: is the useful phase velocity.
We now introduce our proposed concept where two approaches are developed

for an efficient integration of high-order models (stencils) using FDTD and TDMA
techniques together.

Next we consider a TDMA scheme in which time is partitioned into slots, and a
central controller decides which node gets to transmit in which slot. Also, we
considered another scheme, an RA scheme, in which nodes use a common
carrier-sensing approach and random backoffs before deciding to transmit a wire-
less frame in the medium. After defining the concept of TDMA, we make use of
phase velocity in our proposed work where the general expression for a wave is
given as

Y=A cos ωt− kxð Þ

We define Y as movement at any instantaneous t; A is fullness of vibration, ω =
2πν is the angular incidence and k= 2π

λ is the wave vector or wave number.
Now the above concept has been utilized in defining phase velocity, which is the

velocity of the wave when the phase is constant, i.e. ωt − kx = constant or, kx = ωt
+ constant or, x = ωt

k + constant. Hence, the formula for phase velocity used in
designing our proposed work is

vp =
dx
dt

=
ω
k

Next, we define the group velocity, which is essential in the design and simu-
lations of our proposed work. The very useful de-Broglie waves are characterized
by a wave packet and hence we have related “group velocity” with them. Group
velocity is termed as the velocity with which the wave packet traverses within a
particular period of time.

Now we consider two waves having the same amplitude but having slightly
different frequencies and wave numbers represented by the equations

Y1=A cos ωt− kxð Þ ð14Þ
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Y2=A cos ω+Δωð Þt− k+Δkð Þx½ � ð15Þ

The resultant displacement due to the superposition of the above two waves is,

Y=Y1+Y2 ð16Þ

Y=Acos ωt− kxð Þ+Acos ω+Δωð Þt− k+Δkð Þx½ �

Y=2ACos
2ω+Δω

2

� �
t−

2K +Δk
2

� �
x

� �

As the difference in frequency of the two waves is very small, we can assume
that:

2ω+Δω≈2ω and 2k+Δk ≈2k ð17Þ

Y =2ACos
Δω
2

� �
t−

Δk
2

� �
x

� �
cos wt− kxð Þ ð18Þ

The speed of the subsequent wave (group velocity) is specified by the quickness
with which an orientation point, which is the determined amplitude point, changes
its position. Considering the amplitude of the subsequent wave as constant, we
have,

2A cos
Δω
2

� �
t−

Δk
2

� �
x= constant

or
Δω
2

� �
t−

Δk
2

� �
x= constant

or, x =
Δωt
Δk

+ constant ð19Þ

Group velocity vg= dx
dt =

Δω
Δk.

When Δω and Δk are very small,

vg =
dω
dk
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3 Simulation Results

The design of the proposed work is shown in Fig. 1. It consists of a time series
difference using FDTD–TDMA. This section introduces a novel way to analyze and
derive the vector estimate which involves finite-difference and time-domain
schemes. FDTD–TDMA systems are estimates of results that increase in accuracy
as the size of the time step goes to Q = 10, except that new errors can be seen in the
approximated results.

Figure 1 shows that the maximum analytical value is 4 when Q = 10. A paral-
lel-plate waveguide is demonstrated. The plate distance and its original phase
velocity Ph is set at 4 and equivalent simulations are performed for iterations of

Fig. 1 Fourth orders dense/
compact FDT–TDMA for
analytical and derivative order

Fig. 2 Fourth orders dense/
compact FDT–TDMA for
analytical and derivative order
with a 40 × 40 grid
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multiples of 10, n = 20, 40, 60, 80, etc. The time step is determined by Q = 10 and
Q= 5. The analysis is performed for a grid size of 20 × 20 .

The simulations are examined in a similar manner, where a parallel-plate
waveguide is demonstrated. In Fig. 2, plate distance and its initial phase corre-
sponding models are achieved for 10 iterations, taking a value of n = 40. The time
step is determined by, Q = 10, and each grid position is calculated by analyzing the
plane, respectively.

The next case when n = 60 is considered and shown in Fig. 3; the time step is
determined by Q = 10 and it would be proceeds from 40 grid positions to the
analytical plane of 60, meaning the time difference represents 20 iteration.

Fig. 3 Fourth orders dense/
compact FDT–TDMA for
analytical and derivative order
with a 60 × 60 grid

Fig. 4 Fourth orders dense/
compact FDT–TDMA for
analytical and derivative order
with a 80 × 80 grid
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Similarly in Fig. 4, we take the next iteration value as n = 80. The time step is
determined by Q = 10 and proceeds from 80 grid positions to the analytical plane of
80, which means time difference represents 20 iterations. Considering n = 100 in
Fig. 5 as next iteration value, the time step is determined by Q = 10 and proceeds
from 100 grid positions to the analytical plane of 100.

Similarly in Fig. 6, the next iteration value is n = 120. The time step is determined
by Q = 10 and proceeds from 120 grid positions to the analytical plane of 120.

In Fig. 7, n = 140. The time step is determined by Q = 5 proceeds from 140 grid
positions to the analytical plane of 140. In Fig. 8, n = 160 which is taken as the next

Fig. 5 Fourth orders dense/
compact FDT–TDMA for
analytical and derivative order
with a 100 × 100 grid

Fig. 6 Fourth orders dense/
compact FDT–TDMA for
analytical and derivative order
with a 120 × 120 grid
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multiple iteration. The time step is determined by Q = 5 and proceeds from 160 grid
positions to the analytical plane of 160.

As in Fig. 9, considering n = 180, the time step is determined by Q = 5 and
proceeds from 180 grid positions to the analytical plane of 180, which means the
time difference starts with 160 positions covering 20 iterations.

In Fig. 10, n = 200. The time step is determined by Q = 5 and it has an
analytical plane value of 200, which means the time difference starts with 180
positions covering 20 iterations, hence we find that the derivative vector specifi-
cation becomes the same at different phase velocities.

After presenting our results we find that characteristics of wideband investiga-
tions are confirmed by the excited waveform. More precisely, the consistent

Fig. 7 Fourth orders dense/
compact FDT–TDMA for
analytical and derivative order
with a 140 × 140 grid

Fig. 8 Fourth orders dense/
compact FDT–TDMA for
analytical and derivative order
with a 160 × 160 grid
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excitation incidences are set to 4.1 and 8.2 GHz. The main principles of the L2
errors are shown in Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10, for different grid sizes. As
expected, the incorporation of standard ‘fourth-order’ spatial operators does not
provide notable improvement over the proposed method using FDT counterparts, as
they are not specific to different logarithmic distances representing a major differ-
ence compared to ADI–FDTD errors.

In Table 1 are the simulation results for a 4 × 4 cavity derived from Fig. 11,
where overall error is designed taking account of both the mesh density (20–200
cells per wavelength) and parameter Q (1–10 range). For all cases, a project point
that runs parallel to 50 cells per wavelength is measured for Log(Δx) with a −1
distance with respect to the time-varying ADI–FDT–TDM (error rate) of 0.58, and

Fig. 9 Fourth orders dense/
compact FDT–TDMA for
analytical and derivative order
with a 180 × 180 grid

Fig. 10 Fourth orders dense/
compact FDT–TDMA for
analytical and derivative order
with a 200 × 200 grid
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1.52 for ADI–FDTD (existing), which is obviously due to the surface’s angle
points.

We have arrived at a result showing that the cross-section of the presented
surfaces with Q = constant gives a mean difference of (1.52 − 0.58)/2, i.e. 0.47,
giving rise to an improvement in error for the proposed ADI–FDT–TDM over
conventional ADI–FDTD, of 47%.

4 Conclusion

A hybrid FDTD–TDMA method for error improvement has been presented with
measured and simulated results. Four-point spatial stencils using time-difference
multiple access have been efficiently performed to incorporate artificial anisotropy

Table 1 Error detecting in a 4 × 4 cavity in ADI–FDT–TDM

Log(Δx) (distances) for a 4 × 4
cavity

ADI–FDT–TDM (error
rate)

FDTD–ADI (error
rate)

−1.4 No error No Error
−1.2 0.67 1.5
−1 0.58 1.52
−0.8 0.3 1.51
−0.6 0.8 1.4
−0.4 0.82 1.42
−0.2 No error No error
0 No error No error

Fig. 11 Error detection at
different distances
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up to tenth-order operatives as observed in the framework of the two-step leapfrog
with the same grid position. We have compared this with existing methods by
creating different machinists for different field mechanisms and correctly approving
the dispersion effects. The proposed procedure is practical to each process with
different time difference domains. The main finding of our proposed work is that for
the same order, i.e., a 4 × 4 cavity size for constant phase velocity, the trigono-
metric developments of the subsequent error is improved compared to the ADI–
FDTD method. The extracted approximations have been originated to overtake their
‘fourth-order’ complements and measured results demonstrate 47% improvements
in error compared with the existing method. Both simulated and measured results
have been found to be in good agreement. Furthermore, for future reference we
need to introduce a dynamic mesh position, designed for greater robustness.
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Bearing Fault Detection
and Classification Using ANC-Based
Filtered Vibration Signal

Sudarsan Sahoo and Jitendra Kumar Das

Abstract The defective bearing in a rotating machine may affect its performance
and hence reduce its efficiency. So the monitoring of bearing health and its fault
diagnosis is essential. A vibration signature is one of the measuring parameters for
fault detection. However, this vibration signature may get corrupted with noise. As
a result this noise must be removed from the actual vibration signature before its
analysis to detect and diagnose the fault. ANC (adaptive noise control)-based fil-
tering techniques are used for this noise removal and hence to improve the SNR
(signal-to-noise ratio). In our study an experimental setup is developed and then the
proposed work is executed in three stages. In the first stage the vibration signatures
are acquired and then ANC is implemented to remove the background noise. In the
second stage the time (statistical) and the frequency analysis of the filtered vibration
signals are done to detect the fault. In the third stage the statistical parameters of the
vibration signatures are used for the classification of the fault present in the bearing
using random forest and J48 classifiers.

Keywords ANC ⋅ Fault detection ⋅ Frequency analysis ⋅ J48 classifier
ORF ⋅ Random forest classifier ⋅ SNR ⋅ Statistical analysis

1 Introduction

The bearing of a piece of rotating machinery in healthy condition carries its own
vibration signature. When a defect occurs in the bearing then the vibration signature
gets changed. The vibration signals acquired from both conditions can be compared
in the time domain and frequency domain in order to detect the fault. However, the
noise present in the measured vibration signature may affect the analysis. The noise
is produced by the other elements of the rotating machinery. This background noise
must be filtered before its analysis. As the noise is non-stationary in nature an
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adaptive noise cancellation technique is the best choice to filter the noise. Then this
filtered signal is used for further processing to analyze the fault present in the
bearing.

Many studies can be found in literature relating to fault diagnosis of bearings and
gears in rotating machinery. P. K. Kankar et al. showed the fault diagnosis of ball
bearings using continuous wavelet transform [1]. In some literature spectrum
images of a vibration signal are used to diagnose the fault in the bearings [2]. The
time, frequency and time-frequency analysis is used in some studies to detect the
fault in the bearings [3]. In some studies, multi-scale morphological filters are used
for fault detection in the gears [4]. In the other dimension of the work there are
many examples in the literature where adaptive filters are used for SNR improve-
ment of the measured signatures. Albarbar et al. [5] showed the acoustic monitoring
of engine fuel injection based on adaptive filtering techniques. In some literature
FIR (Finite Impulse Response)-based adaptive algorithms are used for adaptive
noise cancellation [6]. The application of LMS (Least Mean Square) in adaptive
filtering is found in some studies [7]. Young Wook Cho et al. showed the use of
machine learning in a safety monitoring system [8]. In some studies the application
of machine learning techniques can be found for fault diagnosis in rotating
machinery [9, 10]. In the present study, vibration signals from healthy and defective
bearings are acquired. Then ANC is implemented for noise filtering. After that the
statistical parameters are calculated from the filtered vibration signals. Then FFT of
the acquired vibration signals are determined and compared on the basis of ORF
(outer race fault frequency). Statistical and frequency analysis is used to detect the
fault in the bearings. Then the machine learning technique based on statistical data
is used for the classification of the bearing faults.

2 ANC Implementation and Selection

In this section the ANC techniques are implemented to filter the noise. Three ANC
algorithms are employed for this purpose. The algorithms used are LMS de-noising,
EMD de-noising and wavelet de-noising. To compare the performances of the ANC
techniques, the vibration signal from a defective bearing (Type-1) is taken and the
ANC is implemented on it. In the de-noising process the vibration signal from the
healthy bearing is used as the reference signal. The de-noising principle is shown in
Fig. 1. The vibration signal acquired from the defective bearing before ANC and
after ANC is shown in Fig. 2. The performances of the ANC techniques are
compared on the basis of the SNR (signal-to-noise ratio) and the MSE (mean square
error). The comparison is shown in Table 1. From the comparison EMD is found to
be better. So an EMD algorithm is used to filter the noise from all the acquired
vibration signals at the pre-processing stage. Then the filtered signals are used in
further processing to analyze the defects.
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3 Experimental Work

To implement the proposed technique of fault diagnosis an experimental setup is
developed. It consists of a single phase induction motor. The experimental setup
and its model are shown in Figs. 3 and 4 respectively. To carry out the experiment
three bearings are taken; one healthy bearing and two different defective bearings.
In the type-1 defect bearing there is a cut at the outer race and in the type-2 defect
bearing there is a hole at the outer race of the bearing. The healthy, type-1 and
type-2 defect bearings are shown in Figs. 5, 6, and 7 respectively. The setup also

Fig. 1 Schematic of the de-noising principle for noise filtering

Fig. 2 Vibration signal before and after the ANC

Table 1 Performance
comparison of ANC
techniques

ANC techniques SNR MSE

LMS 11.068 0.0283
EMD 14.863 0.0210
Wavelet 13.061 0.0264
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Fig. 3 The experimental
setup

Fig. 4 The experimental
setup model

Fig. 5 The healthy bearing

Fig. 6 The type-1 defect
bearing
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consists of a data acquisition system to acquire the vibration signal from the
bearings. The data acquisition system consists of an accelerometer (PCB 325c-03),
which is a vibration sensor, a 4-channel DAQ card (NI-9234) and a PC with
LabVIEW software. The specification for the motor and for the bearings are shown
in Tables 2 and 3 respectively.

Initially the healthy bearing is mounted on the shaft of the motor and the cor-
responding vibration signature is acquired. Then the type-1 and type-2 defect
bearings are mounted and the corresponding vibration signals are acquired. ANC
using an EMD algorithm is implemented on all the acquired vibration signals and
the filtered vibration signals from the healthy, type-1 and type-2 defect bearings are
shown in Figs. 8, 9, and 10 respectively.

Fig. 7 The type-2 defect
bearing

Table 2 Bearing
specification

Model 6203z
No of balls (N) 8
Ball diameter (D) 6.74 mm
Pitch diameter (D) 30 mm
Contact angle (α) 0

Table 3 Motor specification Type Induction motor

RPM 8
Power 0.5 hp
AMP 2 AMP
Make Crompton
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4 Results and Discussion

This section shows the statistical and frequency domain analysis of the vibration
signatures used to detect the faults in bearings and also the performance of the
machine learning algorithms used to classify the faults in the bearings.

Fig. 8 Filtered vibration
signal of a healthy bearing
(B1)

Fig. 9 Filtered vibration
signal of a type-1 defect
bearing (B2)

Fig. 10 Filtered vibration
signal of a type-2 defect
bearing (B3)
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4.1 Time (Statistical) Domain Analysis

The statistical parameters are computed from the vibration signals acquired from
the healthy and defective bearings and the parameters are shown in Table 4. From
the table it can be seen that the parameter values are changed when it is in a
defective condition as compared to its healthy condition.

4.2 Frequency Domain Analysis

FFT is used for the frequency domain analysis. The FFT spectrum of the healthy
and defective bearings are determined. The frequency spectra of the healthy bearing
(B1), the type-1 defect bearing (B2), and the type-2 defect bearing (B3) are com-
pared and shown in Figs. 11 and 12 respectively. After that the bearing charac-
teristic frequency (BCF), which is the outer race defect frequency (ORDF) is
calculated from the geometric configuration of the bearing by using the formula in
Eq. 1.

Table 4 Statistical parameter comparison

Sl. no Static parameters Healthy
bearing

Type-I defect
bearing

Type-II defect
bearing

1 Root mean square
(RMS)

0.0134 0.0261 0.0203

2 Mean 0.6613 1.695 1.06
3 Peak value 0.0773 0.1734 0.1432
4 Crest factor 5.7737 6.6469 7.0564
5 Skewness −0.0052 −0.2564 0.1228
6 Kurtosis 3.8532 9.0461 5.7542
7 Variance 0.0786 6.8005 4.1148
8 Standard deviation 0.0134 0.0261 0.0203
9 Clearance factor 716.0322 665.9750 624.7892
10 Impulse factor 7.4381 10.7450 9.4580
11 Shape factor 1.2883 1.6165 7.4381

Fig. 11 FFT comparison of a
healthy bearing (B1) and a
type-1 defect bearing (B2)
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Then the FFT spectra of the healthy and defective bearings are compared at the
ORDF. An FFT comparison of a healthy bearing with a type-1 defect bearing is
shown in Fig. 13 and with a type-2 defect bearing in Fig. 14. From the spectrum
analysis the fault in the bearing is detected.

Fig. 12 FFT comparison of a
healthy bearing (B1) and a
type-2 defect bearing (B3)

Fig. 13 FFT comparison of a
healthy (B1) and a type-1
defect bearing (B2) at BCF

Fig. 14 FFT comparison of a
healthy (B1) and a type-2
defect bearing (B3) at BCF
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4.3 Fault Classification Using Machine Learning
Technique

For the classification of faults the random forest classifier and J48 machine learning
algorithms are used. The statistical parameters are the feature vectors used in the
algorithm to classify the faults. The vibration signals are segmented with a 1 s
window consisting of 168 training samples out of which 56 are of a healthy bearing
and 56 each of type-1 and type-2 defect bearings. Five features, namely kurtosis,
mean, variance, RMS, and crest factor are extracted from all 168 samples. The
algorithms are trained with the testing samples with 10-fold cross validation. The
confusion matrix for the two classifiers are listed in Tables 5 and 6.

From the above confusion matrix it has been shown that in the case of the
random forest algorithm, the classification of the type-1 defect is 100% while for the
rest of the two classes, i.e. for the healthy and Type-2 defects it is misclassified for
one test sample. Similarly, for J48 the classification accuracy is high for the Type-I
defect but the misclassification rate of the J48 algorithm is found to be higher in the
area of fault detection. It can also be seen that the random forest algorithm is found
to be better than the J48 for classifying faults in bearings.

5 Conclusion

The present work showed the application of an adaptive noise control technique at
the pre-processing stage of vibration signal processing. In the statistical analysis
many parameters are computed to provide the information used to detect the fault.
In addition, the frequency spectrum comparison of healthy and defective bearings at
the bearing character frequency (BCF) is more informative for detecting the fault.
The selected statistical parameters are used as the input to the machine learning

Table 5 Confusion matrix
for the random forest
classifier

Random forest classifier
Defect class Healthy Type-1 defect Type-2 defect

Healthy 55 0 1

Type-1 defect 0 56 0
Type-2 defect 1 0 55

Table 6 Confusion matrix
for the J48 classifier

J48 classifier
Defect class Healthy Type-1 defect Type-2 defect

Healthy 41 0 15

Type-1 defect 0 56 0

Type-2 defect 9 1 46

Bearing Fault Detection and Classification Using … 333



algorithms to classify bearing faults. J48 and random forest classifiers are used to
classify the faults and the random forest classifier is found to be better than the J48
classifier for classifying faults in bearings.
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A New Approach to Securing Online
Transactions—The Smart Wallet

K. L. Anusha, G. Krishna Lava Kumar and Aruna Varanasi

Abstract For many years, two-factor authentication has been the only means of
preventing cyber attacks and providing cyber security to online transactions.
However, it seems to be vulnerable due to weak spots through which hackers are
able to easily find ways of either intercepting message codes or exploiting account
recovery mechanisms. Most of the available systems provide a onetime text pass-
word as an SMS to the registered mobile number of the user, while a few of them
deliver it via telephone call leaving users to worry about its misuse through their
phone being stolen or the SMS being seen by a hacker who can easily hack the SIM
network provider and read the message, or by specific calls being diverted to his/
another mobile number without the knowledge of the original recipient. The result
was a huge detriment to the user, leaving him to worry about his hard-earned
money. As a result, we are presenting this Smart Wallet approach.

Keywords Two-factor authentication ⋅ WinAuth by Google Authenticator
Smart Wallet approach

1 Introduction

It is a fact that two-factor authentication doesn’t seem to be as secure as it was
intended to be. An attacker doesn’t need your physical authentication information if
they can easily trick your phone company and your network provider. However, it
is true that nothing is perfect in this world and something is better than nothing.
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Still, that is no reason to allow someone the chance to exploit us. For this reason we
must always keep trying to improve on existing measures and develop new mea-
sures to provide security for users’ hard-earned money.

In earlier days, many banks provided a security question and answer mechanism
to process a transaction, with details given by the user at the time of account
registration. A few banks provided a different password for completing a transac-
tion which is different to the one that is used at the time of login. If incorrect details
are supplied then the transaction was declined and some banks would even block
the account if the transaction failed two to three subsequent times. This was
inconvenient to the user simply trying to conduct a transaction and they would have
to visit the bank to address the issue. This has led to the development of new,
secure, and better ways of authenticating transactions made online. However, the
shortfalls of these approaches and some of the loopholes identified have led us to
propose this Smart Wallet approach (Fig. 1).

2 Two-Factor Authentication

Two-factor authentication was considered to be the solution to securing online
transactions as well as to recognizing the authenticated person and log them into a
system or application and many current and new companies are racing to deploy it.
The trouble is that two-factor authentication is loaded with difficulties that can
mislead companies trying to secure their environments, and even consumers who
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Fig. 1 ITRC (Identity Theft Resource Center) Data Breach Report from 2013 to Sept 2017 [1, 2]
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believe that their security is as good as it can be. There has been a lot of expec-
tations surrounding two-factor authentication which have resulted in several
misconceptions.

The first and foremost thing about two-factor authentication systems on many
websites is that they work by sending a text message to a use’s phone via SMS
when someone tries to log in. Some of them may even allow you to remove the
two-factor authentication protection from your account after confirming you have
access to a phone number you configured as a recovery phone number. That sounds
fine, but the underlying point that everyone must accept is that every cellphone has
a phone number and a physical SIM card inside the phone that ties it to that phone
number with your cellphone provider. Unfortunately your phone number isn’t as
secure as you think because of the fact that hackers can easily breach to your data
by hacking your network provider [3].

In general, everyone transfers their existing phone number to a new SIM card
after losing their phone or purchasing a new phone. A hacker will just call your
cellphone company’s customer care department and pretend to be you. They will
simply ask about your phone number and ask for a few personal details which are
very easy for a hacker to discover through getting into databases where you have
provided such information to someone in the past. That is how a hacker can attempt
to get your contact number moved to his phone and it is then easy to understand
how he can easily read your passwords.

There are other easier ways as well, such as using call forwarding set up on the
phone company’s end so that all the incoming voice calls to your phone number are
forwarded to their phone and never reach you in the case of one-time passwords on
voice calls. This is the reason that in 2017, two factor authentication isn’t no longer
sufficient for performing costly transactions online [4].

3 WinAuth by Google Authenticator

Everyone knows about Google Authenticator, but the good thing is that the Google
Authenticator app is built on a very well-documented algorithm which means that
any developer can create their own apps on any platform that can generate
time-based one-time passwords just like Google Authenticator. WinAuth by Google
Authenticator is one such application for a Windows PC. It is a service that sends a
second-factor login prompt directly from its servers to Android phones or to the
Google search app for iOS. Even more secure still are systems that don’t require
any message to be sent at all. Apps like Google Authenticator and tokens like those
sold by RSA generate one-time-password codes that change every few seconds.
Those same exact codes are generated on the servers run by services like Slack,
WordPress, or Gmail, so that the user can match up the code to prove their identity
without it being sent over the internet at all. The math behind this WinAuth by
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Google Authenticator system is very intelligent: Whenever the user logs into any of
the Google services, the WinAuth app by the Google Authenticator and the server
both start with a seed value that is transformed into a long, unique string of
characters with a hash value which is a mathematical function that cannot be
reversed by any attacker on the system as it is not transported over the internet.
Again, that string of characters is hashed, and the results are once again hashed to
make it more secure in a process repeating every few seconds. Finally, only a few
digits of those characters are displayed as the login code in order to prevent anyone
who glances at a user’s phone from starting their own hash chain [5].

Unfortunately, some services like Twitter still only offer two-factor authentica-
tion that depends on the security of SMS. Twitter says that they are exploring
additional ways to make sure that users’ accounts remain secure. In other words,
Twitter, like other services that store your sensitive data, may soon be offering a
second-factor option other than the rickety telephone line that SMS represents [6].

4 The New Approach—A Smart Wallet

A Smart Wallet is a smart case for cards—for both debit and credit cards that can
read a fingerprint from the user/owner of the card. It is a perfect combination of
both hardware and software. It protects the card from being misused and mishan-
dled. It can be termed as a cyber-security weapon to protect a user’s money and
bank information. A Smart Wallet is built to make users’ banking transactions all
the more secure while being difficult to hack. It serves the purposes of all bank users
who are worried about their money being stolen. The stunning number of hacks that
were made to bank accounts—even after two factor authentication and many other
additional measures taken by the banks—also prompted us to propose this Smart
Wallet approach.

The working of the Smart Wallet approach can be made very simple and user
friendly. It uses biometrics (i.e. a fingerprint) to detect the identity of the cardholder
and only then proceeds to make the transaction, thereby preventing other people
who are pretending to be the cardholder from using the card. The idea is to take the
fingerprint of each cardholder and store it in the cloud and at the time of every
transaction, it should ask for the card details and then ask the cardholder to provide
the fingerprint through the smart wallet which can then be matched against the
cloud storage, and only if the prints match will the transaction be processed else the
transaction will be declined. With this approach, we can protect users/customers
hard earned money by making sure that no-one can use the card by stealing it or by
stealing the account details and/or hacking the one-time passwords sent over the
mobile phone network (Fig. 2).
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Fig. 2 Implementation of the Smart Wallet process

5 Conclusion

The challenge ahead is to build a Smart Wallet that scans biometrics rapidly and
concludes transactions without delay. It must also look attractive and be user
friendly. It integrates biometrics in a way that is reliable and requires minimal fault
maintenance. The Smart Wallet is a product that can be used for any card, anywhere
in the world, and can make that card secure.

Further biometric scanners, such as retina scanners, palm scanners, and face recog-
nizers etc., can also be integrated to enhance a user’s options. Our aim is to see that no
person’s hard earned money is lost to thieves who steal cards or to hackers who steal
information and perform transaction pretending to be the legitimate user/owner of the card.
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A Global Dispatcher Load Balancing
(GLDB) Approach for a Web Server
Cluster

Kadiyala Ramana, M. Ponnavaikko and A. Subramanyam

Abstract With the volatile expansion of the internet, numerous innovative online
applications and services are in development. In conventional internet architecture,
the innovative disputes are imposed by the fashionable applications. By using
multiple servers, web server performance is improved and the effectiveness of a
simulated web server system depends upon the process of distributing client
requests. The distribution of client requests must occur in a way that is transparent
to users among multiple server nodes, which affects availability and scalability in
the distributed web server system. Thus, in this study, an efficient load balancing
architecture called global dispatcher-based load balancing (GDLB) is proposed,
which uses both domain name system and dispatcher. With this approach, perfor-
mance is estimated to be better than with existing approaches. To analyze perfor-
mance, a JMeter testing tool is used for dynamic load generation and performance
measurement in a real-life internet scenario.

Keywords World Wide Web ⋅ Response time ⋅ Load balancing
Web server ⋅ Cluster

1 Introduction

Over the past two decades the World Wide Web (WWW) has seen implausible
developments and provided enormous opportunities for the exploitation of a wide
range of web services, making them accessible to a massive number of online users.

K. Ramana (✉)
School of Computer Science and Engineering, SRM University, Kattankulathur,
Chennai 603203, Tamil Nadu, India
e-mail: ramana.it01@gmail.com

M. Ponnavaikko
Vinayaka Missions University, Chennai, India

A. Subramanyam
AITS, Rajampet, India

© Springer Nature Singapore Pte Ltd. 2019
A. Kumar and S. Mozar (eds.), ICCCE 2018,
Lecture Notes in Electrical Engineering 500,
https://doi.org/10.1007/978-981-13-0212-1_36

341

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_36&amp;domain=pdf


To sustain a large number of concurrent clients reliably, responsively, and eco-
nomically, popular web services need to be ascendable due to the exciting character
and extraordinary scale of the internet. Such availability and scalability require-
ments place a great challenge on both networking capacity and processing power.
In particular, web cluster architecture is gaining in popularity due to its relevant
features, such as efficient and inexpensive approaches. Along with one billion pages
of index search, 6,000 Linux or Intel personal computers, and 12,000 disks were
used by the Google search engine to serve an average of 1,000 queries per second in
December, 2000 [1]. In 2011 [2], Google used more than one million servers as per
an estimation, but this was based on an energy consumption and the company is
probably running about 90,000 servers. In the WWW, the Google search engine
found more than 30 trillion unique URLs per day, and had 20 billion site crawls and
100 billion searches to process every month. In 1999, to crawl and build an index of
about 50 million pages too Google one month, whereas in 2012 to accomplish the
same task it took less than 1 min [3].

Many well-known websites necessarily have to upgrade their server capabilities
because of the rapid evolution of internet traffic. The popular way method is to
provide a list of alternative, or equivalent mirrored servers in different locations.
The mirrored servers are not transparent to the users and it is hard to provide fault
tolerance and load balancing [4]. Even so, the effective load balancing architectures
are required to improve response times. In many of the available load balancing
architectures, the mirrored website has all the servers in only one cluster. However,
to provide a service under heavy loads, multiple clusters which are geographically
distributed are needed. In this scenario, the first step is to choose a cluster and then
choose a server available in that cluster, which changes the load balancing problem.

The performance of proposed schemes which are available for load balancing
under different load conditions are investigated and evaluated. It is very hard to
build analytical models of real-life internet scenarios. It is also very hard to
understand the behavior of servers, DNS, and networks, and also simulations of the
same.

In this study, a geographically distributed web server architecture is proposed
and experiments performed in order to estimate and compare the performance of
various load balancing architectures.

2 Existing Architectures

The classification of existing architectures is split into five classes based on which
component dispatches the incoming client request between servers. In these five
classes, the first requires modification of software at the client side, and in
remaining four one or more elements will be affected in the web server cluster. The
five approaches are:
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• Client-based approaches
• DNS-based approaches
• Dispatcher-based approaches
• Server-based approaches
• Dynamic dispatcher-based approaches (using both DNS and dispatcher).

2.1 Client-Based Approaches

In these approaches, a web client entity (either a web browser or proxy servers at
the client) will be responsible for selection of a server. No processing will be done
at the server side for selection of the same. The dispatching of client requests to
various replicated servers will be done using client software.

• Web clients: In replicated web server architecture, all web clients are aware of
the existence of the servers. Netscape’s Approach [5] and Smart Clients [6] are
the two schemes used for selection of server at the client side.

• Client’s DNS resolver: For a I2-DSI System, Beck and Moore [7] proposed this
scheme. Here, at the client side they used a DNS resolver which issues probes
for the servers and chooses the server based on earlier access information or
response time from the client.

• Client-side proxy: The proxy server is similar to a web client which redirects a
client request to web server nodes. Baentsh et al. proposed an approach which
incorporated server replication and caching [8]. In a client-side proxy, by
implementing web location and information service they recorded replicated
URL addresses and redirect requests to the selected server.

The above approaches reduce the load on servers by performing dispatching at
the client side. However, the drawback was limited applicability as the user must
know that the architecture is distributed.

2.2 DNS-Based Approaches

In these approaches, an authorized DNS is used at the server side which maps the
domain name to an IP Address of any one server in the cluster by using numerous
scheduling strategies. The selection of the server will be made by the server side
DNS which does not suffer from the problems faced by client-based approaches.
The authorized DNS has limited control over the requests which reach the server
cluster. To control network traffic between the client and DNS, many caching
techniques, such as web browsers, DNS resolvers, and intermediate name servers
etc. will be used.
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DNS not only provides the IP addresses of server nodes, it also includes a
validity period called the time-to-live (TTL) value in the name-resolving process.
When this value expires, the mapping request is sent to the authorized DNS
otherwise it is resolved by any of the caching techniques mentioned above. This
value cannot be set as low or as zero because it doesn’t work for non-cooperative
name servers and caching at the client side. This will increase network traffic and
can become a bottleneck to itself. Some of the DNS-based approaches are eluci-
dated in [9, 10]. Based on the scheduling algorithms which are used for a selection
of servers and TTL values, DNS-based approaches are classified below.

• Constant TTL algorithms: Based on the server and client state information
(location, load, etc.) these algorithms are classified as system stateless algo-
rithms [11], server state-based algorithms, client state-based algorithms [12] and
server and client state-based algorithms.

• Dynamic TTL algorithms: In these algorithms, the TTL value is dynamically
changed when a URL maps to an address [9]. These are classified as variable
TTL algorithms and adaptive TTL algorithms.

In all the above approaches, when a replicated object changes from one place to
another, a change in mapping is required. Hence all the approaches mostly support
static replication schemes rather than dynamic replication schemes. These
approaches also have limited control of requests because of the mapping performed
at different levels. Because of packet size limitations in UDP, these approaches
cannot handle beyond 32 web servers for a public URL [10].

2.3 Dispatcher-Based Approaches

These approaches provide full control to the server-side entity over client requests.
In these, the DNS will return the address of a dispatcher, which dispatches the client
requests to one of the servers available in the cluster. At the server side, the
dispatcher acts as a centralized scheduler which controls the distribution of all client
requests. This approach is much more transparent because to the outside world it
looks like a single IP address. These mechanisms were characterized as packet
single rewriting [13], packet double rewriting [14], and packet forwarding [15].
Various dispatcher-based approaches are elucidated in [12, 16].

In this approach the dispatcher is the single decision entity. Whenever the
request rate increases rapidly, it will lead to a bottleneck at the dispatcher. Fur-
thermore, this system will fail because of its centralized nature. Performance is also
degraded because of the modification and rerouting of each request through the
dispatcher.
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2.4 Server-Based Approaches

In these approaches, dispatching will be done on two levels. First at the cluster DNS
then at each server (the request is received at any of the servers in the cluster if it is
required). The problem of client request non-uniform load spreading and inadequate
control of DNS was solved using this approach. Some of the server-based
approaches are elucidated in [13, 17, 18].

These approaches increase the latency time observed by the clients due to
redirection mechanisms.

2.5 Dynamic Dispatcher-Based Approach

This approach is based on DNS and dispatcher. A DNS server will initially com-
municate with the server and converts the URL to an IP address. One dispatcher is
associated with all of the web servers available in the cluster. Every dispatcher is
associated with the dispatcher selector. Each dispatcher is comprised of a load
collector, which gathers the load of every web server, and an Alarm Monitor, which
monitors the load and provisionally stops the services of web servers with very high
loads. Every server comprises a load checker and a request counter which compute
and direct the information about the load on the web server.

In this approach, the client request will first be sent to the DNS. The DNS will
forward the request to the dispatcher selector who forwards the request to the
dispatcher having a minimum-loaded web server in the cluster. The dispatcher
analyses the load collector which receives the data from the load checker, Request
counter and also checks the alarm monitor component for the least-loaded web
server among all the servers in the cluster. The dispatcher forwards the load
information about the minimum loaded server to the dispatcher selector. The dis-
patcher selector forwards the IP address of the minimum load dispatcher to the
DNS, which returns this client. Then the client sends the request to the web server
and gets a response directly from the web server [19].

The proposed method has been designed in a way such that it yields a better
response time, throughput, and number of requests served in a better way when
compared to the approaches mentioned in the literature survey.

3 Proposed Architecture

To analyze different schemes for request dispatching in a web cluster, an archi-
tecture which simulates real internet scenarios and follows all steps in the HTTP
request service is considered and employed. In this architecture, all standard
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components used in the WWW like BIND for DNS and the Apache web server are
used. A JMeter testing tool is used to generate HTTP client requests.

3.1 Design Goals

This architecture is intended to provide for an easy measurement of numerous
parameters of web server cluster performance, such as average response time for
requests, CPU utilization, error rate, and throughput of the web server system. By
keeping the following goals in mind, this architecture has been designed.

1. The architecture should be scalable and it must permit a large number or clients
and servers.

2. It should emulate real internet scenarios.
3. It should be general, i.e. diverse load balancing schemes can be instigated.
4. It should permit an easy configuration of load balancing schemes.
5. It should allow dynamic schemes that make their choice based on system state

information.

3.2 Architecture of the Web Server Cluster System

To implement different load balancing schemes, a generalized system model is
chosen, as shown in Fig. 1, for the web cluster system. In the system model the
group of clusters are represented as replicas and individual clusters have a few
servers and dispatchers. In the processing sequence, by the use of DNS the request
is first forwarded to one of the clusters by the reciprocating dispatcher IP address of
that particular cluster. Second, the request is directed by the user (client) to the
dispatcher of that particular cluster. Based on the request, the dispatcher decides the
server that should serve and directs the request.

This framework allows the enactment of both dispatcher- and DNS-based
structures and as well as both combination structures. For excellent or superior
services to clients in various locations, it allows a state where servers are situated in
diverse geographical regions. Instead it is also probable the model where it has no
dispatcher, one cluster, and a single server system.

For request spreading a variety of diverse schemes are allowed at two locations,
i.e. dispatchers and DNS. Based on the desired structures, the cluster IP address can
be selected at the DNS location. In practical scenarios the three methods such as
DNS-based [20], dispatcher-based [20] and dispatcher-based dynamic load bal-
ancing [19] are implemented. In the proposed framework, new structures and
methods can be instigated very easily. However, every new TCP connection from a
client can be scheduled on the desired server at the dispatcher’s location. At the
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DNS, the dispatcher of the cluster will be selected based on the geographical
location of the client. At the dispatcher, server selection will be random.

3.3 Pseudo Code

Step 1. User opens a web browser (invokes a client).
Step 2. User requests through the client by entering the website URL. Client

forwards the request for mapping the URL into an IP address at the DNS.
Step 3. Based on the client’s geographical location information, the DNS

forwards the IP address of the dispatcher to the client. (DNS contains a
list of IP addresses of the dispatchers.)

Step 4. The client sends the web page request to the dispatcher with the received
IP address.

Step 5. The dispatcher records the relevant information for session entry into the
database and forwards the requests of clients to the randomly selected web
server. (The dispatcher contains a list of IP addresses of available web
servers in the cluster).

Step 6. The selected web server responds and serves the web request to the client
directly.

Fig. 1 Distributed web server cluster architecture
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4 Implementation

PCs running on Linux for all components have been used in this architecture. The
request generation and collecting of statistics is done by JMeter. The DNS server
has been enhanced to return one of the possible IP addresses based on the geo-
graphical location of the client. Finally, dispatcher software was used to distribute
requests transparently and randomly within a cluster. All components have been
implemented in a way that means the new schemes can be implemented as modules
that can be added to existing architecture easily.

4.1 Client-Side Software

To scrutinize the performance of the proposed system, a JMeter testing tool has
been taken as a load testing tool for analyzing and measuring the performance of a
variety of services, with a focus on web applications. JMeter is designed for testing
web applications and can be further extended to test other functions.

An Apache JMeter may be used to test the performances of both static and
dynamic resources. It can be used to simulate an overloaded web server, network or
object to test its strength and analyze overall performance under different load
types.

4.2 DNS Software

As discussed earlier, DNS-based schemes for load-balancing require that the DNS
returns the IP addresses of the server or cluster, based on the state information.
A current application of the domain name server (BIND-9.1) provides such support.
It supports random and round-robin selections of IP address. In this approach, the
BIND was extended to provide flexibility.

4.3 Server Software

All server machines can run Apache web server. However, one could use any other
software without necessitating any change in the architecture.
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4.4 Dispatcher Software

The dispatcher is responsible for distributing requests within a cluster. Depending
on the scheme, it can take into account loads on various servers and previous
request rates of the clients, in order to choose a particular server.

5 Performance Evaluation

The performance of the proposed GDLB web cluster system has been analyzed
based on the factors below and the results has been compared with existing
approaches.

5.1 Number of Requests Served

A general and broadly accepted definition of performance is to observe the system
output that represents the number of successfully served requests from a total of
input requests.

5.2 CPU Utilization

A web cluster system can be busy in the overload condition and may be required to
balance the load dynamically. CPU utilization has been taken as the decisive factor
in the selection of minimum loaded web server. In the proposed system, a dis-
patcher collects the utilization of each web server and CPU utilization is calculated
by the following equation for “n” number of requests [21].

CPU Utilization= ∑
n

i=0

Current CPU Utilization− Initial CPU Utilizationð Þ
Current Time− Initial Timeð Þ

where i = number of requests.

5.3 Response Time

Response time measures the performance of an individual request, transaction or
query on the web cluster system. Response time is the amount of time from the
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moment that a user sends a request until the time that the application indicates that
the request has completed.

The dispatcher acts as an intermediate request system which calculates the
response time of each web server. The response time has been calculated using the
following equation [21].

Average Response Time= ∑
n

i=0

End Time of Request− Start Time of Requestð Þ
Total Number of Requests

where i = number of requests.

5.4 Error Rate

Error Rate is a significant metric because it measures “performance failure” in the
application. It tells us how many failed requests are occurring at a particular point in
time during our load test. The value of this metric is most evident when we can
easily see the percentage of problems increase significantly as the higher load
produces more errors. In many load tests, this rise in error rate will be drastic. This
rapid rise in errors tells us where the target system is being stressed beyond its
ability to deliver adequate performance.

5.5 Throughput

Throughput indicates the number of transactions per second an application can
handle, and the amount of transactions produced over time during a test. In a single
packet rewriting approach, a web server is responding to a client over a period of
time and then throughput is calculated based on the number of successful requests
sent in a particular period.

6 Performance Analysis

To analyze the performance of the proposed GDLB web cluster system, a JMeter
testing tool has been taken as a load testing tool to evaluate and compute the
performance of a range of services, with particular attention placed on web
applications.

To test the proposed GDLB web cluster system using a JMeter testing toolkit, a
master system and numerous slave systems are considered. A master system gen-
erates multiple threads on each slave system and each thread is capable of sending
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different types of requests on the system under test conditions. The proposed GDLB
web cluster system has been tested with multiple requests generated by a master
system and distributed over the slave systems to evaluate performance.

The test is performed on DNS-based [20], dispatcher-based [22], dynamic
dispatcher-based [19], and the proposed web cluster system with two clusters of
two servers and three servers respectively, with Apache Tomcat web server soft-
ware installed on it and a simple web page hosted on it. Every web server can
handle a limited number of client requests per IP address simultaneously and can
provide a response to the maximum number of users. However, it becomes unre-
sponsive when a web server approaches or exceeds its limit.

Table 1 shows that the number of serving requests with the proposed web cluster
system is greater when compared to the DNS-, dispatcher- and dynamic
dispatcher-based web server systems. The proposed GDLB web cluster system has
served more requests in comparison to the DNS, dispatcher and dynamic web

Table 1 Comparative analysis of serving requests with the proposed GDLB approach

Number of
requests
generated

Number of requests served
DNS-based
web server
system

Dispatcher-based
web server
system

Dynamic
dispatcher-based
web server system

Global
dispatcher-based
web server
system

10,000 8551 8992 9523 9999
20,000 12,376 15,771 16,329 19,964
30,000 18,349 19,336 20,931 28,031

Fig. 2 Comparative analysis of serving requests with the proposed GDLB approach
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server system as shown in Fig. 2. It also shows that growth of serving requests
decreases as the number of generating requests increases in the proposed system,
but by more than the DNS-, dispatcher- and dynamic dispatcher-based web server
systems.

Based on the serving requests and the number of requests generated, the per-
centage of CPU utilization has been calculated as shown in Table 2. It can be
observed that the proposed GDLB cluster system shows a high percentage of
utilization in comparison to the DNS-, dispatcher- and dynamic dispatcher-based
web server systems.

Figure 3 shows that the percentage of CPU utilization decreases as the number
of generating requests increases, but in comparison to the DNS- dispatcher- and
dynamic dispatcher-based web server systems, the proposed web server system
shows a high percentage of CPU utilization.

Table 2 Comparative analysis of CPU utilization (%) with the proposed GDLB approach

Number of
requests
generated

CPU utilization (%)
DNS-based
web server
system

Dispatcher-based
web server
system

Dynamic
dispatcher-based
web server system

Global
dispatcher-based
web server system

10,000 85.51 89.92 95.23 99.99
20,000 61.88 78.86 81.65 99.82
30,000 61.16 64.45 69.77 93.4

Fig. 3 Comparative analysis of CPU utilization (%) with the proposed GDLB approach
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The average response time of generating requests has been measured on the
DNS-, dispatcher-, and dynamic dispatcher-based webs systems, and the proposed
web server system as shown in Table 3.

The average response time of the GDLB web server system increases as the
number of generating requests increases. The rate of increase is low in the proposed
web server system in comparison to the DNS-, dispatcher- and dynamic
dispatcher-based web server systems as shown in Fig. 4.

As the number of requests generated on the web server systems increases, it
serves the requests as per the availability and some requests may not be served.
These errors of the web server system are also measured, as shown in Table 4.

Table 3 Comparative analysis of average response time with the proposed GDLB approach

Number of
requests
generated

Average response time (ms)
DNS-based
web server
system

Dispatcher-based
web server
system

Dynamic
dispatcher-based
web server system

Global
dispatcher-based
web server
system

10,000 555 459 371 386
20,000 1130 903 855 738
30,000 1487 1351 1254 1026

Fig. 4 Comparative analysis of average response time with the proposed GDLB approach
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In Fig. 5 the error percentage of unserved requests in the proposed web server
system is lower in comparison to the DNS-, dispatcher- and dynamic
dispatcher-based web server systems, but it increases as the number of generated
requests increases.

Further throughput of the proposed GBLB web cluster has been also calculated
for the same number of generating requests and it can be seen from Table 5 that the
throughput is increasing more in comparison to the DNS-, dispatcher- and dynamic
dispatcher-based web server systems. In Fig. 6, the proposed GDLB web cluster
system shows a higher throughput in comparison to the DNS-, dispatcher- and
dynamic dispatcher-based web server systems.

Based on the comparative analysis of DNS-, dispatcher- and dynamic
dispatcher-based web server systems with the GDLB web cluster system, it can be

Table 4 Comparative analysis of error rate (%) with the proposed GDLB approach

Number of
requests
generated

Error rate (%)
DNS-based
web server
system

Dispatcher-based
web server
system

Dynamic
dispatcher-based
web server system

Global
dispatcher-based
web server system

10,000 14.49 10.08 4.77 0.01
20,000 38.12 21.14 18.35 0.18
30,000 38.84 35.55 30.23 6.6

Fig. 5 Comparative analysis of error rate (%) with the proposed GDLB approach
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seen that the proposed GDLB approach designed for dynamic load balancing shows
a better response time, CPU utilization, and throughput. It also provides a robust
and efficient approach to dynamic load balancing for a web cluster system.

7 Conclusion

In this study, the performance of the proposed GDLB approach is measured where
the request dispatching will be performed at both the DNS and the dispatcher. To
generate client requests a JMeter tool was used. The parameters concerned in the
experimental investigation are number of requests served, CPU utilization, average

Table 5 Comparative analysis of throughput with the proposed GDLB approach

Number of
requests
generated

Throughput (Req/s)
DNS-based
web server
system

Dispatcher-based
web server
system

Dynamic
dispatcher-based
web server system

Global
dispatcher-based
web server
system

10,000 130.5 137.3 147.8 155.5
20,000 138.9 174.6 180.2 189.0
30,000 177.6 185.0 203.5 209.6

Fig. 6 Comparative analysis of throughput with the proposed GDLB approach
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response time, error rate and throughput. Thus, the experimental outcomes show
that the anticipated GDLB approach achieves an improved performance over the
DNS-, dispatcher- and dynamic dispatcher-based web server systems.
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Automation of Railway Crossing Gates
Using LabVIEW

N. Nagaraju, L. Shruthi and M. S. D. Hari

Abstract Train accidents at level crossings have always been a concern for the
railways. The aim of this paper is to propose an automatic gate system at unmanned
level crossings to replace gates operated by gatekeepers. By using this automatic
railway gate management system, the arrival of the train is detected by the prox-
imity detector placed with reference to the gate. Hence, the time that the gates are
closed is less than with hand-operated gates and the amount of human labor needed
is reduced too. This system can be employed at unmanned crossings wherever the
probabilities of accidents is high and reliable operation is needed. It provides safety
to road users by reducing accidents that occur as a result of carelessness on the part
of either road users or gatekeepers. Mistreatment IR sensors and servo motors work
automatically to open and shut the gates depending on the presence of train before
the crossing. With relevance to the paper that used a single IR sensor to trace the
train’s position by employing a controller, we used two IR sensors on either side of
the track. And later we programmed them by connecting them to myRIO through
National Instruments LabVIEW platform.

Keywords myRIO ⋅ LabVIEW ⋅ IR sensors

N. Nagaraju (✉) ⋅ L. Shruthi ⋅ M. S. D. Hari
Department of Electronics and Communication Engineering, Institute of Aeronautical
Engineering, Dundigal, Hyderabad 500043, Telangana, India
e-mail: smyle_nag@yahoo.co.in

L. Shruthi
e-mail: lakkireddyshruthi@gmail.com

M. S. D. Hari
e-mail: harimsd8@gmail.com

© Springer Nature Singapore Pte Ltd. 2019
A. Kumar and S. Mozar (eds.), ICCCE 2018,
Lecture Notes in Electrical Engineering 500,
https://doi.org/10.1007/978-981-13-0212-1_37

359

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_37&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_37&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0212-1_37&amp;domain=pdf


1 Introduction

Railways are the most affordable mode of transportation and are preferred over
other modes for that reason. There are two main types of level crossing, namely
manned level crossings and unmanned level crossings. The history of level
crossings reflects their placement, however, typically early level crossings had a
flagman in a booth close to the tracks that would, on the approach of a train, wave a
red flag or lamp to stop all traffic and clear the tracks. Nowadays, Asian countries
have the world’s largest railway network. It has become somewhat risky and
dangerous for general public due to the accidents that are happening regularly.
Many accidents at railway crossing gates occur thanks to the impatience of the
crosser waiting for the train to cross the gate and those who try to cross the track in
spite of the gate being closed. The lack of knowledge concerning the probability of
the train crossing the railway gate from the time the gate is closed ends results in
this parlous situation. The main aim of this paper is to develop an automatic control
system that acquires information from infrared sensors and uses it to prevent
accidents between trains and road users. The non-inheritable information from the
IR sensors initiates the logic designed to regulate the gate and alerts the crosser
regarding the train’s location and keeps them secure.

An automatic control system is a meeting of physical parts connected in such a
way that it doesn’t need any manual interaction, and in recent years automatic
management systems have rapidly become important in all fields of engineering.
The benefits of an automatic system are: it provides protection from accidents,
elimination of human error, saves energy, increases safety and leads to an economy
of operation. It also frees people from having to do the thinking. Even the most
advanced technology can’t guarantee accident free and 100% safe operating con-
ditions. However scientific investigations are often used simply to form progressive
enhancements to a theory, method or current system. Putting a railway over a bridge
is straightforward to do and the price is attractive compared to previous alternative
methods [1]. Balog et al. [2] gave the chance of mistreatment of RFID technology
by railway transport observance. The major part of the article describes the appli-
cation of RFID technology in the railway industry of Slovakia. It also describes the
principles of the RFID technology and its implementation in railways. Sankaraiah
et al. [3] discussed the commonest types of RFID tags and readers, and the prin-
ciples of RFID technology. The IR-based automatic railway gate system contains a
microcontroller, motors, and sensors. The sensors are placed on the track with
reference to the distance away from the track. Once the train arrives, appropriate
signals will be sent from the sensors. Once the train arrives, at an equivalent time an
associated IR transmitter senses generates a signal. An IR receiver receives the
signal and generates an interrupt signal [4–7].
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2 Methodology

This design consists of four major components:
(1) IR sensors (2) Servo motors (3) NI myRIO (4) LabVIEW software (Fig. 1).

2.1 IR Sensor

The basic principle of the IR sensor is based on an IR emitter and an IR receiver.
The IR emitter will emit infrared continuously when power is supplied to it. On the
other hand, the IR receiver will be connected and perform the task of a voltage
divider.

2.2 Servomotor

A servomotor may be a mechanism or linear actuator that enables precise man-
agement of angular or linear position, speed, and acceleration. It consists of an
acceptable motor coupled to a sensing element for position feedback. It is a special
kind of motor that is mechanically operated up to a bound limit for a given com-
mand with facilitation of error-sensing feedback to correct performance.

2.3 NI myRIO

The myRIO is a time period embedded analysis tool created by National Instru-
ments, RIO abbreviates to “Reconfigurable I/O” device. It is used to show and
implement multiple style ideas with one reconfigurable I/O (RIO) device. Appli-
cations can be developed that utilize its onboard FPGA and silicon chip. myRIO

Fig. 1 Block diagram
representation of the model
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provides analog input (AI), analog output (AO), digital input and output (DIO),
audio, and power output in a compact embedded device. It is supported by four
components: a processor, a reconfigurable FPGA, inputs and outputs, and graphical
design software.

2.4 NI LabVIEW-2015

LabVIEW, short for Laboratory Virtual Instrument Engineering Workbench, is a
system-design platform and development setting for an evident language from
National Instruments. LabVIEW is usually used for info acquisition, instrument
management, and industrial automation on a growing number of operational sys-
tems, alongside Microsoft Windows, various versions of OS, Linux, and Mac OS.
However, LabVIEW is more than a language. It is an academic degree and an
advanced certification in the perspective of jobs. LabVIEW can create programs
that run on those platforms, such as Microsoft Pocket PC, Microsoft Windows CE,
Palm OS, and a growing number of embedded platforms, alongside field pro-
grammable gate arrays (FPGAs), and digital signal processors (DSPs).

3 Proposed Design

In this paper, a pair of IR sensors on either facet of crossing and is separated by a
minimum distance of 25 m, i.e. the length of one compartment of a traditional
Indian train. Detector activation time is therefore adjusted by calculating the time
taken at a particular speed to cross a minimum of one compartment of an ordinary
train of the Indian railway. In our study, 5 s was the length of time used. Sensors are
located at 1 km on either side of the gate. The sensors were termed according to the
direction of the train as “foreside sensors” or “after facet sensors.”

3.1 Case-I

When both of the foreside IR receivers are activated, the gate motor is turned on in
one direction at an angle of 0° and the gate is closed and stays closed until the train
crosses the gate and reaches the after-facet sensors. The gates are closed as we
introduced a delay element in the logic. The length of the delay depends on the
length of train and the distance from the gate to the sensor. After this delay ends, the
gates will be opened and returned to their initial 90° position. When train reaches
the after side IR sensors, the logic won’t take the inputs and the gates remain open.
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3.2 Case-II

In the case of a train coming from the other end, the after side IR sensors detects a
signal and logic takes inputs and the gates will be closed, i.e. they move to 0°. As
soon as the gates close, the delay is ON, and the gates remain closed until the train
crosses the crossing. At the end of the delay, the gates return back to their initial 90°
position. After this, logic won’t be taking inputs from the foreside sensors and the
gates remain open for the rest of the time. A buzzer can be implemented so as to
alert the road users in case they do not notice the arrival of train and to give time to
drivers to clear the gate area in order to avoid being trapping between the gates. The
buzzer stops sounding after the train has passed. Once all the hardware connections
have been setup we have to form the logic in LabVIEW and connect RIO to that
logic for execution. All the connections from the sensors to RIO, VCC, and GND
must be proper and without any floats. Even if one GND connection is not proper, a
precise output may not be produced. The complete logic was implemented in a
LabVIEW platform (Fig. 2).

4 Results and Discussion

Virtual IR sensors can be added to the block diagram. IR sensors are considered as a
digital input to logic. So, to add it from the function palette, right-click on the block
diagram and scroll down to find myRIO > click digital input (DI). A pop-up
window appears to add more pins and we can view a detailed description. It shows
the number of digital pins actively connected to RIO. Add pins 11 and 13 for IR
sensors 1 and 2 connected to channel A. Add one more digital input for IR sensors
3 and 4 connected to channel B. The digital inputs from RIO are active low signals
and in order to make them high for further processing add NOT gates to each of the

Fig. 2 Integration of all components with myRIO and a personal computer
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terminals of the digital inputs. Both pins from channel A are connected to an AND
gate. IR sensor 2 i.e. is connected to case structure which has two cases, either
TRUE or FALSE, depending on the input. In the TRUE case a specific delay
element is placed with a delay of 5 s (Fig. 3).

Pins from channel B are also connected in the same fashion as channel A and
sensor 4, i.e. pin 13, is connected to the delay through a case structure. The outputs
from both AND gates are connected to an OR gate. This OR gate output is given to
another case structure with two cases. The TRUE case consists of 0, which means
0° and the FALSE case consists of 90, which means 90°. The output of the case
structure is connected to PWM.

Servomotors are considered as PWM signals. Add two PWM functions from the
function palette to the block diagram, one for pin 27 and the other for pin 29, both
in channel A. Here a constant duty cycle of 0.1 is employed so that a servomotor
rotates smoothly. The output of the case structure is given to the PWM output. As a
result, the gates are rotated based on the value obtained from the case structure
which has 0° and 90°. Before starting the process, the servomotors must be in a
neutral position of 90° and that should be made a default value. Controls for the
four IR sensors and a knob for the gate are connected so as to view their status on
the front panel. Place the whole code in a while loop to automate the whole logic,
and connect a STOP button to a Boolean control. Whenever a loop is used in the
logic, we shouldn’t click the second button, or in other words, run it continuously as
it consumes more power. Also, never use the abort button in order to restore default
values. Initially, the gates, i.e. the knob, are at 90°, as all the IR sensors are FALSE.

4.1 Test Case-I

When the first two IR sensors detect a signal, IR 1 and IR 2 glow and the servo-
motors reach 0° as shown on the front panel. The train is moving from left to right.
Hence, IR sensors (1 and 2) detect the presence of train and the servomotor (the

Fig. 3 a Inputs taken from an IR sensor through myRIO b delay element to IR sensor 2
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knob) moves to 0°. The delay is now active and as soon as the train crosses the
crossing, the delay will become zero and the gates move to neutral, i.e. 90°. When IR
4 is detected again, another delay associated with IR 4 is activated and hence the gate
remain at 90° even when IR 4 and IR 3 are detected in the flow (Fig. 4).

4.2 Test Case-II

Here the train is moving from right to left. Hence, IR Sensors (3 and 4) detect the
presence of the train and the servomotor (the knob) moves to 0° (Fig. 5).

In case of a train arriving from the opposite direction, IR 3 and IR 4 sensors are
detected and glow and the servomotor reaches 0°. Here, the delay becomes active
again and as soon as train crosses the crossing the gates reach 90°. When IR 2
detects a signal again, another delay associated with IR 2 is activated and the gate
remains at 90° even when IR 1 and IR 2 are detected in the flow.

Fig. 4 a Display when the train is moving from the left b practical output from test case I

Fig. 5 a Display when the train is moving from the right b practical output from test case-II
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5 Conclusion

An automatic railway gate system is proposed with the aim of reducing human
involvement in the operation of the crossing gates that either allow or prevent cars
and humans from crossing the railway tracks. One of the benefits of this project is
that IR sensors are positioned at a minimum distance of 24 m. One limitation is that
once the gates are closed they can’t be opened again for the crossing of cars and
vehicles. We can vary the location of IR sensors as per our need, however, it is
better to use load sensors or perhaps proximity sensors. Our intention for future
work is to implement our system in real time by fixing the minor issues regarding
technologies.
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RF Energy Harvesting Using a Single
Band Cuff Button Rectenna

R. Sreelakshmy and G. Vairavel

Abstract In this paper a small-sized cuff button rectenna is proposed. The pro-
posed antenna structure is a circular patch antenna of cuff button shape. It is
fabricated and tested for suitability to power wearable electronics at 2.4 GHz.
The wearable antenna, which resembles a cuff button, is made of a PTFE taconic
ceramic substrate. The substrate has a permittivity εr equal to 10. RF-DC conver-
sion is achieved by a diode rectifier and a DC-DC step-up converter. The measured
efficiency is 51% at 2.4 GHz or 0 dBm. This rectenna can be used in wireless power
transmission systems that transmit power by radio waves.

Keywords Wearable rectenna ⋅ Cuff button antenna ⋅ Taconic ceramic
RF-DC conversion

1 Introduction

Electronic gadgets that can be worn are referred as wearable technology. These
gadgets are becoming increasingly popular and important. The clothing material in
which electronic devices and sensors are integrated into and worn on the body are
referred to as e-textiles wearable technology (e-textiles) [1]. Major importance is
placed on miniaturization and low power consumption in these wearable devices.
The major challenge in this field is that the devices are battery driven and require
frequent charging Wearable technology is a combination of both textile and elec-
tronic technology. In this paper a wearable cuff button antenna is designed to be
operated at 2.4 GHz. RF energy harvesting involves RF-DC conversion and could
be utilized for powering wearable sensors and other associated electronics.
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In energy harvesting techniques, energy is captured with minimum loss and max-
imum efficiency from natural sources like the sun, heat, wind, and radio
frequencies.

The RF energy harvester comprises two sections—an antenna and a rectifier
circuit. They are collectively called a rectenna [2, 3]. In this paper a single band cuff
button antenna is designed and fabricated. The design of the wearable antenna is
important as its operation on the human body may cause electromagnetic coupling
and antenna characteristics may change, resulting in the reduction of radiation
efficiency. In order to avoid this the designed antenna has a ground plane which
extends long the entire bottom patch. The designed antenna structure is lightweight
and of a small size. With a diameter of only 22.3 mm it is suitable for wearable
applications. RF energy received by the single band cuff button antenna will be
converted into DC by the half-wave rectifier circuit. This obtained DC voltage is fed
to a LTC3105 DC-DC step-up converter.

2 RF Energy Harvester-Rectenna Design

The main principle of the electromagnetic energy harvester is to convert RF power
density incident on the single band cuff button antenna into DC power which could
drive wearable electronics. This harvester is a combination of an antenna and a rectifier,
and so it is termed a rectenna [2, 3]. The basic block diagram is shown in Fig. 1.

2.1 Single Band Cuff Button Antenna Design

The single band cuff button antenna is designed with a circular radiating patch and
the entire bottom patch has a ground plane. This is to reduce the effect of the human
body on antenna performance and to reduce the effect of radiation on the human
body [4, 5]. The antenna is fed by a microstrip transmission line of 50 Ω impe-
dance. The antenna is designed with a PTFE taconic ceramic substrate of 3.18 mm
thickness and εr = 10 is a square-shaped with filleted edges. This substrate has very
good thermal and electrical conductivity.

RF signal dc voltage highdcvoltage dc Antenna Half-wave 
rectifier

DC-DC up 
converter

Fig. 1 Basic block diagram of the RF energy harvester
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Circular Patch Radius and Effective Radius

Since the dimension of the patch is treated as a circular loop, the actual radius of the
patch is given by

a=
F
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The effective radius of patch used is given by
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Hence, the resonant frequency for the dominant TM110
z is given by

fr110 =
1.8412 v0
2πae

ffiffiffiffi

εr
p ð4Þ

where v0 is the free space speed of light.
Figure 1 shows the geometry of the wearable antenna at 2.4 GHz, ISM band.

The substrate used is PTFE taconic ceramic of permittivity 10 [6]. This proposed
antenna structure has a diameter of 22.3 mm and a thickness of 3.18 mm. The
ground and radiator are made of copper with a thickness of 60 μm. A 50 Ω
microstrip feed, with a SMA connector of height 5 mm is used as an antenna feed.
This antenna is designed using ANSYS HFSS software (Fig. 2).

Fig. 2 Cuff button antenna
structure
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2.2 Rectification Circuit

A vital part of the RF energy harvester is the rectifier circuits. The most commonly
used rectifier circuits for RF energy harvesting are half-wave rectifier and bridge
rectifier. The energy of electromagnetic wave is inversely proportional to fre-
quency. This proposed antenna works at 2.4 GHz and so a half-wave rectifier of
low threshold voltage is selected. In this paper, a HSMS2850 half-wave rectifier of
150 mV threshold voltage is chosen (Fig. 3).

2.3 DC-DC Step-up Converter

The half-wave rectifier circuit shown in Fig. 4 produces a low voltage DC output.
This low voltage DC is quite insufficient to drive wearable electronics. Hence it has
to be boosted to obtain a high DC voltage to drive the components. In order to
achieve this a DC-DC step-up converter is used. The major goal of energy harvester

Fig. 3 HFSS design parameters for the cuff button antenna

Fig. 4 Half-wave diode
rectifier circuit
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is to ensure higher efficiency [7]. In the RF energy harvester, a LTC3105 DC-DC
step-up converter of 225 mV operating voltage and with maximum power point
control is used. The pin configuration of the LTC3105 is shown in Fig. 5.

3 Results and Discussion

The antenna part of this rectenna is designed and simulated by a HFSS 13.0 tool.
The antenna structure is designed and fabricated using a PTFE taconic ceramic of
3.18 mm thickness and a permittivity of 10. The structure has a return loss of −18
db at 2.4 GHz. The structure was fabricated and tested at CUSAT laboratory. This
produces a high gain and a VSWR of 1.5 at 2.38 GHz. All the measured results and
simulated results show close agreement and prove that the designed antenna is 94%
efficient. The use of a half-wave rectifier using L and C components also helps in
improving the efficiency of the harvester (Figs. 6 and 7).

The fabricated structure was tested and the test results show a close agreement
with results from the simulation. The gain of the antenna is 5 db and the measured
VSWR is 1.5 at 2.38 GHz. A slight deviation of resonant frequency is due to
mechanical abrasions. All vital parameters that determine antenna performance
were measured and all proved to be good. The simulation output and experimental
result match well and can be considered as a strong indication to consider this as a

Fig. 5 LTC3105 step-up
converter diagram

Fig. 6 Fabricated cuff button
antenna structure
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novel design [8]. The VSWR value of the antenna structure determines its radiating
ability. Usually, an antenna with a voltage standing wave ratio of less than 3 is
considered to be good. This wearable antenna structure provides a VSWR of 1.5 at
2.38 GHz and 2.6 at 2.4 GHz in the ISM band. So it proves that the proposed
structure is radiates well (Figs. 8 and 9).

The results show that the radiation has a broad 360° coverage and so the range is
very high. It is known that electromagnetic body modes are influential in guiding
signals around the user and also to elevated external access points (Fig. 10).

Fig. 7 Return loss, S11 parameter at 2.4 GHz

Fig. 8 E-plane radiation
pattern of both simulation and
test results

Fig. 9 H-plane radiation
pattern of both simulation and
test results
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The micro power at the rectenna terminals can be determined using the Friis
transmission equation

Prx =PtxGtxGrx
C2

4πDrfoð Þ2 ð5Þ

where Ptx is the transmitting power, Grx is the receiving antenna gain, C is the
velocity of light, and fo is the frequency of the microwave. The overall efficiency of
the rectenna can be calculated by Eq. 6

ηEH =
PoutDC

Prx
=

V2
outDC
RL

Prx
ð6Þ

From the above equation it is clear that the square of the DC output voltage is
directly proportional to efficiency and DC output power, and is inversely propor-
tional to load resistor RL [2, 9]. The RF energy harvester has a measured efficiency
of 60% at 2.4 GHz. The testing of the step-up converter only at maximum power
operating points of the low power level half-diode rectifier maximized the
harvesting efficiency. The DC-DC converter is operated with an input voltage.
The maximum efficiency operating voltage at 2.4 GHz is 8 V (Fig. 11).

Fig. 10 Directivity of the
fabricated structure

Fig. 11 Measured and
simulated overall efficiency
versus input power at
2.4 GHz
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4 Conclusion

In this study, a single band cuff button rectenna at 2.4 GHz is proposed and pre-
sented at a compact size of 22.3 mm diameter. The design and implementation of
the wearable antenna are explained as is its application in wearable electronics.
Future research should focus on increasing the harvesting efficiency and minia-
turization of the antenna. Research can be done on the bending effect and how it
affects harvesting efficiency. In this paper, a novel cuff button antenna at 2.4 GHz is
designed and the associated rectification circuitry provides a DC voltage which can
be boosted up to a maximum of 4 V by the DC-DC step-up converter.
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Hexagonal Intersection-Based Inner
Search to Accelerate Motion Estimation

P. Palaniraj and G. Sakthivel

Abstract The computational complexity of motion estimation (ME), increases
proportionally with the number of search points. As a result, rapid ME techniques
reduce complexity by using different search patterns. Of these techniques, hexag-
onal search (HS) with a small diamond search pattern (SDSP) significantly reduces
complexity compared to other fast ME algorithms. The proposed hexagonal
intersection search (HIS) algorithm improves the inner search of HS. The new
algorithm cares the inner points near to the intersection of a hexagon rather than a
SDSP or a full search. The proposed algorithm reduce 7–15% search points com-
pared with HS. Compared with other popular algorithms, the HIS algorithm made
the lowest number of average search points with negotiable PSNR loss.

Keywords Motion estimation ⋅ Hexagonal search ⋅ Hexagonal intersection search

1 Introduction

Motion estimation (ME) is technique used in motion detection and video codecs. In
a video codec ME analyzes the similarities between a successive frame with the
candidate frame and identifies the best match position by search points in different
patterns and the best position is called the motion vector (MV). A video codec’s
ME is the most complex process and requires greater computational cost; for
MPEG4 computational cost for ME was 30–60% [1]. So search points play a very
important role in the reduction of computational cost, especially in video encoding
engines. Statistics [2] shows that 40% of overall internet traffic is occupied by video
data so the use of videos has drastically increased over last decade. And the use of
codecs has expanded into almost every gadget, especially battery-operated devices.
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So a reduction in ME computational costs will accelerate the increase in power
efficiency of video codecs.

There are many types of ME search patterns used for MV detection, e.g., log-
arithmic search, three step search, diamond search, four step search, and hexagonal
search etc. Research to improve the MV has featured many aspects. ME [3] was
improved in the h264 codec by reducing complexity through reuse of SAD (sum of
absolute difference) values. Complexity was reduced to 12% in the h264 [4] by
applying the hierarchical block matching method. On other hand, the acceleration
of ME was also promoted in the design of the MV engine in the VLSI by improving
the power and speed and by reducing and reusing the logic gates.

2 Hexagonal Search Pattern

The hexagonal pattern search made remarkable improvements in search points. It
reduced search points so that the complexity was also reduced. The search pattern is
shown in Fig. 1a. The search only involves the seven positions denoted by red dots.
Then the mean of absolute difference (MAD) value was calculated, if the minimum
MAD value was other than the center, the minimum point was taken as the center
and a further hex search was continued with new search points. For example, if
point “2” is the minimum, it is taken as the center and a new search starts as shown
in Fig. 1b. Positions 4, 5, and 6 are already searched, so the search applies only to
2, 3 and 7. This expanded search continues until it reaches the center as the
minimum. Once it reaches the center then the inner search is carried out for the
eight positions around the center as per Fig. 1c or in the SDSP shown in Fig. 1d.
Finally, the position of the minimum MAD from the nine points is considered as the
motion vector.

The simulated results of various videos of different sizes are tabulated. The
search boundary was −7 to 7, all video sequences are 16 frames and the block size
was 16. Table 1 contains the average number of search points per block (ANSP) for
various fast search patterns such as TSS (three step search), FSS (four step search),
DS (diamond search), and HS (hexagonal search). HS had the fewest search points
and an average reduction of 22% search points compared with the DS.

(a) (b) (c) (d)

Fig. 1 a HS pattern, b extended HS, c SDSP inner search, d full inner search
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The PSNRs for various fast search patterns are shown in Table 1. The full search
(FS) result is also included in the table for comparison. It shows that when com-
paring the HS with the FS, there was an average 0.48 db loss. This is an acceptable
loss.

3 Hexagonal Intersection Search Pattern

The HS-based simulation shows an improvement in the ME. The simulation was
carried out with a small diamond (SD) inner search. The inner search plays a
significant role in HS-based ME and it shows a marked improvement. The role of
the inner search was further analyzed, and it was found that if a full eight point
inner search was executed, it only improved the PSNR by 0.3 db. This means that a
ME in high frequency lies outside of the first hexagonal area. In the proposed new

Table 1 Average search points per block

Caltrain Missa Salesman Trevor Surfside
AN
SP

PS
NR

AN
SP

PS
NR

AN
SP

PS
NR

AN
SP

PS
NR

AN
SP

PS
NR

FSS 31.3 37.8 37.8 32.9 36.3
TSS 23.8 30.1 22.9 37.5 22.7 37.5 21.3 32.9 24.7 36.1
FSS 19.2 30. 6 17.7 37.5 16.0 37.5 14.7 32.8 24.3 35.9
DS 16.1 31.2 15.9 37.5 13.0 37.5 11.5 32.8 25.9 35.9
HS 13.1 30.5 11.7 37.0 10.6 37.0 9.6 32.8 17.7 35.9

i) ii) iii)

v) v) vi)

Fig. 2 Inner points on the intersection of the hexagonal area (i) points a, b, (ii) points b, c, d,
(iii) points d, e, (iv) points e, f, (v) points f, g, h, (vi) points a, h
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inner search position, selection is based on the intersection of the final and pre-final
hexagonal area. The six intersection of the hexagonal area and the possible inner
search is shown in Fig. 2.

The intersections created by the points and corresponding inner search points are
2-a, b, 3-b, c, d, 4-d, e, 5-e, f, 6-f, g, h, and 7-a, h as shown in Fig. 2. This process
reduces the number of search points from eights to two or three, and as a result it
significantly reduce the complexity of the ME process.

4 Algorithm for the Proposed Search

The algorithm for the hexagonal intersection search is as follows:

Step 1: Calculate the MAD for the first hexagonal area. If the minimum was point 1
then perform a SDSP and goto step 4.
Step 2: Take the minimum point as the center point for the next hexagonal search.
Calculate the MAD and continue the process until reaching the center as the
minimum.
Step 3: Do the search process on inner points corresponding to the intersection of
the final and pre-final hexagonal area.
Step 4: Take the minimum MAD as the MV.

5 Example of a HIS Search

Figure 3 shows an example of the proposed search. In this example, in the first HS
the minimum position was found at point ‘2’. Then the second HS was carried out
by taking the first minimum as the center. Again the minimum was at point ‘2’.

Fig. 3 Example of a HIS
search
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The process was continued and in the third HS the center of point ‘1’ was the
minimum. At this stage the HS stopped and the third hexagon was consider as final
and the second hexagon was considered as pre-final. So for the inner search we took
the points of intersection and the final MAD from the intersecting points and center
point. The position corresponding to the minimum MAD value is considered to be
the MV.

6 Results and Discussions

The HIS was implemented in MATLAB 2010b. The simulation was performed
with different sizes and types of image sequence. The simulated results of the HIS
were compared with fast searching algorithms, such as FS, TSS, FSS, DS, and HS.
The following image sequences were used for the simulation: Caltrain (16 frames
400 × 512), Missa (16 frames 288 × 360), Salesman (16 frames 288 × 360),
Trevor (16 frames 256 × 256), and Surfside (16 frames 1024 × 2048).

The video sequences of Caltrain and Missa were simulated and the results are
shown in the Figs. 4, 5, 6 and 7. In the Caltrain sequence, motion happens in nearly
60% of the frame, and in the Missa sequence in nearly 40%. From the results, it can

Fig. 4 a Average search points per block for Caltrain, and b PSNR for Caltrain

Fig. 5 a Average search points per block for Salesman, and b PSNR for Salesman
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be seen that the search points are reduced to 15.75% in Caltrain and 7.12% in Missa.
The PSNR loss value of Caltrain was 0.17 dB and in Missa 0.21 dB. This loss is
negligible so the quality remains almost the same as with the HS.

The simulated results of both the Salesman and Trevor image sequences are
shown in Figs. 5 and 6. In both sequences motion occurs in less than 25% of the
frame. The possibilities that the MV lies outside the first hexagon was low, so the
average search points of the HIS reduced by 2 to only 5%, almost equal to the HS.
PSNR is also very close to the HS.

The Surfside image sequence had more than 90% of motion and the results are
shown in Fig. 7. The HIS reduced the search points of 12.37% over HS and so
compare the HIS with DS 40.28% less. The PSNR of the HIS was 0.21 dB less than
the HS and its loss was negligible.

7 Conclusion

The HIS accelerates the ME process with negligible PSNR loss. The HIS algorithm
improves the search process by up to 15% compared to a conventional HS. The
results also show that the HIS performs well in high frequency motion of the image

Fig. 6 a Average search points per block for Trevor, and b PSNR for Trevor

Fig. 7 a Average search points per block for Surfside, and b PSNR for Surfside

380 P. Palaniraj and G. Sakthivel



sequence. In low frequency motion the results are similar to the HS. Furthermore,
the HIS technique can be combined with a group-based inner search [5], an efficient
inner search [6], or a point-oriented inner search [7]. There are, therefore, possi-
bilities to reduce the search points and this should lead to better acceleration in the
ME process.
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A Comprehensive Study of 1D and 2D
Image Interpolation Techniques

V. Diana Earshia and M. Sumathi

Abstract Image interpolation plays an important role in converting a low resolution
image into a high resolution image. This paper provides a comprehensive study of
perdurable image interpolation techniques, such as nearest neighbor, bilinear, bicubic,
cubic spline, and iterative linear interpolation. The usage of a Lagrange polynomial
and a piecewise polynomial gives a better fitting curve for interpolated pixel values.
The parameters of interest are the signal-to-noise ratio, peak signal-to-noise ratio,
mean square error and processing time. Experiment results are used to analyze the
performance of interpolation algorithms. These results help us to choose an appro-
priate algorithm for better usage.

Keywords Image interpolation ⋅ Image scaling ⋅ Image magnification
Image interpolation algorithms

1 Introduction

Image interpolation [1, 2] is widely used in many areas of modern electronics, such
as digital cameras and computer graphics etc. Image interpolation is a method of
estimating new data points with the range of discrete set of known data points. It is
a process of finding a value between two points on a line or curve.

The objective of interpolation is to retain the qualitative characteristics of a
reproduced image from artifacts such as blurring, checkerboard effects, edge dis-
continuities, and jagging etc. Interpolation techniques were developed to convert
low resolution images to high resolution images, with low computational
complexity and high accuracy. The various interpolation techniques that were
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developed are nearest neighbor interpolation [3, 4], bilinear interpolation [5, 6],
bicubic interpolation [7, 8], cubic spine interpolation [9, 10] and iterative linear
interpolation [11, 12].

Interpolation is the problem of approximating the value of a function for a
non-given point in a space when given the value of that function at points around
that point. In computer graphics and digital imaging, image scaling refers to
the resizing of a digital image. In video technology, the magnification of digital
material is known as upscaling or resolution enhancement [1, 2]. Photo interpola-
tion is the process by which the number of pixels comprising an image is increased
to allow printing enlargements that are of higher quality than photos that are
not interpolated. Interpolation is commonly used to make quality large prints from
digital photos and film-scanned images.

2 Interpolation Techniques

The various interpolation techniques considered for comprehensive study are as
follows.

2.1 Nearest Neighbor Interpolation (NNA)

In NNA [3, 4] neighboring pixel points are chosen to calculate the value of the
interpolated pixel. Now consider the interpolated pixel as A = f(x, y). Let the
neighboring pixels be at (i, j), (i, j + 1), (i + 1, j), (i + 1, j + 1). Its pixel value is
manipulated based on the algorithm described below.

2.1.1 Methodology

If (y − j) < ((j + 1) − y) then the value of the interpolated pixel will be one of the
top two pixel values, else any one of the bottom two pixel values will be chosen.

If (x − i) < ((i + 1) − x) then the value of the interpolated pixel will be one of the
left two pixel values, else any one of the bottom two pixels will be chosen.

Figure 1b depicts how the interpolated pixel value A(x ⋅ y) is obtained from the
actual image shown in Fig. 1a. The actual image is divided into, say, four pixels.
The scaled image has sixteen pixels. The interpolated image should have similar
feature characteristics to the actual image.

This method is simple and easy to implement and has flexible features choices.
The major drawbacks are its speed and poor interpolated image generation with
aliasing and blurring effects.

384 V. Diana Earshia and M. Sumathi



2.2 Bilinear Interpolation (BLI)

In BLI [5, 6] four adjacent pixel points on a rectilinear 2D grid are used for
calculating the weighted value of the interpolated point in a scaled image. Linear
calculation functions are used in two directions, namely horizontal and vertical, to
find the interpolated pixel value.

2.2.1 Methodology

To find the value of P:

f ði, j+ yÞ= ½f ði, j+1Þ− f ði, jÞ�y+ f ði, jÞ ð1Þ

To find the value of Q:

f ði+1, j+1Þ= ½f ði+1, j+1Þ− f ði+1, jÞ�y+ f ði+1, jÞ ð2Þ

To find the value of A:

f ði+ x, j+ yÞ= ð1− xÞð1− yÞf ði ⋅ jÞ− ð1− xÞy f ðI, j+1Þ+ xð1− yÞ
f ði+1, jÞ+ x y f ði+1, j+1Þ ð3Þ

Figure 2 shows the pictorial representation of the process of obtaining the
weighted value of the interpolated pixel using BLI. Equations (1), (2), and (3) help
to obtain the weighted value of f(x, y). It uses a weighted average of the four nearest
cell centers. The closer an input cell center is to the output cell center, the higher the
influence of its value is on the output cell value.

(a)

(b)

i, j+1

i+1, j i+1, j+1

1 2

3 4

1 2

A=f(x,y)

3 4

i, j

Fig. 1 a Actual image b image block describing the interpolated pixel A(x, y) using NNA [4]
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This means that the output value could be different to the nearest input, but is
always within the same range of values as the input. Since the values can change,
BLI is not recommended for use with categorical data. Instead, it should be used for
continuous data, such as elevation and raw slope values [13].

The major advantage is that the visual distortion caused by fractional zoom is
reduced. The block uses the weighted average of two translated pixel values for
each output pixel value. The local gradients for the test images can be investigated
[14] by applying an iterative procedure. A perceptually optimum value for each
interpolated pixel can be obtained from the local mean value of the inverse
gradients.

2.3 Bicubic Interpolation (BCI)

In BCI [7, 8] Lagrange polynomials are used for calculating the weight of the
interpolated point A = f(x, y) in a scaled image. A 4 × 4, i.e. 16, adjacent pixels
are used. For every single dimension calculation, the values of four pixels posi-
tioned at i, j, i − 1, and j + 1 are used. Figure 3 depicts the image for predicting the
interpolated pixel value using BCI.

2.3.1 Methodology

The weighted sum of the interpolated pixel can be found by manipulating Eq. (4):

f x, yð Þ= 1
16

∑
2

l= − 1
∑
2

m= − 1
f i+ l, j+mð Þu dxð Þu dyð Þ ð4Þ

where, f i+ l, j+mð Þ gives the gray value of that pixel, u dxð Þ gives the variation on
the x axis, and u dyð Þ gives the variation on the y axis.

1 P 2 

A = f(x, y)

3 Q 4 

Fig. 2 Image depicting the
prediction of weighted value
for the interpolated pixel
using BLI [5]
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The above figure shows how the 16 pixel values are considered for calculating
the weighted average of the final interpolated image. It gives sharper images than
the methods described above, but requires more computational time.

2.4 Cubic Spline Interpolation (CSI)

This [11] interpolation technique uses a special type of piecewise polynomial called
a spline. A cubic spline is a spline constructed of piecewise third-order polyno-
mials which pass through a set of control points. The second derivative of each
polynomial is commonly set to zero at the endpoints, since this provides a boundary
condition that completes the system of equations. The interpolation curves are
produced as a smooth curve.

CSI is widely used in curve fitting because of its ability to work with both low
and high degree polynomials [15]. The depth of the interpolation is variable, and
can be set to depend on an absolute or relative error tolerance. It is meant to be easy
to interpolate expensive functions that take a lot of time.

2.4.1 Methodology

Given a function f(x) defined on [a, b] and a set of nodes [12],

a= x0 < x1 <⋯< xn = b ð5Þ

Equation (5) describes the set of nodes. Considering f(x) is a piecewise cubic
polynomial, a cubic spline interpolant, S, is given in Eq. (6),

i-1, j-1 i-1, j+2

i, j

i+2, i-1

i-2, j+2

A = f(x, y)

i, j-1 

i+1, j-1

i, j+2

i+1, j+2

i-1, j i-1, j+1

i, j+1

i+1, j i+1, j+1

i+2, j i+2, j+1

Fig. 3 Image depicting the
prediction of the weighted
value for the interpolated
pixel using BCI [8]
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SðxÞ=

a0 + b0ðx− x0Þ+ c0ðx− x0Þ2 + d0ðx− x0Þ3 if x0 ≤ x≤ x1
a1 + b1ðx− x1Þ+ c1ðx− x1Þ2 + d1ðx− x1Þ3 if x1 ≤ x≤ x2
.

.

.

an− 1 + bn− 1ðx− xn− 1Þ+ cn− 1ðx− xn− 1Þ2 + dn− 1ðx− xn− 1Þ3 if xn− 1 ≤ x≤ xn

8
>>>>>>>>><

>>>>>>>>>:

ð6Þ

2.5 Iterative Linear Interpolation (ILI)

ILI [4] adopts the fuzzy gradient model to estimate gradients of the target point
according to its neighbor sample points in different directions by weighing the
gradients using fuzzy membership grades. It estimates the difference between the
target point and its neighboring sample points and finally obtains the target point. In
1D signal reconstructions, it uses only three multipliers. Bidirectional interpolation
is composed of multiple 1D interpolations. To approximate 2D signal, five 1D ILIs
are used, which cost only eight multipliers to obtain similar peak signal-to-noise
ratios (PSNR). Further exploiting, multiple 1D interpolation has moderate PSNR
performance but better robustness.

2.5.1 Methodology

Fuzzy sets and membership functions are chosen first. The pictorial description of
membership functions is shown in Fig. 4.

Consider uniform sampling is done. The below equations show that only two
adders and two multipliers are required for calculating the value of interpolated
pixel. The left side and right side gradient values are defined in Eqs. (7) and (8).

Fig. 4 Image depicting the
fuzzy sets and membership
functions [4]
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f L̂ðxÞ= f ðx2Þ+ ðx− x2Þ× qL

f R̂ xð Þ= f ðx3Þ+ ðx− x3Þ× qR.
ð7Þ

where,

qL describes the left to right gradient functioinal value.
qR describes the right to left gradient functional value.

qL =
q12 × L1 + q23 ×R1

L1 +R1

qR =
q23 × L2 + q34 ×R2

L2 +R2
.

ð8Þ

3 Results and Discussion

The following are the pictures considered for comprehensive analysis. These pic-
tures are captured using a Nokia 310 (flower), Samsung GT-S5360 (teddy), and
Samsung GT-18552 (vase and bird).

The performances of the algorithms discussed above are compared based on
signal-to-noise ratio (SNR), peak signal-to-noise ratio (PSNR), mean squared error
(MSE), and processing time. The results were obtained with the help of Matlab
R2011a and are tabulated in Table 1.

From Fig. 5, we can see the SNR of various interpolation algorithms, when acted
on interpolating images of sizes from 256 × 256 to 1024 × 1024 as tabulated in
Table 2.

From Fig. 6, we can observe the PSNR of various interpolation algorithms, when
acted on interpolating images of sizes from 256 × 256 to 1024 × 1024 as tabulated
in Table 3.

From Fig. 7, we can see the processing time of interpolating techniques and their
mean squared error for image sizes from 256 × 256 to 1024 × 1024.

Table 1 Comparison of
interpolation techniques based
on SNR (dB) for image sizes
from 256 × 256 to
1024 × 1024

Interpolation type Teddy Flower Vase Bird

Nearest neighbor 18.05 21.61 19.12 19.15
Bilinear 22.32 26.37 20.23 22.13
Bicubic 22.56 25.66 20.98 22.24
Cubic spline 22.74 24.35 18.65 21.37

Iterative linear 22.68 25.59 20.11 22.58
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Fig. 5 SNR performance of
interpolation techniques

Table 2 Comparison of
interpolation techniques based
on PSNR (peak
signal-to-noise ratio) for
image sizes from 256 × 256
to 1024 × 1024

Interpolation type Teddy Flower Vase Bird

Nearest neighbor 33.50 29.16 23.77 25.18
Bilinear 33.47 29.17 23.84 25.15
Bicubic 32.57 28.84 23.23 23.92
Cubic spline 30.75 29.78 23.89 25.26
Iterative linear 27.96 29.25 23.71 24.65

Fig. 6 PSNR performance of
various interpolation
techniques

Fig. 7 Mean square error
versus processing time for
image sizes from 256 × 256
to 1024 × 1024
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4 Conclusion

In this paper, various interpolation techniques were discussed for their better usage
in the field of image interpolation. This survey will assist us in developing a new
technique for interpolating images with improved results. As a result future algo-
rithms developed in the future will be optimized for any sort of imaging.
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Reinforcement Learning-Based DoS
Mitigation in Software Defined
Networks

A. VishnuPriya

Abstract A software defined network (SDN) is an OpenFlow-based network that
initiates innovative traffic engineering and also simplifies network maintenance.
Network security is still as stringent as that of traditional networks. A denial of
service (DoS) attack is a major security issue that makes an entire network’s
resources unavailable to its intended users. Blocking the flows based on the number
of flows per port threshold was the most common method employed in the past. At
some occasions legitimate traffic also takes the huge flow will punish by default
rules. In order to address this issue, I proposed a reinforcement learning-based DoS
detection model that detects and mitigates huge flows without a decline in normal
traffic. An agent periodically monitors and measures network performance. It also
rewrites the flow rules dynamically in the case of rule violation.

Keywords Denial of service ⋅ Software defined networks ⋅ Sflow
Reinforcement learning

1 Introduction

A denial of service (DoS) is a serious attack performed by cyber attackers creating
bots in commercial networks. These bots are software that runs independently on
host network/machines to launch frequent requests. The objective of these attacks is
financial gain and to corrupt the availability of network resources to intended users.
According to Verisign DDoS trends report Q2014 the average attack has increased
to 7.39 Gbps, or 15% higher than previously. There are different categories of DoS
attack vector, such as volumetric, fragmentation, TCP state-exhaustion and
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application layer attacks. Freely accessible toolkits like Pandora, Dereil, ad HOIC
make attacks more serious.

A SDN is a three plane network comprising a data plane, control plane, and
application plane. Each plane has been distressed by flooding fake flows. The
attacker specifically blocks the controller interface and makes the controller
unreachable, and as a result the entire network performance is severely damaged. In
the data plane, it works by initiating fake flows that cause the flow table to over-
flow. In case of the application plane, a malicious application program can modify
the authenticate flow rules by flooding commands.

Here, a novel mechanism is proposed that can detect a DoS by use of a rein-
forcement learning method. We allotted a reinforcement agent that has close
interaction with network environment as shown in Fig. 1. These agents sense
metrics from the network and take appropriate actions. Sensed metric values are
compared with threshold values and necessary actions will be taken.

This paper is organized as follows: Sect. 2 reviews related work. Section 4
discusses the proposed model. Section 5 presents the implementation and results.
Finally, Sect. 6 is the conclusion.

2 Related Works

Braga et al. [1] proposed self-organizing map (SOM) techniques to detect a
Distributed Denial of Service (DDoS) attack. A SOM is trained by collecting flow
metrics such as average packets per flow, average bytes per flow, and average
duration per flow. The performance of SOM improves when more statistics are
gathered. However, it fails to find spoofed packets. In 1985 Solnushkin [2]
proposed a fat-tree network, which is tree-like in structure with a bottom layer
connected with a processor. The link gets bigger towards the top of the tree, and
more links are present at the root switch of the tree compared to other switches. The

Fig. 1 A
reinforcement-based SDN
model
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problem with this approach is that every packet of a flow follows a single prede-
fined path via a network. In case of any switch link failure, packets tend to drop or
other switches should be configured manually to choose a different path. As the
network grows this becomes a difficult task.

Cai et al. [3] suggest using multi-core processors to improve the controller
computing performance in the case of frequent requests, but don’t recommend any
prevention techniques. Nayana et al. [4] prefer threshold-based DDoS detection and
load balancing techniques in terms of hard blocking. So there is the possibility of
false positives and false negatives. Son [5] proposed queue-based early detection of
DDoS techniques. These segregate the request based on priority and provide service
accordingly. No mitigation possibilities were suggested.

Balyaev and Gaivoronski [6] introduced two-level load balancing techniques
during DDoS attacks, which improved the survival time of the controller during
attacks. It initiated a dynamic load balancing algorithm when imbalance occurred.
Chin et al. [7] recommends selective packet inspection to detect a TCP SYN
flooding attack. They implemented this algorithm in a GENI cloud infrastructure.
DoS attack possibilities in different SDN planes and related work appear in Table 1.

Table 1 Related work on DoS attacks and mitigation methods in different SDN layers

Attack type Related work Methods

DoS in control
plane (controller)

Line switch [8] It employs a probabilistic proxy and blacklisting of
network traffic to prevent attack

Avantguard [9] A connection migration tool reducing data-control
plane interaction and actuating trigger to install flow
rules

Lightweight DDoS
[1]

Statistical information with self-organizing maps to
classify traffic as normal or malicious

CONA [10] Rate and pattern-of-content requests are analysed to
detect DDoS attacks

Enhance security in
Openflow [11]

Secure transport layer and add IDS as middle boxes

SDN-guard [12] Add three different modules:
1. Flow management
2. Flow aggregator
3. Monitoring modules
Instead of dropping malicious flow it redirects to a
longer routing path

Data plane ProtoGENI [13] Priority-based resource allocation and user
authentication

Application layer FortNOX [14] System has a conflict detection engine to find flow
rule conflicts

ROSEMARY [15] Resource utilization monitoring and application
authentication

LegoSDN [16] Follows network application abstraction to avoid
application conflicts

Fleet [17] Fleet controller to detect the malicious administrator
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3 Reinforcement Learning-Based DDoS Mitigation

3.1 SFlow-rt

Sampled flow is a standard for packet export in layer 2 of the OSI model. It is an
industry standard technology for monitoring high speed networks [18]. It gives
complete visibility into the use of a network enabling performance, optimization,
usage, and defense against security threats. It is an asynchronous analytic system to
support SDN apps. Its functions are:

• It receives real-time telemetry streams from agents which are assigned in
switches and converts them as an action through RESTflow API.

• With the aid of network visibility it can support scale services in the cloud
infrastructure.

• The agent receives metrics and fixes the thresholds. RESTcall occurs via an
external application program written in JavaScript.

3.2 Reinforcement Learning

This is an area of machine learning technique that has close interaction with the
real-time environment and also measures metrics online. An agent obtains
knowledge from the observed metrics. To operate the agent, a parametric model of
the particular environment is used. This environment may be stationary or
non-stationary. If it is non-stationary the actual state space may not be fully
observed then the state and action spaces are discrete.

Learning Approaches:

• Indirect Learning
Learn the estimated model and find the optimal solution for the same.

• Direct Learning
Learn the optimal policy of the model before learning the estimated model.

– Policy space search: Genetic algorithm, policy gradient, etc.
– Dynamic programming principles: Temporal difference learning (TDL),

Q-learning, etc.
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4 Proposed Solution

DoS mitigation is implemented based on the impact of the reinforcement direct
learning strategy. The agents are set in Openflow switches that obtain the global
knowledge of the entire network and network devices. Initially, it receives details
regarding the IP address, MAC address, and port number of all network devices.
After start the sflow agents, it begins to retrieve the number of permissible packets
per destination and compares it with the threshold value. The threshold value can be
fixed based on network capacity and administrative perspectives. Here we fixed the
threshold at 100 packets per port. If the packet rate is higher than threshold, block
flow action space will start to work. The attacker performs this type of flooding by
spoofing the IP address. This means that we have created mapping between the
MAC and corresponding IP address log. Our proposed technique verifies the IP and
MAC of the network sources from the stored log and then it tests the threshold
comparison. If it fails in both such condition, sflow starts the block flow action via
RESTAPI to the controller. Sflow changes the flow rule and pushes the comments
to the static flow pusher API of the controller. The detailed algorithm and flowchart
are explained in Fig. 2.

Fig. 2 Flow diagram of the
proposed model
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DoS mitigation procedure

Create a basic network topology with Si (i = 1, 2, 3 … n) switches and Ni (i = 1, 2, 3 … n)
nodes
Connect Si switches to controller C and start
Assign Agent Ai in Openflow switches and start
For each Agent Ai

Retrieve IP and MAC address of network devices and create IP log
Fix the threshold value based on network condition

For each event from Node Ni
Collect metrics for each event
Check IP-MAC combination and also verify the threshold value
If it fails in both conditions

Block the flow through RESTAPI of Sflow

5 Implementation and Results

Experiments were conducted for various attack scenarios to show the feasibility of
the proposed solution. Tests were performed using a HP 15-r204TX running on
Windows 10 with an Intel® Core™ i5-4210U CPU @ 1.70 GHz 2.40 GHz with an
installed RAM of 8.00 GB. An Ubuntu Virtual Machine (VM) with 2 cores and
4 GB of RAM with Intel VT enabled was also used. Mininet, a network emulator
was used to create the testbed. It creates a virtual network of hosts, switches,
controllers, and links according to a given topology. These switches support
Openflow and are orchestrated by a SDN controller. The Mininet emulator is
installed on a Ubuntu 14.10 Linux VM that runs on VMware Workstation Pro.
Floodlight is used as the SDN controller.

Fig. 3 Network topology
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A synthetic and real traffic based data sets was created and used in the experi-
ments with the network topology as shown in Fig. 3. Mitigation structure has to be
implemented on the top of SDN controller by using new DoS detection method.
Combining all these areas should allow the network to react quickly to a DoS attack
and also increases the ability to filter malicious traffic. The output screen of our
proposed model is shown in Figs. 4 and 5. In this model, we have not added any
application module to the controller. Mitigation runs on an external controller
which improves controller performance compared to existing models as shown in
Fig. 5.

6 Conclusion

We framed the reinforcement impact DoS mitigation model in a SDN and also
tested it in a Floodlight controller. This is an agent-based solution which reduce the
overheads of a central controller and provides a better performance. The perfor-
mance of the hosts were measured using an iperf tool before and after mitigation.

Fig. 4 Retrieved metric from
Sflow-rt
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CPU usage was found to be high during the attack scenario and the response time
was quite low but was found to be comparatively impressive after allowing the
mitigation script to run in the background. The identified attackers were blocked
and their communication with the rest of the network was blocked successfully.
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Design of a Low Power Full Adder
with a Two Transistor EX-OR Gate
Using Gate Diffusion Input of 90 nm

J. Nageswara Reddy, G. Karthik Reddy and V. Padmanabha Reddy

Abstract A full adder is the one of the main parts of an arithmetic logic unit
(ALU). In this paper a full adder is developed using gate diffusion input (GDI) to
perform fast arithmetic operations. The main aim of this paper is the design of a two
transistor XOR gate-based full adder using a gate diffusion input (GDI) technique.
A two transistor (2T) EX-OR gate is a suitable gate in the design of a full adder.
The intention behind the novel method of a 2T EX-OR gate-based full adder design
is to reduce power and improve speed in an optimized area with a lower transistor
count compared with CMOS technology. A GDI approach is the one of better
methods available for the design of digital logic circuits and tends to run the
improved conditions. The proposed technique is then applied to a full adder design.
The complete work is carried out using the 90 nm technology of a cadence tool to
calculate power, delay, and area for the 2T EX-OR gate. The resulting analysis
shows that the proposed method is better than conventional CMOS technology.

Keywords GDI ⋅ CMOS ⋅ EX-OR ⋅ Cadence tool

1 Introduction

Currently, due to the circuit complexity and increased number of transistors
embedded on a chip, electronics are characterized by various factors, such power
consumption, speed, and area, which are the major issues in VLSI (very large-scale
integration) design. The main trend towards research into low-power VLSI has
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increased with the increase in transistor count on a chip, leading to increased
temperature in the IC and increased power consumption, which in turn directly
affect battery durability in portable devices. In CMOS VLSI circuits there are three
types of power consumption with the primary one being static power consumption
due to unwanted leakage current when the transistor is used in the off state. The
second is dynamic power consumption due to the switching of parasitic compo-
nents, and third is short-circuited power consumption due to variation of current
between Vdd to Vss.

Up to now, the design of a full adder has usually employed one logic method
that is standard static CMOS circuit, pass transistor logic and transmission gate
logic methods in the conventional full adder.

The few advantages having compare with CMOS technology by using pass
transistor logic (PTL). Just because of a small area the low power interconnecting
effect in VLSI circuit [1, 2], low power consumption and higher speed due to a
lower number of transistors [3]. However, one of main disadvantages in PTL is the
threshold drop across each transistor resulting in reduced sink and source current
and leading to a reduction in operating speed at low supply voltages and a high
input voltage at the reforming inverters is not Vdd [4–6]. The full adder with 10
transistors faces the problem of double threshold loss [7], and the design of a
high-speed and low-power adder has become one of the most important aims of
research. Here, the main issue is static power dissipation which occurs due to the
PMOS transistor (which is not in the fully off condition) in the inverter. To over-
come this problem, the proposed method is implemented for a high-speed and
low-power digital circuit design known as GDI [8].

The aim of the proposed method is to design a low power full adder with a 2T
EX-OR gate using a gate diffusion input of 90 nm. The following section explains
basic GDI technology briefly. The third section describes the conventional method
full adder. The fourth section discusses the proposed method of a 2T EX-OR-based
full adder designed with a 6T transistor using the GDI technique. Section 5 shows
the results and comparison. Section 6 is the conclusion.

2 Gate Diffusion Input (GDI)

GDI is a new approach for low power digital combinational circuits. It always
increases the speed and reduces the power consumption and area of digital com-
binational circuits to maintain the low complexity of the logic circuit design.

A simple basic GDI cell is shown in Fig. 1. The GDI cell has three inputs. G is
for the common gate input for nMOS and pMOS, P is the input for the source or
drain for pMOS, N is the input for the nMOS source or drain, the pMOS substrate is
made to connect with Vdd and the nMOS substrate with the ground. Different
inputs can be connected to the P, N and G terminals. Compared with CMOS
technique, GDI occupies less silicon area because of the lower number of the
transistor count, and as area occupation is less the node capacitance value is lower.
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These all imply a high operating speed, which shows that the GDI logic method is
an efficient method to use in the design of an adder.

The threshold voltage depends on the source-to-bulk voltage [9]. The bulk
terminal of the nMOS and pMOS should be connected to their diffusion to mini-
mize the bulk effect. Variation in threshold due to a change in VSB is called the
body effect. This effect directly shows the impact of the threshold voltage when not
connected to a source.

3 8T CMOS Full Adder

The circuit below in Fig. 2 is a full adder designed with 8T having the inputs A, B,
and C in, and outputs SUM and Cout. In this paper, a full adder designed with 2
EX-OR gates and one 2:1 mux. SUM is generated at the output of the second
EX-OR gate and carry is generated multiplexers (COUT) output as shown in Fig. 2.
In the conventional method the full adder is implemented by using CMOS
technology.

4 Proposed 6T Full Adder Design

The performance of the full adder circuit can be explained here as follows:
The addition of two single bit inputs A and B with input carry Cin gives the two
single bit outputs Sum and carry out Cout,

Fig. 1 A basic GDI cell
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where

Sum= (A XOR B) XOR C ð1Þ

Cout = (A ⋅BÞ+ ðA XOR BÞ ⋅C ð2Þ

Table 1 deals with the functional approach of the full adder. The standard way to
build a full adder using XOR gates and a multiplexer is as shown in Fig. 3.
The XOR gate and multiplexer are two basic components in the design of a full
adder circuit. Arithmetic and logical operations of the full adder are completely
based on the XOR gate and multiplexer blocks. The XOR gate design should have a
low number of transistors for low power dissipation. The reason behind adopting
the multiplexer circuit in our proposed design is to generate Cout. A transmission
gate is used as a multiplexer because it speeds up the carry propagation and
improves the output voltage swing as level restoring circuit. The proposed full
adder circuit needs two XOR gates, one multiplexer, and only six transistors.

Fig. 2 CMOS full adder design

Table 1 Truth table for the
full adder

A B Cin SUM Carry

0 0 0 0 0
0 0 1 1 0
0 1 0 1 0
0 1 1 0 1
1 0 0 1 0
1 0 1 0 1
1 1 0 0 1
1 1 1 1 1
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Figure 4 shows the design of the XOR gate using the GDI technique. It has two
transistors, pMOS and nMOS, with A and B inputs. When A, and B are both at logic
low pMOS is in the ON state and nMOS is in the OFF state so that the output is
low. When input A is low and B is high, then pMOS is in the off state and nMOS is
in the on state so that output is high. If A is high and B is low then pMOS is in the
on state and nMOS is in the off state so that the output is at high. When both inputs
are high then output is low, hence the above circuit acts as a XOR gate.

Figure 5 represents the proposed full adder circuit with six transistors, namely
M1, M2, M3, M4, M5 and M6. M1 and M2 transistors act as the first XOR gate.
Input A is connected to the drain of M2, A bar is connected to the source of M1and
B is connected to the gate terminal of M1 and M2. M3 and M4 act as a second XOR
gate. Input Cin is connected to the drain of M4 and Cin_bar is connected to the
source of M3. The output of the first XOR gate is applied as the input to the gate
terminals of M3 and M4, and the second XOR gate produces SUM as the output.

Two AND gates and one OR gate of an existing full adder are replaced with the
multiplexer in the proposed circuit. Here the output of the first XOR gate is applied

Fig. 3 Block diagram of the
full adder

Fig. 4 A 2T XOR gate
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to the gate terminal of M5 and M6, input B is connected to drain of M6, input Cin is
connected to source of M5, and the multiplexer produces Cout.

5 Result and Discussion

Table 2 shows the improvement in power and delay analysis of the 90 nm tech-
nology of the proposed system over the conventional method. The consideration of
area shows the transistor count is comparatively low next to the conventional
CMOS technique [10]. If the number of transistors is reduced, the complexity of the
circuit will decrease, speed will increase, and the utilization of power will reduce.
Figure 6 shows the timing delays and power analysis tabulated in Table 2. In the
proposed method, power reduces up to 32% and delay reduces up to 10% compared

Fig. 5 The proposed full adder design

Table 2 Comparison table

Adder
style

Area
(transistor
count)

Power (w) Time delay (s) Area
(transistor
count)

Power (w) Time delay (s)

CMOS 90 nm GDI 90 nm

Not 2 166.2 × 10−9 235 × 10−12 2 13.1 × 10−9 201.8 × 10−12

EXOR 8 388.6 × 10−9 168 × 10−9 2 40.47 × 10−9 20.07 × 10−9

Full
adder

8 592.3 × 10−9 50.14 × 10−9 6 146.9 × 10−9 30.03 × 10−9
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with the conventional CMOS full adder. Time delay and power are calculated using
a cadence tool.

Figure 6 shows the time delay due to different carrier mobility associated with
the pMOS and nMOS devices (Fig. 7).

Fig. 6 Time delay for the full adder

Fig. 7 Transient response of the proposed 6T full adder
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6 Conclusion

The proposed full adder designed using 90 nm has an improved performance in
terms of area, delay, and power consumption compared with a conventional full
adder. Design complexity is also reduced when used the GDI technique. Consid-
ering all these factors, the proposed technique can also be used to design combi-
national and sequential circuits.
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Analysis of e-Recruitment Systems
and Detecting e-Recruitment Fraud

M. Niharika Reddy, T. Mamatha and A. Balaram

Abstract Recruitment is the one of the major tasks for the human resource
department of any organization. At present, human resource management recruits
employees using a manual procedure. This manual procedure means that employees
must attend interviews and this is time consuming for the organization as well as for
the candidates who attend interviews. To overcome this limitation, several
e-recruitment tools are available. In this paper we analyze these e-recruitment tools
along with potential fraud detection tools. We also look at the advantages and
disadvantages of e-recruitment.

Keywords Human resource ⋅ Organization ⋅ Recruitment ⋅ Fraud detection

1 Introduction

e-Recruitment structures have visible expanded in recent years, allowing human
resources (HR) groups access to a very large audience for a small cost. This state of
affairs might be overwhelming to HR companies that need to allocate human assets
to manually assess candidate resumes and evaluating their suitability for the posi-
tions in question. Automating the technique of studying applicant profiles to
determine those that fit the position’s specification could lead to an enhanced
overall performance. For instance, SAT telecom noted a 44% financial saving and a
drop in the average time taken to fill a vacancy from 70 to 37 days after deploying
an e-recruitment device. Several e-recruitment structures have been proposed with
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the goal of speeding up the recruitment process, main to a higher normal patron
revel in. E-Gen gadgets evaluate and categorize unstructured interest offers (i.e. in
the form of unstructured text documents) to obtain a ranking of applicants.
A common framework applies semantic web technologies inside the discipline of
HR management. In this framework, the candidate’s personal tendencies, decided
via a web questionnaire which is crammed-in through manner of the candidate, are
taken into consideration during recruitment. In order to match applicants to posi-
tions those systems generally integrate strategies from classical IR and recom-
mender structures, along with relevant comments, semantic matching and an
analytic hierarchy process. Another approach proposed makes use of NLP era to
mechanically represent CVs in a well-known modelling language. These tech-
niques, even though beneficial, are beset by the problems associated with incon-
sistent CV formats, forms, and contextual records. Furthermore, they may be now
not be able to investigate a few secondary traits associated with CVs, which include
style and coherence, which may well be essential in CV evaluation.

Hiring can be modelled as a multistep process that begins with composing and
advertising and ends with successful hiring. To accomplish their assignment more
effectively, hiring managers depend on a significant range of cloud-based solutions,
specifically applicant tracking systems (ATS). Unfortunately, the growing adoption
of ATS has attracted scammers. In most instances, this phenomenon (a) jeopardizes
jobseekers’ privacy; (b) results in financial loss, and (c) vitiates the credibility of
organizations. Today, as distinct in section three, venture frauds have become rather
ingenious. Phony content is difficult to identify from benign content, so counter-
measures are commonly advert-hoc and their practical fee is regularly questionable.
Furthermore, the peculiarities of this precise concern render the utility of cutting-edge
solutions designed to address relevant problems hard to develop. Specifically, lots of
work has gone into addressing problems, such as e-mail, unsolicited mail, phishing,
Wikipedia vandalism, cyber bullying, trolling, and opinion fraud. Nevertheless, in
terms of employment scams, the proposed answer has been insufficient in practice.

2 Related Work

Recruitment consists of those practices used by a company with the primary motive
of identifying and attracting potential employees (Breaugh and Starke 2000). It has
developed into a complicated interactive engine with the capacity to automate each
side of the hiring system faithfully (Joe Dysart 2006). The internet can simplify the
choice of employees, especially where lengthy distances are concerned (Galanaki
2005). e-Recruitment has grown swiftly during the last ten years and is now widely
utilized by recruiters and jobseekers the world over (Cober and Brown 2006). These
rapid advances have dramatically changed the manner the enterprise is conducted
and the increasing use of technology is seen in the variety of groups and people that
utilize the internet and e-mail (Erica 2007). In phrases of human useful resource
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management, the internet has modified the manner of recruitment from the per-
spectives of both organizations and jobseekers (Epstein 2003). Online recruitment
is a money saving and time saving means of selecting candidates. It reduces utility
charges additionally recommended elevated applications from below qualified
process seekers, triggering the increased effort of corporations to improve screening
mechanisms (Freeman and Autor 2002). It facilitates the employer to control their
database electronically. There are many process portal vendors for each
agency&employee, where the employees can put their CVs free of charge but the
employers are charged for filtration of the CVs.

As Bill Gates stated, one of the key advantages of the internet is that it reduces
inefficiencies inside the market by improving the data exchange between customers
dealers. For company staffing managers in all sectors of the economy, this gain has
been adopted through the growing use of online recruiting (“e-recruitment”) as a
primary approach for advertising jobs in an increasing number of global labor
markets. Indeed, critiques of job postings featured on online placement services and
company websites illustrate a developing reliance on those resources. For instance,
research shows that online resources now maintain 110 million jobs and 20 million
unique resumes (which include 10 million resumes on Monster.Com alone), and
that US online recruitment revenues topped $2.6 billion in 2007 (Li, Charron,
Roshan, and Flemming 2002). Similarly, records show that actually all Fortune 100
corporations now use some shape of e-recruiting strategy (Lee 2005) and that 94%
of Global 500 agencies use their websites for recruitment, as compared to only 29%
in 1998 (Greenspan 2003). These developments are still rising due to the fact that
e-recruiting has changed recruiting from “batch mode” to the more efficient
“continuous mode” (Lee 2005) and has reduced hiring costs by about 87% com-
pared to traditional recruiting thru newspapers magazines ($183 as opposed to
$1,383, respectively). Also contributing to this growth are positive reviews from
prominent employers including Dow Chemical, which reduced its hiring cycle from
90 to 34 days whilst reducing its associated costs by 26% (Gill 2001).

3 e-Recruitment System Architecture and Analysis

3.1 Proposed e-Recruitment System

e-Recruitment is getting an increasing number of well-known businesses growing
their personal websites and organizations with online paintings forums. Now an
afternoon’s recruitment via social media is also in. Top organizations refer social
money owed to research the behaviour and abilities of a candidate. The increased
competiveness in the recruitment market has brought about a greater amount of
time, efforts, and resources spent on developing recruitment techniques and
expanding the variety of marketing techniques. The utilization of the internet in this
area has transformed the recruitment system. Connecting the jobseeker and the
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corporation has become easy, fast, and cheap; internet tools enable employees/
recruiters to reach a much wider pool of candidates and to fill positions faster in
competitive surroundings. It’s completely at the enterprise a way to take the concept
of e-recruitment in addition. Technology has permit company websites extra
sophisticated, interactive and to attach usually (Fig. 1).

3.2 Use of Online Interviews in the Present Era

Regardless of the present day monetary climate, the common variety of interviews
is increasing as staffing actions greater toward transient staffing and people on
common live shorter in a single task. This trend creates several issues and ends in
improved pressure on recruitment technique efficiency. In the hunt for a more
flexible and efficient process, technological developments offer businesses new
opportunities in terms of recruiting skills. The use of online video interviews
already affords many organizations with a solution to the recruitment troubles they
have to deal with. Below are four reason why you must not forget the usage of
web-based video interviews for as part of you recruitment process.

Saving Time and Resources: Screen interviews are often a high-priced and
time-consuming venture. The candidate has to travel and take day off. On the other
hand, managers spend their precious time on lengthy interviews despite often making
a decision inside the first five minutes regarding whether or not to employ the can-
didate.An internet-basedmethod in thefirst round reduces fees and receives rid of tour
problems. With video interviews managers and candidates can conduct them at any
place and time and this is convenient and doesn’t cost valuable time or assets.

Better Candidate Experience: The candidate experience is becoming increasingly
critical. The preferences and needs of the candidate are changing and cannot be
ignored in today’s job market. Employers want to create an enjoyable experience

Fig. 1 Architecture of the
e-recruitment system
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for the candidate to make a very good first impression. Showing some recognition
of the candidate’s wishes is consequently an excellent way to construct an effective
image of your company’s ethos. With video interviews applicants don’t have to
travel and take a day off so people do not drop out of the first round of interviews
due to scheduling troubles or cost issues. Most jobseekers also still greatly prize
non-public communication. For many, a CV, letter, or phone conversation isn’t
always an appropriate alternative to appraise them. Online interviews offer an
efficient means of doing so without losing privacy that candidates appreciate.

Better Screening, Better Matches: The use of online video interviews gives a
better first spherical screening and thereby increases the chances of choosing a
suitable candidate. With online interviews it’s feasible to base the first choice now
not simply on a CV (information and revel in), however also at the “tender skills.”
By changing the time-eating interviews at the workplace for a good deal faster first
introductions thru the webcam, there’s time to see extra applicants. Finally, options
such as recording conversations and ranking the candidate’s responses make it
much less difficult to evaluate and review applicants.

Reduce Time-to-Hire: The time that it takes to first face-to-face conferences are
one of the primary causes of delays in an organization’s hiring procedure. Today’s
candidate needs a quick and efficient process. Candidates frequently reject a system
because another one is quicker. Companies who can invite candidates quickly have
an advantage. Reducing the time-to-hire by means of the use of video interviews
gives organizations an alternate to live in advance of the opposition and recruit the
excellent expertise

3.3 Advantages of an e-Recruitment System

Cost Effectiveness: Online recruitment strategies can be much more cost-effective
than conventional strategies. Cost effectiveness is the most important reason for
using e-recruitment.

Speed and Efficiency: The recruitment process can be made quicker via online
postings of jobs, filling the online software shape and e-mailing CVs is straight-
forward. Applications can be processed inside minutes, saving both recruiters
jobseekers valuable time.

Employer Branding: It is also a key purpose for groups to undertake e-recruitment
to sell their image as a progressive employer. As more information can be provided
by an organization’s website than in a newspaper advert, it improves the image of
business or enterprise and gives an indication of the organization’s culture.

Create a Wider Candidate Pool: It creates a wider pool via offering 24/7 access to
jobseekers from around the globe. It affords a better chance of locating the most
suitable candidate. It also attracts a larger or more numerous applicant pool.
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Quality of Candidates: Online recruitment improves the pleasant of the candidates
due to blended finding. It additionally widens the pool of applicants and decreases
the time to recruit. Online recruitment can help businesses to compete for the most
suitable candidates.

Benefits of Video Interviews:

• Screen more than one candidate simultaneously.
• Search analyze responses—all interview statistics are recorded.
• Get insights quickly—via study of verbal cues and body language.
• Recruiters don’t lose candidates because of scheduling issues—applicants can

document their solutions at a time that works best for them.
• Bring group paintings and collaboration for your hiring selections.

3.4 Disadvantages of an e-Recruitment System

• Screening checking the content and authenticity of millions of resumes is a
problem and a time-consuming exercise for businesses.

• There is low internet penetration, limited access and a lack of knowledge of the
internet in many locations throughout India.

• Organizations cannot depend entirely on internet-based recruitment methods.
• In India, employers and personnel still prefer a face-to-face interaction rather

than sending e-mails.
• Poor segmentation of the marketplace.
• Lack of human contact.
• Net beaten.
• Discrimination closer to non-customers.
• Privacy issues.

4 Detection of Fraudulent Candidates

Applicant Tracking Systems: The hassle of detecting employment scams can be
defined because the system of distinguishing the subset some of the sum of content
material of an ATS that targets at being used for fraudulent activities as opposed to
valid recruiting. Such a system is usually finished with the aid of correlating
information approximately the textual, structural and contextual attributes of that
content. One can easily be aware that employment rip-off detection stocks not
unusual characteristics with applicable troubles inclusive of email spam, phishing,
Wikipedia vandalism, cyber bullying, trolling and opinion fraud.
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Before we delve into the hassle of employment scam, we should remember that
it is essential to discuss the context around ATS. An ATS, also called a candidate
management system, is software program designed to assist organizations recruit
employees more successfully by way of enabling the electronic management of
recruitment phases. Such systems are similar to customer relationship management
(CRM) systems, but are tailor-made to meet the unique requirements of the
recruitment procedure.

5 Conclusion

In this paper, we discussed e-recruitment systems and fraud detection during online
interviews in an e-recruitment system. By using e-recruitment system, we can
reduce the manual procedure facing organizations and jobseekers who are called for
interview. This proposed e-recruitment system is a time efficient system. By using
fraud detection methods and tools we can improve the efficiency and security of
e-recruitment systems.

References

1. Sharma N (2015) Recruitment strategies: a power of e-recruiting & social media. Int J Core
Eng Manag (IJCEM) 1(5)

2. Vidros S, Kolias C, Kambourakis G, Akoglu L (2017) Automatic detection of online
recruitment frauds: characteristics, methods, and a public dataset

3. Maurer SD, Liu Y (2007) Developing effective e-recruiting websites: insights for managers
from marketers. Bus Horiz 50:305–315

4. Faliagka E, Ramantas K, Tsakalidis A, Tzimas G (2012) Application of machine learning
algorithms to an online recruitment system

5. Allen DG, Van Scotter JR, Otondo RE (2004) Recruitment communication media: Impact on
prehire outcomes. Pers Psychol 57(1):143–171

6. Barber AE (1998) Recruiting employees: individual & organizational perspectives. Sage
Publications, Thousand Oaks, CA

7. Vidros S, Kolias C, Kambourakis G (2016) Online recruitment services: another playground
for fraudsters. Comput. Fraud Secur. 201:8–13

8. Moon WJ (2007) The dynamics of internet recruiting: an economic analysis. Issues in
Political Economy, vol. 16, pp 1–8

9. Othman RM, Musa R (2007) E-Recruitment practice: pros & cons. Public Sector ICT
10. Panayotopoulou L, Vakola M, Galanaki E (2007) E-HR adoption & the role of HRM:

evidence from Greece. Personal Rev 36(2):277–294

Analysis of e-Recruitment Systems … 417



Issues in Wireless Sensor Networks
with an Emphasis on Security

Kartik Sharma and Sheeba Sharma

Abstract Wireless sensor networks (WSNs) are spatially dispersed systems with
self-configuring sensor nodes connected via a wireless medium. The applications of
WSNs are growing exponentially regardless of their known shortcomings. The very
first applications of WSNs were military and surveillance based and even now
military applications form a major portion of WSN applications. Due to the
aforementioned reason and the sensitive nature of the data collected by WSNs,
security has become a prime concern. This paper is focused on various issues
present in WSNs with a minor emphasis on security.

Keywords WSN ⋅ WSN issues ⋅ Threats ⋅ Wireless sensor networks
Security ⋅ Security threats in WSNs

1 Introduction

Wireless Sensor Networks (WSNs) were first limited to use military applications
only but now their scope is being broadened with their employment in civilian
applications including healthcare and environmental monitoring etc. [1]. WSNs like
any other technology are not immune to flaws. They have numerous issues espe-
cially with respect to energy supply and miniaturization. WSNs need to be
autonomous, which is why they need a higher degree of fault tolerance. In the
not-so-distant future, we can expect ourselves to be surrounded by WSNs regard-
less of the type of applications they serve. The issues in WSNs have been resear-
ched extensively. The intent of this paper is to explore the issues faced by WSNs
while focusing on the security of these networks.
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2 Issues in Wireless Sensor Networks

2.1 Energy Consumption

In WSNs, the nodes are supposed to have a degree of mobility. For that very reason,
they depend on a power source packed within their microelectronic circuit [2]. That
makes power the scarcest resource for any WSN. Nodes may fail due to battery
depletion caused by normal use or by short circuits leading to incorrect sensor
readings.

2.2 Volatile Nature of the Wireless Medium

The wireless medium’s efficiency largely depends on the environment’s static as
well as dynamic nature. The noise in the wireless medium is a result of the geo-
graphical location, the timing, and various other factors.

2.3 Scalability and Versatility of the Architecture

The size of the sensor network is something which we can’t truly foresee while
designing the communication protocols. These protocols should be versatile enough
to handle a tiny 3–4 node sensor network as well as another network with virtually
infinite nodes.

2.4 Quality of Service

Quality of service (QoS) is crucial to any type of communication. The cardinal
nature of QoS makes it hard to ignore while designing WSNs and their protocols.
The basic purpose of QoS is to deliver data in a timely manner with no compromise
in the integrity of the data. It is difficult to maintain in WSNs because of their
obvious dynamic nature [3].

2.5 Real-Time Mode

In order to achieve a real-time mode in WSNs, the nodes’ system must fall in line
with the basic QoS requirements of the network.
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2.6 Data Collection

Data collection is not as simple as it sounds. It comprises of gathering data from
different sensors while also dealing with the issue of redundancy. The collected
information must be delivered to the terminus with no loss or compromise of any
kind.

2.7 Scheduling

Scheduling is the least-mentioned issue of WSN but that does not reduce its
importance. It refers to the pattern which determines if/when the various sensor
nodes are in active mode, standby mode or sleep mode. A decent scheduling
algorithm can affect the energy consumption of the network in a positive way [4].

2.8 Node Deployment

In order to set up a WSN, we need to set up various nodes in an arbitrary manner.
The deployment of nodes depends on the motive behind setting up the network.
Some applications may require a sparse topology while some may work more
effectively with a dense topology.

2.9 Dynamism of Sensor Nodes

The basic architecture of any WSN warrants the network to be topology free.
The WSN may face the failure of nodes or the addition of new nodes, which is why
the network needs to be compliant.

2.10 Network Congestion

Owing to the numerous simultaneous transmission attempts made by a sensor node,
the network may become congested. The communication protocols which are
supposed to govern the in-network communication are supposed to deal with this
problem and manage the nodes’ transmissions accordingly [5].
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2.11 Unsupervised Operation

WSNs of a topology-less nature with no proper infrastructure. Once the network is
put in working order, it must be able to work in an autonomous way. The nodes
themselves are responsible for reconfiguration in case of any substantial change in
the network. The network must be able to sustain itself regardless of the addition/
failure of its member nodes [6].

2.12 Production Cost

The production cost is a key aspect in the realistic applications of WSNs. For a
feasible WSN, production costs of the sensor nodes needs to be kept low.

2.13 Synchronization

For all the nodes to work competently, the sensor nodes first need to synchronize
their local clocks. In some WSN applications, a global clock solves the problem.
Network time protocol and global positioning systems are energy hungry equip-
ment which may cause excessive power consumption. To achieve a higher degree
of accuracy, we need to employ more resources. The trade-off between synchro-
nization accuracy and number of resources is something that needs to be dealt with
in accordance with the actual applications of the network.

2.14 Limited Resources

In WSNs, each node requires data to be stored individually and hence the need
arises for computational power and memory size which are other meager resource
[6].

2.15 Security

The security of any network is paramount, but due to the battlefield applications of
WSNs, it is even more vital in their case [7]. Since there is no identity assignment in
case of any sensor nodes, the network becomes vulnerable to attacks mostly by the
practice of spoofing [7–10].
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3 Security in Wireless Sensor Networks

WSNs are more susceptible to attacks in comparison with normal wireless net-
works. Some of the basic flaws of the WSNs aid the attacker’s capability to infiltrate
the network. Timely detection of attacks in WSNs is a tough task as attacks often
seem like network failures. To achieve resilience in the networks, we first need a
way to distinguish between a network failure and an attack. Secondly, we need to
employ reactive measures in the form of protocols to deal with that attack.

Reactive measures are available in a variety of arrangements. The simplest
option is to shut down the whole network by sending a termination/hold signal to
all the sensor nodes. Disabling all communication in the network for a specific
period makes it very hard for an adversary to pursue the attack. As a negative effect,
it introduces a down time in our network until adversary gets tired of waiting and
leaves. On a positive note, this reactive measure preserves the energy resources of
the nodes during the attack. Another reactive measure that can be taken is to keep
the network in a working condition and to disregard any type of transmission until
the attacker is taken care of. Enactment of these measures in the network is a
complicated task because of the various known WSN constraints. A description of
the most common types of attacks follows.

3.1 Denial of Service (DoS)

WSNs are more prone to denial of service attacks than other networks. The simplest
means of subjecting a WSN to a DoS attack is by jamming the network. Jamming
the network is a relatively easy task due to the communication medium being
wireless. The attacker can easily introduce another wireless signal to interfere with
the network’s own wireless signal rendering the communication meaningless. This
type of DoS attack is known as a physical layer attack.

On the data link layer, a DoS attack can be executed by breaching the com-
munication protocols of the network, which may then require all the nodes to
initiate the same transmission, again and again, leading to the exhaustion of the data
source without being able to complete any transmission. In the same way, the
network layer and the transport layer can also be subjected to a DoS attack by
violating their respective protocols [11].

3.2 Compromising Information En Route

Since the very first applications of WSNs were military ones and they still form a
considerably large portion of WSN applications, the information being transmitted
by the sensor nodes is usually of a highly sensitive nature. The transmission
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between the sensor nodes needs to be immune to monitoring, eavesdropping,
compromise, traffic analysis, camouflaged adversaries, and modification. In order to
achieve this, we need to employ a set of privacy protocols which deal with the
issues of confidentiality, authentication, and integration etc. [9, 10].

3.3 Node Replication

In a node replication attack, the attacker attempts to insert a new sensor node into
the network. The node to be added originates from an actual node which has been
cloned to form the new one. Cloning a node refers to copying the data/metadata
from an authorized node to a new node in order for the new node to appear as an
authorized node as well. The new node can be modified after cloning to allow
transmission of data from it to the attacker. Node replication transforms into an
even more serious issue when a base station is cloned [9].

3.4 Network Layer Attack

A network layer attack on a WSN is focused on the routing protocols of the WSN.
A routing protocol attack may be in different forms such as a node using false
routing information or transmitting only the data that suits its own purpose.
Selective forwarding, hello flood attacks, sybil attacks, wormhole attacks, false
routing information attacks, and sinkhole attacks are the most common forms of
network layer attack. The worst of these is the false routing information attack,
which possesses the capability to transform the whole network according to its own
needs.

3.5 Desynchronization Attack

Desynchronization attacks deal with the attacker counterfeiting the messages with
bogus sequence numbers and control flags requiring the nodes to retransmit the
missed/compromised frames. This results in a substantial loss of power in the
legitimate nodes. These attacks can be dealt with using the help of a proper
authentication protocol requiring all packets to contain authentication.
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4 Conclusion

WSNs have become an integral part of our technological environment. Like any
other technology, WSNs have their shortcomings. Various threats to the secure
operation of WSNs have been explored in this paper. WSNs are largely vulnerable
to insertion of false information and nodes, which can be dealt with properly but not
without compromising the energy efficiency of the system. Almost every issue or its
solution in turn adversely affects the energy efficiency of the system. According to
our observations, we don’t just need a security framework for WSNs but we require
a security framework which is capable of dealing with these issues without
undermining the efficiency of the system.
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Evaluation of Selected Tree-
and Mesh-Based Routing Protocols

T. Harikrishna and A. Subramanyam

Abstract This paper researches various routing protocols, problems and necessi-
ties comparatively in MANET routing and layout concerns which include classi-
fications primarily based on layers and other aspects. The layout and
implementation of PUMA is a declarative constraint-fixing platform for
coverage-based total routing and channel selection in multi-radio wi-fi mesh net-
works. PUMA integrates a high-performance constraint solver with a declarative
networking engine. PUMA achieves a high data delivery ratio with very restricted
manage overhead, which is almost constant in a large range of community situa-
tions. PUMA uses an unattached manipulate packet format for querying the
receivers while ODMR has separate manage packets for querying exclusive
manipulate information. The outcomes from a huge range of eventualities of
varying mobility, organization members, a wide variety of senders, traffic load, and
a wide variety of multicast organizations show that PUMA attains higher packet
delivery ratios than ODMRP and MAODV, whilst incurring some distance less
manipulate overhead.

Keywords PUMA protocol ⋅ Multicast routing ⋅ Control packet
MANET routing

1 Introduction

Construction of pleasant viable multicast timber and retaining the organization
connections in sequence is challenging even networks under stress. Though in
MANETs multicast is one of the hard surroundings, the implementations of the
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tree-based routing techniques are less complicated compared to mesh-based total
routing strategies. In tree-based routing the simplest unattached path connects the
source node and free-moving spot node, while in mesh-based routing a couple of
routes connect the supply node and vacation spot node. Primarily tree-based routing
protocols are afflicted by an inferior overall performance in terms of mobility. If a
link breakdown occurs then the statistical messages are lost until a brand new
dimension is constructed. Multicast tree structures are easily damaged and have to
be readjusted continuously as connectivity changes. Furthermore, normal multicast
trees regularly require a global routing substructure. Frequent modifications of
routing vectors or link nation table’s reasons continuous changes in topology. As a
result, it generates excessive channel and processing overheads. Limited bandwidth,
limited strength, and mobility of community hosts make the design of multicast
tree-based total routing protocols particularly difficult. For this reason it is a major
problem for researchers to increase primarily tree-based routing protocols. To
remedy the problems inherent in tree-based techniques, a new topology referred to
as mesh has been proposed. Mesh topology is characterized by the fact that it
affords multiple paths among a source and a receiver which lets in multicast records
grams to be brought even if a hyperlink fails. A schematic way of layout and
experimentation of NS2 configuring for crucial analysis. Here we take into con-
sideration the protocols MAODV and ADMR of the tree-based class and two other
protocols, PUMA and ODMR, of the mesh-based elegance type to illustrate the
protocol rating/ordering technique. However, this contribution has a technological
value and no longer having a lot thought nature. The performances of the protocols
referred to above are considered for the QoS parameters which might be crucial in
evaluating the worthiness of novel routing protocols which might be developed
through this work.

2 Selected Tree-Based Routing Protocols

2.1 Multicast Ad-hoc On-Demand Distance Vector Routing
(MAODV) Protocol

MAODV is an improved model of AODV. It is a dynamic, self-beginning,
multi-hop routing protocol. MAODV creates a shared tree that connects more than
one source and receiver in the multicast institution. The root of each institution tree
is both one of the multicast supply or receiver of the institution that has been
designed as a group leader. The root is the primary member of a multicast
group. When a utility on a node troubles to be part of request for a multicast
organization, this node floods the RREQ packet within the complete network. If no
reaction is obtained from the group then the RREQ packet is repeated and the
requested node becomes the group leader for that institution. When a brand new
supply wants to send packets to a collection, it follows identical steps. This group
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leader takes on the task of keeping the multicast group sequence variety. MAODV
uses the unique collection range to recognize the multicast organization. The
multicast group leader initializes the sequence variety and increases it at normal
periods through a timer. By the use of a modern day collection number it generates
routes for multicast businesses.

After this, the group leader floods the network through a group hello packet to
broadly inform the community of the lifestyles of this group and its modern series
quantity. By the usage of the group hello packet, the individuals within the insti-
tution update their request desk and distance to the group leader. The MAODV
discovers multicast routes on-demand by using broadcast discovery mechanisms,
i.e. route request and route reply. If nodes are asked to enroll in the institution or
nodes want to ship packets to the multicast organization, then those nodes are
required to obtain a group hello packet from the group leader and unicast a RREQ
packet to the group leader.

Once the group leader receives the RREQ packet it uncasts a RREP packet again
to the originator of the RREQ which responds with a multicast activation (MACT)
packet. The MACT packet establishes multicast forwarding country between the
newly joined receiver and the shared tree. If a source node does not receive a
MACT within a certain timeframe then it broadcasts any other RREQ. After the
quantity of RREQs, the supply assumes that there aren’t any different members of
the tree that can be reached and announces itself as the group leader. Damaged links
are detected with the assistance of periodic hello packets transmitted through every
node inside the community and nodes use the increasing ring search mechanism to
reconnect the shared tree.

2.2 Adaptive Demand Driven Multicast Routing
(ADMR) Protocol

ADMR is a receiver initiated multicast tree. If at the least one supply and one
receiver are lively for the organization it creates a tree through the use of an
on-demand mechanism. ADMR helps receivers to receive multicast packets dis-
patched through any sender. As well as receivers might also is part of a multicast
institution dealt on behalf of unique senders. The multicast source does not now
understand who the receivers are and in which community they may be located. The
receivers want now not realize who are the assets and wherein network they are
placed. ADMRworks with the nodes which can flow at any time within the complete
community and any packet can be lost inside the network. To be part of a multicast
organization, an ADMR receiver transmits a MULTICAST SOLICITATION packet
to the entire community. Once a source receives this packet, it replies through
sending a unicast KEEP-ALIVE packet to that receiver and additionally confirms
that the receiver has joined that source. The receiver replies to the KEEP-ALIVE
through sending a RECEIVER JOIN packet in the reverse direction which units up
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forwarding state along the shortest paths. Additionally, in order to the receiver’s join
mechanism, a source floods the RECEIVER DISCOVERY packet periodically
inside the entire community. The receivers which exist in the community and if there
is no longer already related to the multicast tree then they get this packet and reply to
it with a RECEIVER JOIN packet. In order to locate broken hyperlinks within the
tree, the supply monitors the packet forwarding charge to determine if the tree has
been damaged or the supply node has emerged as silent. When the hyperlink break
occurs then the node initiates a repair. If the source node stops sending packets then
any forwarding country is silently eliminated. Receivers screen the packet reception
rate and can join the multicast tree if intermediate nodes have been not able to
reconnect the tree. The receivers ensure a restore by means of broadcasting a new
MULTICAST SOLICITATION packet. On the other hand a node at the multicast
tree transmits a REPAIR NOTIFICATION packet down its sub-tree to cancel the
restore of downstream nodes. The most upstream node sends a hop-constrained
flood of a RECONNECT packet. If any forwarder receives this packet then it for-
wards the RECONNECT up the multicast tree to the source. The supply responds to
the RECONNECT packet through sending a RECONNECT REPLY as a unicast
message that follows the route of the RECONNECT returned to the repairing node.
Thus, it performs both direction discovery and route renovation features on-demand.

3 Selected Mesh-Based Routing Protocols

3.1 On-Demand Multicast Routing (ODMR) Protocol

This is a mesh-based total multicast routing protocol. To create a mesh for each
multicast organization, the ODMR protocol [1] makes use of the method of a
forwarding group. This protocol establishes multicast routes and organizations
on-demand and it is brought to the source. The ODMR protocol makes use of a
course request and reply phase. In the network, if a source node has packets to
forward then it periodically declares a member advertising and marketing packet
called a join query. If a node receives a join query then it collects the upstream node
ID and additionally rebroadcasts the packet. If the join query packet reaches a
multicast receiver then the receiver creates or updates the supply entry in its
member table. When legitimate entries are present inside the member table, join
replies are broadcast periodically to the nearest node. If a node receives a join query
it tests if the next node ID is one of the entries matches its own ID. If the node
realizes that it is in the direction of the supply and a phase of the forwarding
institution then it broadcasts its own join reply. Every forwarding group member
sends the join reply until it reaches the multicast source via the shortest path. In the
forwarding institution this manner may be used to create or replace the routes taking
off from sources to receivers and paperwork a mesh of nodes. After the formation of
the institution alongside the direction production procedure a multicast supply
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sends packets to receivers via desired routes and forwarding businesses. Periodic
control packets are brought handiest whilst outgoing records packets are never-
theless there. While receiving a multicast information packet a node sends packets
simplest while it isn’t always a replica. To join or depart the institution no specific
manipulate packets are required to be sent. If a multicast supply desires to leave the
institution it stops sending join query packets immediately because it does not have
any multicast statistics to forward to the institution. From a particular multicast
group a receiver which no longer wants to receive, the receiver gets rid of the
subsequent entries from its Member Table and want not transmit the Join Reply for
that organization. Sample Heading (Third Level). Only two levels of headings
should be numbered. Lower level headings remain unnumbered; they are formatted
as run-in headings.

3.2 Protocol for Unified Multicasting Thru Announcements
(PUMA)

PUMA is a mesh-based routing protocol which supports a source node to transmit
multicast packets addressed to a known multicast group without having the infor-
mation of the way the group is. Within the community it selects one of the receivers
of a collection as the center of the organization. In addition it informs every router
as at the least one subsequent-hop closer to the selected center of each organization.
Every node on the shortest route connecting any receiver and the core, forms a
mesh. A sender transmits a facts packet to the group using any of the shortest paths
connecting the sender and the core. Once the statistics packet reaches a mesh
member it floods the mesh. In addition, nodes maintain a packet ID cache to drop
duplicate packets.

PUMA makes use of a single control packet for each function, i.e. a multicast
announcement packet (MAP). Every MAP has a series variety, group ID (address of
the organization), core ID (deal with of the center), distance to the middle, mesh
member flag, and determine to choose a neighbor to reach the middle. Succeeding
MAPs contain a better collection number than advance multicast announcements
dispatched by way of the equal center. Using this information, nodes pick cores and
locate routes for sources past a multicast and additionally provide the information
concerning joining or leaving the mesh of a set and preservation of the mesh.
A node in the organization at the core of a collection periodically transmits the
multicast announcement. When the multicast statement travels for the duration of
the community, it creates a connectivity listing at each node inside the community.
By method of connectivity lists nodes want to create a mesh and also direction the
statistics packets from senders to receivers. A node collects the facts from each
multicast announcement and it accepts from its nodes in the connectivity list. A new
multicast statement from a neighbor that’s having higher collection wide variety
overwrites with that of a lower sequence wide variety for the identical institution.
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For a given institution, a node has only one access in its connectivity list from a
specific neighbor and it keeps most effective those facts with the modern day
sequence range for a given core.

Every access in the connectivity listing collects the records concerning the
multicast declaration, the time when it is received, and the neighbor from which it
changed into received. The node creates its personal multicast declaration primarily
based on the excellent entry within the connectivity listing. For the similar center ID
and maximum sequence variety the multicast announcements via smaller distances
to the center are considered pleasant. Connectivity list and document work a recent
list that’s constrained to the new core. If each and each subject is equal then the
multicast declaration that arrived formerly is taken into consideration. After figuring
out the satisfactory multicast declaration packet, the node creates its own multicast
declaration packet. The connectivity list collects records concerning all the routes
that exist to the center. If a core change takes place for a particular institution then
the node removes old entries.

4 Performance Evaluation Through Simulation

In order to evaluate the performance of a routing protocol we can apply a com-
munity simulator like NS-2, Qual Net, OPTNET and GloMoSim etc. In this study
we used NS-2 to create the simulation environment to implement the protocols and
to compare their overall performance with each other.

4.1 Performance Metrics

To evaluate the overall performance of the selected protocols we recollect that
throughput, packet shipping ratio and postpone throughput are defined as the whole
common variety of facts packets acquired by way of the destination in bytes per
second. The packet delivery ratio is the ratio of the data packets obtained at the
destination to the variety of records packets transmitted by the supply. The average
end-to- end delay represents the common time, i.e. the transmission put off of facts
packets which might be introduced correctly. This postponing consists of propa-
gation delays, queuing delays at the interfaces, and buffering delays at some point
of path discovery.

4.2 Simulation Scenario and Scenario Setup

The simulator for evaluation of the proposed routing protocol is carried out using
Network Simulation (NS2) in Linux. The network size is of 50–200 nodes incre-
menting via 50 nodes placed randomly over a 1100 m × 1100 m area.
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The transmission variety for each node is 250 m and the channel potential is 2
Mbits/s. The mobility version of the nodes within the simulations is the random
waypoint version. Every node begins at a random position in the simulation region
and stays deskbound for an interval of pause time. The node then generates a
uniformly dispensed latest location, which is a random destination within the
simulation area. The mobility speed is uniformly dispensed between precise
mobility speeds of 0–10 m/s, with a pause time of 0 s equivalent to a regular motion
of 10 s.

4.3 Channel and Radio Model

The propagation models in NS2 are a loose area version, an X-ray floor mirrored
image model and a shadowing version. The free area model assumes the precise
scenario in which handiest one clean line-of-sight route some of the transmitter and
receiver. The two ground reflection models consider the direct path and floor
mirrored image course together. The shadowing version consists of parts i.e. the
first component is direction loss example, mobile nodes may not move in straight
lines at regular speeds for the whole simulation due to the fact that actual cell nodes
can no longer pass in such a confined way. There are unique sorts of mobility
fashions which might be to be had i.e. random mobility model, group mobility
version, temporal mobility model, and spatial mobility model. Of the random type,
random stroll mobility, random waypoint mobility, and random direction mobility
versions etc. are available. In the proposed protocols we consider the widely used
random point route mobility model for the overall performance of the protocols.

4.4 Random Waypoint Mobility Model

The random route point mobility model comprises the pause times which entail
modifications in direction and/or velocity. A node starts off evolved in staying at
one function intended for a particular timeframe, i.e. the pause time. When this time
expires the cellular node selects a random destination within the simulation vicinity
and the velocity that’s uniformly distributed the various most pace and minimal
speed. The cellular node moves in the direction of the newly selected destination
with the aid of the chosen pace. On arrival, the cellular node stops for a selected
time period prior to beginning the system again.

In most of the performance evaluations that used the random waypoint mobility
model, the mobile nodes are at first disbursed randomly at some stage in the
simulation vicinity. The random distribution of model and the second one element
reflects the version of the received strength at unique distance. The two-ray ground
reflection model is used for simulation inside the proposed protocol.
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4.5 MAC Protocol

The IEEE 802.11 MAC protocol thru allotted coordination feature (DCF) is used as
the MAC layer. DCF uses a RTS/CTS/DATA/ACK for all unicast packets. Mul-
ticast data packets are sent without using ACK in the series.

4.6 Simulation Parameters and Traffic Scenario

The selected protocols are evaluated with the use of a network simulator (NS2) of
50–200 nodes incrementing through 50 nodes. The mobility version chosen is a
random way point model. In this mobility model, a node randomly selects a des-
tination and it moves in the direction of the vacation spot with a velocity uniformly
chosen among the minimum pace and maximal velocity. After it reaches the des-
tination, the node remains there for a pause time after which it actions again. Each
node moves randomly with a pace of 0–10 m/s and stays at the identical region with
a pause time of 0–10 s. The distributed coordinated function (DCF) of IEEE 802.11
for wi-fi LANs is believed as the MAC layer protocol. The two-ray ground version
is selected for propagation. A bandwidth of 2 Mbps with a radio variety of 250 m is
taken into consideration. We have elected to use CBR as the form of verbal
exchange and the maximum interface queue period is 250. The overall performance
metrics considered are throughput, average end-to-end delay and the packet
delivery ratio.

5 Simulation Results

We evaluated and compared the overall performance of the tree-based total routing
protocols, i.e. ADMR and MAODV routing protocol, and the mesh-based total
routing protocols, i.e. ODMR and PUMA. We took into consideration the various
node mobilities, various node densities and their group sizes. We decided on a
network with a node mobility starting from 2 to 10 m/s incrementing in steps of
two, node density degrees from 50 to 200 which increments within the steps of fifty
and their institution sizes in with increments of thus the feasible mixtures for
comparing above 4 protocols is i.e. No. of distinct densities taken into consideration
extended without distinct businesses considered. The consequences for different
overall performance metrics plotted for different parameters and node mobilities are
illustrated in Fig. 3.1. In the overall performance analysis, throughput, packet
shipping ratio, and end-to-end delay comparisons are detailed below.
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5.1 Throughput

From the graphs plotted in Fig. 1 it can be seen that once the wide variety of
agencies is equal to at least one, PUMA is slightly higher than ODMR and in turn
ODMR is better than MAODV and ADMR. As the organization dependence is
increased from one to two, PUMA is a good deal higher than ODMR. This behavior
is because of the distinction within the format of the manipulate packets used.
PUMA uses a single manipulate packet format for querying the receivers while
ODMR has separate manipulate packets for querying specific control information.
Thus the manage packets exchanged between senders and receivers are greater
compared to the records packets in ODMR than PUMA. Hence the result of
throughput is lower in ODMR. PUMA offers higher throughputs because it focuses
on mesh redundancy in the region.

5.2 Packet Delivery Ratio

From the graphs plotted in Fig. 2 you could word the risky transport ratios
exhibited by using ADMR for the diverse densities and institution counts consid-
ered except the density equals to 200. However, its performance is very poor
compared to the other three protocols because of the greater number of link
breakages that came about in ADMR. The ODMR presentations good following
ratios with organization be counted equals to at least one in comparison to
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MAODV. However, with the number of companies equal to 2, the transport ratios
of ODMR and MAODV are almost identical with ODMR being only slightly better.

5.3 End-to-End Delay

Figure 3 conveys the reality that the give up-to-stop delay of ADMR is higher in
comparison to MAODV except in a few instances where both of them overlapping
in all respects. This is because of the fact that during ADMR the receiver needs to
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send an affirmation to every supply. The give up-to-cease delays in PUMA are
lower in comparison to the other three protocols and ODMR is clearly better than
MAODV and ADMR. However, ODMR shows higher delays compared to the
other three protocols. PUMA nevertheless presents regular quit-to-give up delays.
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Reduction of Kickback Noise
in a High-Speed, Low-Power Domino
Logic-Based Clocked Regenerative
Comparator

N. Bala Dastagiri, K. Hari Kishore, G. Vinit Kumar and M. Janga
Reddy

Abstract The comparator is the most significant element in the design of ADCs.
Also there is a lot of demand for low-power, high-speed VLSI circuits. Therefore to
maximize power efficiency and speed in ADCs, there is a desire to design
high-performance clocked regenerative comparators. The regenerative latch of the
comparator is responsible for taking decisions quickly and accurately. Normally,
the accuracy of an ADC is degraded due to disturbance in the input voltage called
kickback noise, which usually occurs with large variations of voltage at coupled
regenerative nodes. This paper describes an analysis of the minimization of kick-
back noise in a clocked regenerative double tail comparator. To improve further on
the double tail comparator, a new domino logic-based regenerative comparator is
realized with high speed, low power and reduced kickback noise at low supply
voltages. The simulated results using 130 nm CMOS technology confirm the the-
oretical results. The analysis of the proposed design demonstrates that kickback
noise, power, and delay are considerably reduced. The simulation work was carried
out using Mentor Graphics tools.

Keywords Clocked regenerative comparators ⋅ Kickback noise
Domino logic ⋅ CMOS technology

1 Introduction

A latched comparator compares the voltage levels at the inputs and a corresponding
voltage is generated at the output. An open-loop op-amp is the simplest approach
for designing a comparator, but the slow response time and input offset voltage of
the op-amp induces errors in the comparator and limits accuracy and resolution.
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Due to the presence of device mismatches an input offset voltage is generated in the
comparator. Comparators have found widespread use in many applications, such as
ADCs, data transmission, power regulators and so on [1]. Comparators with low
power dissipation, high speed and a small die area are mostly used in ADC’s. These
high-speed comparators suffer from supply voltages in sub-micron technologies.
Hence, designing power-efficient and speed-efficient comparators at lower supply
voltages is very challenging [1, 2]. Techniques like supply boosting methods [3, 4]
and methods employing body-driven transistors [5, 6], and current mode designs
[7] use dual-oxide processes for handling higher supply voltages at lower supply
voltages. Boosting and bootstrapping are the two techniques used to address the
switching and offset problems at lower supply voltages [5]. Also in [8–11] dynamic
regenerative comparators suffer from a noise called kickback noise which is gen-
erated due to large voltage variations across regenerative nodes. This noise
degrades the accuracy of the comparator [1]. In [8–11] an additional circuit is added
to improve performance at lower supply voltages. The proposed topology of the
clocked regenerative comparator with domino logic has a supply voltage of 0.8 V.

In this paper, the transient analysis of conventional dynamic comparators is
presented and kickback noise calculated for various architectures. A new dynamic
comparator is based on double-tail architecture, which does not require higher
voltages. After modification the resultant comparator topology arrives at high
speed, low power and low kickback noise voltage when compared with traditional
comparators.

The preceding sections in this paper are organized as follows: Sect. 2 investi-
gates the working of various traditional comparators and their advantages and
disadvantages. In Sect. 3 the new comparator topology is proposed. Section 4
addresses the simulation results and comparisons followed by conclusion and the
scope of future work in Sect. 5.

2 Traditional Clocked Comparators

2.1 Dynamic Latched Single Tail Comparator

The conventional latched single tail comparator shown in Fig. 1 operates in two
stages [1]. The immediate stage is followed by a regenerative stage with two
cross-coupled inverters, where the outputs of each inverter are connected as the
input to the next stage. The two modes of operation are the interface mode and the
regenerative mode. The comparator shown is a single tail comparator with a NMOS
transistor as a tail, and is connected to the ground. During the interface mode CLK
becomes ‘0’ which in turn turns off the tail transistor M9. The output reaches to
ground or VDD depending on the voltages applied to the input nodes. If inn is less
than inp the output of Vn discharges more quickly than the output Vp and vice
versa. In the regenerative mode, as CLK equals VDD, transistor M9 turns on and
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the comparator outputs discharge to ground. At the nodes where the drains of
transistors M7 and M8 connect together a noise called kickback noise originates
and degrades the accuracy.

The important limitation of the single tail comparator is that the tail transistor
M9 has only one path to distribute currents for differential amplifier and regener-
ation latch. Tail transistor M9 mostly operates in the triode region, which is not
favourable for the working of the latch.

2.2 Conventional Latched Double Tail Comparator

A conventional latched double tail comparator with less stacking of transistors is
shown in Fig. 2 [1]. Due to its architectural features, a double tail comparator can
be operated with low supply voltages when compared with the single tail
comparator.

The double tail comparator is operated in two modes, i.e. the evaluation mode
and the decision-making mode. In the reset mode, when clk = ‘0’ both the tails
Mtail1 and Mtail2 are in the off state. Both the output nodes Outp and Outn are
pulled to VDD as the transistors M3 and M4 are pre-charged which in turn dis-
charges the output nodes are discharged to ground. During the evaluation mode,
CLK equals VDD or “1”, and turns on the transistors Mtail1 and Mtail2. As both
tail transistors are turned on, the transistors M3 and M4 are turned off resulting in
the output nodes reducing by a ratio of Imtail1/COUTN(p). The input and output
protection obtained from the cross-coupled latch reduces power and delay.

Fig. 1 Single tail latched comparator
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In this double tail comparator, the intermediate stage transistors have an inactive
role in improving the latch effectiveness as they will be mostly in the cut-off region.
However, during the reset phase, regenerative nodes should be at VDD which
results in greater power consumption.

3 Proposed Dynamic Regenerative Comparator

The requirements of the upcoming challenges facing VLSI designs are new digital
logic design techniques with high speed, a robustness with respect to noise, and
energy efficiency. Such circuits are designed using domino logic gates because of
their high speed. On the other hand, domino logic has the disadvantage of a high
noise sensitivity. As double tail dynamic comparators exhibit better performance at
low supply voltages [1], the comparator proposed is designed using domino logic
and double tail architecture to improve the performance in terms of speed. How-
ever, kickback noise still exists and needs to be suppressed. The idea behind this

Fig. 2 Clocked regenerative double tail comparator
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structure is to improve the regeneration speed of the latch and thereby cancel the
kickback noise originating at the regenerative nodes.

3.1 Operation of the Proposed Comparator

The architecture of the proposed domino logic double tail comparator is depicted in
Fig. 3. The schematic shown is an extension of a double tail comparator with a
domino logic circuit connected to the output [10, 11]. The operation of this
architecture is same as that of a double tail structure. The proposed double tail
domino logic comparator operates in two modes, i.e. reset mode and comparison
mode.

In reset mode, CLK equals ‘0’ and both the tails Mtail1 and Mtail2 are off. Here
both the output nodes Outp and Outn are pulled to VDD since the transistors M3
and M4 are pre-charged and the output nodes are discharged to ground and in turn
transistors Mr1 and Mr2 are affected. In the evaluation phase of operation, CLK

Fig. 3 Proposed dynamic double tail comparator
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equals VDD or “1” and turns on the transistors Mtail1 and Mtail2. As the both tail
transistors are ON, the transistors M3 and M4 are OFF resulting in the output nodes
reducing by a ratio of Imtail1/COUTN(p). In this double tail comparator, the interme-
diate stage transistors do not play any role in improving the effectiveness of the
latch as they will be mostly in the cut-off region. Moreover, the domino logic
increases the speed of latch regeneration. The input and output protection obtained
from the cross-coupled latch reduces power and delay.

3.2 Reduction of Kickback Noise

In dynamic latched comparators, wide voltage variations are seen at regeneration
nodes. Due to this, the voltage at the input node is disturbed, which in turn degrades
the accuracy of the comparator, usually called kickback noise. In general, it is the more
power efficient and higher speed comparators that suffer from high kickback noise.

In order to reduce the effect of kickback noise at the input nodes, two transistors
Mk1 and Mk2 are introduced. These transistors separate the input from the voltage
variations at regenerative nodes. The parasitic capacitances of the transistors Mk1
and Mk2 attenuate the voltage variations at the drains of the input transistors. Thus
kickback noise can be present and this may increase the transistor count with a
slight reduction in power dissipation. Most importantly, noise can be minimized.

4 Simulation Results and Comparison

The simulated transient responses of various dynamic comparators along with the
proposed topology is presented in Figs. 4, 5 and 6. The proposed architecture, along
with single tail and double tail comparators is simulated using 130 nm technology
with VDD = 0.8 V. The simulated results also show the characteristic parametric

Fig. 4 Transient response of a single tail comparator
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changes related to speed and delay. The comparator circuits discussed above are
simulated using Mentor Graphics software tools. A comparison table shows the
values of propagation delay, power dissipation, slew rate, and input offset voltage
(Table 1).

The table shows the comparison results of various traditional and proposed
architectures of dynamic regenerative comparators in terms of parameters such as
power dissipation, propagation delay, and kickback noise voltage. It can be seen

Fig. 5 Transient response of a dynamic latched double tail regenerative comparator

Fig. 6 Transient response of the proposed domino logic transistor induced double tail comparator

Table 1 Performance comparison

Dynamic comparator type Power dissipation (W) Delay (Ns) Kickback noise (uv)

Dynamic latched 0.4798 N 50.0912 972.09
Conventional double tail 1.1822 N 48.5015 472.90

Proposed double tail 1.1556 N 36.7820 154.75
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that the kickback noise has been considerably reduced using the proposed archi-
tecture. The power dissipation and delay have also been reduced.

5 Conclusion

In this paper we present an analysis for various topologies of dynamic regenerative
comparators in terms of power, speed, and kickback noise. The results show that the
proposed dynamic comparator has an improved performance compared to existing
comparators in terms of speed, power consumption, and kickback noise. Due to the
modified technique, the noise is reduced by more than 60% when compared with
the other comparator topologies.
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Two-Level Intrusion Detection System
in SDN Using Machine Learning

V. Vetriselvi , P. S. Shruti and Susan Abraham

Abstract Software Defined Networking (SDN), the new paradigm in network
architecture is changing how we design, manage, and operate an entire network,
making networks more agile, flexible, and scalable. Such admirable features arise
from the design factor that, in SDN, the control plane is decoupled from the data
plane and instead resides on a centralized controller that has complete knowledge of
the network. As SDN continues to flourish, security in this realm remains a critical
issue. An effective intrusion detection system (IDS), which can monitor real-time
traffic, detect and also identify the class of attack would greatly help in combating
this problem. This work aims to heighten the security of SDN environments by
building an IDS using the principles of machine learning and genetic algorithms.
The proposed IDS is divided into two stages, the former to detect the attacks and the
latter to categorize them. These stages reside in the switches and the controller of
the network respectively. This approach reduces the dependency and the load on the
controller, as well as providing a high attack detection rate.

Keywords Intrusion detection system ⋅ Software defined networks
Machine learning ⋅ Iterative dichotomiser 3 ⋅ Genetic algorithm
Distributed denial of service ⋅ Programming protocol-independent packet
processors
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1 Introduction

SDN, the new approach to networking, is completely redefining the arena, giving it
new expectations in terms of agility and flexibility. This dynamic architecture is
ideal for a wide range of today’s applications, due to its very design. The archi-
tecture decouples the control plane from the data plane, giving the centralized
controller absolute knowledge of the network, including where the hosts connect to
the network and what the network topology connecting all of the hosts together
looks like. Such an omniscient central controller acting as the brains of the network,
allows network engineers to implement unique, adaptable forwarding policies as
well as allowing them to devise a number of interesting network applications, such
as load balancing, WAN management, and network monitoring. An overview of
SDN’s architecture and related security issues has been presented by
Scott-Hayward et al. [1].

In traditional networks, devices residing at all planes have some control over
forwarding decisions. Though this seems more flexible, separating the control plane
from the data plane, as is done in SDN has numerous advantages. It enables the
controller to allow or block specific packets or flows, assign priorities, and decide
the path of packet flow in the network, etc. The controller, which is the control
plane device and the switches which are the data plane devices share a master-slave
relationship. The controller sends instructions to the various switches, telling them
how to handle a particular packet or flow, and the switches execute these instruc-
tions, acting as simple forwarding devices.

SDN’s myriad benefits make it ideal for emerging technologies such as the IoT,
and cloud computing as well as for improving existing applications. There are few
in the networking community who have escaped the impact of SDN. However,
SDN’s main benefits, i.e. control logic centralization and network programmability,
introduce new fault and attack planes. As more and more SDN devices and systems
hit the market, security in SDN remains a cause for concern. SDN as well as
traditional networks, suffer from a diverse range of attacks such as DoS, viruses, IP
spoofing, etc. Due to the major differences in architecture, SDN has additional
security issues, and it is also difficult to apply the solutions created for traditional
networks in SDN. As the controller is the “brain” of the network, attacks on and
vulnerabilities in controllers are probably the most severe threats to SDN
architecture.

This project addresses such issues by building an efficient, effective IDS for an
SDN environment. IDS come in a variety of “flavors” and approach the goal of
detecting suspicious traffic in different ways, one of which has been described by
Sayeed et al. [2]. In this project, we propose to build a two-stage IDS based on
machine learning. The first stage, deployed in the switches extracts information and
detects attacks, whereas the second stage using ID3 and a genetic algorithm, is
deployed in the controller to further identify the category of the attacks. This is
based on the work of Sarvari et al. [3]. Such a system can work robustly in the
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detection of threats and provides additional information to launch countermeasures,
all the while balancing the load on the controller and maintaining the efficiency of
the network.

The remainder of the paper is organized as follows. Section 2 discusses the
related work of this project. Section 3 deals with the workflow of the proposed
system, a detailed architecture diagram, building blocks, the algorithms used in
each module, and detailed design diagrams of the individual modules. Section 4
describes the implementation details, test cases and their results, and evaluation
metrics for the proposed system, along with a comparison of the proposed resource
provisioning system performance with existing systems. The conclusion and future
work are discussed in Chap. 5.

2 Related Work

SDN is becoming one of the most important technologies in the market. To give a
brief picture about what SDN does and who benefits from it, a comprehensive
survey of the research related to the security of SDN was presented by
Scott-Hayward et al. [1] which discusses both the security enhancements to be
derived from using the SDN framework and the security challenges introduced by
the framework.

The main focus of SDN is to separate the control plane and data plane in order to
make networks programmable and scalable. To make the networking environment
flexible and simple, OpenFlow is used in SDN. However, in the current scenario,
security is greatly underexploited. An intrusion detection mechanism for
OpenFlow-based SDN has been described by Sayeed et al. [2]. The study focuses
on developing a packet filtering firewall over a SDN controller, namely floodlight,
and the application of association rules to find patterns among the data passing
through the firewall. The patterns recorded serve as the motivation behind the
development of an anomaly-based intrusion detection mechanism.

In SDN the major advantage is the provision of central control over the network.
But if it is made unreachable by a distributed denial of service (DDoS) Attack, the
entire network crashes. Using the central control of SDN an efficient method is
proposed to detect attacks, by Mousavi and St-Hilaire [4]. It also shows how DDoS
attacks can exhaust controller resources and provides a solution to detect such
attacks based on the entropy variation of the destination IP address. This method is
able to detect DDoS within the first five hundred packets of the attack traffic.

The complexity of network management and network security is continually
increasing. To overcome this, SDN emerged, which has the potential to replace the
existing network infrastructure. To address the lack of security in SDN, a
signature-based firewall and a statistical-based network intrusion detection system
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has been proposed by Mantur et al. [5] which has an easy to use interface. Mininet
has been used for the creation of network topology and an opendaylight controller
for controlling the topology. A centralized firewall and network intrusion detection
system in SDN (CFNIDSS) has been created, which is used to provide security to
SDN from various types of attacks. Various experiments have been performed by
sending different types of malformed packets and CFNIDSS which consist
signature-based firewall and statistical-based NIDS has been successfully tested.

The different features in the attack on a network eat up time in terms of training
and prediction setups leading to higher dimensionality of data that has to be ana-
lyzed for detecting attacks. This remains one of the key issues concerning IDS.
A hybrid method of a support vector machine (SVM) and a genetic algorithm
(GA) has been suggested by Sarvari et al. [3]. These methods are used for reducing
the number of features from 41 to 11 using the KDD Cup’99 dataset. Using the GA
the features are classified as three priorities. The feature distribution is done in such
a way that four features are placed in the first priority, five in the second, and two in
the third.

There are several machine-learning paradigms including neural networks, linear
genetic programming (LGP), support vector machines (SVM), and fuzzy inference
systems (FISs) etc., which have been explored for the design of IDS. A hybrid
method of C5.0 and SVM used to investigate and evaluate the performance of their
proposed method with a DARPA dataset has been developed by Golmah [6].

The performance of the hidden markov model (HMM) and SVM has been
analysed by Jain and Abouzakhar [7] for anomaly intrusion detection. The proposed
techniques discriminate between normal and abnormal behavior of network traffic.
The specific focus of this study is to investigate and identify distinguishable TCP
services that comprise of both normal and abnormal types of TCP packets, using a
J48 decision tree algorithm.

Some of the existing works in the various fields of SDN, which have been
instrumental in the development of this system have been described. These works
not only gave us a deeper insight, but also provided us with a broad, intensive
perspective of their respective areas. The following section deals with the detailed
design and the architecture of the proposed system.

3 Proposed System

The overall architecture of the proposed system is illustrated in Fig. 1. The system
comprises the SDN controller in the control plane, the switches in the data plane,
and various hosts. The anomaly detection and anomaly classification processes
reside in the controller as modules, and in the switches as rules.
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In the depiction of the proposed system, only one controller and one switch are
elaborated upon for simplicity and ease of experimentation and evaluation. All the
hosts of the network are connected to this P4-based switch. This network can be
further scaled up as per requirement. The network traffic first passes through the
P4-based switch, which ex-tracts necessary features from the packet and compares
these features with rules formulated by the anomaly detection module. These rules
determine whether the packet is malicious or normal. If it is found to be normal, it is
forwarded to the intended destination. Otherwise, it is sent to the SDN controller for
further analysis in the anomaly classification module.

The anomaly detection module is developed based on the principles of ID3 trees.
The algorithm takes the categorical features of the dataset, and builds a classifi-
cation tree using these to determine which values of the features signify an attack.
This tree, when parsed gives the detection rules which are then embedded into the

Fig. 1 Architecture diagram
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switch in the form of P4 programs. These rules are evaluated by the testing dataset
as well as the network traffic generated by the packet generation module.

The anomaly classification module identifies the class of attack a malicious
packet belongs to. The numerical features of the dataset are used. Each feature is
considered a chromosome and each record in the dataset is considered an indi-
vidual. A genetic algorithm is applied to these individuals to select the most
important features for classification. In this algorithm, each individual in the pop-
ulation is evaluated for its fitness value, after which the fittest, selected using
tournament selection, are crossed over and mutated to create the next generation of
the population. Fifteen such generations are created, after which the chromosomes
in the final population indicate the selected features. These selected features are
used to build a multi-class classifier, which can categorize each packet based on its
attack class.

The deep packet inspection module works by interacting with the anomaly
detection module. It extracts the features and compares them with the rules in the
switch. This module uses P4 programming language to define the necessary
headers, parsers, and tables for the extraction of features from each packet in the
network traffic. Each rule generated by the anomaly detection module is translated
as a set of match-actions in the P4 switch. Every packet traversing the switch is
passed through a series of tables, where each table extracts and matches values of a
feature and consequently determines the nature of the packet and decides a course
of action.

The packet generation module creates various attacks on the system, in order to
test the rules created by the anomaly detection module. Scapy is used as a tool to set
the necessary fields to either create an attack or a normal packet. Few of the attacks
generated include SYN flood, Land and WinNuke. The created packets are trans-
mitted from a host connected to the P4 switch, which examines and decides to
forward or drop them.

4 Anomaly Detection Module

The purpose of this module is to analyse the categorical data and generate rules to
determine if a packet is malicious or not. The ID3 classification tree algorithm is
used to generate a classification tree. Rules are created by parsing the tree, which
shall be tested against the test dataset. These rules will then be deployed in the
switches of the network.
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5 Anomaly Classification Module

The purpose of this module is to analyse the numerical data and classify the attacks
detected. Feature selection is performed to determine the most important features
using a genetic algorithm. The initial population generated from numerical features
undergoes fitness evaluation, mutation, and crossover after which the best indi-
viduals are selected as the next generation of the population. This is repeated to
produce 15 generations. Using 10-fold cross validation, the accuracy of the model is
examined for 15 generations.
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6 Packet Generation

We generate the following attacks to test the proposed system.

• A SYN Flood is a form of DoS attack in which an attacker sends a succession of
SYN requests to a target’s system in an attempt to consume enough server
resources to make the system unresponsive to legitimate traffic.

• A WinNuke is a DoS attack where the URG flag in the packet is set and sent to
specific ports. This can cause fragment overlapping and lead to OS crashes.

• A port scan attack occurs when an attacker sends packets to a particular IP
address, varying the destination port. Such probes can give the attacker an idea
about which services are being used, and which ports are available to stage
further attacks.

Other attacks which are demonstrated are violations of the TCP protocol by
misuse of the flags set.
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• SYN FIN flags set: The SYN flag indicates the opening of a TCP connection
while the FIN indicates its close. So in no scenario can both flags be set
simultaneously.

• Only FIN flag set: As the FIN flag indicates closing a TCP connection, it’s
usually accompanied by the ACK flag as well. With just the FIN flag it becomes
a violation.

• No flag bits set: TCP Protocol specification does not allow that no flag-bits are
set. This abnormal situation may lead to replies which reveal information about
the operation system.

7 Deep Packet Inspection

The general mechanism of extraction of packets and the flow of a P4 program is
explained below. First the control program decides the overall flow, i.e. they
determine the series of match action tables through which details of the packet must
be compared against. Each table requires extraction of certain features. This
extraction is performed by the parsers. The parsers extract all fields for a particular
value as defined in the header program. Finally, after matching the extracted values
in the table, an action is decided and performed as defined in the action program.
Possible actions are modifying the fields, adding a value to a field or dropping the
entire packet. A fraction of the program used in this system is shown. As the
selected features in the first module are protocol and service flag, these are extracted
from each packet. Headers are defined for all three separately and the fields are
extracted in different parsers in order of their levels, i.e. service, given by port is
level 5, and protocol and flags are level 4. The rules generated by the tree are
translated as match action tables as required by P4. Hence, based on an exact match
of these values by the match action tables, the P4 switch either drops or forwards
the packet to the appropriate destination.

The overall architecture of the system, its various modules and their interaction
with each other has been depicted. Each section in the above section describes the
various algorithms designed and the intermediate output of each module. Following
this, the final implementation of the system, the various tools used, and the inter-
mediate results are detailed in the next section.

Sample Code. Deep Packet Inspection
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8 Experimental Results

The proposed system is implemented in a small-scale simulation environment using
several tools such as mininet, floodlight, eclipse, scapy, weka, and P4. In this
project several metrics were selected for analyzing the performance of the IDS.

The rate of correct detection for varying percentages of attack packets can be
seen in Fig. 2. Values found for three iterations have been averaged for each
percentage of attack packets. It can be concluded from the graph that the detection
rate is better for this model.

The misclassification rate for varying percentages of attack packets can be seen
in Fig. 3. Values found for the three iterations have been averaged for each per-
centage of attack packets. It can be concluded from the graph that though the
misclassification rate also increases slightly due to an increase in the number of
attacks in the network traffic, it is better for this model.

The performance of IDS in terms of accuracy of the model can be visualized in
Fig. 4. This graph shows that the model detects attacks at a better rate with a good
level of accuracy. The precision of the model for varying percentages of attack can
be seen in Fig. 5. From the graph, it can be concluded that the IDS has good
precision with a small number of wrong predictions.

Fig. 2 Detection rate for various percentages of attack

Fig. 3 Misclassification rate for various percentages of attack

Two-Level Intrusion Detection System in SDN Using Machine Learning 459



9 Conclusion

In this machine-learning approach, several ideas were introduced for better devel-
opment of an IDS to exploit SDN capabilities in order to secure the SDN envi-
ronment. While a deep evaluation is currently in progress, preliminary results are
promising, proving that there is a chance to build an effective IDS with extraction of
limited features from the packets. Before extending this work to include more
classes of attack, as well as increasing the real-time accuracy, more sophisticated
techniques must be considered. For example, in the case of numerical features, their
extraction instead of selection may prove to better distinguish the patterns of var-
ious attack classes. Therefore, there remains scope for many such extensions and
enchantments in this area.
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Geometric Programming-Based
Automation of Floorplanning in ASIC
Physical Design

N. Bala Dastagiri, K. Hari Kishore, Vinit Kumar Gunjan, M. Janga
Reddy and S. Fahimuddin

Abstract The ASIC physical design process is a complex optimization problem
with various objectives such as minimum chip minimum wire length, area, mini-
mum of vias. The main aims of optimization are to improve the performance and
reliability etc., of the ASIC design process. The objectives mentioned can be
achieved through the effective implementation of floorplanning before other steps
are implemented. In this study, a pseudo code is developed for floorplanning using
geometric programming to achieve global optima. This study uses simulations
performed using MATLAB GGP toolbox.

Keywords ASIC physical design ⋅ Floorplanning ⋅ Geometric programming

1 Introduction

ASIC is an acronym which emerged in the late 1970s and stands for Application
Specific Integrated Circuit. There has been tremendous development in the field of
ASIC design accompanied by a wide variety of design styles. The continuing
increase in the transistor count of VLSI chips has encouraged ASIC developments
which have brought about new architectures. The design flow of ASIC is demon-
strated in Fig. 1. Steps 1–4 constitute logical design and steps 4–9 show the
physical design flow. The process of physical design starts from deciding the
locations of logical blocks, the placing of logical cells inside logical blocks, and
their interconnections [1].
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The goals of various steps involved in physical design are as follows:

Floorplanning: calculate the sizes of all the blocks and assign them locations.
Placement: assign the interconnecting areas and the location of all the logic cells
within the flexible blocks.
Routing: determine the location of all interconnections and completely route all of
them.

Among the steps involved in physical design, floorplanning plays a crucial role
as it can able to evaluate the performance characteristics of ASIC and thus provide a
shorter delay and a higher fanout. With the effective implementation of floorplan-
ning the designer can also reduce the cost.

In order to optimize the physical design process there are different automation
algorithms available for implementing floorpanning in ASIC and they are broadly
classified as follows:

• Evolutionary algorithms and metaheuristic optimization algorithms, such as
genetic algorithms, particle swarm optimization, and simulated annealing.

• Linearly constrained optimization like integer programming for basic analog cell
design.

All the above methods consume a lot of implementation time and they can stuck
in local optima because of it uses a simulation tool as a part of the optimum loop
[2].

Fig. 1 ASIC design flow
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In this study we will be using geometric programming for the design automation
of floorplanning.

This work is organized as follows:

• Geometric programming optimization is explained in Sect. 2.
• The design procedure and the pseudo code of the floorplanning problem are

explained in Sect. 3.
• In Sect. 4 results are discussed and followed by a conclusion in Sect. 5.

2 Geometric Programming (GP)

Geometric programming-based work started in the 1980s. In recent times GP has
been used in the optimization process of physical design. GP is also used to solve
non-linear problems [3–8].

Consider x to be a vector ðx1, x2 . . . xmÞ of m real variables and positive
variables.

The GP optimization problem is of the form minimize f0ðxÞ such that

fiðxÞ ≤ 1, i=0, 1, 2, 3 . . . m

giðxÞ = 1, i=0, 1, 2, 3 . . . p

xðiÞ > 0, i=0, 1, 2, 3 . . . n.

ð2:1Þ

where f0ðxÞ denotes the objective function and fiðxÞ and giðxÞ are inequality con-
straints respectively. f0, . . . , fm are posynomial functions and g1, . . . gp are
monomial functions. The posynomial function is in the form

f ðx1, . . . , xmÞ= ∑
t

k=1
ckx

a1k
1 xa2k2 . . . xamkm ð2:2Þ

where cj ≥ 0 and aij are real variables. In the given example, f is a monomial
function. GP is converted into a convex optimization problem by changing the
variables and taking the logs of the function. The convex property is liable to
provide the guarantee of a globally optimal solution.

The problem in (2.1) is not a global convex optimization problem. Therefore it is
converted to a convex problem by applying “log” as yi = log xi for all i=1, 2, . . . , n.

For a monomial g defined in (2.1)

g x1, x2, . . . , xnð Þ= g y1, y2, . . . , ynð Þ= cey1α1ey2α2 . . . eynαn = ea
∼ T y+ b ð2:3Þ

where a∼ T = ½α1, α2, . . . , αn� and b,
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For a posynomial defined in (2.2),

f x1, x2, . . . , xnð Þ= f y1, y2, . . . , ynð Þ= ∑
m

k=1
ckey1α1k k ey2α2k . . . eynαnk = ∑

m

k=1
ea

∼ T y+ bk

ð2:4Þ

where α∼ T
k = α1k , α2k, . . . , αnk½ �, and bk = log ck for all k = 0, 1, 2, …, m.

Therefore GP in (2.1) is rewritten as an optimization of the variable y∋Rn as
minimize

∑
m

k =1
ea

∼ T
ik y+ b0k such that ∑

m

k=1
ea

∼ T
ik y+ bik ≤ 1; i=1, 2, . . . , m ð2:5Þ

ea
Ty+ bik
ik =1; i=1, . . . , p

Applying the logarithms to the objective and constraint functions in (2.5),

minimize f0ðyÞ= log ∑
m

k=1
e
aT0ky+ b0k

� �

such that fiðyÞ= log ∑
m

k=1
e
aTiky+ bik

� �
≤ 1Þ; i=1, . . . , m

ð2:6Þ

where fi is convex function in their argument y. hi is an affine function.
Thus, Eq. (2.6) is a convex optimization problem.
The formulation in (2.6) is equivalent to the standard GP in (2.1)

3 Floorplanning Problem

Consider a floorplanning problem as follows: Here the problem is to maximize the
volume of a logic block with a height h, depth d, and width w subject to constraints
as we need to limit the total area of the logic block to 2(hw + hd), and logic block
area as wd, with lower and upper bounds on the aspect ratios h = w and w = d.
This leads to the GP as maximize volume hwd subjected to constraints, i.e. 2
(hw + hd) ≤ Albs; wd ≤ Albf; α ≤ h/w ≤ β, γ ≤ d/w ≤ δ.

Where h, w, and d are the given optimization variables, and Albs and Albf are
the problem parameters and α, β, γ, δ are the lower and upper limits of the aspect
ratios.
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The pseudo MATLAB code for the above problem is as follows:

% Given problem data
Albs = 1000; Albf = 1000;
alpha = 0.4; beta = 3; gamma = 0.6; delta = 4;
% GP variables in the given problem
gpvar h w d;
% objective function is the logic block
volume = h * w * d;
% set of constraints
constr = [2 * (h * w + h * d) <= Albs; % wall area limit
w * d <= Albf; % floor area limit
% aspect ratios
alpha <= h/w; gamma <= d/w;
h/w <= beta; d/w <= delta;];
% solving the GP
[max_volume, solution, status] = gpsolve (volume, constr, ‘max’)
% no semicolon after the gpsolve command, so
% maximum volume, solution, and status
assign (solution);

This pseudo code is simulated in the MATLAB GGP toolbox. The given code
solves the problem of placing logic cells such that they don’t overlap and thus the
area is minimized. The code provide us with the maximum volume of the logic
block and its dimensions so as to accommodate a greater number of logic cells in it.

4 Simulation Results

As the code is simulated using the MATLAB GGP toolbox we get the following
dimensions for the logic block as

max_volume = 6.8041e+003

solution =

‘d’ [40.8248]
‘h’ [8.1650]
‘w’ [20.4124]

status = Solved
In the graph it can be seen that the area is minimized with an increase in aspect

ratio and vice versa (Fig. 2).
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5 Conclusion

In this paper we presented GP as a method of solving non-linear problems and
developed a pseudo code for floorplanning using GP. The simulation was per-
formed using the MATLAB GGPLAB toolbox and the results plotted. In future we
intend to use GP to solve other problems in ASIC design flow and extend it to solve
issues in mixed signal CMOS circuits.
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Design of a Power Efficient ALU Using
Reversible Logic Gates

B. Abdul Rahim, B. Dhananjaya, S. Fahimuddin
and N. Bala Dastagiri

Abstract Today’s VLSI design technology is moving very quickly into low
power, high speed and micro areas of development. Reversible logic has played an
important role in this, notably in quantum computing and DNA computing, and
presently moving into optical computing also. It is also found that under some ideal
conditions it can produce zero power dissipation. A known fact that an arithmetic
logic unit (ALU) is one of the core components of a the CPU in a computer. The
design of an ALU using different reversible logic gates is proposed. The proposed
reversible logic-based ALU is implemented using a Mentor Graphics tool in
130 nm technology for power efficiency. The power dissipation of two proposed
ALU designs and a conventional area-based ALU have been compared. The con-
ventional ALU dissipates the power 10% reversible logic-based ALU.

Keywords Quantum computing ⋅ Arithmetic logic unit ⋅ CMOS 130 nm
technology

1 Introduction

Nowadays reversible logic has become attractive and popular because of its
inherent ability to reduce the consumption of power, particularly in quantum
computing machines in the field of low power VLSI circuits. A reversible circuit
input is a unique regain from its output. The indispensible value of reversible
computing is its electric charge on a storage cell. In which case it can be recyclable
through reversible computing, which can reduce energy consumption. This logic is
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also useful in mechanical applications of nanotechnology. Reversible circuits also
improve speed performance and lead to improvements in energy efficiency [1].

Basically, a reversible logic gate is an n-input n-output logic gate. It consists of
equal number of inputs and outputs. These gates are very helpful in differentiating
the outputs from the inputs and also the inputs can be uniquely from the outputs.
This concept is also known as one-to-one mapping. These circuits can be synthe-
sized. Fan-out in reversible circuits can be achieved using additional gates. Any
reversible circuits should be implemented with fewer reversible gates. The con-
trolled V− and V+ gates are basic 2 × 2 reversible logic gates.

An arithmetic logic unit (ALU) is a digital electronic circuit that performs both
arithmetic as well as logical operations. An ALU is the heart of a computer pro-
cessor, working as a data processing unit. This allows the computer to execute
arithmetic operations and logical operations. It is a combinational circuit that can
have one or more inputs, but only one output. The design and function of an ALU
may vary between different processors [2–4].

2 Implementation of Different Reversible Logic Gates
in CMOS

2.1 Feynman Gate

A Feynman gate is a fundamental reversible gate also known as controlled NOT
gate [9]. It can also be used for fan-out applications. A, B and P, Q are the inputs
and outputs of a Feynman gate. The quantum cost for this gate is one. Figure 1
shows the logical representation of a Feyman gate and Fig. 2 is the CMOS rep-
resentation of the gate. Table 1 shows the corresponding truth table of the gate.

2.2 Fredkin Gate

The Fredkin gate is a reversible 3 × 3 logic gate where I(A, B, C) and O(P, Q, R)
are the respective inputs and outputs of the gate [10]. The relationship between the
outputs and inputs is represented as P = A, Q = A′B ⊕ AC and R = A′C ⊕ AB. It
is also defined as a controlled swap gate. The quantum cost for a Fredkin gate is 5.

Fig. 1 Feynman gate block
diagram
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Figure 3 shows the block diagram and Fig. 4 shows its corresponding CMOS
implementation of a Fredkin gate. The truth table of this gate is shown in Table 2.

2.3 MRG Gate

An MRG gate is a 4 × 4 programmable reversible gate where I(A, B, C, D), and O
(P, Q, R, S) are the respective inputs and outputs of the concerned gate. Morrison
and Ranganathan designed this gate [11]. The output and input relationship is as
shown as P = A, R = (A⊕ B)⊕ C, Q = (A⊕ B), and S = (AB⊕ D)⊕ ((A⊕ B)
⊕ C). The quantum cost for an MRG gate is 6.

Figure 4 shows the block diagram and Fig. 5 shows its corresponding CMOS
implementation of a MRG gate. The truth table of this gate is shown in Table 3
(Fig. 6).

Fig. 2 Implementation of a
CMOS Feynman gate

Table 1 Feynman gate truth
table

‘A’ ‘B’ ‘P’ ‘Q’

‘0’ ‘0’ ‘0’ ‘0’
‘0’ ‘1’ ‘0’ ‘1’
‘1’ ‘0’ ‘1’ ‘1’
‘1’ ‘1’ ‘1’ ‘0’

Fig. 3 Fredkin gate block
diagram
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2.4 HNG Gate

HNG gates were designed by Hagparast et al. [2]. The relation between the inputs
and outputs in an HNG gate is defined as P = A, R = (A ⊕ B) ⊕ C, Q = B, and
S = (A ⊕ B) C ⊕ (AB ⊕ D). The quantum cost for this gate is also 6.

Figure 7 shows the block diagram and Fig. 8 shows its corresponding CMOS
implementation of an HNG gate. The truth table of this gate is shown in Table 4.

2.5 PAOG Gate

The Peres And Or gate is an extension of a Peres gate [6]. This is a 4 input 4 output
gate. The input and output vectors are I(A, B, C, D), and O(P, Q, R, S) respectively.

Fig. 4 CMOS
implementation of a Fredkin
gate

Table 2 Fredkin gate truth
table

‘A’ ‘B’ ‘C’ ‘P’ ‘Q’ ‘R’
‘0’ ‘0’ ‘0’ ‘0’ ‘0’ ‘0’
‘0’ ‘0’ ‘1’ ‘0’ ‘0’ ‘1’
‘0’ ‘1’ ‘0’ ‘0’ ‘1’ ‘0’
‘0’ ‘1’ ‘1’ ‘0’ ‘1’ ‘1’
‘1’ ‘0’ ‘0’ ‘1’ ‘0’ ‘0’
‘1’ ‘0’ ‘1’ ‘1’ ‘1’ ‘0’
‘1’ ‘1’ ‘0’ ‘1’ ‘0’ ‘1’
‘1’ ‘1’ ‘1’ ‘1’ ‘1’ ‘1’

Fig. 5 MRG gate
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The relation between inputs and outputs of the concerned gates are P = A, R = AB
⊕ C, Q = A ⊕ B, and S = ((A ⊕ B) ⊕ D) ⊕ (AB ⊕ C).

Figure 9 shows the block diagram and Fig. 10 shows its corresponding CMOS
implementation of a PAOG gate. The truth table of this gate is shown in Table 5.

Table 3 MRG gate truth
table

A B C D P Q R S
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 1
0 0 1 0 0 0 1 1
0 0 1 1 0 0 1 0
0 1 0 0 0 1 1 1
0 1 0 1 0 1 1 0
0 1 1 0 0 1 0 0
0 1 1 1 0 1 0 1
1 0 0 0 1 1 1 1
1 0 0 1 1 1 1 0
1 0 1 0 1 1 0 0
1 0 1 1 1 1 0 1
1 1 0 0 1 0 0 1
1 1 0 1 1 0 0 0
1 1 1 0 1 0 1 0
1 1 1 1 1 0 1 1

Fig. 6 CMOS
implementation of a MRG
gate
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Fig. 7 HNG gate block diagram

Fig. 8 CMOS implementation of an HNG gate

Table 4 HNG gate truth
table

‘A’ ‘B’ ‘C’ ‘D’ ‘P’ ‘Q’ ‘R’ ‘S’

‘0’ ‘0’ ‘0’ ‘0’ ‘0’ ‘0’ ‘0’ ‘0’
‘0’ ‘0’ ‘0’ ‘1’ ‘0’ ‘0’ ‘0’ ‘1’
‘0’ ‘0’ ‘1’ ‘0’ ‘0’ ‘0’ ‘1’ ‘0’
‘0’ ‘0’ ‘1’ ‘1’ ‘0’ ‘0’ ‘1’ ‘1’
‘0’ ‘1’ ‘0’ ‘0’ ‘0’ ‘1’ ‘1’ ‘0’
‘0’ ‘1’ ‘0’ ‘1’ ‘0’ ‘1’ ‘1’ ‘1’
‘0’ ‘1’ ‘1’ ‘0’ ‘0’ ‘1’ ‘0’ ‘1’
‘0’ ‘1’ ‘1’ ‘1’ ‘0’ ‘1’ ‘0’ ‘0’
‘1’ ‘0’ ‘0’ ‘0’ ‘1’ ‘0’ ‘1’ ‘0’
‘1’ ‘0’ ‘0’ ‘1’ ‘1’ ‘0’ ‘1’ ‘1’
‘1’ ‘0’ ‘1’ ‘0’ ‘1’ ‘0’ ‘0’ ‘1’
‘1’ ‘0’ ‘1’ ‘1’ ‘1’ ‘0’ ‘0’ ‘0’
‘1’ ‘1’ ‘0’ ‘0’ ‘1’ ‘1’ ‘1’ ‘1’
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Fig. 9 PAOG gate

Fig. 10 CMOS
implementation of a PAOG
gate

Table 5 PAOG gate truth
table

‘A’ ‘B’ ‘C’ ‘D’ ‘P’ ‘Q’ ‘R’ ‘S’
‘0’ ‘0’ ‘0’ ‘0’ ‘0’ ‘0’ ‘0’ ‘0’
‘0’ ‘0’ ‘0’ ‘1’ ‘0’ ‘0’ ‘0’ ‘1’
‘0’ ‘0’ ‘1’ ‘0’ ‘0’ ‘0’ ‘1’ ‘1’
‘0’ ‘0’ ‘1’ ‘1’ ‘0’ ‘0’ ‘1’ ‘0’
‘0’ ‘1’ ‘0’ ‘0’ ‘0’ ‘1’ ‘0’ ‘1’
‘0’ ‘1’ ‘0’ ‘1’ ‘0’ ‘1’ ‘0’ ‘0’
‘0’ ‘1’ ‘1’ ‘0’ ‘0’ ‘1’ ‘1’ ‘0’
‘0’ ‘1’ ‘1’ ‘1’ ‘0’ ‘1’ ‘1’ ‘1’
‘1’ ‘0’ ‘0’ ‘0’ ‘1’ ‘1’ ‘0’ ‘1’
‘1’ ‘0’ ‘0’ ‘1’ ‘1’ ‘1’ ‘0’ ‘0’
‘1’ ‘0’ ‘1’ ‘0’ ‘1’ ‘1’ ‘1’ ‘0’
‘1’ ‘0’ ‘1’ ‘1’ ‘1’ ‘1’ ‘1’ ‘1’
‘1’ ‘1’ ‘0’ ‘0’ ‘1’ ‘0’ ‘1’ ‘1’
‘1’ ‘1’ ‘0’ ‘1’ ‘1’ ‘0’ ‘1’ ‘0’
‘1’ ‘1’ ‘1’ ‘0’ ‘1’ ‘0’ ‘0’ ‘0’
‘1’ ‘1’ ‘1’ ‘1’ ‘1’ ‘0’ ‘0’ ‘1’
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3 ALU Design

An ALU is an important component of the Central Processing Unit (CPU). It
performs both logical and arithmetic operations. Implementation of ALU using
conventional logic gates is shown in Fig. 11.

3.1 Proposed ALU Design

Two 1-bit ALUs are implemented here. One ALU can be implemented using MRG,
HNG, Feynman, and Fredkin gates as shown in Fig. 12.

The input for this reversible ALU has 3 data inputs and 5 fixed selection lines.
CMOS implementation for this ALU is shown in Fig. 13. This design produces six
logical operations: NOR, SUB, XOR, ADD, OR, and XNOR [11].

Another ALU can be implemented using PAOG and HNG gates to produce the
same six logical operations [11]. The block diagram for this circuit and its CMOS
implementation are shown in Figs. 14 and 15 respectively.

Fig. 11 CMOS implementation of a conventional ALU

Fig. 12 Design of an ALU
using MRG and HNG gates
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4 Comparison Results

Here both conventional and proposed ALU designs were implemented using a
Mentor Graphics tool. The proposed ALU designs dissipate less power than the
conventional ALU. The total power dissipation for the conventional ALU is
50.80 nW whereas the proposed ALU designs have a total power dissipation of
45.39 nW and 47.42 nW respectively (Figs. 16 and 17, Table 6).

Fig. 13 CMOS implementation of the ALU using HNG and MRG gates

Fig. 14 Reversible ALU
using PAOG and HNG gates

Fig. 15 CMOS implementation of the ALU using HNG and PAOG gates
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5 Conclusion

Two types of ALU approaches are represented using different reversible logic gates.
The simulation was carried out using a Mentor Graphics Tool with 130 nm tech-
nology. The proposed design is compared with the conventional ALU. When

Fig. 16 Transient response of the proposed ALU using PAOG and HNG gates

Fig. 17 Transient response of the proposed ALU using HNG and MRG gates

Table 6 Comparison results truth table

Parameter Conventional
ALU

Proposed ALU using
HNG and PAOG gates

Proposed ALU using
HNG and MRG gates

Total power
dissipation (nW)

50.80 45.39 47.42
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compared to both designs, the conventional ALU is less power efficient than the
reversible ALU. The conventional design dissipates power as 50.80 nW whereas
the proposed reversible ALUs dissipate power as 45.39 and 47.42 nW.
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Modelling and Mitigation of Open
Challenges in Cognitive Radio Networks
Using Game Theory

Poonam Garg and Chander Kumar Nagpal

Abstract Cognitive radio networks (CRNs) are being envisioned as drivers of the
next generation of ad hoc wireless networks due to their ability to provide com-
munications resilience in continuously changing environments through the use of
dynamic spectrum access. However, the deployment of such networks is hindered
by the vulnerabilities that these networks are exposed to. Securing communications
while exploiting the flexibilities offered by CRNs still remains a daunting challenge.
In this survey, we put forward concerns relating to security, spectrum sensing and
management, and resource allocation and performance of CRNs and model miti-
gation techniques using game theory. Game theory can be a useful tool with its
ability to optimize in an environment of conflicting interests. Finally, we discuss the
research challenges that must be addressed if CRNs are to become a commercially
viable technology.

Keywords Ad hoc CRN ⋅ Game theory ⋅ Security ⋅ Spectrum sensing
Trust ⋅ Cooperation

1 Introduction

The rapidly growing volume of data transfer in wireless networks has rendered
spectrum availability as a critical issue, making flexible spectrum utilization a
mandatory requirement. To tackle the issue, the concept of CRNs was proposed [1]
wherein unlicensed users (referred to as secondary users or SUs) can use the
available vacant spectrum not currently being used by licensed users (referred to as
primary users or PUs) provided they don’t cause any interference in the environ-
ment [2, 3]. Sensing of the available vacant spectrum is a major activity done by
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SUs involved in the working of CRNs. Conventionally CRNs are dependent upon
the information gathered by other SUs to ensure the accuracy of spectrum sensing
making them vulnerable to security attacks and leading to the need for security
mechanisms like cryptography and trust. Various proposals based on cryptography
and trust exist in the literature. However, there are still various open issues related
to security, spectrum sensing and management, resource allocation, and perfor-
mance of CRNs which need to be addressed.

Organization of paper
The rest of the paper is organized as follows. Section 2 contains an overview of
various open challenges in CRN. Section 3 contains an overview about game theory.
Section 4 models and mitigates open issues using game theory. In Sect. 5, we put
forward remaining challenges which seems difficult to handle by game theory that
must be addressed to make cognitive radio networks commercially viable.

2 Open Challenges in Cognitive Radio Networks

In the recent past various research investigations have been made into spectrum
management, resource allocation, and security for CRNs, mainly focused on
spectrum selection and availability in networks. Gaps still exist in the area of
security for CRNs and must be thoroughly investigated.

1. No defined security model: The current literature [4–10] assumes either a
hierarchical or distributed security model. There is no quantized security model.

2. No distinguish between selfish and malicious users: Existing security mecha-
nisms uses selfish, malicious and intruder term as same but these adversaries
are very are different. Behaviour of nodes changes momentary and to deal with
it is a great challenge.

3. No secure mechanisms: CRNs communicate through radio and the flowing
information between these radios must be authenticate, authorize and protected.
But because of their dynamic behaviour existing mechanisms are not suitable.

4. Improper learning mechanism: Various learning techniques to defend against
long-term and short-term attacks are available in literature but no learning
technique is appropriate.

5. Dynamic nature of CRN: The dynamic nature of CRN is due to different
modulation schemes and working frequencies [11]. The attacker can use these
powerful characteristics to hinder the working of CRN [11].It is still an open
issue.

6. Asynchronous sensing: Cooperation of SU is by its wish that is why each SU
has independent and asynchronous sensing. So there is more probability of false
alarms due to missed cooperation in spectrum sensing [12]

7. High latency: Cooperation in CRN, raises network traffic it results in higher
latency in collecting this information due to channel contention [13]. This is
still an open issue in CRAHNs.
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8. Resource limitations in CRNs: Resource limitations hinder securities in CRNs.
CRNs are expensive in terms of power so an efficient secured technique design
is a difficult task [11].

9. Spectrum sensing in multi-user network: In multi-user environment, it is dif-
ficult to sense the intruders, empty channels and interference. These factors
slow down the whole network [14].

10. Trust management: Trust management in CRN is beyond the security design
and traditional trust management of MANET cannot work for CRN [13]. Trust
management in CRN is an advanced communication overhead.

11. Analog primitives: If primary base stations transmit analog signals in some
frequency bands like TV band and all security mechanism (game theory also)
works on digital domain then it is not possible to integrate [15].

12. Performance degradation during hand-off in multiple spectrum-bands: Severe
performance degradation occurs in CRNs during hand-off [16]. Mobility and
connection management are very difficult to handle in such a scenario. Hence,
security mechanisms must be scalable to CRN with multiple spectrum bands to
provide high communication efficiency [17, 18].

13. Interference due to spectrum sensing: Spectrum sensing is severely hindered by
the variation in the count of SUs [16, 19].

14. Channel fading in spectrum sensing: Primary signal may be faded by heavy
obstacles or a secondary user is cooperative and sharing the sensed report but
not reached due to some reason. Both these factors affect the performance of
CRN [16, 20].

3 Game Theory

Game theory, first introduced by J. V. Neumann and O. Morgensterrn in 1944, is a
collection of modelling tools that aid in the understanding of interactive
decision-making problems. It analyzes the strategic interactions amongst multiple
independent decision makers on the basis of rationality. Its predictive ability in an
environment of conflicting interests makes it a useful suitable tool to manage an ad
hoc network in the presence of autonomous selfish, malevolent, malicious, and
attacker nodes.

Game theory can be divided in two main categories:

• Cooperative game theory, in which players cooperate with each other to max-
imize overall utility.

• Non-cooperative game theory, in which players are selfish and take their actions
independently with the aim of maximizing their own utility function.

Game theory provides a mathematical framework for modelling and analyzing
decision-making problems that handles situations in which players with contra-
dictory interests or goals compete with each other. A particular instance of such a
game is described by a set of rational players, strategies available to the players, and
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payoffs to the players. A rational player has his own interests in mind and chooses
strategies or actions that help it in achieving those interests. A player is assumed to
be able to estimate the outcome or payoff of the game [21] depending upon the
actions of all the participants included in it.

The basic components of a game in an ad hoc network environment are:

N = {1, 2, … n} set of all mobile nodes (i.e. game players) in a routing path
Ak = {C, D} possible action set for the node k, C denotes cooperative and D
denotes defective
ak = action chosen by the kth node
a−k = action chosen by rest of the nodes except kth= (a1, a2, a3, … ak−1, null, ak+1,
ak+2, … an)
a = action chosen by all the nodes = (ak, a−k) = (a1, a2, a3 … ,ak, ak+1, ak+2, …
an)
U(a) = Utility function of all the nodes, utility means payoff/benefit
Uk(a) = Utility function of kth the nodes
D = Cartesian product of all action sets of a node.

The game for a node k is defined by a tuple:

G= <N, D,Uk ak, a− kð Þ> ð1Þ

The purpose of the game is to bring the network to a position which is best suited
to the network as a whole. In Nash Equilibrium all the nodes in the network are
rationally benefited with no preference to the individual. In ad hoc networks the
problem of selfish nodes is quite prominent wherein to save its resources a node
may adopt a selfish attitude. In such an environment, game theory can convert an ad
hoc network into the form of a mutually beneficial society.

4 Mitigation of Open Issues Using Game Theory

Game theory provides an elegant means to model strategic interaction between
agents which may or may not be cooperative in nature. By leveraging the mech-
anisms of game theory, we can model heterogeneous spectrum sharing in CRNs as
a repeated game in which collocated CRNs in a given region are its players. The
payoff for every player in the game is determined by the quality of the channel to
which it is able to gain access.

4.1 Computation of Payoff

Interaction between SUs can be modelled as a cooperative game. Each SU can
adopt one of the two strategies: to cooperate or not to cooperate. A cooperating SU
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will get the revenue for participating in the spectrum sensing process by incurring
the cost of participation, e.g., energy for sensing, etc. On the other hand, a
non-cooperative/defective SU gets revenue without incurring any cost even without
participating in the spectrum sensing process. The payoff for a cooperative SU is

Payoff C=Benefit C−Cost C ð2Þ

The payoff for a non-cooperative SU is

Payoff NC=Benefit C ð3Þ

A selfish/non-cooperative/defective SU does not incur any cost (in terms of
energy) due to non-participation in spectrum sensing but obtains same profits. Local
spectrum sensing information may be erroneous due to noise and channel impair-
ments, such as shadowing, fading, etc. Thus, the payoff functions of a cooperating
and a non-cooperating user are affected by the probability of false alarm and the
probability of misdetection. The final decision is shared with all SUs. The payoff of
a SU is affected by following scenario: if it gives a false alarm or a missed detection
then Payoff_C decreases. Hence the payoff function value detects the behavior of
the SU node:

• Payoff continuously increases out of boundary: Surely a selfish/non-cooperative
SU node

• Payoff continuously increase at a steady rate: Cooperative SU node
• Payoff toggles between high and low: Malicious SU node.

There are various rules for decision making with regard to sensed information
like the OR rule, AND rule, K2 rule, and majority rule. However, the majority rule
is preferred because it says at least half of the SUs in the network give the local
sensing result “1” when the channel is actually occupied.

4.2 Repeated Game

SUs tend to be non-cooperative/defective continuously; the best way to discourage
such non-cooperating behavior is in the “Prisoner’s Dilemma” which repeats the
game. Hence, spectrum sensing occurs during the entire lifetime of a SU.

In a time slot, if sensing results from one SU are not obtained, it is directly
assumed to be non-cooperating or deviated. To check the behavior of a SU nodes,
sliding window concept is used where size of the window is Ws slots. If sensing
reports (TR) are not received in the last window slot WS then it is declared as
non-cooperative. Moreover, if the sensed results deviate from the results obtained
through the “majority rule” and this occurs in two continuous WS, then that SU is
declared as an intruder/defective. So, a punishment is triggered in both cases. Here
TR and WS are thresholds which are utilized for decision making. Since collisions
are a part of transmission, few collisions are considered in every time slot. Let PC is
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the probability of a collision in a single slot. So, the expected number of collisions
in WS slots is (WS ⋅ Pc). Accordingly the threshold assumed is TR > WS ⋅ Pc. Hence
the incentives of cooperating SUs are sustained and defaulters are identified and
punished. Figure 1 describes the complete process in a flow chart.

Sense the behavior of SU at �me t 

          Start 

     If sharing 
sensing results 

Coopera�ve  

Check for Non-
coopera�ve 

Sharing sensing    
in the last window    
(t-1) 

Non-coopera�ve 

End 

Yes No 

No 

Yes 

Fig. 1 Repeated game procedure
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Almost all the mentioned issues relating to CRNs are resolved by using the
above-mentioned techniques, such as differentiation between selfish and malicious
nodes, enhancing cooperation, security mechanisms, fading, interference, latency,
resource limitation, and trust management.

5 Conclusion and Scope for Future Work

This paper modelled and surveyed the mitigation of several issues related to
security, spectrum sensing and management, and resource allocation and perfor-
mance of CRNs using game theory. The ability to model individual, independent
decisions makes it attractive for application in various fields of information tech-
nology, and in particular in the analysis of the performance of wireless networks. In
this paper, we discuss how various interactions in cognitive radio-based wireless
networks can be modelled as a game. Game theory provides incentives for indi-
vidual users to behave in socially constructive ways. Gaps still exist in the working
of CRNs due to the heterogeneous environment and must be thoroughly investi-
gated with regard to the following issues:

1. Developing analog primitives
2. The dynamic natures of CRNs
3. Performance degradation during hand-off in multiple spectrum bands.
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On Control Aspects of Quality of Service
in Mobile Ad Hoc Networks

C. Siva Krishnaiah and A. Subramanyam

Abstract Provisioning Quality of Service (QoS) in a MANET is a prominent
research area due to the ongoing increasing range of MANET applications. The
need to improve QoS in these networks has been vital due to the traits which
include dynamically changeable network topology, be short of facts about state,
unavailability of a primary controller, and insufficient availability of resources. To
quantitatively evaluate QoS in a MANET several associated metrics are preferred.
This paper explores QOS aspects and metrics, after which mentioned the scope and
relevance of manipulated aspects in view of the divisible and non-divisible traffics
in the network for QoS.

Keywords QoS metric ⋅ Manet ⋅ Ad hoc wireless networks
Quality of service

1 Introduction

A mobile ad hoc network (MANET) is an endlessly self-configuring network pos-
sessing a set of portable devices which can converse between them lacking infras-
tructure associated wirelessly. Each piece of equipment in a MANET is liberated to
be in motion alone in any route, and will frequently change its associations to other
devices. The most important challenge in building a MANET is to enable each piece
of equipment to keep up the information requisite to properly en route traffic.
Such networks may function by themselves or may be linked to the wider internet.
QoS in a network is considered in terms of the provision of a definite amount of data
which a network conveys from one point to another during a certain amount of time.
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To quantify QoS, numerous correlated components of the network service are
considered along with well-known parameters of QoS, such as error costs, bit rate,
throughput, communication delay, availability, and jitter. QoS is the potential to
make available diverse priority to diverse programs, users, or data flows, or to
promise a certain level of overall performance with respect to data flow.

There are a few former QoS routing algorithms like Ant-E, PBANT, and many
more. Ant-E is built on Blocking-ERS to manage the operating cost and region
retransmission to obtain increased reliability. It resumes its route discovery pro-
cedure to find a route to the end node from the point where it finished in the last
round consequent a failure. The PBANT algorithm optimizes the route detection
procedure by taking into consideration the point of the nodes which can be iden-
tified by the GPS receiver.

FQMM [1] model classifies nodes into ingress nodes (source), interior nodes
(intermediate relay nodes) and ingress nodes (destination), and considers a per flow
basis. It assumes that the proportion of flows required for each flow QoS is to a
great extent lower than that of the low-priority flows that can be pooled into QoS
classes. FQMM combines the reservation system intended for high-priority traffic
through service differentiation for low-priority traffic. Therefore, FQMM provide
the best QoS for per flow as well, overcoming the scalability crisis by categorizing
low-priority traffic into service classes. This deals with the scalability crisis.
However, it cannot resolve other problems, such as choice of traffic categorization,
allocation of per flow, the aggregated service intended for the specified flow,
quantity of traffic fit into per flow service, as well as scheduling or forwarding of
traffic through the intermediate nodes.

HQF [2] enable to deal with QoS at three diverse levels: the physical interface
level, the logical interface level, and the class level used for the QoS queue and
decisive methods by means of the MQC interface to make available a fine QoS
architecture.

AQuaFWiN [3] uses a hierarchical approach in which a cluster of portable end
hosts are coupled to a base position. These are linked to a supervisory node
associated to the wired communications. The changing conditions in wireless due to
intervention and perhaps mobility enable that the real-time application need rig-
orous QoS ought to be adaptable. The framework uses a standard response appa-
ratus to maintain adaptability at all levels of the wireless network.

IntServ framework implemented the RSVP to reserve bandwidth on routers level
all along the pathway of a flow [4]. When a flow arrives by way of a QoS obli-
gation, the ingress edge routers initiate the pathway establishment procedure by
distributing a PATH message to the destined egress edge router. The egress edge
router responds by shipping a RESV message turn around to the ingress router and
attempts to reserve bandwidth requisite for the requested QoS along the pathway
towards the source ingress edge router. Core routers along the pathway shape their
traffic control mechanism such that every admitted flow is assured to accept the
bandwidth reserved, and accordingly the requested QoS. In the course of this
per-flow-based hop-by-hop signaling, IntServ delivers end-to-end QoS assurance.
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In the DiffServ [5], flows are composed into a small extent of classes at the edge of a
network and the routers within the network simply put into practice a set of scheduling/
buffering mechanisms depending on the classes. This per-class makes a router’s
functionalities simpler as well as reducing the state that a router has to maintain. The
per-class approach eliminates the operating cost of per-flow QoS signaling. DiffServ is
more scalable than IntServ. On the other hand, if bandwidth is provisioned on a
pathway used only by a single flow then it loses its advantages and degrades to IntServ.

2 QoS Metrics

QoS metrics and their possible applications (see Table 1) referred in [4] are:

2.1 Additive Metric

A metric whose value over a pathway is the summation of the values at every hop.

Example: Cost, delay, and jitter

An additive metric (Am) is termed as

Am = ∑
N

k=1
LkðmÞ

where, Lk (m) is the value of metric “m” over link Lk and Lk ∈ P, “N” is hope
length of path P, “m” is metric, “Lk” is link and “P” is path.

2.2 Concave Metric

This represents the minimum value over a path. The accessible resource resting on
every single link should be at least identical to the requisite value of the metric.
Example: Bandwidth.

Table 1 Applications and associated metrics [6]

Applications KEY QOS metrics/parameters

Multimedia applications Bandwidth, delay etc.
Military applications Security, reliability, delay, bandwidth etc.

Emergency/realtime
applications

Availability, reliability etc.

Hybrid wireless network
applications

Maximum available link life, delay, bandwidth, channel
utilization etc.

Sensor network applications Battery life, energy conservation etc.
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A concave metric (Cm) is termed as

Cm =min Li mð Þð Þwhere Li mð Þ ∈ P.

2.3 Multiplicative Metric

This is the product of QoS metric values.
Example: Reliability/Availability, Link-break probability.

Mm = ∏
N

k=1
LkðmÞð Þ. where Lk(m) ∈ P.

3 Control Constrictions for Quality of Service

The network model [7] is a graph defined in terms of Q = (G, E) where “G” is the
set of “N” nodes and “E” is a set of edges. Each node “k” has a bandwidth probable
and delay is intended for node-pair (m, n). The bandwidth is indistinguishable for
both transmitting and receiving communications. So as to this, total bandwidth for
transmit data in addition to the whole bandwidth intended for receiving data at node
“k” will at this time not go beyond. The delay is associated with the maximally
permissible hop-matter for the node pair (m, n). From the network model, we can
see that these requirements have an effect on the QoS provisions of the network. We
want to discover an unbiased control mechanism that convenes the QoS provisions
and has higher directional validity, minimized delay, and bandwidth conservation.

Let Ωm, n denote the traffic call meant for the node pair (m, n), ρm, n denote the
maximally permissible hop-count figure meant for the node-pair (m, n) and fur-
thermore, d (i, j) is the gap between node “I” and node “j”. The topology control
problem can be formally defined as observed. Given a node set “G” surrounded by
their position and each one node “k” with Bk as well as Dk, further given Ωm, n and
ρm, n for each node-pair (m, n), discover minimum bandwidth, put off used for 1 ≤
k ≤ n, hence all the traffic necessities can be routed in the hop-rely basis.

There are some possible considerations such as end-to-end traffic consignment
are not divisible, so as Ωm, n for node-pair (m, n) be obliged to be routed at the
equal route starting “m” to “n”.

End-to-end traffic consignments are divisible, in order that Ωm, n can be routed
on dissimilar paths starting “m” to “n”.

4 Consideration I: Non-divisible Traffic

Here, consider that the traffic consignment is not divisible, so within the online
situation it isn’t feasible to route the traffic among a node-pair through numerous
paths on occasion or maybe from the synchronized requests.
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Variables

1. xk, l Boolean variables xk, l =1 if there is a connection from node ‘k’ toward node
“l”; in any other case xk, l =0.

2. xm, nk, l Boolean variables, xm, nk, l =1 if there is a connection from node “m” toward
node “n” lying on link (k, l); in any other case xm, nk, l =0.

3. Bk , the bandwidth and Dk is delay for node-pair (m, n) at node “k”.
4. Bmax, the maximum bandwidth usage of node pair.
5. Dmax, the maximum delay of node pair.

Optimize

To optimize the bandwidth usage of node pair (m, n):

Min Bmax ð1Þ
To optimize the delay:

MinDmax ð2Þ

Constrictions

1. Topology Constriction:

xk, l ≤ xk, l1 If dðk, l1Þ≤ dðk, lÞ ∀k, l, l1 ∈ V ð3Þ

2. Bandwidth Constriction:

∑
ðm, nÞ

∑
l
xm, nk, l λm, n + ∑

ðm, nÞ
∑
j
xm, nl, k λm, n ≤ Bk ∀k ∈ V ð4Þ

3. Delay Constriction:

∑
ðk, lÞ

xm, nk, l ≤ γm, n ∀ ðm, nÞ ð5Þ

4. Flow Maintenance Constriction:

∑
l
xm, nk, l − ∑

l
xm, nl, k =

1 if m= k
− 1 if d= k ∀ k ∈ V
0 otherwise

8
<

:
ð6Þ

5. Route Legality Constriction:

xm, nk, l ≤ xk, l ∀k, l ∈ V ð7Þ
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6. Binary Constriction
a. For Directed Node Connectivity or Unidirectional:

xk, l =0 or 1 xm, nk, l =0 or Bk =0 or 1 ð8Þ

b. For Undirected Node Connectivity or Bidirectional:

xk, l = xl, k for all k, l ∈ V ð9Þ

Observation 1: Constriction (3) convinced that nodes encompass broadcast capa-
bility. The transmission all the way through the node may be acquired via all of the
nodes inside its transmission range. This correspond to the hyperlinks within the
networks as, for node “k”, if there’s a hyperlink to “l” (i.e., xk, l =1), then there
should be a hyperlink to any node l1(i.e., xk, l1 = 1) when dk, l1 ≤ dk, l while that’s
constriction (3).

Observation 2: Constriction (4) convinced that the overall transmission and
reception of data on a node do no longer cross past the bandwidth usage of that
node. The first expression on the left side of inequality (4) corresponds to the entire
departure communication load at node “k” (origin) and the second expression
corresponds to all of the inward traffic at the destination. While this constriction
does not guard against the scenario of concurrent communication at a node, it is
relevant to the typical case where a node is geared up with the simplest set of
transceivers and cannot put out and gets hold off on the same time.

Observation 3: Constriction (5) gives provable assurance that the hop-count for
each node pair (m, n) does not go beyond the prespecified bound.

Observation 4: Constriction (6) is for go with the flow conservation, here the traffic
is considered as non-divisible, so xm, nk, l is both 0 and 1, and in lieu of that either the
intact traffic of (m, n) goes through linkage (k, l) or nothing does. This constriction
specifies that the aim of the whole traffic for (m, n) originates at node “m” and goes
down at node “d”, along with at any intermediate node where the (m, n) commu-
nication data coming into this node should be the same as the data exiting this node.

Observation 5: Constriction (7) gives provable specification that the route legality
intended for each pair of node, pointing out that there may be traffic glide from node
“k” to node “l” that is possible to handle whilst there be a link (k, l).

4.1 Consideration II: Divisible Traffic

In this situation we should not forget that the traffic demands may be divisible, so
within the online situation it is more viable to direct the traffic between a node-pair
thru diverse paths once in a while, or maybe from the synchronized requests.
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Variables

1. xk,l and Bmax, Dmax continue to be the same as in the non-divisible case.
2. Tm, n

k, l , variables specified intended for the quantity of traffics of the node pair (m,
n) that under go all the way through link (k, l).

3. Bmax, the maximum bandwidth usage of the node pair.
4. Dmax, the maximum delay of the node pair.

Optimize

To optimize the bandwidth usage of the node pair (m, n):

Min Bmax ð10Þ
To optimize the delay:

MinDmax ð11Þ
Constrictions

1. Topology Constriction:

xk, l ≤ xk, l1 If dðk, l1Þ≤ dðk, lÞ ∀k, l, l1 ∈ V ð12Þ

2. Bandwidth Constriction:

∑
ðm, nÞ

∑
l
Tm, n
k, l + ∑

ðm, nÞ
∑
j
Tm, n
l, k ≤Bk ∀k ∈ V ð13Þ

3. Delay Constriction:

1
λm, n

∑
ðk, lÞ

Tm, n
k, l ≤ γm, n ∀ðm, nÞ ð14Þ

4. Flow Maintenance Constriction:

∑
l
Tm, n
k, l − ∑

l
Tm, n
l, k =

λm, n if m= k
− λm, n if d= k ∀ k ∈ V
0 otherwise

8
<

:
ð15Þ

5. Route Legality Constriction:

Tm, n
k, l ≤Tm, n

k, l xk, l ∀k, l∈V , ðs, dÞ ð16Þ

6. Binary Constriction
a. For Directed Node Connectivity or Unidirectional:
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xk, l =0 or 1 Bk ≥ 0

Tm, n
k, l ≥ 0∀k, l ∈ V , ðm, nÞ ð17Þ

b. For Undirected Node Connectivity or Bidirectional:

Tk, l = Tl, k for all k, l ∈ V ð18Þ

Observation 6: The purpose and specification of the constrictions are comparable to
the non-divisible case.

Observation 7: The delay is calculated by constriction (14) as the average
hop-count of multi-flows among nodes. The specification of delay constriction is
justifiable, because in the divisible scenario, traffic sandwiched between a node pair
can be routed through diverse paths and a bound on the average delay provides a
high-quality delay guarantee for network applications.

Observation 8: Constriction (15) indicates the whole traffic for all the routes
intended for node pair (m, n). The whole traffic for (m, n) (i.e. λm, n) is now divisible
into numerous flows (i.e. Tm, n

k, l ).

5 Performance Evaluation

To assess the performance, an NS-2 simulator is appropriate to create the simulation
environment on the way to implementing the proposal, and additionally for com-
paring its overall performance with each other. To find the overall performance, we
need to recollect throughput, packet shipping ratio, queue size, and postpone. The
transmission put off of facts packets which might be introduced correctly. This
postpone consists of dissemination delays, queue delays on the perimeter and
buffering delays at some point of path discovery.
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Securing CoAP Through Payload
Encryption: Using Elliptic Curve
Cryptography

M. Harish, R. Karthick, R. Mohan Rajan and V. Vetriselvi

Abstract The vision of the IoT is to not only make our everyday lives easier but
also at the same time to ensure a secure environment. As the networking world
moves closer towards an environment comprising of minimalistic ubiquitous nodes,
IoT-based protocols cannot afford to accommodate security vulnerabilities. In this
paper, we identify and mitigate the existing security flaws in the CoAP protocol of
the IoT. A real-time system is developed to put the mitigated system into use and
analyze the enhanced security. Additionally, we quantitatively look to evaluate the
vulnerability of current implementation of CoAP and the magnitude of mitigation
the method suggested in this paper provides. A secondary quantitative measure is
used to prove that the overhead of the applied encryption is acceptable in terms of
efficiency for the mitigation achieved.

Keywords IoT security ⋅ CoAP ⋅ Payload encryption

1 Introduction

CoAP is one of the major application layer protocols for constrained devices, and
hence is employed in many Internet of Things (IoT) devices. Naturally, since IoT
communication is a new area of networking, it is prone to security threats and
subsequent attacks. Apart from networking, the IoT has spread across multiple
dimensions, from networking computational applications to smartphones, making
the implication of a possible security breach in its protocol much more dangerous.

As far as the future is concerned, the computing world is moving towards low
cost, low computational power devices, able to communicate using internet pro-
tocols. In an environment that spans sensing devices and home smart devices that
exclusively function on IoT protocols, and also traditional networking devices that
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run sophisticated networking protocols on the web, it has become mandatory to
handle HTTP or an equally secure protocol’s request to an IoT device. The
implication of such a request has an immense importance, especially when it
involves sensitive data that the sensors or home devices handle. In some cases, such
an implication involving the handling of http requests to an IoT node requires an
additional proxy that manages the connection by translating packets arriving from
an http protocol onto a packet form which an IoT node can sense and operate
onward. Although the CoAP protocol was designed to accommodate simple inte-
gration with web protocols like HTTP, in some cases where the translation of
protocol is not straightforward or not defined, the use of an additional proxy
becomes mandatory.

The CoAP layer in the IoT has numerous security vulnerabilities. These get
exposed when an HTTP request to an IoT device through the CoAP layer is
involved. An alarmingly large number of applications involve handling HTTP
requests to IoT devices, which intuitively has to be handled by the CoAP appli-
cation layer. This implication has opened up a window for numerous attacks that
inhibit the use of http requests to an IoT server (running CoAP).

The problem that is addressed in this paper coincides with the problems
prevalent in the CoAP protocol, which is to completely mitigate the security flaw
that arises whilst a HTTP connection is made to a CoAP node through a proxy.
When an HTTP request needs to access a CoAP node, a proxy like 6LBR must be
used as discussed by Raza et al. [7]. It is possible to instantiate an attack by
modification of message packets at the proxy or by adding additional packets that
either snoop data or modify data. Clearly, there is no concrete standard for proxies
mapping HTTP requests to a CoAP server.

The crux of the suggested solution is in encrypting the payload inside the packet
structure of the request that awaits handling by the proxy. Upon encrypting the
payload before it reaches the proxy, the flaws concerning the pathway and insecure
transition nodes are mitigated to a considerable extent.

The most obvious challenge of the system is the analysis and identification of the
flaws existing in the current CoAP system. This is due to the fact that the solution
can only be designed based upon the flaws identified in the existing CoAP in the
sense that all the modules must work coherently to mitigate the identified flaw, the
identification of which becomes the focus of the proposed solution.

2 Related Work

A translation of the message headers created by the (D)TLS record layer and the
protocols lying on top of it must be implemented and this is discussed by Brach-
mann et al. [2]. Enabling security during transmission is an important criterion as
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the information sent should be secure enough to protect it from any kind of attack as
explained by Granjal et al. [4] and Rahman et al. [6].

2.1 DTLS and CoAP Integration

The integration of DTLS and CoAP for the IoT devices can bring many more
advantages than expected, as explained by Raza et al. [8]. DTLS header com-
pression can significantly reduce the energy and power consumption, and this is
turn can reduce the number of transmitted bytes maintaining DTLS standard
compliance. A number of factors have to be considered, such as who initiates the
connection, whether it is HTTP or CoAP, and whether the proxy is within the
CoAP network or if it is trusted.

Solving the problems of end-to-end security and secure group communication is
the key to ensure a secure IP-based IoT as explained by Heer et al. [5]. CoAP
architecture is split into two layers, a message layer and a request/response layer.
The first layer is responsible for controlling the message exchange over UDP
between two end points. CoAP uses UDP which is why it uses DTLS as explained
by Vǔcinić et al. [11]. The mapping from HTTP to CoAP requires a proxy which
can be useful to translate packets. The proxy can be a 6LoWPAN border router.
A trusted example of a 6LBR is required to ensure that no malicious code is added.
The 6LBR is used to interconnect the WSNs with the IP world. The solution to this
problem is to achieve a fully secure communication between an HTTP and a CoAP
entity.

2.2 Proxy Vulnerabilities

The 6LoWPAN [7] concept originated from the idea that “the Internet Protocol
could and should be applied even to the smallest devices,” and that low-power
devices with limited processing capabilities should be able to participate in the IoT.
The resource constraints of the devices and the lossy nature of wireless links are
among the major reasons that hinder applying general E2E security mechanisms to
6LoWPANs. An example is building control automation in order to directly control
lighting, heating or security settings in a building through a mobile phone. The
user’s identity should be protected and the information which is exchanged must be
secured to prevent any kind of attacks as explained by Roman et al. [10]. The
network must be flexible enough to withstand DoS attacks and must be capable of
repairing the damaged system in case of any attacks. End-to-end security is a must
for devices involved in communication as it can prevent data leaking to
man-in-the-middle attacks.
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2.3 Multicast Problem

Multicast messages are used in CoAP to manipulate resources in a group of devices
at the same time, as explained by Granjal et al. [4]. Unicast messages can be
secured via DTLS with PSK. A solution is needed to ensure security when multicast
messages are used and it can be achieved using a proxy/6LoBR which has to make
translations from HTTP to CoAP, TLS to DTLS, and in this case a mapping from
the unicast address in the destination field of the UDP header to a multicast address.
A secure DTLS connection is required within a group of devices with a single
session key. We need to consider different topologies and various cases have to be
handled in order for secure connections when multiple devices are connected in a
network.

2.4 Security Issues

The current state of the art in the IP-based IoT is discussed by Zhao et al. [14].
General security problems of communication network are a threat to data confi-
dentiality and integrity. Key algorithms mainly include symmetric key and asym-
metric keys. An asymmetric keys algorithm mainly uses Rivest-Shamir-Adleman
and ECC. However, there are still some common threats, including illegal access
networks, eavesdropping on information, confidentiality damage, integrity damage,
DoS attacks, man-in-the-middle attacks, virus invasion, and exploit attacks etc., as
explained by Xu et al. [12]. Cryptography technology can not only realize user
privacy protection, but can also protect the confidentiality, authenticity, and
integrity of the system in order to prevent countermeasures, as explained by Zhang
et al. [13]. As an important part of the IoT perception layer, data is transmitted in
free space. The attacker can easily intercept and analyze data. In the systematic
approach of Riahi et al. [9], data encryption mechanisms prevent attackers from
eavesdropping and tampering with data during its transmission, and encode data to
ensure data confidentiality. An attacker sends a package, which has been received
by the destination host in order to obtain the trust of the system as described by Gou
et al. [3]. It is mainly used in authentication processing and destroys the validity of
certification. This means that effective authentication technology must be used in
order to prevent illegal user intervention. The introduction of IDS can monitor the
behavior of network nodes in a timely manner, and discover the suspicious behavior
of nodes.

Our Contribution The proxy vulnerabilities outlined in previous work have been
thoroughly studied so as to get an understanding of the security flaws it imposes.
From those works, for a real-time implementation of CoAP, the areas which needs
to be dealt with are understood and packet translation is considered in detail.
Deviating from the general problems facing multicast and translation security—
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which are discussed in the earlier works—payload security of the packets is put
under scrutiny, thereby enabling this project to contribute further regarding the
unexplored parameters of security of the IoT.

3 Proposed System

In our proposed work, we secure HTTP connections to an IoT node, by handling
the HTTP requests through a proxy and securing the CoAP layer by encryption of
the payload through elliptic curve cryptography.

The general schema of the system involves an IoT device, which is controlled by
an IoT controller. The IoT controller also handles requests to the IoT device from
other nodes in the network. Intuitively, the IoT controller needs an inbuilt router to
control the network traffic and oversee the packet movement across the bandwidth.
The overall system architecture of the proposed system is explained further.

3.1 System Architecture

In order to implement the proposed solution, a wi-fi-based wireless network with
IoT-based nodes sharing a common access point is considered. One of the IoT
device nodes in the network is a passive infrared (PIR) motion sensor that detects
motion around it. As previously mentioned, this IoT device is connected to an IoT
controller which handles requests to the sensor data from other nodes in the network
and also enables the sensor to communicate with other nodes. The architecture is an
abstract representation of how IoT devices handle payload in a network and hence
any specific device can replace the PIR sensor and the abstraction of the architecture
reduces it to the payload that is generated from the IoT device. The network is
chosen to be a wi-fi-based wireless network since most of the practical applications
and subsequently the scope of attack of IoT devices are through wireless media.

Figure 1 shows the entire flow of the proposed implementation.
The overall design of the system is split into three modules as follows:

• Connection Establishment Module
• Packet Translation Module
• ECC Encryption and Decryption Module.

Connection Establishment Module The main function of this module is to
initiate the connection from the client to the IoT device that the client wants access
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to. Subsequently, the IoT device may also communicate or relay its value to the
client. Any IoT node in the network that wants to communicate or access data with
another node or the PIR sensor in the network is regarded as a client. Since the
client cannot explicitly communicate with the PIR sensor, the request is routed
through the IoT controller.

In order to implicate the security vulnerability of the CoAP protocol upon
translation of HTTP requests, the initiation of the connection from the client to the
sensor is through “http” and a proxy process is initiated in the IoT controller. This
process is invoked in the controller whenever a client makes an http request to the
PIR sensor. Alternatively, this process can be done by a separate node in the
network instead of it residing in the IoT controller, if the controller has computing
constraints. The working of the proxy process is explained in the next section.

The connection is built upon TLS and DTLS protocols for security in HTTP and
CoAP respectively. This module encompasses the entire architecture and acts as the
crux, since any communication-based system is based on connection establishment.

Packet Translation Module The actual transition from HTTP to CoAP (and
subsequently from CoAP to HTTP if required), which essentially is the main
function of the proxy, is achieved with this module. From the incoming packets the

Fig. 1 Securing CoAP through payload encryption
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entity body must first be extracted. Upon verification of the http entity-body, the
individual bytes are checked. CoAP supports only UTF-8 decoding. Therefore the
bytes are converted if required. After successfully obtaining the required infor-
mation for the CoAP packets to be formed in the correct character set decoded
format, the CoAP packet is constructed and then returned.

The controller takes over the returned CoAP packet and routes it to the device.

ECC Encryption and Decryption Module The encryption and decryption
model is the most crucial aspect of the system that aims at safeguarding the payload
throughout its transition from the client to the end CoAP node through a proxy.

After the payload is defined in the packet structure, the DTLS built upon the
UDP layer is used for communication. After the DTLS is established and subse-
quently after the UDP is invoked, the packet is sent to the destination details as set
using the UDP protocol using the ‘coap://’ prefix denoting a conventional CoAP
protocol.

Pertaining to this system, after the DTLS establishment, the payload is encrypted
using the encryption module of elliptical curve cryptography (ECC) and at the
receiving end, when the same stack is used to receive the CoAP packet, the
decryption module of ECC is used to get the original data back. Therefore, an
additional layer is effectively added before the core CoAP application layer in the
communication protocol of IoT. The added layer encrypts and decrypts the payload
in the sending and receiving nodes respectively.

The selection of ECC for encryption and decryption is justified by the fact that it
requires much less memory compared to other similar public key encryption
methods and hence is more suited to memory and computationally constrained IoT
networks.
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4 Evaluation and Results

The evaluation of the system is performed whilst considering the PIR sensor data
being relayed across to the nodes in the network. Essentially, the payload comprises
of the data that is derived from the PIR sensor, if and when it detects motion. The
value of the PIR sensor is taken from a file written to the memory of the IoT
controller. The choice of value that is to be written to the file for different states of
the sensor can be programmatically altered.

For evaluation purposes, an environment with multiple sensor devices is con-
sidered. The controller primarily aggregates values from all these sensors into a
single value and relays it to the nodes the sensor wants to communicate with.

Assuming an eavesdropping attacker passively has access to one or more sensors
in the network, the probabilistic measure of how correctly he can figure out the
actual value relayed to the node forms the basis for the quantifying parameter
considered in this section.

Definition 1 Eavesdropping Vulnerability [1] Eavesdropping vulnerability is a
probabilistic methodology that aims to quantify eavesdropping vulnerability in IOT
networks. It is a function of distribution of sensor values (sensor network model),
size of compromised nodes, aggregation function, and error tolerance.

The parameter is described for a sensor network which can be further extended
for individual nodes in a network. Basically, this parameter quantitatively signifies
how vulnerable a system is against eavesdropping attacks.

We choose to use Eq. (1) which brings in the attacker aggregation parameter S.
In some cases of attacks through secured channels and masking, the size of nodes
being attacked (SA) cannot be evaluated. Hence, we compute the expected
eavesdropping vulnerability as,

γE = ∑
S

SA = sð Þ ⋅ I ϕðSCÞ−ϕðsaÞj j ≤ δð Þ ð1Þ

where I is the indicator function which computes to the Boolean values of 1 or 0 if
the relational logic it is applied to is true or false respectively, and δ is the error
tolerance of the adversary. The aggregation function σ, can be derived from any of
the following standard aggregation functions: min/max, sum, average or median.
Choosing average as the aggregation function, we get the derived formula,

γE = ∑
S

SA = sð Þ ⋅ I σðSCÞ− σðsaÞj j ≤ δð Þ ð2Þ

where σ denotes the average of the sensor nodes as the aggregation function.
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Applying this logic and expanding Eq. (2), we get,

γE = ∑
Sj j

i=1
p SAj j= ið Þ ⋅ Φ SAj jðuÞ−Φ SAj jðlÞð Þ ð3Þ

γE = ∑
S

SA = sð Þ ⋅ I ϕðSCÞ−ϕðsÞj ≤ δjð Þ ð4Þ

where p denotes the probability that a single node in the network is compromised
and φ is the cumulative density function (cdf) of the distribution of S, and u, l are
the upper and lower limits of error tolerance.

With the help of Eqs. (3) and (4), we can find the eavesdropping vulnerability of
a protocol. This is applied to quantify how vulnerable the current implementation of
CoAP is. Upon assuming that the probability that a node is compromised as 0.2
(p = 0.2), the CoAP with the encrypted payload and the conventional CoAP is
compared with regard to the magnitude of eavesdropping vulnerability as shown in
Table 1. The table shows that with the use of different sensors, and by comparing it
with the values obtained from the device (from the CoAP and the encrypted CoAP),
the aggregation function is calculated.

The vulnerability of the conventional CoAP protocol with varying ease of
eavesdropping, can be analyzed by varying the probability of attack p, as shown in
Table 2.

Intuitively, the magnitude of vulnerability of CoAP in its current form is higher
when the node can be easily compromised and lower when it is difficult to attack a
node. Assuming the probability that a single node is attacked as 0.2 for comparison
purposes, a CoAP network is built for consideration. The system constitutes of 4
sensors whose values are aggregated and sampled by an IoT server. The sampled
final value is requested by an http protocol running node in the same network. The

Table 1 Eavesdropping vulnerability probability

S. no Probability of eavesdropping Eavesdropping vulnerability

1 0.1 0.11
2 0.2 0.2496
3 0.3 0.4251
4 0.4 0.6496
5 0.5 0.9375
6 0.6 1.3056
7 0.7 1.7731
8 0.8 2.3616
9 0.9 3.0951
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aggregated data values are then sent to the server with and without encryption, and
the magnitude of eavesdropping vulnerability in both cases is illustrated in Table 2.
Subsequent computations show that the main input to the indicator function (that
needs to be less than the error tolerance) for the encrypted-CoAP is computed as
0.5122. This effectively means that the suggested CoAP can withstand an error
tolerance of around 51% even when an attacker has complete access to the IoT
network. To put things in perspective, this is with respect to the 0% error tolerance
of current CoAP once an adversary attacks a single node in a network. This is
further illustrated in Fig. 2.

φ ⋅ SCΣ−φ ⋅ SA−CoAPΣj j=0 ð5Þ

φ ⋅ SCΣ−φ ⋅ SA−ECoAPΣj j=0.51222447 ð6Þ

Table 2 Eavesdropping comparison

Data from nodes Sensor 1 Sensor 2 Sensor 3 Sensor 4 Aggregation
function (σ)

CDF (φ)

Actual values from
device

0 1 3 5 2.25(σC)(SC) 0.48777553

Data vulnerable to
eavesdropping in CoAP

0 1 3 5 2.25(σA−coap)
(SA−coap)

0.48777553

Data vulnerable to
eavesdropping in
encrypted CoAP

0 39 117 195 87.75(σA−ECoap)
(SA−ECoap)

1

Fig. 2 Comparison of eavesdropping vulnerability
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Assuming the probability that an attacker has access to a sensor, p = 0.2, and
assuming the allowable error factor is 0, it is possible to derive Eqs. (7) and (8)

CoAP: γE = ∑
4

i=1
pi ⋅ Ið0 ≤ 0Þ=0.2496 ð7Þ

Encrypted CoAP: γE = ∑
4

i=1
pi ⋅ Ið0.5122 ≤ 0Þ=0 ð8Þ

Assuming an allowable error factor of 0.3, we can derive Eqs. (9) and (10)

CoAP: γE = ∑
4

i=1
pi ⋅ Ið0 ≤ 0.3Þ=0.2496 ð9Þ

Encrypted CoAP: γE = ∑
4

i=1
pi ⋅ Ið0.5122 ≤ 0.3Þ=0 ð10Þ

Assuming an allowable error factor of 0.6, we can derive Eqs. (11) and (12)

CoAP: γE = ∑
4

i=1
pi ⋅ Ið0 ≤ 0.6Þ=0.2496 ð11Þ

Encrypted CoAP: γE = ∑
4

i=1
pi ⋅ Ið0.5122 ≤ 0.6Þ=0.2496 ð12Þ

While this parameter basically signifies the efficiency of the distribution of
encrypted values and hence the overall efficiency of the encryption method used in
encryption of the payload, the system efficiency is a function of the cost incurred for
encryption and the resulting output achieved. Feeding the output result to the
forthcoming parameter, which effectively quantifies the system efficiency, was
achieved by using the eavesdropping vulnerability.

Definition 2 Performance Ratio The eavesdropping vulnerability, γE, gives us the
probability that an adversary can obtain a good estimate of the actual aggregate.

Obviously, to reduce the eavesdropping vulnerability γ, we will have to incur
additional overheads. So, it becomes important to quantitatively measure the vul-
nerability reduction and cost incurred to achieve it. Ideally, a good system must
have a high performance ratio.

We define the performance ratio of the adversary relative to a set of compro-
mised nodes, ρA as,

ρA σ, S, SA, SC, δ,Cð Þ = γ σ, S, SA, SC, δð Þ
Cr ⋅ ðSAÞ ð13Þ
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The performance ratio is now calculated, as shown in Eq. (14).

ρ σ, S, SA, SC, δ,C,C′
� �

=
1

ρA σ, S, SA, SC, δ,Cð Þ ⋅
CðSÞ
CðS′Þ ð14Þ

where, C is the cost of initially obtaining sensor values (system cost) and C′ is
system cost after mitigation of eavesdropping attacks. By varying the probability of
eavesdropping, the performance ratio can be tabulated, as shown in Table 3.

Let us assume the energy values as follows, Cost of sensing = 0.015 J, Cost of
transmitting and receiving through the medium = 0.025 J, Cost for encryption—
0.010 J.

Since we have four sensors scrutinized for attack, the cost of eavesdropping, w.r.
t. to the adversary, can be calculated as Cr(SA) = 4 * 0.025 = 0.1 J.

Overall CoAP system cost, C(S) = 4 * (0.015 + 0.025) = 0.16 J.
The overall encrypted CoAP system cost, C′(S) = 4 * (0.15 + 0.015 +

0.025) = 0.2 J.
Therefore, the formula to compute performance ratio of the adversary can be

derived as

ρA ∑
4

i=1

ϕðSCÞ−ϕ SA−ECoAPð Þj * pij
0.1 i

= ∑
4

i=1

0.5122 * pi

0.1 i
ð15Þ

Assuming the probability of eavesdropping as p = 0.2 and with the help of the
Eq. (16), we can calculate ρA

ρA = ðð0.51220.21Þ ⋅ 1Þ+ ðð0.51220.22Þ ⋅ 2Þ+ ðð0.51220.23Þ ⋅ 3Þ
+ ðð0.51220.24Þ ⋅ 4Þ=1.1425

ð16Þ

Table 3 Performance ratio S. no Probability of eavesdropping Performance ratio

1 0.05 3.04
2 0.1 1.48
3 0.2 0.7
4 0.3 0.43
5 0.4 0.3
6 0.5 0.22
7 0.6 0.17
8 0.7 0.13
9 0.8 0.11
10 0.9 0.09
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This illustration showcases the fact that the variance of vulnerability of a node,
which in effect shows the variance in difficulty of attacking a single node in a
network, does affect the effectiveness of the system but the system still functions
exceedingly well for p¡0.3, which complements the fact that more system resource
is required to deploy the suggested method in an insecure network where it is very
easy to attack a node (p is close to 1) (Fig. 3).

5 Conclusion

The first step towards achieving the preset objectives was to fully understand the
implementation of CoAP and understand the points at which it is vulnerable. After
this was discovered, by virtue of understanding the implementation of the proxy,
the transportation of the payload from the HTTP request to a CoAP endpoint is
analyzed. From the assessed vulnerability, a system was developed with clients
trying to access a PIR sensor wirelessly in an IoT network. In the developed system,
the payload was encrypted and the system was put into use. Attacks such as
man-in-the-middle and eavesdropping were eliminated by virtue of implementing
this solution. DTLS and CoAP integration plays a major role in this implementation
as it can secure the system against most of the attacks in IoT networks which have
passive eavesdropping as their essence. Additionally, ECC is chosen so that less
memory and less bandwidth are required. The amount of memory utilized by ECC
is minimal when compared with other encryption algorithms.

Upon evaluation by quantifying the eavesdropping vulnerability of the system, it
is found that an error tolerance of approximately 51% can be achieved. This means
that even when half of the nodes of the system are attacked, it is probabilistically
possible that the sampled values at the server are still safe and the system is fully

Fig. 3 Performance ratio
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secure. Furthermore, another quantifying measure is used to quantify the overhead
involved in the system and the cost incurred for the additional security is studied
and quantified and found to be efficient and more than acceptable for the security
achieved.

6 Future Work

The IoT is a field which is very new and fast growing. As a result there is a never
ending scope for future work. Pertaining to the system under consideration, the
extension of the module where the PIR sensor sends out a signal to the ECC for
encryption can be further discussed and enhanced through iteration of accepting and
manipulating multiple devices.

Since every node connected contains a CoAP entity, the translation of the
message from the IoT device along with the layers of the DTLS and the additional
layers on top of it can be enhanced to decrease the size of each packet and a more
optimal way of delivering packets with minimal load can be achieved by elimi-
nating redundant layers in the stack for incoming devices. Another important topic
that lends scope to future work is the dynamic expansion of the network. In a
wireless environment, when devices enter and leave the network space at will, the
configuration and encryption of newly entered devices through key exchange must
be automated and made efficient in such a way that there is no latency for enabling
key-exchange and encryption for newly registered devices in the network.

In addition, the IDS enacted in this scenario will initiate filtering only at periodic
intervals specified by the client system or the host which setsup the system for
sending out the packets. This can be further improved by instantiating the IDS as a
primary gateway for the packet to pass. This in turn will make sure that the system
will verify each and every packet which comes in or goes out of the system to stop
altered messages from any attacker. Moreover, the IDS is not fully aware of the
CoAP packets which are somehow new to some of the threats from attackers if the
IDS is based on signatures.
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A Survey of Fingerprint Recognition
Systems and Their Applications

Puja S. Prasad, B. Sunitha Devi, M. Janga Reddy
and Vinit Kumar Gunjan

Abstract Recognition for authentication using biometrics is an intricate pattern
recognizing technique. The process is really hard to architect and design, and
choosing precise algorithms competent of fetching and extracting significant fea-
tures and then matching them correctly, particularly in the cases where the quality
of the fingerprint images are poor quality image capturing devices are used.
Problems also occur where minutia are clearly visible on very small fingerprint area
that are not exactly capture by camera. It is a false assumption that fingerprint
recognition is a completely settled area regarding the authentication of a person just
because it always give the correct identity of an individual. Fingerprint identifi-
cation remains a very complex and intricate pattern-recognition system for
authentication of a person.

Keywords Binarization ⋅ Minutia ⋅ Ridge ⋅ Bifurcation ⋅ Galton points

1 Introduction

This paper focuses on the various research and techniques applied by researchers
that have been used in iris and fingerprint recognition, as well as the different
techniques of fusion of two biometrics. A number of authors and researchers give a
number of different techniques for fingerprint recognition, iris recognition, and the
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fusion of different biometric along with their advantages, disadvantages, and gaps in
the research. Human fingerprints are rich in complex feature details that are unique to
each person and it is these minutiae which can be used for authentication purposes.

The objective of all researchers is to build a model for fingerprint authentication
through extracting and then matching minutiae points, and to enhance the accuracy
of the model. In order get good quality minutiae points, i.e. ridge endings and ridge
bifurcations in fingerprints, a number of steps are undertaken. Preprocessing is first
applied in the enhancement of an image and then binarization of the biometric takes
place (fingerprints in this case) before evaluation. Hardware and software has been
combined to build an overall fingerprint recognition technique extractor and a
minutia matcher. False minutia points also add noises, so its elimination is also
required to remove noises. A number of algorithms have been developed for
minutia matching. These algorithms are capable of searching the relationship
between the pattern of the extracted minutia and the database templates following a
thorough search. Then evaluation of the performance of the developed system
occurs using the template and fingerprints captured from different people.

1.1 Research in Fingerprint Recognition

Sir Francis Galton defined Galton points, which are the attributes of a particular
finger and by which authentication has been in used for identifying fingerprints
since the late nineteenth century. “Galton points” were the first steps taken in the
study of fingerprint recognition, a field which has expanded and changed over the
past century. Fingerprint recognition began to be mechanized in the late 1960s
alongside the advances in computing technologies. Galton points are referred to as
minutiae and have been used to build up automatic fingerprint recognition
technology.

Ballan [1] gives the idea of fingerprint processing, which is directional by using
smoothing fingerprint identification and classification based on single points, i.e.
core points and delta points. These points are taken from histograms of an input
fingerprint. According to this method, Lasso and Wirbel are the two main categories
of this process which includes the formation of an image, image block represen-
tation, point detection, and the result.

Ratha et al. [2] projected a unimodal fingerprint authentication method using
minutia extraction technique, which is based on graph theory. Hastings [3] pro-
posed a method for enhancing the minutia point called a ridge by oriented dispersal
using an adaptation of anisotropic diffusion for smoothing the image in the parallel
ridge flow direction.

Prabhakar et al. [4] a developed fingerprint identification method using
filter-based representation. This technique uses both global and local individuality
in a fingerprint to enable recognition. In this process, each finger image is filtered in
several directions resulting in the extraction of around 640 feature vectors in the
middle region of the extracted fingerprint. Euclidian distance computed in matching
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stage between the template finger and the input finger. The process results in very
fine matching with an excellent degree of accuracy.

Bazen et al. [5] proposed a correlation-based fingerprint verification and iden-
tification system. The advantage of the correlation-based system is that it uses the
richer information of a grayscale image compared to normal minutia-based systems.
This correlation-based technique first selects appropriate templates in the prime
fingerprint, then that initially chosen fingerprint is used for template matching to set
them in the secondary print, and then both fingerprints are compared using the
minutia positions. In contrast, a system which uses other techniques like minutia
based or a correlation-based method for fingerprint verification system is trained to
deal with images that suffer from non-uniform shape distortion or images from
which no minutiae can be extracted clearly. Compared with other techniques, the
correlation-based technique gives improved results in terms of error rate as well as
increased performance where images are not captured properly.

Pores and ridges used to match fingerprints for identification and verification are
proposed by Jain et al. [6]. The detail of fingerprint ridge friction is described in a
hierarchical order of three levels. Level 1 is a pattern, Level 2 is a minutia point,
and level 3 includes pores and ridge contours. To increase the sensing power of the
fingerprint scanner, it rarely enhances the performance of fingerprint matching
unless all the extended features are used. They propose a hierarchical system of
matching in which all the three levels are used. Level 3, which uses pores and
ridges extracted using Gabor filters and Wavelets transform, matches fingerprints
by using the iterative closest point algorithm. There is a reduction in error rates, i.e.
error rates are equal when level 3 features are combined with level 2 and level 1.
Some conventional studies have often reported a different category of error, i.e.
false rejection rate and false acceptance rates that match score distributions.

Govindaraju et al. [7] present papers in feature extraction using the chain code
method. They give two chain code algorithms, one for enhancing fingerprint images
and the other for extracting minutia. For enhancing images, quick averaging occurs
first and then binarization occurs before the chain code is generated. Chain code
representation helps in calculating the direction field of given minutia. A filtering
algorithm is also used for enhancing images. The quality of the image is very
important as chain code representation is for binary images. The detected minutiae
use a sophisticated ridge outline following procedure. Conducting numbers of
experiment proves that the method is very efficient.

Hsieh et al. [8] developed a method for classification of fingerprint images. They
use the thinned image of a fingerprint for extracting directional as well as a singular
point from the region of interest (ROI) of the extracted images. The main benefit of
this algorithm is that it reduces the computation time required to extract the features
from the images.

Sonavane and Sawant [9] offered a method by which the fingerprint image is
broken into a set of clean images and their orientation is estimated, giving a special
domain fingerprint enhancement.
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Girgis et al. [10] worked on the problem of incomplete fingerprint images.
During capture of the image, most of the ridge endings and bifurcations get
deformed due to the incomplete nature of the image. Their proposed genetic
algorithm improves the quality of deformed ridges. Ambiguities in pairing a
minutia are solved by using a dynamic programming which of Genetics algorithm
and it shows the transformation that is globally optimized.

Lu et al. [11] proposed a well-organized algorithm that is very effective in
extracting minutia and results in a reduction of the computation time needed to
extract minutia thereby enhancing the performance of automatic fingerprint
authentication systems [12]. This algorithm is very significant in that it extracts true
minutiae while removing fake minutiae in the final post-processing stage. This
planned new fingerprint image algorithm for post-processing makes a hard work to
reliably discriminate bogus minutiae from accurate ones by making use of ridge
number information, crafty and arranging various giving out techniques properly,
referring to the original gray-level image, and also choosing various processing
parameters carefully. The post-processing algorithm for bogus minutia removal
works well.

Kumari and Suriyanarayanan [13] proposed a different method for enhancing
performance for minutia extraction like searching the edges in a fingerprint using
local operators, such as Roberts method, Prewitt method, Canny method, and LOG
method. The segmentation of captured image is in advance done to extract indi-
vidual segments from the image.

Kukula et al. [14] proposed a method that applies different levels of force to
investigate its effect performance of matching image scores in terms of quality, and
minutiae amount between capacitance and optical fingerprint sensors [12]. “Kaur
et al. [15] has given the joint techniques to make an extractor that extracts a pattern
present in the fingerprint and a minutia matcher. It uses segmentation process using
morphological operation used to get the better removal of false minutiae, fingerprint
minutia thinning.

Zhao et al. [16] worked on a method called a pore model for extracting fin-
gerprint pores. Pores developed due to sweating are now the subject of ongoing
research as they are considered to be one of the best variables for authenticating a
person and give an extremely good result. On the other hand, the authors explain
that the nature of pores is not always isotropic. They developed a direct approach to
fingerprint matching by using fingerprint pores. A RANSAC algorithm is used to
refine the correspondence between pores based on their local features. By using
pore matching free from minutia matching, it facilitates the fusion of the pore and
minutia match scores, which improves the efficiency of the fingerprint recognition
system.

Tarjoman and Zarei [17] looked at competent methods of classification and at
authenticating a person using fingerprints. In this important paper, the researcher
introduces a new approach that is structural in nature and uses directional images
for the classification so that the number of subclasses increases. In this process, they
use pixels present in the same direction for image segmentation. The segmented
image is used to construct a relational graph using relevant information.
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Finally, they compare the obtained graph and the model graph for matching pur-
poses. The increasing number of subclasses increases the accuracy and processing
speed of the fingerprint recognition system, as explained by the authors.

Cui et al. [18] proposed an algorithm that detects edge, as the edge is an
important parameter in the thinning process. This paper also gives some operators
for edge detection and compares their characteristics and performance. This study
also performs an experiment to show that each algorithm has its advantages and
disadvantages. Finally, a suitable algorithm should be selected according to the
characteristic of the images detected, so that it can perform as well as possible.
Canny operator is not suitable for edge detection as it is very much affected by
noise.

Edge detection is very important as it preserves a great deal of important data
that is then further used for image processing. The advantage of canny operator is
that it uses a smoothing effect to remove noise as well as having two different
threshold values for detection of the weak edge and the strong edge. However, the
complex algorithm used by canny operator make it time consuming. The sobel
operator is very simple but its accuracy suffers from noise as well as images with a
gray gradient. It does not give the location of the edge very accurately. The edge
detection algorithm for binary images is very simple, detects the boundary of the
image accurately, and the output-processed images do not have to go through the
thinning process. Different algorithms have their advantages and disadvantages, and
the selection of algorithm only depends on the quality and nature of the images
taken.

Karna et al. [19] proposed cross-correlation, which is normalized-based finger-
print matching. To perform fingerprint matching using minutia pairings has been
done but it is used fairly less time. However, there is a limitation with this technique
as it is not very competent in recognizing the squat characteristic of fingerprints.
A correlation technique is introduced to overcome this problem, providing an
enhanced result. Due to their providing better results, correlation-based methods are
in great demand in the biometrics field. This proposed technique for matching
cross-correlation normalized method reduces error rates as well as reduces com-
putational speed compare to another matching method and is effectively used for
fingerprint identification and recognition system.

Vatsa et al. [20] proposed a combination technique where they combine ridges
and pores with the aim of improving fingerprint recognition performance. The
objective of this paper is to combine level 1 and level 2 features to enhance the
performance of the matching algorithm. A ridge-tracing algorithm is used to extract
minutia. By using level-2 minutiae and level-3 pore and ridge features, a speedy
algorithm was developed. To register a fingerprint image, a two-stage process is
used. In the first stage, coarse registration is performed on images based on a Taylor
series transformation. In the second stage of fine registration, a thin plate spline
transformation is used. The functional curve evolution called a Mumford–Shah
curve is used to efficiently segment boundaries and extract ridge features, which is a
feature extraction algorithm.
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Nowadays a number of digital devices have an inbuilt feature, i.e. Bluetooth,
which also makes them very suitable for indoor positioning. Subhan et al. [21] uses
Bluetooth devices for indoor positioning by using the strength level of the signal to
estimate the position of an object. However, the measurements are corrupted by a
variety of environmental conditions, such as reflection, temperature, the human
body, presence of obstacles, and other different communication signals. Filtering is
therefore needed. The authors present an experimental relationship between the
standard radio propagation model using the received power level.

Onyesolu and Ezeani [22] present work on fingerprint identification for
enhancing the security of ATMs using fingerprint authentication. They use an
instrument that consists of three section. In the first section, they deal with the user
profile. The second section deals with its frequent uses and user reliability. Their
study was carried out over four months and shows an efficient result.

Detecting the real life nature of a fingerprint and protecting the system from the
use of an artificial fingerprint or the use of gelatin finger is a very difficult task.
Fingerprint liveness detection methods have been developed as an attempt to
overcome the vulnerability of fingerprint biometric systems to spoofing attacks.
Fingerprint liveness detection is challenging and no experiment can produce
detection that is 100% correct.

Ghiani et al. [23] provide a novel fingerprint liveness technique termed BSIF.
This method of liveness detection, which is very similar to local binary pattern and
local phase quantization-based representations, encodes the local fingerprint texture
on a feature vector.

Arjona and Baturone [24] propose a global fingerprint feature called q finger
map. This provides fuzzy information related to fingerprint images. A fuzzy rule is
built that unites information from numerous q finger maps and it is used to list or
enroll an individual in a database. There is not much more differences in the error
and access rates in this fuzzy retrieval system compared to other systems that
operate on similar rules but can be implemented in hardware platforms of vastly
lower computational resources, also results in lower processing time but can be
implemented in hardware platforms having lower computational resources, results
in lower processing time.

2 Conclusion

A large number of studies have been carried out in the field of fingerprint recog-
nition and authentication systems. Different researchers have worked on different
aspects, with some working on image processing algorithms, such as enhancement
of image and false minutia extraction. Others have worked on pattern recognition
problems that a number of algorithms to match a minutia. Fingerprint recognition is
one of the growing areas for authenticating a person and has its advantages and
disadvantages. In this paper, we present a survey of the different research that
benefits the new user in undertaking a project on the fingerprint authentication and
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recognition process. Extracting minutiae is one of the major steps in a fingerprint
recognition system. Matching a pattern with new and existing minutiae is also of
great importance for the overall authentication system.
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Iris Recognition Systems: A Review

Puja S. Prasad and D. Baswaraj

Abstract Recognition for authentication using biometric features is an intricate
pattern-recognizing technique. The process is extremely hard to design and build,
and choosing the exact algorithms competent to fetch and extract significant fea-
tures and then match them correctly, particularly in cases where the quality of the
captured images is poor or low-quality image capturing devices with very small
capturing areas are used. It is a false assumption that biometric recognition is a
completely settled area regarding the authentication of a person just because it
always gives the correct identity of an individual. Iris identification remains a very
complex and intricate pattern recognition system for authenticating a person. This
paper focuses on the different techniques used for authentication.

Keywords Iris ⋅ Biometric ⋅ Hough transform ⋅ Laplacian
Canny edge detection

1 Introduction

This paper focuses on the various studies and associated techniques applied by
researchers that have been used in iris authentication and recognition systems.
A range of authors and researchers discuss a variety of different techniques for iris
recognition, their fusion with different biometric, their advantages and disadvantages,
and the gaps in research. The human iris has very rich and complex feature details
which are unique to an individual. It is actually the floral part of iris that makes it very
valuable in identifying a person and this can be used for authentication purposes.

The aim of all researchers in the field is to build a model for iris authentication
through extracting and then matching the floral part or points and to enhance the
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accuracy of that model. To get good iris images, a numbers of steps are taken.
Pre-processing is first stage and is applied in the enhancement of an image followed
by binarization of the iris before evaluation. Hardware and software have been
combined to build an overall iris recognition technique extractor and a pattern
matcher. A number of algorithms have been developed for iris matching. These
algorithms are capable of identifying the relationship between the extracted floral
pattern and the database templates following a thorough search. Then evaluation of
the developed system takes place to better understand its performance using the
template and the iris images captured from different people.

2 Research in Iris Recognition and Authentication

John Daugman was the first person to use iris characteristics in the development of
a model of an iris identification system. Daugman’s system is a very popular iris
recognition systems and is used in various organizations for authentication pur-
poses. Daugman’s iris system works in different stages, such as segmentation,
normalization, then feature encoding, and iris code matching [1].

Wildes et al. [2] designed and implemented an automated recognition system for
the iris, in which localization of iris region occurs by using histogram processing
and then image filtering with band pass filters using band pass filter coated with
isotropic substance is done. Following that, Wildes et al. [3] again proposed a
model for personal authentication using iris characteristics called a machine-vision
system for iris recognition. As the iris is an external body, its appearance is suitable
to remote examination with the help of a machine-vision system. This system
exhibited perfect performance in the evaluation of 520 iris images.

Wildes [4] proposed another modal that uses diffuse light sources in a personal
identification system using the iris. In this model, he first extracted the boundaries
of the iris using an edge detection method called canny edge detection. This was
followed by a Hough transform circular function. By the use of a Laplacian
Gaussian filter at multiple scales, he produced the templates used and in then in
matching stage he computed the correlation.

Boles and Boashash [5] developed a new technique using different resolution
levels by using zero-crossings of wavelet transform in different concentric circles of
the iris, and thus this one dimensional image is used for identification using their
wavelet transform. Matching was completed by taking into account two variation
functions between the iris image and the iris template.

Zhu et al. [1] also works on the extraction of global features for personal
identification using the iris by applying a Gabor filter and wavelet transform
technique, by applying the multi-channel Gabor filter and wavelet transform
technique. As global feature are less sensitive to noise. El-Barky [6] proposed a
recognition system involving the iris, made quicker by the use of neural networks.
Lim et al. [7] proposed an algorithm named “Efficient Iris Recognition through
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Improvement of Feature Vector and Classifier”. In this algorithm segmentation,
normalization, and encoding feature method was taken same as the Daugman
techniques. The matching stage has two methods of learning called winner selection
and weight vector initialization for vector quantization (LVQ), and these were used
to categorize the feature vectors. This system was used for the verification and
identification of individual’s personality. Ma et al. [8] employed another filter called
circular symmetric filters (CFS) for iris recognition system. CFS or circular sym-
metric filters has certain variation from the Gabor wavelet. It uses a function called
circular symmetric sinusoidal function for modulation. To detect boundaries they
used a different edge detection function and a Hough transform function. This
system focused on the fact that the center point coordinate of the pupil and iris were
generally not the same.

Lye et al. [9], proposed a system that works using a different method. First,
localization of the iris takes place and this is then used to determine different iris
patterns. Using general camera for capturing images and then from that captured
images relevant iris patterns are detected. Once the iris pattern is detected, that
selected iris pattern is converted into a rectangular format which is then used for
extracting features from the iris.

Sanchez-Avila et al. [10] used a wavelet transform called dyadic wavelet
transform. They compared the results for different distances techniques, i.e.
Euclidean, Hamming, and direct distance using zero-crossing, for classification and
verification and they came to the conclusion that Hamming distance had better
results. The iris recognition systems proposed by Daugman [11] were intended for
both verification and identification, while the other systems were proposed for
identification only. Boles and Boashash [5] worked on a one-dimensional signal
whereas Daugman and Wildes worked on two-dimensional images. A zero
crossing transformation is used for encoding a one-dimensional image at different
resolution is done for recognizing iris pattern. Many projects are undertaken using
the algorithm that Daugman proposed for use in iris recognition and authentication
systems.

Lee et al. [12] introduced the distinct feature, which is actually a binary feature
and is used as key iris recognition system. The variation in the quality of iris images
is not important in their work. The keys for iris matching are actually obtained by
the given pattern, which is then constructed as a lattice-structured image to sym-
bolize a bit pattern for an individual iris image. Then the given reference patterns
are put into a filter. Iris texture is shown according to the iris power spectrum in the
corresponding frequency sphere. Chen et al. [13] proposed, method that is com-
pletely based on wavelet of iris images. Delivering good spatial adaptation and
determining local quality measures for different regions of an iris image is the main
aim of their work. The proposed quality index can reliably estimate the matching
performance of an iris recognition and authentication system. By amalgamating
local quality measures in the matching algorithm, they also saw a relative matching
performance enhancement of about 21% and 11% at the equal error rate (EER) on
the WVU and CASIA databases for irises respectively.
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Cui et al. [14] proposed a matching algorithm called elastic blob to reduce the
problem created by local feature-based classifiers in the iris recognition algorithm.
The measurement of numbers of minutiae is greatly affected by the noise present
during the capturing of an image, such as nonlinear deformation of the iris, and
occlusions by eyelashes and eyelids. Local feature-based classifiers are combined
with elastic blob for recognizing iris image efficiently. Intra-class comparison are
used when local feature classifiers are uncertain about the decision.

Sun et al. [15] attempted to reduce the restrictions of local feature-based clas-
sifiers. In order to identify a number of iris images competently, a fresh chain
scheme is proposed to combine the iris blob matcher and LFC. When there is
uncertainty in decision due to poor quality iris images then comparison is done
using intra-class value. The iris blob matcher is used to result the input iris identity
as it has the capability to identify noisy images. Miyazawa et al. [16] give a
matching algorithm which is actually phase based. To build an iris authentication
system in a combined fashion with a simple matching algorithm they use a phase
components using Fourier Transforms of two-dimensional iris images is used. Lili
and Mei [17] proposed an algorithm which is different from other algorithms, this
algorithm uses edge points for finding curve fitting. Fundamental iris image quality
evaluation is important in an automatic system for iris recognition and
authentication.

To reduce noise in an iris recognition system, an algorithm is given by Wang and
Runtao [18], in which to stay away from noise, iris features preserving principle is
apprehended. Result of by doing number of experiment resultant phase information
for iris image is given and then phase preserving using complex Gabor wavelets
filters is also discussed. To analyze the algorithm, white noise is added to iris
images and after applying a de-noising algorithm, hamming distances between the
iris images are calculated.

Yuan and Shi [19] have explain the iris images that works on structural attribute
of our eyes, they come forward an mathematical values for iris location which is
fast in nature. Gray projection is used to find the center of the iris and two points
that are present at the right and left boundaries of the image respectively, and have
finally find a point that are present at the lower boundary by using direction of edge
detection operators, then they give the edge of pupil and possible points at the
center. Using a Hough transform they were able to find the accurate pupil boundary
and center in an iris image that go into image processing phases. The next step in
the process is to search for two points that are located at the right and left
boundaries between the iris and the sclera in a horizontal direction by using the
precise center and direction edge detection operators. Finally they got at center of
iris the horizontal coordinate and the two points are searched that are situated at
upper and lower boundaries between iris and sclera start and at the horizontal
coordinate of the center of iris along the directions and making plus and minus
thirty respectively by using directionally edge detection operators, so they ensured
the coordinate of the center and the boundary between the sclera and the iris. This
method is much faster than existing methods in terms of processing speed, as they
had already proved. A value is chosen and a window is centered on it.
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Bolle et al. put forward approximation methods for authentication systems that
use biometric for authenticating people. Authentication by using biometrics is
becoming popular nowadays due to its growing reliability and ease of use. Per-
formance analysis of systems using biometrics is an important factor in that it
attempts to deal with two ideas of performance estimation that have been tradi-
tionally neglected.

Ziauddin and Dailey [20] proposed a hybrid technique for iris scanning that
provides a more accurate result compared to other authentication techniques
available and is one the most precise authentication technologies. However, even
with their tremendously high accuracy in an ideal imaging environment, their
performance degrades when the iris images captured are noisy or the enrollment
environment and verification imaging situation are significantly different. To
address this issue and enhance the performance of iris recognition in less than ideal
conditions of image capturing. Introduction of weighted majority voting technique
applicable to any of the biometric authentication and recognition system by com-
paring time taken during enrollment and verification bitwise of biometric templates.
Experiments using CASIA database for iris, they find that their method performs
existing reliable bit selection method. In their experiment, local frequency distri-
bution is obtained for iris localization, which then uses multiple different techniques
for the selection of two 64 × 64 corresponding iris regions. The iris gradient (iris
texture change) is then obtained for the sclera and iris boundary. For pupil seg-
mentation, a 20 × 20 iris region was recreated and then threshold intensity applied
to localize the pupil region. Iris segmentation is mainly based on a circular Hough
transform but requires several improvements.

Lagree and Bowyer [21] used another method called a log Gabor filter for iris
recognition and authentication. The segmentation process takes place in which
images are segmented to obtain an output for the preferred step. A linear Hough
transform method is applied to the occluded iris portions of the upper and lower
eyelids. ID Gabor bitmask is used to separate eyelashes by using eyelash and eyelid
occlusion location, image filters and isolate collarette region, iris Complex seg-
mentation and masking are exactly same as pattern called Iris Bee Pattern. In
normalization, rubber sheet model but log Gabor filter is not used normalized
patterns are actually vectors having texture feature. After converting polar coor-
dinates into Cartesian filters, Spot detector and line detector created.
A two-dimensional array is created which contains calculations for all the iris
images. For each vertical and horizontal image dimensions of radial and angular
dividing this previously normalized image array into a number of smaller resolu-
tions correspondingly.

Ross et al. [22] gives five basics sections of directionality in an iris image. Using
different image processing and pattern recognition algorithms, image acquisition is
achieved and iris texture is extracted using segmentation, normalization, encoding,
and matching as represented in a binary iris code. Multiple iris codes of the same
eye are determined and then aligned. During image acquisition, a number of images
are captured and different iris texture pattern classifications can be used to extract
features from images. In the segmentation stage, a non-cooperative database is used
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and three regions are formed using iris images. Next, boundary detection for
undesired areas like eyelids regions in right, left and bottom are removed from
images. SIFT method is applied for most critical section of iris image to achieve
leading orientation as well as feature point to increase accuracy. To improve the
efficiency and accuracy of the proposed system, they present a new approach to
making a feature vector compact and efficient by using wavelet transform, and two
straightforward but efficient mechanisms for a competitive learning method such as
a weight vector initialization and the winner selection [23, 24].

3 Conclusion

In this paper, we show how a person can be identified using their iris. There are a
number of ways for identifying a person. Instead of having many keys or
remembering passwords, we can use features that are present in our body like our
iris, fingerprint, and ear lobe etc. These features are called biometrics. We con-
structed a biometric recognition system using physical characteristics or habits of
any person for identification. Different researcher works on iris and this paper
presents their work in brief. A number of techniques are used in iris recognition,
such as image enhancement, image capturing, and image matching, and these use
different algorithms. To complete the dream of Mr. Daugman, where iris recogni-
tion systems are deployed in many fields, a lot of improvements are still required in
such systems.
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Efficient Image Segmentation Using
an Automatic Parameter Setting Model

D. Baswaraj and Puja S. Prasad

Abstract Most image analysis methods perform segmentation as a first step
towards producing the object description. In these methods both input and output
are images only, but the output is an abstract representation of the input. Image
segmentation is responsible for partitioning an image into multiple sub-regions
based on a desired feature, such as edge, point, line, boundary, texture, and region.
The most common segmentation methods use intensity-based images. Snakes or
active contours (AC) are used extensively in computer vision and image processing
applications, particularly to locate object boundaries. During a literature survey, it
has been identified that many segmentation issues like gray values of pixels remain
equal for a area, rapid change of image gradient, large gradient due to noise and
identification of boundary between areas. The traditional adaptive distance pre-
serving level set evolution method works fine for natural and synthetic images.
However, it is necessary to set the performance parameters manually every time
with respect to the type of input image. Hence, the proposed method of an auto-
matic parameter setting model (APSM) improves the adaptive distance preserving
level set evolution based on region by setting the performance parameters auto-
matically with the help of an analysis of the image quality. The results show the
effective performance of segmentation by reducing the number of iterations with an
improved output quality.

Keywords Image analysis ⋅ Image segmentation ⋅ Active contours
Level sets ⋅ Image quality ⋅ Self performance parameter setting
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1 Introduction

The digital computer used for scientific applications as well as in social media
become more efficient and faster now a days. The processes of collecting and
analysing information by humans are generally termed as sight and perception
respectively. The processes of collecting and analysing information by a computer
are termed image processing and image analysis respectively.

Most of the image analysis methods perform segmentation as a first step towards
producing the object description. In this methods, both input and output are images
only, but the output is an abstract representation of the input. The segmentation
technique basically divides the spatial domain on which the image is defined into
meaningful parts or regions. This method plays a vital role in many applications,
such as acoustics, remote sensing, medical imaging, material analysis, and voice
communication processes. Image segmentation classifies the segmentation as either
supervised or unsupervised based on available theoretical information. The region
homogeneity, region contrast, line contrast, and line connectivity are the important
features [1] that play a vital role in unsupervised segmentation. The unsupervised
segmentation is performed independently by the computer, whereas supervised
segmentation requires human intervention.

Errors are measured using a reference in the case of supervised segmentation.
The distinctions between the output of the original and reference image segmen-
tation determine the performance of the segmentation algorithm. The probability of
error is one of simplest measures of supervised segmentation [2] and can be used to
determine the optimal threshold values. The errors can then be divided into
under-merging and over-merging categories. In some cases, the quality of seg-
mentation is measured using the approaches used in references [3, 4], which is
based on differences of features determined from a reference and an original
segmented image.

In the literature many techniques have been proposed [5, 6], of which the snakes
or active contour models (ACMs) [1, 2, 5, 7, 8] are one of the most successful
methods used to locate the boundaries of an object. A snake is an energy mini-
mizing curve directed by external forces and influenced by image forces that pull it
towards target features like lines and edges. The active contour minimizes its
energy function and expose the dynamic behaviour always during run-time. Based
on the constraints applied during segmentation, the existing ACMs can be cate-
gorized into edge-based [2, 5, 7, 8] and region-based models [1, 3, 4]. ACMs are
largely partitioned into parametric and geometric models. In parametric models (see
Fig. 1), the curve will be stored as vertices and each vertex is moved iteratively
until the contour of a subject image has been detected.

In the geometric model (see Fig. 2), the curve will be stored as coefficients and
sampled before iteration. Each sample is then moved iteratively to new coefficients
until the contour of an interested object has been detected. Further, the geometric
ACM classified to boundary and region model. In the boundary model, gradient
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information is considered to be the driving force for curve evolution. However, in
the region model, gray level information is considered for curve evolution. Beside
advantages of level set method which is based on curve evolution, it needs repeated
initialization and a lot of calculation.

The objectives of the proposed segmentation methods are:

• To accomplish static segmentation by integrating both edge and region infor-
mation of a given image.

• To acquire optimal segmentation that is not sensitive to the performance
parameters like variation in operator size and thresholds.

• To get close contours of the object(s) existing within the foreground.
• To precisely segment the object(s) lying within the foreground from the back-

ground area.

Fig. 1 Parametric active
contours

Fig. 2 Geometric active
contours
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2 Related and Proposed Work

The region model uses the gray level information inside and outside the region of
the contour. It has a good effect on the image of the uneven gray-scale and the
evolution continues beyond the noise. Although the level set method based on
curve evolution has the advantages of free topological transformation and provides
a high-precision closed partition curve, it needs repeated initialization and a lot of
calculations. To effectively overcome the reinitialization problem, fast projection
methods [9] are used.

2.1 Related Work

To alleviate the problem of repeated initialization and numerous calculations in the
region model, the proposed method [10] mainly corrects the level set function and
the deviation of signed distance function. In addition, it also uses a simple finite
difference method and a large time step to solve the boundary model problem of
partial differential equation evolution. However, the significant disadvantages of
this approach are as follows:

• The curve evolution always follows one direction only (either inward or out-
ward), not the root. According to the image information inward or outward
movement, the user must manually select the initial contour movement
direction.

• The external energy functional weight is constant and cannot be adjusted
according to the image information and size.

• If the curve evolution speed is slow, then the edge stop function converges to
zero, resulting in a weak boundary which may still have greater evolutionary
speed.

• The real value of the currently adopted regularized Dirac function with compact
support determines that the evolution equation is in the control of local action,
thereby restricting the active contour target acquisition ability of the object
boundary.

To overcome the shortcomings of evolution, the adaptive distance preserving
level set evolution introduces an image-dependent weighting coefficient. This can
speed up the evolution but has the following limitations:

• The level set cannot evolve to the edge of the target object in the area, where
gray values are equal that make image gradient and weight coefficient zero.

• If the intensity changes because of fast changes in image gradient, then it
influences the weighting coefficient to become either large or small, which leads
the boundary to drip out or does not allow the image to separate correctly.

• Splitting is not permitted as the edge stop function is close to zero due to the
large gradient of the gray image.
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• The image gradient is large due to noise, it makes edge ending function to reach
to local minimum.

To alleviate the above limitations, the proposed adaptive distance method
modifies the image-dependent weighting coefficient and also combines the regional
information to the design of the adaptive edge stop function.

The energy functional E(ɸ) can be expressed as:

E ϕð Þ= μP ϕð Þ+Em ϕð Þ
= 1 ̸2μ

Z
Ω

∇ϕj j− 1ð Þ2dxdy+ λ
Z
Ω
g ∇ϕð Þδ ϕð Þ ∇ϕj j dxdy

+
Z
Ω
v Ið Þg ∇ϕð Þh −ϕð Þ dxdy

ð1Þ

where P(ɸ)—Internal energy functional and Em(ɸ)—External energy functional.
Equation (1) uses a Euler-Lagrange equation to minimize the energy functional

as:

∂ϕ
∂t

= μ Δϕ− div
∇ϕ
∇ϕj j

� �� �
+ λδ ϕð Þdiv g ∇ϕð Þ ∇ϕ

∇ϕj j
� �

+ v Ið Þg ∇ϕð Þδ ϕð Þ ð2Þ

where, δ(x)—Dirac function, h(x)—Heaviside function, I(x, y)—Image function, v
(I)—Variable weights, g(x)—Edge stopping function.

v(I) and g(x) are defined as:

vn Ið Þ= c ⋅ sgn ΔGσ × Ið Þ ∇ Gσ × Ið Þj j ð3Þ

g ∇Ið Þ= exp − ∇ Gσ × Ið Þj j ̸mð Þ= exp − s ̸mð Þ ð4Þ

where sgn ( ⋅ )—the sign function, c, m—constants.
ΔGσ × I—the results of the effect which the Laplace operator has on the Gaussian
filtered image
▽Gσ × I—Gradient after the image goes through the Gaussian filter.

2.2 Analysis of Variable Weight Coefficient

The level set evolution uses image edge features to make curve evolution minimize
the energy functional. In this method the weight coefficient vn(I) controls the
evolutional direction of the zero level set and directly affects the magnitude of the
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stopping function g(s). It determines the ability of the zero level set to detect the
multi-contours of the object [11]. When the level set evolves equal to the gray
value, its gray value in (3) is still equal after the Gaussian filtering and the mag-
nitude of image gradient as well as weight coefficient becomes zero; the level set
will stop the evolution, hence, is unable to segment the image.

When the level set moves into the uneven gray area, the image gradient changes
leading to great changes in the weight coefficient [12]. Thus, boundary leak may
happen. As the curve evolves into the deeply recessed area, the weight coefficient
has to be smaller, and hence the curve cannot break through the deeply recessed
area to reach the boundary of the target object.

2.3 Analysis of the Edge Stopping Function

Figure 3 shows how the edge stopping function g(s) = e−s/m changes with the
parameters m and s. The g(s) is a monotone decreasing positive function concerning
the image gradient. With m under certain conditions, the stopping conditions of the
level set evolution depend only on the gradient and the speed with which it con-
verges. For a large image gradient the edge stopping function g(s) is larger in the
non-edge portion with homogeneous intensity, leading to curve evolution rather
than stopping the evolution.

The g(s) may enter into the local minimum for a larger gradient with noise. For
example, if the gradient of a noise in Fig. 3 is 20 and m = 2, then g(s) = 4.5
105 ≈ 0, leads to prevent the curve evolution, and thus it cannot segment the target
image correctly.

Fig. 3 Edge stopping versus
the gradient of an image
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2.4 Design of the Variable Weight Coefficient

To alleviate the problem of curve evolution in (3), the variable weight coefficient is
modified [11] to satisfy the following conditions:

• Level set continues to evolve into the boundary in the area where the gray levels
are equal.

• Detect the multi-layer profile where the gray level changes have been com-
paratively large.

Based on the above considerations, the variable weight coefficient is corrected
and designed as:

vn Ið Þ= c ⋅ sgn ΔGσ × Ið Þ α ∇ Gσ × Ið Þj j+ βð Þ ð5Þ
where α and β are constants with values greater than zero. The analysis of (5) is as
follows:

• The gray level equal to the area and it makes the value of |▽(Gσ × I)| and
(ΔGσ × I) to zero. This ensures that the zero level set can continue evolving
until it reaches the contours of the target object. The value in the range 0.5–1.3
can be assigned to the parameter α.

• Replacing |▽(Gσ × I)| with α|▽(Gσ × I)| + β ensures that the curve pene-
trates the depth of the depression area to reach the target object boundary as the
values of α and β can be properly adjusted to increase vn(I).

• Although the image gradient mode is relatively large when the gray scale
changes greatly, α and β can still be properly adjusted to decrease vn(I) to ensure
that the zero level set stays at the target boundary.

So the proper values for α and β control the level set evolution in different
environments to reach the target boundary.

2.5 Design of an Edge Stopping Function

Consider that the value of the edge stopping function is high in (4), when the speed
of the image gradient(s) converges to zero (see Fig. 2). As a result the proposed
edge stopping function g introduces a coefficient Mρ with regional information, to
ensure that the function g(I, Mρ) adaptively changes. In this respect the stopping
function has been defined as:

g I,Mρ
� �

=
1

1+ ∇ Gσ × Ið Þ ̸Mρ

�� ��2 ð6Þ
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where, Gσ = a Gaussian kernel with a standard deviation, and a new adaptive
varying coefficient Mρ is defined as:

Mρ = ρ I −
c1 + c2

2

���
���+ θ ð7Þ

where, c1—the average intensity values of pixels inside the evolution curve, c2—
the average intensity values of pixels outside the evolution curve of the image and
ρ, θ—constants whose values can be in the range of 0–1.2.

The analysis of the edge stopping function g(I, Mρ) in (6) is given as follows:

• When the level set covers the object and is far away from the boundary, then the
term (ρjI − c1 + c2

2 j+ θ) ≫ θ, thus Mρ ≫ θ and g(I, Mρ) ≈ 1, despite the image
|▽(Gσ × I)| being bigger in place with noises. The great change in gray scale,
i.e. Mρ ≫ θ, the g(I, Mρ) becomes larger, ensuring g(I, Mρ) does not fall into
local minimum in the non-boundary, which increases the robustness of the
algorithm.

• When the level set function evolves towards the object boundary, then
(jI − c1 + c2

2 j) ≈ 0 and Mρ = θ, as the gradient mode in the boundary is larger. If
θ is close to zero, then g(I, Mρ) will converge to zero rapidly in the boundary of
the object to make sure that the model falls into a global minimum value and
improves the accuracy of the image segmentation.

The level set method proposed has the following significant advantages:

• The level set function can continue to evolve until the detected target object
contour for the zero level has been set in the equal gray level area.

• Avoid edge leakage that is caused by severe intensity change.
• Restrict the noise in the level set by making it fall into local minimum.

2.6 Proposed Work: Automatic Parameter Setting Model
(APSM)

The contour detection has to be efficient by setting the appropriate values of per-
formance parameters like α, β, ρ, and θ based on the properties of the image tested.
Hence, the proposed APSM considers the required behavior β of tuning parameters
in the vicinity of two extreme local properties encountered in an image, namely
edge regions and contours. The level set regularization reduces the domination of
the noise magnification error. In this method, automatic selection of an image
intensity-based weight coefficient reduces the above limitations. Finally, APSM
effectively solves the problem that:
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• The level set cannot continue to evolve in equal area for gray value.
• Inaccurate segmentation of the target image due to dramatic changes of image

gradient by reducing noise sensitivity for model and it improves the robustness
of the algorithm.

The numerical ranges for various performance parameters are shown in Table 1
and are fixed based on the results obtained from different types of image data sets.
Based on an empirical analysis, an approximate range is assigned to each param-
eter. The parameters are depth of boundary, gray-scale changes, noise sensitivity,
and evolution speed.

The following illustrations give more detail:

• To detect the depth of the depression boundary, the value α has to be in the
range 1.3–4.2. Otherwise it has to be in the range 0.5–1.8.

• To detect the contours of target objects, whose gray scale change is relatively
high, the value of β has to be in the range of 0.7–2.8 otherwise 0.3–1.8.

• The parameters ρ and θ are respectively used to control the noise sensitivity and
the convergence speed to zero of g(I, Mρ), generally θ is in the range of 0–1.2.

• The larger ρ-value speeds up the evolution subject to no noise or little gray-scale
change and

• For high-noise levels a relatively smaller ρ-value (between 0.3 and 1.8) ensures
that the evolution curve skips the noise point and continues to evolve until it
reaches the boundary of the object.

Usually the values are preferred to be from the normal range. However, with
cases meant to detect the depth of depression boundary, a relatively high gray-scale
level change to special range has to be preferred. Instead of selecting and setting the
parameters manually, the APSM sets parameters automatically based on image
properties, such as noise, gray level, gray density, and correlation between pixels.

2.7 Proposed Algorithm Design

The following guidelines help to design the proposed algorithm to automatically
estimate the parameter values with the usage of MATLAB tools and library
functions to detect the close contour of a given image.

Table 1 Performance parameter space

Sl. no. Performance parameters Normal range Special range

1 Alpha (α) 0.5–1.8 1.3–4.2
2 Beta (β) 0.3–1.8 0.7–2.8
3 Rho (ρ) 0.7–2.8 0.3–1.8
4 Theta (θ) 0.0–1.2 Nil
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• Create a gray level co-occurrence matrix (GLCM) by finding how frequently a
pixel with gray level “I” occurs horizontally adjacent to a pixel with gray level
“j” as: GLCM = graymatrix(I);

• Calculate the statistics of GLCM as: Stats = graycoprops (GLCM, properties);
where properties indicate contrast, correlation, energy, or homogeneity of a
given image.

• To determine the noise level in the given image, add noise using imnoise
function first and then remove noise using linear or median filters using imfilter
or medfilt2 functions respectively.

• The larger ρ-value speeds up the evolution subject to no noise or little gray-scale
change.

• Assign suitable values based on properties of an image to other performance
parameters, such as α, β and θ.

Function: Automatic-parameter Setting

Input: Gray Level or Color Image

Output: Performance Parameter Values

• Determine GLCM for a given image using the graymatrix function.
• Determine the statistics of various properties such as contrast correlation,

energy, and homogeneity of image using the graycoprops function.
• Determine noise level by adding and removing noise from an image using

function imnoise and linear/median filters imfilter/medfilt2 respectively.
• Based on image properties, statistics, and noise level, set the values as per

Table 1 to the corresponding parameters.
• Return these performance parameter values to the curve evolution process.

3 Results and Discussion

Different case studies were used to evaluate the performance of the conventional
and proposed methods discussed. From the different case studies, it can be observed
that the results of both methods are effective for some cases based on the type of
image. The experimental result on test images (see Figs. 4 and 7) shows that the
proposed method completed the segmentation process in 60 iterations (see Figs. 6
and 9) as compared to 300 iterations (see Figs. 5 and 8) using traditional methods.
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Fig. 4 Input test image

Fig. 5 Conventional
region-based method

Fig. 6 Proposed method
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Fig. 7 Input test image

Fig. 8 Conventional
region-based method
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Case Study-1: Flame Image

Case Study-2: Flower Image

4 Conclusion

The proposed APSM uses the weight coefficient with self parameter setting to
accelerate the evolution speed as well as optimizes the algorithm. This algorithm
has been tested on a different variety of images captured from several clinical
websites and scanners to identify whether the gray value is equal to the object
boundary or not. The results show the effective performance of the segmentation by
reducing the number of iterations with improved output quality.

The work presented in the APSM has been applied to detect the contour of an
object whose gray level is uniform in some areas and also there are sudden changes
in the gradient of image. However, it is unable to locate the contours of a low
intensity or low luminous objects in a given image. This model can be extended
further by analysing the quality of the image effectively, so that suitable values for
performance parameters can be configured automatically.

Fig. 9 Proposed method
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Quantitative Evaluation of Panorama
Softwares

Surendra Kumar Sharma, Kamal Jain and Merugu Suresh

Abstract Image stitching has been practiced in various computer vision and sci-
entific study areas. Many different image stitching algorithms have been proposed
by different research groups in the past, and there are many different image stitching
software products available on the market. However, a comparison between dif-
ferent stitching software products and an evaluation of them has not been performed
so far. Furthermore, most previous quality assessment approaches have not had an
adequate number of performance matrices, while others have suffered from the
adverse effects of computational complications. Our objective is to identify the best
software for panoramic image stitching. In this paper we measure the robustness of
different software products by assessing image quality of a set of stitched images.
For the evaluation itself, a varied set of assessment criteria is used, and evaluation is
performed over a large range of images captured in different scenarios using dif-
fering cameras. Results show that Autostitch performs relatively well for all types
of scenes and for all types of dataset.

Keywords Image stitching ⋅ Panoramic image quality ⋅ Image quality
assessment ⋅ Panorama software

1 Introduction

A panoramic image is a single image covering a wide field of view of the envi-
ronment around the camera. Normally panoramas entirely surround the camera on
the horizontal plane and can be approximately 120–180° in the vertical field of view
[7]. Panoramic imagery is becoming more and more popular for 360° representa-
tions of landscapes, city squares, and indoor scenes. Panoramic images have wide
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range of applications, such as computer vision, surveillance, 3D reconstruction,
texture mapping in 3D GIS [17], and virtual reality being a few of them. They are
also used in commercial applications such as entertainment, virtual tourism, and
real estate. In the last 15 years, panoramic imaging systems have drastically
improved. Due to the availability of a large number of software products not only
experts can create panoramas, but also anyone having a computer and a digital
camera is capable of creating panoramic images [7]. To generate a large panorama a
number of overlapping images are stitched together using image stitching algo-
rithms. Panoramic software uses an image stitching algorithm to generate a large
panorama. Several image stitching applications have been developed over the last
decade, but not a lot of work has been carried out to objectively evaluate and
improve it. Image stitching applications in computer vision mostly rely upon
assessing the quality of stitched results. In many of the cases of evaluating the
quality of a stitching algorithm, human-based perception is selected as the evalu-
ation framework [6].

However, as more accurate and faster software products have emerged in the
past few years, it is not enough to depend entirely on visible inspection for the
reason that it might go wrong when significantly differentiating the stitched images
acquired through different kinds of software. Scientific analysis demands stitching
quality to be measured quantitatively, instead of qualitatively [6]. This paper pro-
poses a quantitative evaluation framework of many image stitching software
products based on several matrices. We consider five commonly used panorama
stitching software products tested on 30 real mosaic image pairs selected from
different applications and from different cameras. There is a vast amount of liter-
ature published on the quality of images [3, 5, 10, 15, 16, 18, 20, 21] but for
evaluating the quality of stitched images only a few references are available. Ghosh
et al. [6] used different datasets but only one mosaicking algorithm (system) was
used to evaluate the quality of stitched images. Also they only used two perfor-
mance matrices PSNR (peak signal-to-noise ratio) and MI (mutual information).
Dissanayake et al. [4] compared four stitching algorithms and for quality assess-
ment they used subjective evaluation and objective evaluation. In their objective
evaluation they used SSIM (structural similarity index) and a UIQ (universal image
quality) index for geometric quality and for photometric quality they used SAM
(spectral angle mapper) and IMR (image magnitude ratio) indices. Xu and Mulligan
[19] worked on the color quality assessment of stitched images, in which they
compared the quality of different color correction methods. Paalanen et al. [12]
evaluated mosaicking performance using artificial video. First, they created an
artificial video using an available image then a mosaicking algorithm was applied to
the artificial video to create a mosaic. Finally the mosaicked image was compared
with the original image. Authors tested this approach only for synthetic datasets and
not for real datasets. This approach cannot be applied to real-world scenarios.
A similar type of approach was also used by Boutellier et al. [1]. They also cate-
gorized the type of error in the stitched image and its cause.

Section 2 discusses panorama stitching software. We discuss commonly used
panoramic stitching software products. Section 3 presents the image quality
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assessment metrics used to evaluate the quality of stitched images. Section 4 pre-
sents the dataset and methodology used in this work. Section 5 contains the results
and discussion. Section 6 concludes the paper.

2 Panorama Stitching Software

We have considered five commonly used software products for panorama gener-
ation. In the following subsection five different examples of panorama software
used in this work are described in alphabetical order (Table 1).

3 Evaluation Framework

There are two methods followed in evaluating image quality, the subjective and the
objective method. The subjective evaluation method is considered expensive and
time consuming due to the fact that we have to decide on a number of observers,
show them a number of images, and then ask them to rate image quality based upon
their own judgment. The objective image quality assessment (IQA) method
employs automatic algorithms to evaluate image quality without human interven-
tion. Based on the availability of the original image, objective image quality
matrices are categorized into three different classes:

• Full-reference: Reference image is available.
• Reduced-reference: Complete reference image is not available but information

about reference image is available in the form of image features which helps in
the evaluation.

• No-reference: Reference image is not available. This is also known as “blind
quality assessment.”

In this paper we concentrate on the full reference objective image quality metric,
as reference images are available to us.

Table 1 Software packages

Software Brief description

Autostitch Autostitch can create panoramas from unordered collections of images [2]
Hugin Hugin is a cross-platform open source panorama stitching and HDR

merging program [8]
Image composite
editor

Image Composite Editor (ICE) is an advanced panoramic image stitching
application. It can also create a panorama from a video [9]

Panorama maker Panorama Maker (PM) turns photos and videos into panoramas [13]
Panorama plus Panorama Plus (PP) seamlessly stitches together images and movie

frames to create the final panorama. The stitching procedure works in two
dimensions, creating vertical as well as horizontal panoramas [14]
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The objective image quality measures used in this work to evaluate the quality of
stitched panoramas are as follows:

3.1 Peak Signal-to-Noise Ratio (PSNR)

PSNR is used as a measurement of difference between two images. The PSNR of
corresponding pixel values is defined as:

PSNR=
10 log10 max G i, jð Þ, O i, jð Þð Þð Þ2

MSE

where MSE is the mean square, G(i, j) and O(i, j) represent the (i, j)th pixel values
in the input and stitched result respectively. MSE is defined as

MSE=
∑i ∑j G i, jð Þ−O i, jð Þð Þ2

N

where N is the total number of pixels in each image.
If the difference between two images is lower, meaning that MSE is lower, this

gives a higher PSNR between them.

3.2 Structural Similarity Index

A structural similarity (SSIM) index is a method for measuring the similarity
between two images. The image which is being evaluated is termed the target image
and the image to which the quality of the target image is compared is termed the
reference image. The SSIM index can be seen as a quality measure of the target
image provided the reference is of perfect quality [18]. It is an improved version of
the universal image quality index.

The SSIM index is developed in such a way that it satisfies the conditions of
symmetry, boundedness, and having a unique maximum. The luminance mea-
surement is taken to be qualitatively consistent with Weber’s law, which states that
in the human visual system, a noticeable change in luminance is approximately
proportional to the background luminance. Similarly, the contrast measurement is
also consistent with the human visual system by noticing only the relative change in
contrast, as opposed to the absolute contrast difference. The final SSIM index is a
product of the above two values, together with a structural similarity component,
which is also calculated based on luminance and contrast measurements [18]. SSIM
between two images x and y is defined as
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SSIM x, yð Þ= 2μxμy +C1
� �

2σxy +C2
� �

μ2x + μ2y +C1

� �
σ2x + σ2y +C2

� �

where μx, μy, σx, σy, and σxy are the local means, standard deviations, and
cross-covariance for images x, y.

The higher the value of the SSIM index, the less is the difference between the
structure of x and y. SSIM (x, y) = 1 if there is no structural difference.

3.3 Feature Similarity Index

A feature similarity (FSIM) index is a full reference IQA method. It is based on the
fact that the human visual system interprets an image according to its low-level
features [21]. To find the FSIM index two features, phase congruency (PC) and
gradient magnitude (GM) are evaluated. PC is used as a primary feature in FSIM
and it is dimensionless measure of significance of a local structure. GM is con-
sidered to be a second feature. PC and GM are complementary in characterizing
image’s local quality. The FSIM measurement is separated between f1(x) and
f2(x) into two components, each for PC or GM. The similarity measure in terms of
PC1(x) and is defined as:

SPC xð Þ= 2PC1 xð Þ ⋅PC2 xð Þ+ T1
PC2

1 xð Þ+PC2
2 xð Þ+ T1

where T1 is a positive constant.
The similarity measure in terms of GM values G1(x) and G1(x) is given as

SG xð Þ= 2G1 xð Þ ⋅G2 xð Þ+ T2
G2

1 xð Þ+G2
2 xð Þ+ T2

where T2 is a positive constant depending on the dynamic range of GM values.
SPC(x) and SG(x) are combined to get the similarity SL(x) of f1(x) and f2(x) which

is given as
SL xð Þ= SPC xð Þ ⋅ SG xð Þ

The FSIM index between f1 and f2 is defined as

FSIM =
∑X ∈Ω SL Xð Þ ⋅PCm Xð Þ

∑X ∈Ω PCm Xð Þ

Where PCm(X) is max of PC1(x), PC2(x).
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3.4 Visual Saliency Index

Visual saliency (VS) has been widely studied in psychology, neurobiology, and
computer science during the last decade to explore, which areas of an image will
draw most attention of the human visual system. Distortions can mostly impact VS
maps of images. With this consideration, Zhang et al. [20] proposed a simple but
very effective full reference image IQA method using VS called a visual
saliency-induced (VSI) index. The VSI metric between image1 and image2 is
defined as:

VSI =
∑X ∈Ω S Xð Þ ⋅ VSm Xð Þ

∑X ∈Ω VSm Xð Þ

where Ω means the whole spatial domain.

S Xð Þ= SVS Xð Þ ⋅ SG Xð Þ½ �α ⋅ SC Xð Þ½ �β

SVS(x) is the visual saliency similarity component between two images
SG(x) is the gradient modulus similarity component between two

images
SC(x) is the chrominance similarity component between two images
VSm(x) max (VS1(x), VS2(x))
VS1(x) and VS2(x) are the visual saliency maps of image1 and image2 respectively

4 Dataset and Methodology

A detailed dataset which is captured using a smartphone and digital camera cov-
ering 30 image pairs belonging to three types of scene has been selected to evaluate
the efficiency of stitching software. The dataset is versatile in nature and covers all
possible real-world situations for panorama generation.

4.1 Dataset

Table 2 discusses the specifications of the smartphone and digital camera used in
the study. Images are captured for three different scene categories to replicate
possible real world situations.

Images captured for the outdoor scene category mostly containing building
features are ranked in one category, while the image dataset containing natural
scenery is ranked as a second category. A third category images contains indoor

548 S. K. Sharma et al.



environments (classrooms interiors). These datasets are chosen to achieve different
lighting scenarios, features, color types, and other constraints imposed due to
site-dependent image capturing conditions (natural and manmade). Figures 1, 2,
and 3 depict the image datasets for the three discussed situations.

Table 2 Camera devices

Model Camera resolution (MP) Lens

Canon PowerShot A2200 14 28–112 mm, f2.8–5.9
iPhone 6 Smartphone camera 8 29 mm, f/2.2

Fig. 1 Scene containing buildings (dataset 1)

Fig. 2 Scene containing buildings (dataset 2)

Fig. 3 Indoor scene (dataset 3)
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4.2 Methodology

As shown in the Fig. 4, five image pairs are selected in each scene category. All the
captured images are stitched using software selected for the current study and
discussed in Sect. 2. The efficiency of the stitching software is evaluated by
comparing the quality of both overlapping and non-overlapping regions of input
and the resultant stitched image. As presented in Fig. 5, for each left image (L) and
right image (R) both the overlapping and non-overlapping areas are compared.

For each image pair IQA indices are computed in both the overlapped and
non-overlapped region. IQA indices results define the quality of the image stitching
method used by the individual software. For the overlapping region, So is compared
with Lo and Ro separately. Similarly, for the non-overlapping region SLnon is
compared with Lnon, and SRnon is compared with Rnon (see Fig. 5). Finally,
based on all the metrics (PSNR, SSIM, FSIM and VSI) a rank is assigned to each
software product, first for individual datasets and then combined for all datasets.
Rank computation and assigned ranks are described in Sect. 4.3. The complete
workflow of this study is shown in Fig. 6.

Fig. 4 Image capturing scenario

Fig. 5 Comparison of input and stitched images
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4.3 Rank Computation

For comparison, four types of metrics are available: PSNR, SSIM, FSIM and VSI
for overlapping and non-overlapping areas. Individual metric ranks for each type of
dataset are easy to compute. However, a single rank based on all metrics over all
types of datasets would be beneficial.

The ranking methodology has been adopted from Mukherjee et al. [11]. The
algorithm for ranking is described below:

1. For method m (representing a software program) with image area a (overlapping
or non-overlapping area), camera type c (digital camera or smartphone camera),
dataset d (dataset 1, 2, 3) and metric t, find the positional rank Pm,a,c,d,t by
sorting the metric values (a high value indicates better positional rank).

Fig. 6 Workflow adopted for panoramic image quality assessment
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2. Compute the average rank of m for image area a, camera type c and dataset
d over all metrics: Rm, a, c, d = 1

Nt
∑t Pm, a, c, d, t. Here, Nt represents the number of

metrics. Find the positional rank Pm,a,c,d of each method m for each dataset,
image area and camera type based on the value of Rm,a,c,d, by sorting the Rm,a,c,d

in ascending order (low Rm,a,c,d represents better positional rank).
3. Compute the average rank of method m for camera type c and dataset d over all

image areas: Rm, c, d = 1
Na
∑t Pm, a, c, d. Here, Na represents the number of image

areas (overlapping, left non-overlapping and right non-overlapping). Find the
positional rank Pm,c,d of each method m for each camera type and each dataset
based on Rm,c,d, by sorting the Rm,c,d in ascending order (low Rm,c,d represents
better positional rank).

4. Compute the average rank of method m for dataset d over all camera types:
Rm, d = 1

Nc
∑t Pm, c, d. Here, Nc represents the number of camera types used

(digital camera and smartphone camera). Find the positional rank Pm,d of each
method m for dataset based on Rm,d, by sorting the Rm,d in ascending order (low
Rm,d represents better positional rank).

5. Compute the average rank of method m across all datasets: Rm = 1
Nd
∑t Pm, d.

Here, Nd represents the number of datasets. Finally, determine Pm, the positional
rank across datasets by sorting Rm in ascending order.

5 Results and Discussions

This research compares five of the most prominent panorama image stitching
application (Autostitch, Hugin, ICE, PM, PP) software programs using four IQA
metrics. The final results are presented in two sections. In the first section a camera
dataset is used and three varieties of results are compared for five software pro-
grams using four IQA matrices. When results are computed for both the combi-
nation of overlapping areas (So, Lo and So, Ro), it can be seen that the left image
dominates in the stitching results for all the software products. Thus the “over-
lapping area” section in the table shows results for comparison of So and Lo only.
The “Left non-overlapping area” section shows the results for comparison of Lnon
and SLnon. Similarly the “Right non-overlapping area” section shows results for
Rnon and SRnon.

Table 3 summarizes the IQA metrics values for camera dataset 1 which depicts
an outdoor scene with building features. It can be seen that the IOA matrices values
for the PP software are significantly higher in both the overlapping and
non-overlapping area. For camera dataset 2, IQA values are presented in Table 4.
Autostitch software has higher IOA metrics values and is suited to outdoor scenes
which contain natural features such as trees. In the last camera dataset, which
depicts indoor scenes, Autostitch software performs best in comparison to all the
other stitching software (Table 5). In the second section the camera dataset is
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replaced by a smartphone dataset and similarly for three varieties of datasets, results
are compared for five software programs (Autostitch, Hugin, ICE, PM, PP) using
four IQA metrics. Table 6 summarizes results for smartphone dataset 1 which
depicts an outdoor scene with building features. It can be seen that the values of the
IOA matrices are significantly higher for PP software in both the overlapping and
non-overlapping areas. Results for smartphone dataset 2 are represented in Table 7.
Autostitch software shows higher IOA matrices values and is suited to outdoor
scenes with trees. In the last smartphone dataset which depicts indoor scenes,
Autostitch software performs best in comparison to all other stitching software
(Table 8).

We computed the rank of each method (software) m using the ranking algorithm
described in Sect. 4.3. First, we calculated the rank of each method m for datasets 1,
2, and 3 individually then we calculated the rank of each method m for all datasets
combined.

Table 9 (dataset 1 column) shows the ranking of software products for dataset 1.
Panorama Plus ranks the highest, followed by Autostitch in second position. ICE
and PM show the same type of results hence they have equal rank (rank 3). Hugin
gives very poor results thus attains the lowest rank. Table 9 (dataset 2 column)
shows the rankings for dataset 2. For dataset 2, Autostitch performs best therefore
comes in first, Panorama Maker is in second position. Panorama Plus, the top ranker
for dataset 1 shows average results for dataset 2 hence only attains third position.
Hugin shows very poor results for dataset 2 also. Table 9 (dataset 3 column) shows
the rankings for dataset 3. Again Autostitch is in first position for dataset 3, ICE and
Panorama Plus are in second position. Again, Hugin performs very poorly hence
finishes in last position.

We also calculated the overall rank of all the methods for all three datasets.
Table 10 shows the rankings of all methods for all types of datasets. Autostitch
obtains first rank which shows that Autostitch is best panorama software for all
three datasets. Panorama Plus is in second position. Panorama Maker and ICE are
third and fourth respectively. Hugin is in last position having performed very poorly
for all datasets.

Table 9 Ranking of software products for each dataset individually

Dataset 1 Dataset 2 Dataset 3

Sl. no. Method name Rank Method name Rank Method name Rank
1. PP 1 Autostitch 1 Autostitch 1
2. Autostitch 2 PM 2 ICE 2
3. ICE 3 PP 3 PP 2
4. PM 3 ICE 4 PM 3
5. Hugin 4 Hugin 5 Hugin 4
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6 Conclusions

This paper has conducted a comparative study of five commonly used panorama
software products. This study concludes that an objective image quality evaluation
(IQA matrices) technique can be used as a very efficient way of compiling three
different scenarios captured using a digital camera or smartphone for use in the five
most popular panorama software products. When the results are compared for
individual scenarios Autostitch performs relatively well for all types of indoor and
outdoor scenes with both camera and smartphone datasets. This study recommends
Autostitch as the best panorama image stitching software currently available.
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Emerging Trends in Big Data
Analytics—A Study

G. Naga Rama Devi

Abstract Big data refers to exceptionally large datasets that are growing expo-
nentially with time. The three key enablers for the growth of big data are (1) data
storage, (2) computation capacity, and (3) data availability (Grobelnik M, Big-Data
tutorial, 2012 [1]). This massive, heterogeneous, and unstructured digital content
cannot be processed by traditional data management techniques and tools effec-
tively, but this problem is overcome by using big data analytics. In this paper, we
have discussed various big data services, languages, and data visualization tools.
Big data helps organizations to increase sales and improves marketing results. It
also improves customer service, reduces risk, and improves security. Both high
storage and computation are important requirements for big data analytics. Infor-
mation technology researchers and practitioners have faced the major challenge of
designing systems for the efficient handling of data and its analysis for the
decision-making process as the amount of data continues to grow. Big data is
available in three forms, namely structured, unstructured, and semi-structured. The
top ten big data technologies are (1) predictive analytics, (2) NoSQL databases,
knowledge discovery and searching, (4) stream analytics, (5) data fabric for in
memory computing, (6) distributed file stores, (7) virtualization of data, (8) inte-
gration of data, (9) preparation of data, and (10) quality of data. Amazon Elastic
MapReduce, Apache Hive, Apache Pig, Apache Spark, MapReduce, Couchbase,
Hadoop, and MongoDB are data integration tools used to manipulate big data
accurately.

Keywords Big data trends and tools ⋅ Big data lambda architecture
Data storage and management ⋅ SQL-in hadoop ⋅ Data languages
Data visualization tools
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1 Introduction

Big data is data of an extremely large size. It is generally said to occur in three
forms. Structured data can be stored, accessed, and processed in the fixed format
called “structured” data, e.g., a table definition in relational DBMS. Unstructured
data are any data with an unknown form or where the structure is classified as
unstructured data. A typical example of unstructured data is a “Google search,”
which contains heterogeneous data sources like simple text files, images, and videos
etc. Semi-structured data contains both structured and unstructured forms of data.
The characteristics of big data are described the 8 Vs and these are (1) volume,
(2) velocity, (3) variety, (4) value, (5) veracity, (6) visualization, (7) viscosity, and
(8) virality. The definition of big data involves the volume, velocity, variety, and
veracity of information.

• Volume: The collection of massive data in the order of zettabytes.
• Velocity: Data in motion, i.e. streaming data. The data collection and analysis

must be conducted rapidly and timely.
• Variety: Data available in many forms, such as structured (RDMBS), unstruc-

tured (videos, audio, webpages, etc.), and semi-structured (text, xml, etc.).
• Veracity: Data in doubt, i.e. uncertainty due to data inconsistency and incom-

pleteness, ambiguities, latency, deception, and model approximations.

Big data technologies are used in different applications, such as (1) marketing,
(2) finance, (3) government, (4) healthcare, (5) insurance, (6) retail, (7) telecom-
munications, and (8) gaming.

Broad and adaptive big data integration contains (1) the ability to access data
formerly, process, combine, and consume it, (2) greater flexibility, (3) reduced risk,
(4) support for the latest Hadoop distributions from Cloudera, Hortonworks, MapR,
and Amazon Web Services, (5) ability to access data for preparation via SQL on
Spark and to orchestrate existing Spark applications in Scala, Java, and Python,
(6) integration with NoSQL stores including MongoDB and Cassandra, and
(7) connectivity to analytic databases including HPE Vertical, Amazon Redshift,
and SAP HANA.

The most popular big data tools for developers are (1) Splice Machine,
(2) MarkLogic, (3) Google Charts, (4) SAP in Memory, (5) Cambridge semantics,
(6) MongoDB, (7) Pentaho, (8) Talend, (9) Tableau, and (10) Splunk.

2 Lambda Architecture

Lambda Architecture (LA) [2] provides a hybrid platform by combining
real-time data and data precomputed by the Hadoop. In Lamda Architecture we
have discussed about importance of Twitter’s Summingbird and lambdoop.
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An LA framework contains any of the components which are shown in the
successive Fig. 1 [3]:

1. Twitter’s Summingbird [4]: Summingbird is a library that is used to write
streaming MapReduce programs and execute them on distributed MapReduce
platforms like Storm and Scalding. We can execute the Summingbird program
in either of the following ways.

a. Batch mode (using Scalding on Hadoop).
b. Real-time mode (using Storm).
c. Hybrid batch/real-time mode (offers attractive fault-tolerance properties).

2. Lambdoop: Lambdoop is a new big data middleware designed for data sci-
entists and developers to build big data solutions combining streaming and batch
data analytics.

• All data entering into the system is dispatched to both the batch layer and the
speed layer for processing.

• The batch layer (Apache Hadoop) has two functions: (i) to manage the
master dataset, and (ii) to precompute the batch views.

• The serving layer (Cloudera Impala) indexes the batch views so that they
can be queried in a low-latency, ad hoc way.

• The speed layer (Storm, Apache HBase) compensates for the high latency
of updates to the serving layer and deals with recent data only.

2.1 Properties of the Batch Layer and Saving Layer

Both layers satisfy all the properties, there is no concurrency issue and it scales
insignificantly. The final layer, the speed layer will fixes the low latency updates.

• Robust and fault tolerant: In this, failover is handled by the Batch Layer using
replication when machines go down and restarting computation tasks on other
machines.

Fig. 1 Big data lambda
architecture
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• Serving Layer: To ensure availability, it uses replication when servers go
down. Both are human fault tolerant, since, when a mistake is made, we can fix
our algorithm or remove the bad data and recompute the views from scratch.

• Scalable: Both are easily scalable.
• General: Both have a general architecture. We can compute and update

inconsistent views of both layers.
• Allows ad hoc queries: All of the data is available in one location and we are

able to run any function we want on that data.
• Minimal Maintenance: Both maintain essential information to the large no of

applications.
• Debuggable: Can be debugged when errors are found and it provides full

information.

3 Data Storage and Management

The traditional systems unable to handle a large amount of data. A good storage
provider should be available on which all analytical tools can be placed to store and
query data [3].

3.1 Hadoop

Hadoop is open-source software. It is a distributed file system and MapReduce
package. It is a software technology designed for storing and processing large
volumes of data distributed across a cluster of commodity servers and commodity
storage. It is used in analytics where there are terabytes of data to mine.

The base Apache Hadoop framework consists of the following core modules:

• Hadoop Common: This supports Hadoop modules.
• Hadoop Distributed File System (HDFS): This stores data on commodity

machines, providing very high aggregate bandwidth across the cluster.
• Hadoop YARN: This provides a resource management platform for applications

scheduling of users.
• Hadoop MapReduce: A programming model for large-scale data processing.

3.2 Big Data Analytics Tools [5–7]

There are many big data analytics tools that are available to handle the data
effectively.
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• Ambari: In Apache Ambari, Apache Hadoop clusters effectively.
• Hive: Apache Hive contains two modules, namely Apache Hadoop Distributed

File System and MapReduce. It allows SQL developers to write Hive query
language statements similar to standard SQL ones.

• Pig: Apache Pig is a scripting language. It provides a platform for analyzing
large data sets. We can access and transfer data effectively.

• Sqoop: In Apache Spoop, data moves between Hadoop and RDBMS efficiently.
• Flume: In Apache Flume, data moves from log files into HDFS.
• Mahout: Apache Mahout is a library of scalable machine-learning algorithms.

It is implemented on top of Apache Hadoop.
• Tez: Apache Tez builds high performance batch and interactive data processing

applications. It is a data flow programming framework.
• Spark: Apche Spark runs on Hadoop, Mesos, standalone, or in the cloud. It can

access diverse data sources including HDFS, Cassandra, HBase, and S3.
• Zookeeper: This is an Hadoop admin tool used for managing the jobs in the

cluster and provides service for distributed applications.

3.3 Cloudera

Cloudera is a Hadoop with some extra services. It helps business people to build an
enterprise data hub and provides better access to data storing. Cloudera is an open
source element and helps businesses to manage their Hadoop ecosystem.

3.4 MongoDB

This is open source software. It is a NoSQL data store it manages unstructured or
semi-structured data effectively as well as performing real-time processing effec-
tively. It is a document-oriented and schema-less data store. MongoDB is used in a
web application as a backend instead of MYSQL.

3.5 Talend

Talend is open source software. It is the open platform for data loading, data
integration, data extraction, and data transformation. It is a rich ETL tool for extract,
load, and transform processes.
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4 Data Languages [8]

Data languages are used to understanding basic languages like R, Python, RegEx,
XPath, and their functionalities.

• R Programming: R is an open source programming language. It performs
statistical computation efficiently and displays the data graphically. It provides
more debugging facilities for data validation. It can run easily run on Linux,
Windows and Mac operating systems.

• Python: Python is an open source programming language for web development,
game programming, desktop GUI’s, scientific programming, network
programming.

• RegEX: Regular expressions contain a set of characters that can manipulate data
and perform pattern matching with strings or text effectively.

• XPath: This is a query language. It is used for data extraction and selecting
certain nodes from XML documents effectively.

5 SQL-in-Hadoop

In this paper, we have discussed various SQL-in-Hadoop tools to manipulate big
data and their functionalities as detailed in Table 1:

6 Data Visualization

Data visualizations tools are used to present complex data graphically and analyze it
for perfect decision making [9]. Data visualization tools are Tableau, Silk,
CartoDB, Chartio, and Plot.ly.

Tableau: Tableau is a data visualization tool used for business intelligence.
Without programming we can create bar charts, maps, and scatter plots, and we can
connect to databases and API using a data connector.

Silk: Silk is a simpler analytical and data visualization tool than Tableau.
It builds interactive maps and charts quickly.

CartoDB: This is an open source tool and is used to facilitate making maps.
It makes it possible to visualize and store geospatial data on the web. It can manage
data files and types.

Chartio: Chartio is a visual query language that is easier to use than SQL.
It does not require a separate data warehouse. It combines data sources and executes
queries in-browser. Powerful dashboards can be created effectively.

Plot.ly: It allows the creation of stunning 2D and 3D charts without any pro-
gramming knowledge.
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Data wrapper: This is an open source tool. It creates embeddable charts and
maps. It uses hands-on tables in key areas, enabling users to create high-quality
charts much faster than with traditional workflows and tools [10].

7 Conclusion

In this paper we have discussed big data, Lambda architecture, data storage man-
agement, data languages, and data visualization tools. The big data emerging trends
and tools survey and analysis may be useful to many practitioners and researchers.
An effective and efficient system can be created by big data analytics. Handling big
data is difficult using traditional methods, so it is overcome by using big data
analytics and cloud security mechanisms.

Table 1 SQL-in-hadoop tools

Languages Functionality

Apache Hive 1. It is used to querying and managing large datasets residing in distributed
storage

2. It allows the map reduce programmers to plug in custom mappers and reducers

Impala 1. Cloudera’s Impala is an open source massively parallel processing (MPP) SQL
query engine

2. It runs natively in Apache Hadoop
3. Without requiring data movement or transformation, it enables users to directly
query data stored in HDFS and Apache HBase

Shark 1. It is a data warehouse system and compatible with Apache Hive
2. It supports Hive’s query language, meta store, serialization formats, and

user-defined functions

Spark SQL 1. It allows relational queries expressed in SQL HiveQL, or Scala to be executed
using Spark

2. Spark SQL is an alpha component

Apache Drill 1. Apache Drill, is an Apache incubation project
2. It provides ad hoc queries to different data sources
3. Inspired by Google’s Dremel, Drill is designed for scalability and ability to

query large sets of data
4. This project is backed by MapR

Apache Tajo 1. It is a big data relational and distributed data warehouse system for Apache
Hadoop

2. Tajo is designed for low-latency and scalable ad hoc queries, online
aggregation, and ETL (extract-transform-load process) on large-data sets
stored on HDFS (Hadoop Distributed File System) and other data sources

Presto 1. Presto framework from Facebook, is an open source distributed SQL query
engine for running interactive analytic queries against data sources of all sizes

Phoenix 1. It is an open source SQL query engine for Apache HBase
2. It is accessed as a JDBC driver and enables querying and managing HBase

tables using SQL
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A Novel Telugu Script Recognition
and Retrieval Approach Based on Hash
Coded Hamming

K. Mohana Lakshmi and T. Ranga Babu

Abstract Due to their many applications, optical character recognition
(OCR) systems have been developed even for scripts like Telugu. Due to the huge
number of symbols utilized, identifying the Telugu words is a very complicated
task. Pre-computed symbol features are stored by these types of systems to be
recognized or retrieved from a database. Hence, searching of Telugu script from the
database is a challenging task due to the complication involved in finding the
features of the Telugu word images or scripts. Here, we implement a novel Telugu
script recognition and retrieval approach based on a method called hash coded
hamming (HCH). Hash coding will be used as a feature extractor and the hamming
distance will be utilized as a replacement for conventional Euclidean distance in
order to measure the similarity between query and database images. Simulation
analysis shows that the proposed scheme has a superior performance to the con-
ventional approaches presented in the literature.

Keywords Optical character recognition (OCR) ⋅ Telugu script
Hash coding ⋅ MD5 algorithm ⋅ Hamming distance

1 Introduction

Document image retrieval is an emerging field of research with the continuous
growth of interest in having data/information accessible in a digital format for
effective access, safe storage, and long-term preservation. Scanned or digital
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documents don’t contain searchable text regions inside the image and cannot be
retrieved or searched by conventional search engines. Searching and retrieval for
pertinent document images should be possible with the assistance of
recognition-based and recognition-free approaches [1, 2]. A direct method of
accessing these documents involves converting document images to their textual
form by recognizing text from images. OCR alludes to a procedure of generating a
character input by optical means, such as filtering, for recognition in ensuing stages
by which a printed or handwritten text can be converted to a form which a PC can
comprehend and control. The procedure of automatic reading of documents consists
of different stages like image acquisition, pre-processing, object extraction, stan-
dardization or windowing, feature extraction, arrangement and post-processing.
These are important stages of any word recognition system which is generic in
nature. The vast majority of the Indian scripts are based on the Brahmi script
through different transformations. The emphasis is on recognition-free approaches
for retrieval of applicable documents from huge accumulations of document ima-
ges. Like a recognition-based approach, recognition-free schemes likewise goes
through many stages. When we get a document for analysis, it is preprocessed and
then divided into words. At that point, features are extricated for portrayal of the
fragmented word images. For a given inquiry, a similar methodology of highlight
extraction is applied here. The issues that arises is of no too much significance here
because the query images are exactly same in nature as present in the database
images. In this area word searching, another method of optical character recognition
(OCR), is lacking in ability to recognize and retrieve words from poor quality text
documents. Google has developed digital libraries where users can search several
thousands of printed documents to find the required text information. Conven-
tional OCR approaches are poor in recognizing and retrieving text from poor
quality documents. The main aim is to recognize the query images from images in
the large database. The user feeds the query image and the system will find similar
images and return the most relevant text images in the stored documents. A novel
algorithm for OCR system to retrieve words is based on the extraction of features,
such as shape, color, and geometric features etc. The overall structural procedure of
Telugu word recognition and retrieval system has pre-computed symbol features
which are stored by these types of systems so that words can be recognized or
retrieved in a database.

2 Literature Review

There has been a lot of research and advancement in the range of machine learning
and image handling in recent years. Powerful component descriptors like HOG [3],
SIFT [4] and GLOH have been produced and utilized as a part of various appli-
cations like image recognition and image enrollment. The essential thought while
choosing features is its invariance to perspective and lighting changes. These
techniques can be connected to distinguish Telugu documents for preservation.
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The character set of Telugu has various characters in it and has an exceptionally
confounded structure when contrasted with Latin scripts. So in this paper, we have
built up a calculation for distinguishing Telugu words. Telugu characters have
certain primitive shapes and their recognition is a testing assignment. On the pre-
mise of SIFT features, recognition is done in view of BOW and SVM classifiers.
Telugu dialect, not at all like English, is a dialect in which the written word system
does not utilize vowels independently, rather, vowels are utilized as diacritics with a
consonant in order to make a composite character. Therefore, there is a wide blend
of composite characters which can be made. Rather than selecting singular char-
acter recognition it is henceforth better to accomplish word recognition with respect
to simple character recognition. Telugu word image retrieval is a difficult and
challenging task due to the fact that each word image has its own structure with
single and multi-conjunct vowel consonants.On the other hand, characters in south
Indian scripts like Telugu are composed of more than one object making it more
complex to apply high level feature extraction techniques. Once in a while even
consonants are joined to form composite characters termed ligatures. There are 16
vowels and 36 consonants in the Telugu dialect. A couple of learning models have
been connected in the context of Telugu character recognition, for example,
stochastic models [5] and machine-learning-based models [6]. SVMs have
accomplished reasonable exactness in the recognition of individual characters, in
digit recognition, and in character identification in Roman [7], Thai [8], English [9],
and Arabic scripts [10]. For word identification, gradient-based features have
appeared with a far superior performance when contrasted with texture-based
features. A template coordinating technique will have the capacity to coordinate
these features to related images. The techniques utilized for word order can be
chiefly arranged into two sorts (i) structure-based and (ii) visual appearance-based
methods. Recognition of words from scanned Telugu documents has not been
investigated much in contrast to the customary scanned documents in English
writing. As of late, some research has been done on script identification issues.
Creator [11] proposed an approach in view of measurable script identification from
images in different illumination conditions. The examination detailed by [12]
uncovered that a better performance for word recognition has been accomplished by
the utilization of Gabor features using closest neighbor and SVM classifiers.
A proposition by [13] discussed the smoothness and cursiveness of lines to rec-
ognize the script. They considered only Tamil, English, and Chinese dialect scripts
for their investigations. To perceive six different scripts, Creator [14] proposed
spatial-gradient-features at the piece level by considering the separated text lines
from the images for the trials and a normal arrangement rate of 82.1% was
accounted for. Creator [15] examined and investigated three different features,
which were Gabor, Zernike moment and a gradient with dimensionality of 400. The
recognition and retrieval for the words was accomplished using support vector
machine (SVM). These authors have clarified that the vital pre-handling methods
are required to overcome the issues with the input or source. Sharma et al. [16]
showed that to distinguish a word from an image; Gradient Local Auto-Correlation
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(GLAC) feature is very efficient and effective and they found that for retrieving or
recognizing the Telugu script, the gradient feature is computationally simpler and
effective than the conventional texture features (Fig. 1).

A scheme termed template coordinating has been used for word recognition in
[17] with the component identification as gradient angular features (GAF) applied
to 760 words from six distinct scripts. In light of all the research papers discussed
above and and from the literature review we can conclude that the method used for
retrieving or searching words is the one which can distinguish words from each
other based on features. Based on this, we have proposed a novel Telugu word
recognition algorithm based on Hash coding capacity with similarity measured by
using Hamming distance. We likewise introduced a comparative report and
investigation of traditional techniques in order to comprehend the effectiveness and
robustness of the proposed approach. Recently, author in [18] presented a HMM
based correlation method for retrieving the Telugu word images from database.
In [19], template matching scheme has been introduced for the retrieval of word
images.

3 Proposed Approach

3.1 Hash Function

A hash function is a function which is used to map data of arbitrary size to data of
settled size. The hash function returns certain values called hash values, hash codes,
digests, and essentially, hashes. Data structure creates hash table using hash values
as a part of PC programming for rapid data lookup. In a vast document hash
functions accelerate table or database lookup by identifying copied records. Hash
functions are identified with (and frequently mistaken for) checksums, check digits,
fingerprints, lossy compression, randomization functions, error-correcting codes,
and figures. Despite the fact that these concepts overlap to some degree, each has its
own uses and requirements and despite the fact that these concepts overlap to some
degree, each has its own uses and requirements and is defined and improved in an
unconventional manner. Hash functions are occasionally called message process

Fig. 1 Sample images from
the dataset
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functions. Their motivation is to extricate a settled length bit string from a message
(image, documents, and so forth.). Hash functions have discovered fluctuated
applications in different cryptographic, compiler and database search applications.
As of late, there has been a considerable measure of interest in utilizing hash
functions in sight and sound applications both for security and ordering. A key
element of ordinary hashing algorithms, for example, message digest 5 (MD5) and
secure hash algorithm 1 (SHA-1) is that they are amazingly sensitive to the mes-
sage, i.e. changing even one bit of the input will change the yield significantly. In
any case, sight and sound data, for example, digital images, experience different
controls, such as compression, improvement, trimming, and scaling. An image hash
function ought to rather consider the adjustments in the visual area and deliver hash
values in light of the image’s visual appearance. Such a hash function would be
valuable in recognizing images in databases, in which the image perhaps experi-
ences coincidental changes, (for example, compression and format changes, normal
flag handling operations, filtering or watermarking). A noteworthy use of a per-
ceptual image hash could be for reliable image verification. In such cases, the hash
must be invariant under perceptually irrelevant alterations to the image yet recog-
nize malignant altering of image data. A few different applications can be distin-
guished in the territories of watermarking and information implanting in images.

3.2 MD5 Algorithm

The MD5 algorithm is a generally utilized hash function delivering 128-bit hash
esteem. It can be utilized as a checksum to confirm data trustworthiness, the query
word image gets affected with noise, occlusions and random distortions. MD5
processes a variable-length message into a settled length yield of 128 bits. The input
message is separated into lumps of 512-bit blocks (sixteen 32-bit words); the
message is cushioned with the goal that its length is distinct by 512. The padding
fills in as takes after: initially a solitary bit, 1, is attached to the end of the message.
This is followed by the same number of zeros as are required to bring the length of
the message up to 64 bits less than a different of 512. The rest of the bits are topped
off with 64 bits speaking to the length of the first message, modulo 264. The
fundamental MD5 algorithm works on a 128-bit state, separated into four 32-bit
words, signified A, B, C, and D. These are instated to certain settled constants. The
principle algorithm at that point uses each 512-bit message hinder to thus alter the
state. The handling of a message square comprises four comparative stages termed
rounds. Each round is made out of 16 comparative operations in light of a
non-direct function F, secluded expansion, and left rotation.
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3.3 Algorithm

Step 1: Load the database script images
Step 2: Select and read a query image ‘Q’ from current directory
Step 3: Resize ‘Q’ to 128 × 128
Step 4: Now, apply hash coding to ‘Q’
Step 5: Now, read all the script images from the database and resize the images with the size of ‘Q’
Step 6: Apply hash coding to all the database script images
Step 7: Now, calculate the similarity distance between hash codes of ‘Q’ and database script images
Step 8: Display the most similar script image as a recognized script from the database

Hamming distances are positive integers that represent the number of pieces of
data you would have to change to convert one data point into another. The
Euclidean distance is the length of the line segment that connects two coordinates.
When all is said and done, for expansive scale retrieval the most vital property is
that the search time unpredictability will be directly proportional to the number of

Fig. 2 Block diagram of the
proposed system
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database images. Also, given the dispersed idea of vast-scale figuring, the capacity
to parallelize the search is vital for useful applications (Fig. 2).

In the specific context of parallel codes, as we consider here, retrieval includes
finding all cases that have a zero or short hamming distance from the query, where
the hamming distance between two double vectors is the quantity of bits that vary
between them. To fulfill these requirements, we consider variations of hashing.
Hashing is speedy and has insignificant storage requirements past the paired data
vectors themselves. It uses all measurements of the twofold codes (bits) in parallel
to perform retrieval. This is as opposed to tree-based algorithms, for example,
kd-trees, where every case is found by settling on a progression of two ways to
navigate the tree, every choice (bit) being restricted by the decisions above (Fig. 3).

4 Simulation Results

All the experiments were performed in a MATLAB 2016a environment with 4 GB
RAM. We utilized various Telugu script images for training and testing purposes.
First, a database of 60 images was trained and then a query Telugu script was given
as an input to recognize and retrieve the relevant Telugu script from the database
images. Figure 4 shows the images stored in the database for retrieval and recog-
nition of query Telugu script.

Figures 5 and 6 show that the query script “PARIKSHA” and the recognized
output image obtained by using the proposed algorithm and the obtained hash codes
are shown in Table 1, where each retrieved image consists of values of size 1 × 16
and a data class with uint8 which indicates that the size of image is 128 × 128. The
same is shown in Figs. 7 and 8 with a script called “HALLTICKET” and the
respected hash codes are given in Table 2.

Precision is the fraction of retrieved words that are relevant to the query:

Fig. 3 Recognition of
relevant Telugu script using
HCH
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Fig. 4 Trained database

Fig. 5 Query sample 1

Fig. 6 Retrieved word image for query sample 1
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Table 1 Hash table for retrieved images using the proposed approach with Telugu Script name
“PARIKSHA”

R{1, 2, 3, 4} 89 31 245 13 71 217 119 222 25 14 26 252 224 123 87 63

R{5} 237 135 114 75 44 213 198 252 80 143 254 204 182 138 93 203
R{6, 7, 8, 9, 10, 11} 108 109 126 174 83 173 20 244 50 56 39 228 221 38 136 143
R{12} 135 19 124 26 40 227 124 152 80 146 26 74 90 216 105 147
R{13} 159 88 102 1 62 141 108 216 33 210 15 216 119 251 234 173

Fig. 7 Query sample 2

Fig. 8 Retrieved word image for query sample 2

Table 2 Hash table for retrieved images using the proposed approach with Telugu Script name
“HALLTICKET”

R{1, 2, 3, 4, 5, 6} 108 109 126 174 83 173 20 244 50 56 39 228 221 38 136 143

R{7} 237 135 114 75 44 213 198 252 80 143 254 204 182 138 93 203
R{8} 191 252 174 214 220 129 148 203 6 180 113 174 214 151 89 34
R{9} 179 216 120 52 236 166 132 245 4 158 244 15 71 143 54 56
R{10} 228 133 14 187 193 198 177 153 119 107 25 56 77 179 4 13
R{11} 107 156 101 64 15 120 112 188 82 224 121 238 206 48 48 172

R{12, 13} 113 64 3 191 163 24 83 82 156 76 174 245 54 125 9 109
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P=
relevant instancesf g∩ retrieved wordsf gj j

retrieved wordsf gj j ð1Þ

Recall is the ratio of the relevant words that are successfully matched (Table 3
and Fig. 9).

R=
relevant instancesf g∩ retrieved wordsf gj j

retrieved wordsf gj j ð2Þ

5 Conclusions

A novel Telugu script recognition and retrieval scheme has been presented and
evaluated with respect to conventional methods in terms of efficiency and accuracy.
Our proposed HCH scheme is very simple and robust. It is very easy to implement
even in real-time environments due to the usage of the application being in binary
format. Hamming distance was utilized in of place conventional Euclidean distance
for counting the number of bits instead of finding the length of the line segment;

Table 3 Precision and recall values with respect to number of scripts

No. of scripts Precision (in %) Recall (in %)

50 97.77 92.12
90 96.52 90.45
150 94.98 88.78
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Fig. 9 Performance evaluation
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this will produce more accurate measurements of similarity. Hence, it is very easy
to find the most relevant database image for the query input. Finally, we achieved a
maximum precision of 97.77% and higher recall of 92.12% by utilizing the HCH
scheme.

6 Future Enhancement

Furthermore, the proposed scheme will be enhanced with respect to the meta
database and the different types of noisy documents presented in the database as
well as query images. These noises might be salt and pepper, Gaussian, and random
etc. We will also consider the statistical parameters required to characterize an
image by finding the ocular and texture features needed to get a better performance.
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Comparison-Based Analysis of Different
Authenticators

K. Kishore Kumar and A. M. Deepthishree

Abstract In the modern era, advances in technology are endless and information
security has a vital role to play, in order to overcome or provide security related
things. Authentication is an important factor when considering security. This paper
focuses on evaluating different modes of security, such as passwords, biometrics,
and security tokens etc. which we can state as authenticators or unique output for
the combination. Here we focus on biometric techniques for the purpose of
authentication. Every individual is recognized by parameters or characteristic fea-
tures which are physiological in nature. In order to provide services to an indi-
vidual, a verification system should be used or upgraded in order to avoid
anonymous user and grant authenticated user based on authentication for any ser-
vice. This paper details a review of authentication as it relates to different users and
an evaluation based on source criteria that are unique in nature.

Keywords Biometric ⋅ Verification ⋅ Password ⋅ Individual authentication
Control access

1 Introduction

The purpose of information security is to provide confidentiality, access to authorized
users, integrity and uniformity of information, and availability etc., in all formats. In
order to achieve these things different tools and techniques are used. In the computer
era, we have no ideawho is at the remote end of networks. It could be an eavesdropper,
attacker, a friend or a machine. Over a network we can exchange information on
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subjects such as finances, business plans, property, health, and many more that we
may prefer to remain confidential. The world wide web adds complexities pertaining
to our information, since fraudsters or attackers can access this information from
online records without being physically present. In order to overcome such issues, we
are being forced to switch to formal authentication techniques in our day-to-day lives
and also if we want to communicate with a computer system over a network. As a
result it is important to understand the underlying concepts of authentication tech-
niques, how effective are they, and how they compare to each other.

Authentications are of two types:

1. Machine by machine.
2. Machine by human (user authentication).

For example, if we wanted to secure a transaction over an internet we may prefer
to use a “SSL” (secure socket layer) protocol. The main flaw with machine by
machine authentication is that it verifies machine-based identities but there is no
guarantee about the identity of any individual at the machine. Thus, we prefer user
authentication for verification and validation of authorized users at every stage of
information access. Let us consider the advanced encryption standard (AES) algo-
rithm used for security purposes. This algorithm uses encryption in order to achieve
its aim. The user in a AES system uses a private key to encrypt and decrypt
information with 256 bits being the peak AES key length. If any attacker started
guessing, there would be an average of over 1,076 guesses, which is highly time
consuming. The major objective of this paper is to focus on the verification of
different authenticators based on factors such as cost and security. Security to be
addressed needs a better more of research, so the outline of the security is focused
here.

Authenticators:

Pass-code: This is a private number, similar to a password except that it is gen-
erated by a machine and stored in a machine. It is random in nature, longer and
changing.

Password: This is a string of characters or a word in which we may also include
special characters or symbols in order to provide approval to achieve access to a
particular resource. The problem associated with these types is that they can be
easily guessed or cracked by a persistent attacker. So a random, longer or a
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changing password is difficult to guess and crack. A physical device such as access
token, identity token. Securities help for authentication purpose.

Biometric: This is one of the most widely used features across the globe. A bio-
metric is a feature extracted from an individual that distinguishes them from another
individual for user authentication. It includes features like the eye, voice, hand,
signature, and face. Futuristic biometrics are those such as smell and gait [1, 2]. For
the eye, biometrics from either the iris or retina can be used for authentication.
Biometric features can be forged/copied or counterfeited to source extent of diffi-
culty in order to gain an access to a secured system.

Authentication types:

(a) ID-Based (“who you are?”): these are characterized based on the uniqueness of
an individual and include passports, credit cards, and driving licenses. In the
same manner biometrics include features such as iris scans or retina scans, face
recognition, fingerprints, and voice prints. In the above cases, both for ID or
biometrics, it is very difficult to forge documents but if lost or compromised,
they are not easily replaced compared to passwords.

(b) Knowledge-Based (what do you know?): these are characterized based on
secret or concealed passwords. They also include information that is less secure
or obscure that can be loosely defined. The major drawback is that each time it
is shared or used for authorization, it becomes less secret.

(c) Object-based: This is a physical possession. It differs from a cryptographic key.
The drawback with it is that if it is lost, any user can directly enter the house. In
order to avoid this problem, an additional password is attached with the token.
The major advantage of physical possession is that the owner has the evidence
of it.

(d) Multi-factor authentication is a scheme in which various authenticators are
combined to upgrade security. A Boolean “AND” operation will be used for
affirmation and as a result authentication should be satisfied at any cost. The
best example of two-factor authentication is apple-id, where a password alone
is not required to gain access to a system. We can blend a password with
biometric data in order to make it more effective, so that if password is difficult
to remember an alternate biometric factor will be used to gain access. This type
of technique usually costs more than the usual type of password.

Types of Biometrics:

These can be of two types

(a) Physical type
(b) Behavioral type

Fingerprint, iris scans, and retina scans can be categorized as the physical type
whereas the behavioral type includes gait (walking style of individual) and hand-
written signatures.
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We classify biometric signals rather than classifying the biometric itself.

• Alternate biometric signal
• Stable biometric signal.

Stable biometric signals are usually constant or remain invariant, including
exceptions like plastic surgery, accidents caused.

For any feature of an individual, a template of smaller size is extracted [3]. Let
SB and ST be the biometric template and biometric signal. The biometric template is
desired from the biometric signal and the biometric signal in turn from. (B) Bio-
metric of an individual. The template of the biometric signal is an unchanging
constant BTS = f(B). For a fingerprint this is a biometric signal SB and the
extracted/derived feature make a biometric template (BTS).

With an alternate biometric signal there are two components:

(a) Variable u
(b) Stable biometric

Here again SB(x) is used to derive ST(x) and in turn they are brought together to
yield signal. Therefore the template for an alterable biometric signal is given by
BTn(x) = f(B, x). SB(x) be a speech signal of vocalization of variable, x be word/
phrase, which evolved from stable vocal track filter B.

Comparison factors:

There are many factors through which we differentiate authenticators.

Entropy and keyspace: Any range of various possible values of a key is known as
a keyspace. Any password with n characters and with each of these characters
having c different values, will have a keyspace of

Kp =Cn

An entropy or statistical entropy would be defined as the measure of deviation,
in terms of bits.

The keyspace password size Pk is proportional to the maximum entropy for any
authentication/authenticator’s number.

Emax = log2 PkðbitsÞ

From this we come to the conclusion that both the entropy and keyspace should
be at a maximum to minimize the probability of accurate guessing and avoid attacks
which are brutal in nature. For any network there would be 3–5 attempts before any
further attempt to enter a password becomes futile and the system locks users out.
Similarly, any token of a two-factor authentication of lower entropy would just need
a 4-digit PIN So that any attacker fails to—through the system. In the case of
reading a smartcard or biometric scanning for authentication, it would take 2 or
more seconds. There is also the probability of a brute force attack on it compared to
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password attacks. The password would possess higher entropy than these 2 factor
case.

Effective keyspace of a biometric:
We cannot have fixed possible values for a biometric. If we take a fingerprint

biometric into consideration. The fingerprints would be unlimited and if we try and
measure continuous signal with infinite precision, then both of them can’t be the
same. Practically biometric is measured for discrete rather than continuous space.
We can define the effective keyspace of a biometric for comparison purpose. If
there is uniform distribution of password keyspace then the probability of guessing/
predicting a password would be single. The probability of predicting a wrong
password with the right one is analogous in nature. If we consider that for a given
biometric the probability of it being the same as any other single biometric sample
in a DB, is the false match rate for a single verification attempt, FMR(1), P(false,
match) = FMR(1), as we know P(false, match) is analogous to P(correct guess) of
any password, then 1/PK would be analogous to FMR(1).

Host side security:
Static passcodes are usually located/stored at the host end in order to be matched

against password/passcodes given/fed at the client end. It can be in any of the
following formats:

1. Plaintext
2. Masked by reversible operation
3. Masked by irreversible operation.

Plaintext is highly unsecured when stored at the host machine because its
essence is lost and is easily readable by the host administrators, meaning that
secrecy is completely dependent on the host and how it manages. Usually hosts are
sometimes not worthy, administrators would be unethical, plaintexts can be easily
stolen.

Another approach to secure data is to mask the authenticators through
end-to-end security or a reversible operation such as encryption, so that even if the
authenticator file is lost from the host, the passcode can’t be read directly. In order
to decrypt the data or reveal the data, a decryption key should be available.

The problem associated with such a method is that the data can’t be defended
from untrustworthy or unethical host administrators. As the administrators already
are aware of it. Another way of defending authentication from a host side attack is
to use masking of an irreversible operation known as a hash function or a 1-way
hash function. A hash function takes a variable-length message and converts it to a
fixed-length string or hash code.

Token Protocol: in this type of authentication the token stores either a generated
one-time password or a passcode that is static in nature. A sufficiently long random
passcode is hashed H(R′), which in turn is combined with challenge random
number and then forwarded to the host end. The user then accesses the passcode
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with password P′ from the token storage. One-time passcodes would be generated
or a hashed user passcode H(R(U)) will be stored at the host.

Password Protocol: in two-way password protocol authentication the following
sequence of steps are to be followed.

step 1: A user has to send a user identification for initiation or initialization.
step 2: In reply the host responds with a random number “r,” which has the ability
to identify a hash function H(), a challenge function F(), and a session.
step 3: The user sends the response consisting of the function involving the hash of
the submitted password H(R′) and the random number r.
step 4: Authentication is only granted if the result matches with the result of the
function with a random number and the hash of the genuine user H(P(U)). Any user
information is not stored in the plaintext but in the hashed H(P(U)) to avoid theft.

Stable Biometric Protocol: at the client end the biometric B1 is obtained and is
processed in order to obtain a biometric template TB1. This in turn is blended with
the random number challenge r′ and then it encrypted E(). This entire thing is
returned back to the host in response.

Alterable Biometric Protocol: here a challenge “h” is sent to the client by the
host. This “h” would be a word, character, or a sequence of random numbers. These
would be smaller than “r,” because to yield the signal for the biometric SB1(w), the
user only has to localize, type or write. We extract l1 and B1 for verification and
they are then sent back to the host. The recognized h′ is compared with the orig-
inally stored h and similarly B′ is compared with B(u). The authentication is
provided only if the r matches with r′ and B′ with B(U).

Cost and convenience: the cost can be categorized into three different criteria.

(a) Administrative cost: if the user forgets a password or a token is lost, then
things have to be reset. This might take/require ongoing expenditure for a
tri-labor force.

(b) Infrastructure costs: usually it may be a little expensive but can be minimized
if the users are more in number per-client basis.

(c) Per-user cost: A password or passcode costs nothing to the user, but in case of
a biometric, it is required to read a token as well as to read a biometric itself.

Security issues:

(a) Watermarking techniques: the inverse of a copying/theft attack would be a
replay attack. In a copying/theft attack the attacker grabs the authenticator
before the entry at client end, where in replay attack the attacker grabs the
authenticator in the middle of the channel between the host and the client. In
order to overcome this, a two-way protocol for authentication is needed. If the
biometric is sent as a plaintext template format rather than hashed or combined
in a response, then there is the probability of a replay attack. We can defend the
replay attack by usage of a capture device that verifies the biometric.
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(b) Trojan horse attack: in this the application impersonates a trusted application
in order to obtain underlying information and gain entry to a system. In order to
gain authentication, this attack is used to grab/steal a password biometric signal
or a token passcode. We prefer the device to be machine authenticated when a
decision is made at the client side.

(c) Host attack: this type of attack can be made on the plaintext or if the password
is reachable at the host end. Sometimes credit card numbers are stolen in this
way. best password files are stored in order to avoid it. One can still attack a
hash file easily by undergoing a dictionary search attack, wherein hashed
passwords are matched against hashed words or hashed combinations of words.
To defend hashing we add a few random bits to each hashed password called
salt, which in turn increases the duration of a dictionary search attack.

(d) Denial of service attack (DOS): an example of a DOS attack is lockout by
multiple failed authentications. A defense to this would be multi-factor
authentication wherein a biometric or a password is combined with the token.

(e) Theft, copying attacks, and eavesdropping: sometimes a physical presence is
needed for such kind of attacks and this restricts the opportunity for an attacker.
A two-factor token is a good solution wherein the attacker has to steal both the
physical token and a password. A biometric can be forged like a token can be
stolen. A defense to such an attack is a liveness or anti-forgery check at the
biometric capture point.

(f) Client attack: one of core features of a good authenticator is that it should
surrender or give up easily for the guessing attacks or exhaustive search attack.
A keyspace of larger size can be easily defended from such an attack. A token
with high entropy passwords from the lower entropy biometric, password or
passcode would be a good tool.

2 Conclusion

Token: when a password is combined with the token there are the following
advantages. The first advantage is that it can generate or store multiple passwords,
helps to remember only one single-password rather than multiple, changing pass-
words. The second advantage is that its absence is observed which in turn helps in
compromised detection. The third advantage is that it provides a defense to DOS
attacks with added protection. The major flaw with this method is the inconve-
nience and cost of the equipment to be costlier, than password.

Password: a single password would be effective and excellent authentication. The
secret of the password would be good defense against theft. If it contains a higher
keyspace then it is easy to defend from the host attack. High keyspacing and
hashing prove reliable to safeguard against host attack. A password with low
entropy is sensitive towards the dictionary search attack.
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The major flaw with this method is that it doesn’t provide good compromise
detection and doesn’t offer much defense against repudiation.

Biometric: The major strength of a biometric is that it cannot be given to any one or
be stolen. As a result it has a strong defense against repudiation. A stable biometric
can still be stolen by some means. Hence, the biometric shouldn’t be deployed in a
single mode factor. Furthermore, since a biometric operates best in verification
mode, two-factor authentication would be a good choice to go with. The downside
of a biometric is that the recognition rate of for speaker verification may not be high
enough to provide security.
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Clustering Method Based on Centrality
Metrics for Social Network Analysis

Siddapuram Arvind, G. Swetha and P. Rupa

Abstract The significance of a node in a social network is quantified through its
centrality metrics, such as degree, closeness, and betweenness. However, many
methods demonstrating the relevance of a node in the network have been proposed
in the literature. In this digital smart world, the evolution of social networks occurs
in various different directions at an unprecedented speed. A network evolution
mechanism that provides the state of each node and its changes from its inception to
its extinction over time will help in understanding its behavior. Often the strategy
behind evolution is unknown and would not be reproduced in its totality. However,
it is essential to understand behavior of the network as this can greatly facilitate its
management before it becomes uncontrollable. A heuristics-based cluster method is
proposed in this paper which combines centrality metrics and categorizes the entire
network.

Keywords Social network analysis ⋅ Centrality metrics ⋅ Clustering

1 Introduction

In social network analysis (SNA), the study of communication patterns and
structure of social networks is measured by centrality. In a social network the
relative position of a node shows its centrality [1]. An object could be an actor or a
thing that has a state and property. Centrality measures have been applied in various
fields to influence investigation of patterns in inter-organizational networks, to
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study the growth of an organization, to extract information from unethical and
criminal networks, and to analyze employment opportunities etc. [2].

Degree centrality is the measure of the node knowing its previous status while
calculating the number of links of that node with the remaining nodes in that
network. High degree centrality nodes possess a higher probability of
trans-receiving information that helps [3] in establishing rapid communication with
neighboring nodes. Neighboring connections help to evaluate a node’s importance
(local measure). Messages sent through this network act as brokers. This measure is
referred to as betweenness [4]. Closeness is another measure which is used to
evaluate a node based on its nearest neighbor. Distant neighbors are reached
through geodesic paths.

Metrics like betweenness, closeness, and eigenvector centrality are considered as
global measures [5] since they evaluate the impact that a node has on the global
structure or transmission of information within the network.

Determining groups in complex social networks is one of the issues in SNA.
Disjointed collections of nodes linked with some sort of relation/interaction occupy
different positions in a group. Some occupy central positions, others remain on the
periphery or lie somewhere in between.

Though these measures possess their own significance in evaluating node level
capabilities, individually they cannot determine the behavior of network evolution.
Hence, it is necessary to combine both local and global measures. In this paper, the
formulation of a cluster method based on heuristics is proposed that combines
centrality metrics and demonstrates its applicability in categorizing the entire
network.

2 Related Work

In the literature, various clustering algorithms have been proposed that hardly left
any domain. Broadly speaking, clustering algorithms are divided into two groups
[2]: (a) hierarchical method and (b) partitional method.

In recent years, many clustering algorithms that focus on categorical data based
on various centrality metrics have been proposed. Freeman [1] proposed node
betweenness centrality to help to detect communities in a network [4, 3] by
transforming into relation among nodes to discover community structures; [4]
associated the properties of resistor networks in discovering communities. Newman
[6] described the community structure in networks based on eigenvectors of
matrices [6, 7] proposed affinity propagation, which considers weighted similarity
between pairs of data points as an input [7]. Rosvall and Bergstrom [8] proposed the
probability flow of random walks in a network to break the network down into its
components [8]. Ghaemmaghami [5] proposed a clustering method based on
self-organizing feature map.
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3 Proposed Method

This section describes a new cluster method based on heuristics that incorporates
centrality metrics.

3.1 Clustering Method Based on Heuristics

Among the clustering types, most clustering algorithms fall into the category of
intrinsic clustering. This takes place on the objects without supervision and which
possess dissimilarities between them. If we know in advance about which objects
are to be clustered, then we adopt extrinsic clustering.

Heuristics demonstrates its crucial role in solving problems typically through
evolution strategy. It creates clusters based on a user-defined property. Heuristics
“grows” a cluster from a specified root node in a network with the node’s critical
cluster and goes on increasing the network through the root node by adding its
nearest neighbors. There is one significant decision to make which helps to identify
the neighbor node to include in the cluster in the next iteration. A node must be
assessed by the gain in the objective function’s value for it to become part of the
cluster.

Cluster size could be limited by one of the five approaches: Euclidean distance,
network distance, population, area, or node count. To find the critical cluster for
each node the algorithm runs sequentially in a network of a given size. The weight/
cost value is estimated based on the total cluster weight over the number of exit
lanes. Based on the classification of the network, the vulnerability level of an arc is
defined as the worst-case vulnerability level of its two end nodes.

The following objective function is formulated based on heuristics for the pre-
sent study.

1. MinMax rule

Clusters indicate vulnerability based on degree, betweenness, and closeness.
In the Min-Max rule the minimum of the maximum weighted deviations is

sought.

Vulnerability= ∑
n

i=1
⋅ β4ð1−XÞ4

� �1 ̸4

where n = no. of parameters such as degree, betweenness, and closeness centrality
measures;

β parameter weight
X parameter value
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A heuristic is based on the deviation of values of each centrality metric from its
ideal value, which is considered as 1. The importance of centrality metrics has been
weighted in non-decreasing order of betweenness, closeness and degree.

4 Experiments and Results

A network of size 34 is considered for clustering and categorization based on the
objective function explained in Sect. 3. Normalized values of degree, closeness,
and betweenness measures of the 34 node network are shown in Figs. 1, 2, and 3
respectively. However, these measures are not useful in categorizing the network.

Categorization of the clusters is based on the objective function shown in Fig. 4
and extracts the strength of the links and orders them accordingly.
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5 Conclusion

Individual centrality measures do not reveal hidden patterns and thus inhibit cate-
gorization of link strengths. A heuristic approach is devised for clustering and
incorporated further for the categorization of the network. This methodology can be
used to arrange the links in order of their influence in the network. It also helps to
understand the highly influential links and remedies that slow down their impact
can be incorporated accordingly. The weights used in the objective function can
also be derived statistically or analytically although that was not a focus of this
paper.
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Future Aspects and Challenges
of the Internet of Things for the Smart
Generation

Chander Diwaker, Pradeep Tomar and Atul Sharma

Abstract The internet is now a basic necessity for human beings, especially in
modern cities and metropolitan areas. Without the internet, an educated person feels
helpless and unable to understand and follow events. At present, most people
depend on machines. The field of computer engineering has helped the process of
automation and the control of software as well as hardware devices. The internet of
things (IoT) is a field of computer engineering that presents a synchronous behavior
of components in a real-time system. Every piece of hardware and software that
assists in accessing the internet or is used by the internet constitutes a main part of
the IoT. The IoT includes the applications used in every field, e.g., healthcare,
engineering, designing, inventory control, machine control, selling-purchasing, and
the export-import of goods etc. In modern cities almost everyone uses the internet
with individuals being linked to it through variable bandwidths and network ranges.
People can access internet easily but they are not aware of the various issues,
problems, and challenges of providing data to everyone at the same time on an
unlimited number of topics. In this paper, the architecture of the IoT, the func-
tioning of the IoT, the applications of the IoT in different fields, along with the
research challenges and problems relating to the IoT are discussed.
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1 Introduction

The basis of the IoT is networking. The main components of networking are
sensors; a finite set of heterogeneous devices that supports networking, storage
devices, variable size of files, service providing, distributed system, and mainte-
nance of networks etc. It is a collection of a heterogeneous system that is connected
in a distributed manner to provide service to a customer for a particular query.
Cloud computing also plays an important role in the IoT [1].

The revolution of the IoT started in 1970. At that time, there were low-speed
processors, less RAM and cache memories, and low stage space. Currently, the
speed of the processor, the capacity of RAM, the large data storage space, and small
size of components help to perform high-speed data communication. The IoT helps
in sending, receiving, and sharing information using the internet.

The IoT has applications in every field of engineering: from agriculture to flight
systems, car manufacturing, education systems, software development, and
real-time systems etc. The IoT includes the entire field in which software is used to
manage and control things.

2 Architecture of the IoT

The IoT’s architecture consists of three layers, i.e. perception layer, network layer,
and application layer. The working of each layer is equivalent to an OSI model.
Figure 1 shows the architecture for the IoT [2]:

(i) Perception layer: This is equivalent to the physical layer. It includes different
types of sensors. Different sensors are used for different types of sensing
information. The hardware components used are sensors, IP cameras, actu-
ators, embedded communication and closed-circuit Television (CCTV),
bluetooth, radio-frequency identification (RFID), and near-field Communi-
cation (NFC) etc.

(ii) Network layer: This uses a network device to find the optimal route for
sending data packets. The network devices used are routers, bridges,

Fig. 1 Architecture of the
IoT
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gateways, hubs, and switches. The techniques used are 2G, 3G, 4G, and local
area network (LAN) etc. Cloud computing and big data strategies are used to
store and manage data.

(iii) Presentation layer: This uses different protocols for data transmission and to
present that data in an understating and meaningful manner. This layer assists
in monitoring and providing services to users.

The use of the IoT and its applications can be used based on the concept of 5As,
i.e. anything, anytime, anywhere, anyhow, and anyway [3].

An equivalent layer architecture of the IoT is shown in Fig. 2. It includes the
same layers as shown in Fig. 1 [4].

(i) WSN: WSN use set of protocols that provide the location of data, quality of
service, and security to the network.

(ii) Cloud Computing: The architecture of cloud computing has three types:
Software as a service (SaaS), infrastructure as a service (IaaS) and platform
as a service (PaaS). These are responsible for data analytics, data storage,
data visualization, and data computation.

(iii) Application Layer: The information provided by cloud computing is helpful
in monitoring different activities at end users, such as building design
monitoring, health monitoring, surveillance for security purpose, environ-
mental monitoring, and transportation system monitoring etc.

3 Applications of the IoT

The IoT helps in developing smart devices, smart cars, smart cities, smart homes,
and smartphones etc. The main research areas of the IoT are ad hoc networks,
wireless sensor networks (WSN), cyber-physical systems (CPS), mobile computing
(MC), and pervasive computing (PC) [5]. The interaction in these area helps in
growing the IoT and helps its better utilization. Table 1 shows the general appli-
cations of the IoT.

Fig. 2 Equivalent layers of
the architecture of the IoT
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4 Challenges Facing the IoT

For successful implementation of the IoT, the prerequisites are [6]:

(i) Dynamic demand: The demand of accessing resources is increasing
dynamically on the internet. Systems should be set up in a manner that
enables them to handle and manage heavy load if resource demand
increases.

(ii) Real-time Systems: A system should have the capability to tolerate faults
and automatically repair faults.

(iii) Access to an open and interoperable cloud system.
(iv) Power usage of applications.
(v) Carrying out of the applications close to end users.
(vi) Scalability: Scalability is a concern with providing data as soon as possible

and with minimum error. The addition of storage devices, processors, and
low power consumption is a challenge.

(vii) Multi-tenancy: Multi-tenancy is a concern with shared IoT devices.
Multi-tenancy minimizes faults as it uses shared machines. If one machine
is not working properly or shows an error, the same work can be completed
by another machine.
Multi-tenancy is necessary for monitoring health activities via pacemakers,
MRI machines, ECG, CT Scans and other real-time systems.

(viii) Network security: This includes cryptography mechanisms, along with
detection, prevention, and avoidance of attacks and intruders, and cyber
crime etc.

(ix) Low-power communication: The addition of more memory, storage devices,
and processors speeds up the whole system, but it consumes a lot of power
and energy. The use of a greater number of electronic devices leads to an
increase in electronic pollution.

Table 1 General applications of the IoT [4]

Healthcare services Monitoring health activities

Emergency services,
defence

Remote control, resource management, resource distribution,
monitoring future and current disaster information

Crowd monitoring
services

Monitoring crowds in public and private places

Traffic management
services

Managing and monitoring real-time traffic conditions on the road air,
in the air, and on the water, smart parking

Infrastructure services Monitoring structural faults, accident monitoring
Water services Quality, usage, waste management distribution, leakage, usage
Building
management services

Temperature, activities for monitoring energy usage management,
humidity control, heating, ventilation, and air conditioning (HVAC)

Environmental
services

Waterways, air pollution, industry monitoring, noise monitoring
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(x) Security Challenges: Security in the non-real environment has a varied
nature, i.e. the problem can be repaired or corrected after a period of time.
However, in real time, high security must be implemented that can detect
and avoid any mishaps while achieving a particular target, as observed in
military operations, flight systems and healthcare systems [2]. The key
factors of security are trust in another system, data privacy, and data con-
fidentiality. Data Privacy and data protection are important factors that
should be addressed with a high priority.

(xi) Radio spectrum: The use of different radio frequencies and spectra influence
data transmission and reception. As the number of user increases, the
demand also increases. The available frequency spectrum becomes less as
demand rises. There is a need to increase the number of spectra for data
transmission and receiving so that the demand of users can be fulfilled
within an appropriate time period.

5 Related Work

Researchers and practitioners are focusing on sensors and energy generation
mechanisms with reduced costs and less time-consuming mechanisms. The most
recent work on the IoT found as follows.

Vyas et al. [7] discussed the applications, various application areas, challenges
facing the IoT, and future aspects of the IoT. This paper focuses on open issues like
naming, traffic characterization, QoS support, data integrity and data forgetting,
security, and data management etc. It also looked at how big data can be used to
manage a large database.

Perera et al. [8] discussed the necessity of IoT for a human body like of use of
IoT-based wristwatches, socks, footwear, bands, gloves, helmets, and rings. This
study included some of the trends in the IoT solutions based on domains, func-
tionalities, and value. A survey compared approximately 70 different products with
respect to variability, unit subscription, and service provided, such as Xively,
PROJECT GRIZZLY, Smart Pile, NFC ring, SIGMO, Smart Things, and Where
Dial etc. This survey took place during 2011–2103.

Ziegeldorf et al. [9] analyzed privacy issues in the IoT. Various privacy threats
were classified and examined for identification, profiling, and tracking of known
threats. The major threats to privacy were identified, i.e. violating interactions and
presentations, inventory attacks, lifecycle transitions, and information linkage arise.
As data accessing and storage demand increases, various threats make the man-
agement of big data a challenge.

Rad and Ahmada [10] focused on various applications of the IOT in different
areas and explored the challenges and opportunities facing global industries. This
study discussed the implementation and usability of the IoT on a global scale.
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The application of the IoT in ways that are useful for both humans and traffic was
also discussed.

Kaur and Kaur [11] focused on driver technologies and system design of the IoT.
The relation of big data with IoT was also discussed. The use of the IoT was
surveyed based on person to person (P2P), person to machine (P2M), and machine
to machine (M2M) criteria. It was observed that 1% of the IoT is used for retail
purposes and 41% of IoT-based applications are used for medical systems.
A comparison of different protocols used in the application layer was also dis-
cussed. Parametric analysis was used in resolving challenges encountered in the
IoT.

Gubbi et al. [4] presented a cloud-centric vision for the IoT. An implementation
of cloud used Aneka based on the interaction of public and private clouds.
It concluded that there is a need for convergence of the internet, WSNs, and
distributed computing. This study presented the evolution of the IoT using a hype
cycle of emerging technologies. The study focused on different groups in the city of
Melbourne. Future technology will depend on machines rather than human beings.

Zeinab and Elmustafa [12] reviewed IoT applications and future possibilities
relating to new technologies. The challenges and problems faced at the time of
implementation were also discussed. The applications included smart cities, smart
environments, smart energy and smart grids, smart manufacturing, and smart
healthcare. The main issues in managing the IoT data are cloud computing, big
data, security, privacy, distributed computing, and fog computing etc.

6 Future Aspects of the IoT

The future work is going on, How to use heat/energy released by different com-
ponents, the vibration of components, movement of components, radio/other fre-
quencies, wind energy, the temperature for providing high-speed networking,
energy to hardware components, reusable electronic waste (e-waste), and other
scratched material to generate energy and new products. Figure 3 shows, How the
energy can be generated by using different resources that are easily available on
earth. The main focus is on generating energy that can be sensed by a particular
sensor through utilizing the following aspects:

• Heat Energy: Every machine that runs, with either a high speed or a low speed,
consumes and exhausts heat energy. This heat can be used to increase the
lifetime and to charge, or fulfill the requirement of energy to a particular
machine. Those machines in which the engine/machine uses more displacement
or horsepower release a huge amount of heat that can be used by applying a
feedback mechanism to provide extra power to the machine. Alternatively this
heat energy can be stored for the further use of the machine. The heart energy
realized by a human being can also be used to power small machines, such as
mobiles or watches.
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• Vibration or Movement: Energy can be generated by moving objects and
vibration in objects. More vibrations and movement provide a greater generation
of heat and energy.

• Frequency: High speed and high capacity frequency can be used for the gen-
eration of energy. However, these frequencies can only be used in particular
ranges that don’t affect human life.

• Natural Resources: Wind energy and solar energy can be major sources of
energy. People need to be more aware of these natural resources in order to
reduce pollution and increase economic wealth.
Natural energy is a big source of energy production. It includes heat released by
volcanos and the energy in deep layers of the earth. Other research is also stated:
“How the plants survive in a different environment”. If a plant can produce food
using photosynthesis for survival, then a plant can be used to generate energy
that can be used to run different kinds of applications.

• Pollution/Smoke: Researchers have experimented with using gases generated
by the pollution of vehicles and industries to generate energy that can be used in
different fields.

Fig. 3 Different ways of energy generation by different aspects
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• Other Components: In computer networking there are a number of servers,
client systems, and other hardware devices running for 24 h a day that release a
lot of harmful gases and heat. These gases and heat can be used to generate and
store energy that can then be used later.

• Recycling of E-waste and others wastes: E-waste is increasing daily. E-waste
can be utilized to make/produce new products that will save time and money.

7 Conclusion

The IoT is becoming a part of human life. Without IT, it is difficult to live in the
modern era or in a developing country. It has become a basic necessity of life.
In this paper, an attempt has been made to present the highlights of the IoT, and the
various research issues and challenges relating to it. The IoT in growing at an
increasing rate every day and it is becoming a challenge to manage and provides
services to end users. These challenges and problems can be minimized through the
use of natural resources and the application of some logical mechanisms.
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Impact of Node Mobility and Buffer
Space on Replication-Based Routing
Protocols in DTNs

Atul Sharma and Chander Diwaker

Abstract A delay-tolerant network (DTN) is a kind of network in which nodes are
not directly connected with each other so they communicate through intermediate
nodes. As the mobility of nodes is so high in DTNs it is difficult to deliver a
message without the creation of duplicate copies for distribution in the network. In
this paper the impact of node mobility and the impact of buffer spaces on
replication-based routing techniques called epidemic routing and sprays and waits
routing has been assessed. To evaluate performance metrics, measures such as
delivery ratio, drop rate, overhead ratio, and the number of replications have been
used. To simulate the above routing protocols ONE (opportunistic network simu-
lator) simulation was used.

Keywords Delay-tolerant network (DTN) ⋅ Epidemic routing
Spray and wait routing ⋅ Movement models ⋅ Replication and ONE
(opportunistic network simulator)

1 Introduction

A DTN is a network intended to work successfully in profoundly tested conditions,
where conventions received in associated networks (i.e. TCP/IP) come up short.
Traditional networks accept low mistake rates, low engendering delays and, in
particular, an associated end-to-end route between the source and destination. Be
that as it may, a class of tested networks which damages at least one of these
presumptions is increasingly being sought. Such networks for the most part
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experience the ill effects of successive transitory segments and are alluded to as
intermittently connected networks (ICNs) or delay-tolerant networks. This is
especially obvious in provincial areas, for example, wild environments and towns
that need essential frameworks. A DTN speaks to a class of networks that expe-
rience long postponements and irregular availability [1]. The DTN is a class of
blame-tolerant network, where end-to-end associations are not required for the
routing of messages from source to destination. In a DTN messages are transmitted
jump by-bounce starting with one network node then onto the next until the point
when the destination is reached.

2 Routings in DTNs

In challenging environments messages transfer through intermediate nodes.
Choosing the next intermediate node for the transmission of a message in a network
is a typical task. To transmit messages, various routing protocols like direct delivery
routing [2], epidemic routing [3], and spray and wait routing [4] are available. In
epidemic routing [3], messages are replicated over the whole network and delivered
to an intermediate node. When messages are replicated over the network it increases
the delivery ratio but also creates an overhead in the network. Figure 2 illustrates
drop rate of both routing. In spray and wait routing [4], the messages are flooded
over the nodes in the network and wait for the reply. After getting a reply from one
node, the message would transfer through that node in the network but at same time
too much delay was created in network. Epidemic routing (or straightforward
flooding) occurs when zero-information of the network’s topology is accessible. On
the off chance that the node conveying the information package to be sent has no
history information or learning of the portability examples of its neighbors or of the
destination node, at that point the least difficult choice is to send the message (or a
duplicate of it) to every node it experiences inside its transmission premises.

This, obviously, will bring about significant excess in the network. The net-
work’s consolidated buffer space will radically lessen in size since numerous
duplicates of similar messages are being transmitted over the network. Moreover,
interface data transmission is devoured by these re-transmissions.

Some investigations have demonstrated that epidemic routing is capable of
conveying all transmitted messages. Such investigations expect limitless or ade-
quately extensive buffer sizes at every node, which is a non-sensible supposition.
Arbitrary routing may bring about the stopping of the entire network if the measure
of traded/repetitive messages surpass the real buffer space constrains. At whatever
point two nodes experience each other they will trade every one of the messages
they as of now convey with each other. Toward the end of the process, both will
have a similar arrangement of messages. As this procedure takes place, in the long
run each node will have the capacity to send data to every other node. So the
bundles essentially overflow through the network much like the spread of a viral
epidemic. This speaks to the speediest conceivable route in which data can be
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spread in a network with boundless capacity and boundless transmission capacity
requirements. This plan requires no learning about the network or the nodes. In any
case, in most down to earth situations, such a plan will bring about wasteful
utilization of the network’s resources, for example, power, data transmission, and
the buffer at every node. In addition, messages may keep on existing in the network
even after they have been conveyed to the destination [3]. Epidemic routing fills in
as the gauge for correlation for the greater part of the DTN routing plans. Epidemic
routing is one of the easiest and most punctual routing plans for DTNs. In this
routing strategy, whenever two nodes come in contact with each other, they
exchange all the messages they currently carry at that point of time. In other words,
the packets are spread like a viral epidemic. So this routing strategy is the fastest
possible scheme. Figure 1 shows the functionality of epidemic routing. It is clear
from the figure that whenever two nodes encounter each other the messages are
flooded to the node.

3 Movement Models in DTNs

Random way point movement (RWPM) model: This is an arbitrary model for the
movement of portable users, and how their area, speed and increasing speed change
after some time. In the RWPM model portable users move randomly and openly
without confinement. To be more specific, the destination, velocity, and course are
all picked arbitrarily and freely for different users. In this development model users
move arbitrarily in a subjective heading and no instrument is behind the hub
portability.
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Shortest path map-based movement model: Here users utilizes the idea of the
shortest way as most limited accessible way is picked from among various different
accessible ways in a guide-based environment. Here a Dijkstra calculation is uti-
lized to determine the shortest of all the accessible ways and diverse hubs in hubs
precede onward the premise of briefest way.

4 Simulation and Analysis

In this paper the impact of node mobility and the impact of buffer space on different
routing protocols are analyzed. For simulation we use a ONE (opportunistic net-
work environment) simulator in its latest version, 1.6.1. This section provides
details of the GUI of the ONE simulator and detail of the performance metrics used
for simulation [5].

A. ONE Simulator: ONE is open source software. It can be run on any operating
system that supports java. ONE is specially designed for DTNs.

B. Performance metrics:

i. Message drop rate: This is defined as the total number of messages
dropped during data transmission.

ii. Replication of messages: This is defined as the rate at which messages are
duplicated in the network.

iii. Overhead ratio: This is calculated as:
(Total no of relayed message—total no of delivered messages)/total no of
delivered messages.
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iv. Delivery ratio: This is the successful message delivery rate over a com-
munication channel. A physical or logical link can be used for data
delivery or passage through a certain network node. The throughput is
usually measured in bits per second.

C. Performance parameters used for performance analysis: Table 1 describes the
parameter used in the simulation.

D. Results and Discussion:

a. Performance analysis with RWPM: In this section we present a performance
analysis of epidemic routing and spray and wait routing from the perspec-
tive of the RWPM model. Here we varied buffer space from 5 to 15 MB.
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Table 1 Simulation
Parameters [6]

Parameter Description Value

Simulation Area 4500 m * 3400 m
Simulation Time 30000 s
Mobility Model Random way point
Routing protocols [Epidemic; Spray and Wait]
Transmission Range 10 m
TTL(Time To Live) 300 s
Buffer Size 5MB; 10MB; 15MB
Warm Up Period 1000 s
Operating system used Windows 10
No of groups 6
No of Nodes 126
Message size 500 KB to 1 MB
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Figure 1 illustrates the replication rates of both routing types. In spray and
wait routing the replication rate is less when compared to epidemic routing.
Figure 2 illustrates the drop rate of both routings. In spray and wait routing
the drop rate is less when compared to epidemic routing. Figure 3 illustrates
the overhead ratios of both routing types. In spray and wait routing the
overhead ratio is less when compared to epidemic routing. Figure 4 illus-
trates the delivery ratio of both routing types. In spray and wait routing the
delivery ratio is also less when compared to epidemic routing.

5 Conclusion

DTN provides the two most popular routing techniques, namely epidemic routing
and spray and wait routing. These routing techniques create replication of messages
in order to deliver them successfully. To deliver messages the mobility of nodes, as
well as their buffer spaces, plays a crucial role in a DTN. In this paper an assess-
ment of the two routing protocols with a movement model called random way point
movement (RWPM) has been done by analyzing the impact of node mobility and
buffer space. The results shows that in spray and wait routing the delivery ratio is
less but at same time the replication of messages is low. In future it is intended to
propose a novel routing mechanism in which a high delivery ratio is obtained, even
with a low replication rate.
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A New Surgical Robotic System Model
for Neuroendoscopic Surgery

Velappa Ganapathy, Priyanka Sudhakara, Amir Huesin
and M. Moghavvemi

Abstract During endoscopic surgery, the surgeon holds and manipulates the
endoscope inside the operating area. Using a robotic handle for these tasks has
beneficial points which have been covered by a rich literature. Most of the previous
works have involved laparoscopy rather than neuroendoscopy which is fairly new
in comparison. In this paper the difference between the two is discussed and the
design of a suitable robotic handle for neuroendoscopy is proposed.

Keywords Surgical robots ⋅ Neuroendoscope ⋅ Degree of freedom (DOF)

1 Introduction

Neuroendoscopic surgery is a well-known minimally invasive procedure which is
increasingly being used in various medical situations, such as skull base surgery,
brain tumor management, and pediatric neurosurgery [1, 2]. An endoscope is the
main tool in this kind of procedure. Basically there are two types of endoscope,
namely rigid and flexible. In neuroendoscopy, there is a tendency towards using
rigid endoscopes. This is due to rigid endoscopes posing less danger for the soft
tissue of brain and also having a better image quality. Rigid endoscopes are made in
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different sizes in terms of length and diameter, but the most suitable type for
neuroendoscopy is 2.7–4.0 mm in diameter and 18 cm in length [1].

Previous work in this area has mainly been aimed at laparoscopic surgery [3–9].
There are some differences between laparoscopy and neuroendoscopy, which are
not covered by these systems. The first difference is that in laparoscopy the space
around the incision is bigger than in neuroendoscopy, meaning that the instruments
and the endoscope can move with more freedom. This is due to having multiple
incisions on the body to enter the instruments, whereas in some neurosurgery cases
all of the instruments should enter from one incision. To save space the endoscope
manipulator should be compact with the operating area. Figure 1 show a typical
neuroendoscopy procedure.

The second difference is that unlike laparoscopy, in some neuroendoscopy cases
(trans-nasal) the operation occurs through a canal like the nose. Here the pivot point
of the endoscope can be some distance from the surface. Unlike in laparoscopy, this
makes it difficult for the manipulator to have a resting point for the scope at the
entering incision. Laparoscopic manipulators which have passive joints, and
manipulators with not enough active axes of rotation are hard to use in neuroen-
doscopic cases.

AESOP by Computer Motion, Inc and EndoAssist by Armstrong Healthcare UK
are two successful endoscope handles on the market. AESOP is a serial manipulator
with six degrees of freedom (DOF) of which 2 DOF are passive joints. It mounts on
the side rail of the surgery table and positions the scope on top of the patient’s
abdominal area (entry point) [8]. The entry point makes a pivot point which forms a
spherical joint with 3 DOF.

In the EndoAssist system there is an infrared camera installed to track the
surgeon’s head movement to control the endoscope [9]. The production of
EndoAssist subsequently transferred to Prosurgics Ltd. They replaced EndoAssist
with the robot FreeHand system [10]. FreeHand uses a table mount instead of a
floor stand and uses the same control system that EndoAssist uses. There are other
works in this area that should be mentioned [11–13]. However, referring to clinical
cases, all of the mentioned systems and robots use laparoscopy as their main
endoscopic procedure. In some projects [4, 5] the authors tried to use a smaller and
lighter manipulator for laparoscopic surgery by using a parallel manipulator. These

Fig. 1 A trans-nasal
neuroendoscopy surgery. The
space around the entry
incision is severely limited
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manipulators are small and light but still occupy lots of space around the entering
incision. The system introduced in [14] is a capable neurosurgery robot developed
by Renishaw Inc. This system can handle neuroendoscopy cases by assisting the
surgeon for precision surgery.

This paper covers the design and simulation of a robotic system for manipulation
of the endoscope in neuroendoscopic procedures. The paper continues with an
analysis of the workspace, design, and simulation of this system.

2 Design

2.1 Workspace Analysis

Investigating the point of entry and trajectory of the endoscope, it can be said that
there are two main categories. The first case involves entering from the skull and the
second refers to trans-nasal cases in which the instruments enter from canals, such
as the patient’s nose. As illustrated in Fig. 2, during the operation the endoscope
enters the surgery field from the entry point A and passes along the length, L. This
length is affected by many factors such as the patient’s skull specification, the
placing of the entry point, and the nature of the surgery.

The movement of the endoscope should be a spherical movement with the point
A as a pivot point. Placement of this point is dependent on many factors, such as
anatomy of the patient. In laparoscopy the position is constant and acts as a
spherical joint, but in neuroendoscopy the exact position of this point is not
available as it differs throughout the procedure. The unavailability of this data
prevents the idea of having passive joints to form a spherical joint at the surgery
entry point. Figure 3 illustrates the movement of the endoscope while in operation.

The robot used for the endoscope must be robust enough when the endoscope is
in the operating area. The workspace of the end effector (the lens of the endoscope)
is inside the patient’s brain so the robot should not have any additional movements.

Fig. 2 The pivot point (A) in a a normal neuroendoscopy case, b in a typical trans-nasal case,
where it is deeper and movement is restricted
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Furthermore, the robot should be able to compensate the gravitational force from
the endoscope’s weight.

The movement of the scope must be precise enough. The operation area is so
tiny, and the surgeon needs to move the endoscope to have the best vision.
Referring to the variety of sizes of instruments and following discussions with
surgeons it has been decided to have millimeter precision for the end point
movement. The entering hole to the operating area is very small. Outside of the
operation area the surgeon’s hands move closely together in a small space. As a
result the griper and those parts of the robot which are attached to the endoscope
must be small.

2.2 Topology Design

In parallel topology, the last joint (which is a plate) is connected to the previous one
with multiple chains. This multi-link structure causes the moving plate to be big and
bulky. As mentioned before the space near the endoscope is a critical variable in the
design. In addition to the above problem, some other disadvantages should be
mentioned [15], such as limited workspace, calibration difficulties, and passive joint
non-linearity. It is fair to note that parallel robots have advantages, such as better
accuracy [16, 17] and non-cumulative joint error [18]. The accuracy and error ratio
of serial robots are good enough to ignore these advantages of parallel robots. In
order to have a simpler kinematic in a serial manipulator, as lots of papers in this
region [19] propose, the twisted angle between the manipulator joints should be
either 0 or π ̸2j j. At least one of the link length and joint offset should be zero.
Normally, to avoid mechanical complexity, having two actuators at one place
should be avoided.

Here the design proceeds with a floor-mounted portable stand mounted on the
table and the height robot can be adjustable. The portable base would give a
freedom to put the robot anywhere around the operation table. Assigning the exact
coordinate of the base is not possible due to its portable nature. The base should
have a distance of between 200 cm and 50 cm from the operating table on the
ground.

Fig. 3 Movement of the
endoscope captured using a
slow shutter camera
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The workspace of the manipulator can be decoupled into reachable and dex-
terous workspaces [20]. The aim is to have the maximum of both reachable and
dexterous workspaces. However, in reality, manipulators with the existence of joint
motion limitations and singularities means it is hard to maintain. As discussed in
[21], Fig. 4 offers the best structure for a general purpose serial manipulator. This
structure is based on 6 DOF. In a general case to overlay all the transport and
orientation workspace the robot needs to have 6 DOF. However, in this paper the
required orientation is a general case.

In Fig. 4, link L is the link between the base and second joint (elbow). Link m
forms the arm, and n forms the forearm of the manipulator. Link q forms the
distance from the wrist point to the tool gripper. To obtain the most dexterous
workspace the spherical wrist is the best option [22]. One of the goals of this project
is to have free space near the endoscope during the operation. Looking at the
desired task, it can be seen that handling the endoscope has an axis of symmetry in
the orientation space. It means if 6 DOF are used to maintain a specific orientation;
in any given task there would be a joint axis that the desired orientation can be
achieved with all of its angles. Eliminating this axis from the topology cannot affect
the operation of the robot. The transporting structure needs to have at least 3 DOF,
so a 2 DOF wrist instead of a 3 DOF spherical wrist is used (the axis 5 in Fig. 4
would be eliminated). This decision is supported by the axis of symmetry law
[21, 23]. Figure 5 shows the diagram for the 2-DOF wrist.

The frames are attached according to D-H convention [23]. For ease of calcu-
lation, a passive and fixed joint have been added to the structure. The sixth frame
belongs to the endoscope (Z6). If in any given angles the differential matrix doesn’t

Fig. 4 Optimum structure of
a 6 DOF serial manipulator

Fig. 5 The proposed 2 DOF
wrist
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exist then there is a singularity at that point. This means that to avoid singularities,
the points in which det J = 0 should be avoided. Table 1 shows the D-H parameters
of the wrist

It is clear that the Jacobian matrix is

J =
0 0 −Cosθ4Sinθ5
0 1 Sinθ4Sinθ5
1 0 Sinθ4Cosθ5

2
4

3
5

det J = 0 means Cosθ4Sinθ5 = 0 so in order to avoid singularities θ4 should not be
equal to ±90 and θ5 should not be equal to 0. Singularities are called to the
positions in which the manipulator is not able to move. The endoscope workspace
is a cone rather than a hemisphere so θ5 would not be equal to zero. The constraint
θ4 ≠ ±90 imposes limitations to the wrist movement but it can be avoided with
proper frame assignment and a control algorithm.

The transfer structure consists of lengths L, m and n, and it has the responsibility
of delivering and coincide the wrist point with the actual point in the workspace.
Keeping in mind the endoscope workspace, the wrist point should have the
workspace of a hemisphere around the patient’s head. It can be concluded that the
best geometrical configuration is |m − n| = q. In the best case q would be equal to
zero; in that situation, m and n are equal. However, this is usually not possible due
to the mechanical complexity involved.

To gather all the factors for the last design, the dexterous workspace for the
proposed robot should be founded. The hachured area in Fig. 6 is the concluded
workspace for this robot. The suitable workspace is between radii r2 and r3.

Table 1 The D-H
parameters of the wrist

i αi− 1 ai− 1 di θi

4 0 0 0 θ4
5 −90 0 0 θ5
6 90 L6 L5 0

Fig. 6 Optimum structure of
the workspace
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Earlier in this chapter, the workspace was defined with the base position.
A distance 100 cm is enough for r2 so m+ n− q=100 cm
It can be assumed that q = 15 cm so m + n = 115 cm
If |m − n| = q = 15 cm, then m = 65 cm and n = 50 cm
For L, there is the freedom of choosing the base frame of the structure. From the

floor to patient’s head is about 130 cm, so 150 cm is a good choice for the first link
height. Furthermore, this height can be changed with regard to the base of the robot
as mentioned before. The base can also be attached to the sides of the table if
desired. So wherever the base is placed, it would not affect the designed structure as
long as the height of the first link is taken into consideration, and as long as it is
placed in the desired workspace area. Now the whole robot is ready to be put in the
D-H table. Table 2 is the complete D-H convention of the robot.

Using the robotic toolbox [24] an illustration of the robot topology was created.
In Figs. 7 and 8 two orientations of the robot are displayed.

Table 2 Manipulator D-H
table

i αi ai di di
1 0 0 150 cm R
2 −90 0 0 R
3 0 65 cm 0 R
4 90 0 50 R
5 −90 0 15 R

Fig. 7 Manipulator with all
joints at the zero position
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3 Mechanical Simulation

The D-H parameters are not enough for the simulation. The weight of the robot or
dynamic specification cannot be obtained from the D-H convention. Using these
data and getting help from the capabilities of CAD software, realistic virtual links of
the manipulator can be drawn. CAD software provides the ability to draw the parts
and specify a material for the part. The software can then calculate the dynamic
measurements of the part. The CAD software which is used in this work is Pro
Engineer software [25]. Each manipulator link is drawn using this software.
A material is chosen for it and after completion it is imported into the simulation
environment. Figure 9 shows the parts and the assembled robot.

The robot handles the surgery endoscope as a tool. There are different models of
endoscope systems and in this design the aim was to prepare a 3D-drawing close to
a real endoscope with the proper weight and dimensions. The CAD drawing of the
endoscope is shown in Fig. 10. The camera cable and the light source fiber are
connected to the end and middle of the endoscope. These cables are not included in

Fig. 8 Manipulator at the
desired position

Fig. 9 Parts drawn by CAD
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the simulation. In the implementation, these cables should be secured because they
may apply unwanted force and torque to the end effector. The best way to handle
them is to attach them to the robot body securely.

The simulation environment used here is the Simulink software from Mathworks
[26]. The Simscape library can simulate the physical systems in a Simulink envi-
ronment. Simscape is equipped with different sub-libraries and each is used with a
kind of physical system. The sub-library which is used is called SimMechanics.
SimMechanics deals with the mechanisms and mechanical systems.

The CAD data of each link is imported into the Simulink environment. Using the
assembly mode of the Pro/E software all parts and links are assembled together as
shown in Fig. 11.

In practical cases, each joint contains many parts and devices, such as motors,
gears, and sensors. These all apply stiffness to each joint. Although the model has
none of these parts implemented, each joint can be changed to have a stiffness that
is close to reality. This can be done by a special block called a body spring and
damper. The stiffness data can be entered into this block, and this block applies the
stiffness to the point of a two-body connection (joint). The designed robot has a
similar structure and topology to PUMA 560 and as a result the stiffness data from
the Unimation PUMA 560 manipulator [27] is used. It should be mentioned that the
dynamic parameters of the designed robot are very different from PUMA 560,

Fig. 10 3D regenerated
endoscope

Fig. 11 Assembly of the
robot
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such as the inertia and mass of the links, but the stiffness is based more on the joint
structure data which can be assumed is the same as in the designed robot. Table 3
contains the stiffness data accepted for this manipulator. Moreover, using Initial
Condition block for each joint, an initial position is assigned to put the robot in
proper orientation before the simulation starts. Figure 12 shows one of joint dia-
grams in the simulation environment.

The applied controller to the simulation is a PID controller designed for serial
robots based on stiffness matrices. This method is introduced in [28]. The block
diagram of the position controller is described in Fig. 13. Controller inputs are the
position and velocity errors of the joints.

ε is the control parameter in this controller. It should be small enough to provide
the closed-loop stability of the whole system. ε has inverse influence on PID
controller performance, as mentioned in [28], where “the smaller the value of ε, the
larger the region of attraction and the closer the transient performance to the pre-
scribed one.”

Table 3 Accepted stiffness
data for the robot

Joint Stiffness (Nm/rad)

1 66,230
2 66,500
3 11,610
4 2020
5 1440

Fig. 12 Joint diagram in
Simulink

Fig. 13 PID controller
applied to the manipulator
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4 Results

A five DOF serial manipulator is designed with three joints as translational and two
joints as orientation structures. It is designed to manipulate the endoscope in neu-
roendoscopy surgeries. The simulation results that are given below are based on the
manipulator trajectory. Figure 14 shows a set of constant positions applied to the
robot joints. This investigates the maintaining situation (gravity compensation) in
the robot. This situation can be called a constant trajectory. In Fig. 14 the outputs as
well as the applied positions for all five joints are presented. In Fig. 15, ε=0.005.
Delivering the results from all joints is not necessary because the behaviors in the
joints are almost the same. So joint5 outputs for different values of ε are discussed.
Joint5 is the last joint and it is the smallest one (Figs. 16, 17, 18, 19).

Fig. 14 The generated
trajectory, all joints stand still
and gravity is compensated

Fig. 15 Joint positions are
compared with the trajectory,
ε = 0.005

Fig. 16 Joint5 positions are
compared with the trajectory
(blue line), ε = 0.005
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It is obvious that with a smaller ε the system finishes the transaction period
sooner. But with a smaller ε the calculation time increases. Table 4 gives the
transaction period and calculation time together.

The next test was done with a non-constant applied trajectory while ε=0.05.
Figure 18 shows the system response to a non-constant trajectory.

The reported results are the proof that the design in this paper works properly
without making the system unstable. Having the objectives in mind, this

Fig. 17 Joint5 positions are
compared with the trajectory
(brown line), ε = 0.05

Fig. 18 Joint5 positions are
compared with the trajectory
(brown line), ε = 0.5

Fig. 19 Joint5 positions are
compared with the
non-constant trajectory (black
line), ε = 0.05

Table 4 Transaction and
calculation time for three
different values of ε

ε Transaction period (s) Calculation time (s)

ε=0.005 0.29 363
ε=0.05 0.455 186
ε = 0.5 1.75 160
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dissertation was successful in designing the kinematic topology for the endoscope
manipulator and a proper low-level controller. The robot and the controller are
simulated as per the design.

As stated earlier, in this paper the effort was on designing a robotic arm to handle
the endoscope in neuroendoscopy. Going through the introduction sections it is
clear that this design should fulfill two main goals. The first goal addresses the need
to have a specialized handle for the neuroendoscope. The design approached this
issue by adding two DOF more than laparoscopic handles possess. The second
issue was about designing the robot to be small enough to save space around the
surgeon’s hand. Clearly, in the topology of the design the actuators have been
moved away from the endoscope to make the mechanical parts as small as possible.
Finally, it should be mentioned that all the work done here is based on computer
simulation. To precede the project further and shift it to the implementation phase,
more simulations are needed. However, it is strongly believed by the writer that this
design can be the base design for the implementation of the robotic arm for neu-
roendoscopic surgery.
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Survey on Security in Autonomous Cars

K. V. Harish and B. Amutha

Abstract The improvements made in automotive control systems and sensory
technologies have led to the rise in autonomous cars. These cars use a wide range of
networking and sensory technologies to control the car and interact with the
environment. One recent application which is making headway is in the alliance of
the IoT and autonomous cars. Since the IoT focuses on connectivity between
different isolated devices found over the web, it is also used to provide services to
autonomous cars. It is therefore, imperative to ensure that data privacy and security
is maintained by the system. Hence, this paper surveys and discusses the security
issues faced in autonomous cars.

Keywords IoT ⋅ Autonomous car

1 Introduction

The IoT has begun to incorporate millions of devices around the world. With the
increase in speed and coverage of networks, the IoT is has also recently started to
integrate itself with autonomous cars [1]. Hence, the car is now no longer just a
mechanical vehicle, it has become an interactive machine due to the integration of
multiple technologies. Autonomous cars (AC) can deduce their surroundings, locate
their position relative to a virtual map, and navigate through the use of a highly
specialized control system and sophisticated algorithms. Cars can now talk with
each other using vehicle to vehicle (V2V) technology [2] and are now even part of
an intelligent grid of cars [3]. Hence, AC have now developed from isolated
individual machines to a network of communicating vehicles. However, this level
of integration between different physical systems and cybersystems mean that there
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is an increased risk of exploitation by malicious users and hackers. External
wireless networks present in the car expose the internal configuration of subsystems
to the outside world [4]. Hence, this paper surveys the different network vulnera-
bilities present in AC and also discusses the how a secure IoT development
framework can address all these issues. The paper is organised as follows: Sect. 2
describes the background knowledge required to understand the system. Section 3
talks about the security issues encountered in AC. Section 4 talks about protective
strategies that can be undertaken to mitigate the issues. Section 5 describes the IoT
secure development framework (ISDF) that can be used to address all of the issues.
Section 6 concludes the survey with a discussion of the pending issues.

2 Background

Cars use a fusion of sensors and actuators. This is achieved through the use of
ECUs (electronic control unit). With the increase in diverse features and applica-
tions, cars today use more ECUs to handle their various subsystems. Moreover, AC
today communicate with lot of external devices using wireless interfaces which
exposes the car’s in-vehicle network, thereby making it more susceptible to cyber
attacks from hackers. Let us begin by understanding the background knowledge of
ECUs and in-vehicle networks used in AC [4].

1. Electronic Control Unit (ECU):

Simply put an ECU is an embedded controller that controls one or more of the
automobile’s subsystems. The controller may be used to control different subsys-
tems such as the engine control unit, body control unit, and transmission control
unit, etc. It is observed that there are around 50–70 ECUs to be found in a car. This
number will only go up with the increase in functionality and features of the car. In
order to ensure cross-compatibility between different car platforms, AC use a
standardised development architecture called AUTOSAR [5] (automotive open
system architecture) to design software components.

2. Controller Area Network (CAN):

CAN is the most commonly used bus standard vehicles to different devices to
communicate with each other without the use of a computer. It is mainly useful for
transmission of measured values and signals. Hence, it is s useful for supporting
distributed control systems. It has a data rate of 1 Mbps. Wiring is by a 5 V twisted
pair cable. Typical applications are ABS, Power Train and engine control.

3. LIN (Local Interconnect Network):

LIN is another kind of bus standard used for low cost low-end multiplexed com-
munication in automobile networks. It is used to address high bandwidth and
advanced error handling. It can be used with embedded with a UART (universal
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asynchronous receiver/transmitter). It has a data rate of up to 19.2 Mbps and uses a
12 V single wire cable. It is used mainly for electric seats, mirrors, and tailgates.
The choice of usage of LIN over CAN is purely based on usage and the resources
allocated [6].

4. Flex Ray:

Flex Ray is a deterministic, fault-tolerant, high speed bus. Initially meant to be a
successor to CAN, It has a data rate of up to 10 Mbps. It typically uses 2 or 4 wires
and is used mainly for steering, traction control and active suspension.

5. MOST:

MOST (Media oriented systems transport) is used for multimedia data transmission
using optical fiber cables or coaxial cables. It has higher communication speeds
compared to CAN, LIN, and Flex Ray. The data rate supported by MOST is up to
23 Mbps. It is used mainly for media players and other infotainment systems
present in the car.

External networks used in the car typically include bluetooth, wifi, and 3G/4G
telecommunication services. Cars may also receive data from connected flash
drives. This next stage in the evolution of ACs include V2V and V2I communi-
cation which may in the future automatically stop/slowdown the car based on
proximity to nearby cars. This is just an example of how internal actuators may be
controlled by external networks.

3 Security Issues

Many studies conducted on the security of vehicle networks show that internal
networks such as CAN are extremely susceptible to hackers [7]. This is due to the
fact that many of the vehicle’s internal subsystems are accessible via the on board
diagnostics (OBD) port. Most of the internal details of ECUs are visible from the
OBD port. Hence, malicious hackers can cause serious havoc with access to this
port. Most in-vehicle networks have little to no security as they possess no
authentication and encryption techniques are not employed [8]. Typical scenarios
which could compromise security of the system include:

• Bus Vulnerability: Due to the lack of specialized security mechanisms, such as
device authentication and cryptographic techniques, the buses are susceptible to
unauthenticated access and modifications. Due to this, services on the bus can be
stopped with a denial-of-service (DOS) attack and packet integrity on the bus
could be lost due to falsification of data or creation of false data.

• Local Attacks: OBD is used in CAN networks to typically identify and retrieve
diagnostic data. This communication standard uses OBD plugins of sensors to
transfer data. This could be a specific point of entry for hackers. By inserting an
additional device into the OBD port, they could gain access to most of the
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subsystems. Not only would the hacker gain access to bus traffic but also they
could also gain the ability to send frames in the bus. Koscher et al. [9] shows
how a hacker could utilize access to one ECU to control other subsytems by
sending frames on the bus.

• Remote Attacks: These are made without having physical access to any of the
bus systems. They can occur over both short- and long-range wireless networks.
The car uses many wireless networks such as wifi, bluetooth, 3G/4G, GPRS,
and GSM etc. The implementation of such protocols could be faulty. Such
vulnerabilities could be utilised by hackers to compromise the ECU. Tech-
nologies like V2V and V2I use a wide range of wireless sensors to control the
car. Any malicious signal sent could result in dangerous accidents.

4 Protective Strategies

In light of the above issues, ensuring adequate precautionary mechanisms is a must
to prevent misuse and malfunctioning of AC. To ensure secure communication over
the various buses, several possibilities are considered. They can be broadly clas-
sified into 3 types.

4.1 Authentication and Packet Transmission Using
Encryption

CAN typically broadcasts its messages to all connected nodes present in the bus
network. Hence, there is a lack of authentication mechanism for the sender. To
overcome these flaws, encryption techniques are being implemented to perform
authentication of the ECU, integrity checks, and encryption of frames to prevent
reading by other nodes. Such implementations can be found in [10] and [11].

4.2 Anomaly Detection Techniques

This method first establishes all the normal operating conditions of the system.
Anomalies are detected when the system deviates too much from normal operating
condition. Although this provides a reliable model to detect abnormalities, it isn’t
useful in exceptional cases or whenever the system behaves in an undefined
manner.
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4.3 Integrity of ECU Software

As mentioned in the above attacks, the ECU is one of the vulnerabilities which
could be exploited by hackers through external networks. Hence, ensuring the
integrity of ECU software is critical for separating ECU modules from non-ECU
modules. Any installations or modifications made to ECUs need to also be handled
carefully. Update time is also important as it would make the system more vul-
nerable during upgrades. Onuma et al. [12] describes one such method to reduce
update time by dividing update data.

5 IoT Secure Development Framework

With the increasing complexity of autonomous systems, addressing all these
security concerns become even harder. As it is hard to resolve each of the network
issues separately, it would make sense to have an architectural model which can
provide security and protection in an integrated manner. The IoT secure develop-
ment framework (ISDF) is one such framework which has incorporated security
mechanisms into the design and development phase of the system. The framework
is shown in Fig. 1.

End-devices include the sensors, actuators, and controllers used. The commu-
nication layer consists of the in-vehicle networks such as CAN, LIN, Flex Ray, and
MOST while external networks include wifi, bluetooth, 3G, 4G, GSM, GPRS and
other networks. Services provided are usually web-based/cloud services. These
services are used by applications to monitor, control, and communicate with the
autonomous car. Since each layer describes the attack surface, target functionality
and mitigation mechanisms involved. It is easy to deal with all the security issues
mentioned in the above sections in a simple and easy manner. Applications on the
top layer can communicate with end-devices using any IoT protocols. However, it
has to be noted that the choice of IoT protocol needs to be done based on usage, and
their ability to provide security [13]. This poses a challenge as most IoT protocols

Fig. 1 ISDF framework
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provide little to no security as they lack anonymity and authentication features [14].
Hence, required protocols need to be surveyed based on usage and requirement
before integration within the framework.

6 Observations

The references discussed, and their advantages, disadvantages, and observations are
tabulated as follows (Table 1).

Table 1 Observations

Paper Concept
involved

Advantages Disadvantages Future work

[2] Handling V2V
communication
using vision based
data and GPS signal

Useful when GPS
signal is poor or
inactive

V2V not reliable
in all
locations

[3] Evolution of
intelligent vehicle
grids to
autonomous,
interconnected
vehicles in vehicle
clouds

Better
communication,
better storage,
better intelligence,
better learning
capabilities

Prone to vicious
security attacks,
both internally and
externally

Development of
intelligent transport
systems and
development of the
vehicular cloud

[4] Security
mechanisms in
automotive
networks

Internal and
external networks
prone to hackers
and security
threats

Future works focus
on encrypting the
communication,
anomaly detection
and maintaining
integrity of
embedded software

[1] IoT secure
development
framework

IoT secure
development
framework

Does not provide
security to all
layers and
functions

Future work is
focused on
extending security
to all layers and
functions

[5] AUTOSAR Connects different
subsystems and
provides real-time
capabilities and
safety

Description of
communication
protocols at
software level

Restructuring of
portfolio to meet
new demands and
requirements

[6] Hardware efficiency
comparison of IP
cores for CAN &
LIN protocols

Found tradeoffs in
area utilization,
power
consumption, and
resource utilization

(continued)
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Table 1 (continued)

Paper Concept
involved

Advantages Disadvantages Future work

[15] Assessing CAN
transmission
reliability and
message scheduling
policies using a
flexible error-free
model

Adaptable to
different conditions
by tuning
parameters

Lacks an error
model parameter
setting procedure
that changes
parameters
dynamically

Application of this
approach to CSMA
—CR-based VAN
networks

[7] Cyber-security for
CAN protocol

Low
communication
overhead, no
maintenance of
global time

Low data rates for
increased bus
utilization

[8] White Box, black
box, grey box

ECU messages are
secure, interpreting
data sent from
different ECUs is
not possible. Only
authorized nodes
can talk with ECUs

[16] Vulnerabilities of
in-vehicle networks
& attacking
methodologies

Attacks can be
easily made on
internal networks
of the car

Future work
includes enhancing
the network
architecture such as
VANETs, cellular
networks and cloud

[9] Security analysis of
the automobile

Extent of damage,
ease of attack,
unenforced control
access, increase of
attacks

Future work
involves securing
automobile
networks by
considering
feasibility and
practicality of the
mechanisms

[10] ECANDC Suitable for
in-vehicle
networks

Limited payload
for CAN
dataframe

[11] CANTrack Improves CAN bus
security, encrypted
messages help
avoid replay
attacks

Payload can’t be
edited to extend
more data bytes,
can’t change or
encrypt message
IDs

Use of intelligent
algorithms for
encrypting,
decoding and key
generation

[12] Dividing data to
reduce update time

Reduces update
time slightly

ECU processing
time goes down
with addition of
new ECU nodes

(continued)

Survey on Security in Autonomous Cars 635



7 Conclusion

This paper describes the various security issues faced in autonomous cars. It can be
seen that security issues need to be addressed in all of the internal and external
networks to ensure that the overall system is secure. This requires a systematic
approach in the addressing all of the mentioned challenges. ISDF is an architectural
model capable of covering all of the above-mentioned issues. It is, however, to be
noted that IoT protocols to be used in the application layer need to be carefully
considered as most of them do not have any form of authentication and anonymity.
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Identification of Vegetable Plant Species
Using Support Vector Machine

K. Deeba and B. Amutha

Abstract This study proposes a method for the identification of vegetable plant
species. Each plant leaf has its own features that can be used to identify the species
it belongs to. Some of the features of a leaf that enable specific identification of a
plant species are its shape, vein pattern, apical and basal features, and color patterns.
Those salient features extracted from the leaf image are used along with a data
mining algorithm, such as support vector machine, to identify of the species that the
leaf belongs to. In this study two vegetable species, namely eggplant and ladies’
fingers were considered. Support vector machine is suited to situations where the
data need to be classified into two groups.

Keywords Shape information ⋅ Vein pattern ⋅ Apical and basal features
Colour patterns ⋅ Support vector machine

1 Introduction

India is a county based on agriculture. It is the second largest country in the
production of fruits and vegetables in the world, after China. It is essential to
identify vegetable plant species automatically using images. Each plant leaf has its
own features that allow it to be classified as different from other plants. Automatic
identification of plant species is a type of pattern recognition problem. Images that
are taken in real life always tend to show changes in the physical structure. Even in
such cases there are few common features that can be used to identify the plant
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species, such as the shape of the leaf, color pattern, and vein structure etc. Some of
the salient features considered in this paper are leaf shape, vein pattern, apical and
basal features, and color patterns.

Shape descriptors are of two types. One is a region-based descriptor and the
other is a counter-based descriptor. A region-based descriptor is used to describe the
shape of the object based on boundary and inner pixel information. A counter-based
descriptor describes only the outer boundary information of the object and includes
conventional representation and structural representation.

Nine different vein patterns are considered widely and for our example we
considered two classes; ladies’ fingers with palmate venation and eggplant with
reticulate venation. After the extraction of the features a support vector machine
classifier is built for classification.

This paper is organized as follows: Sect. 2 describes related works, section three
discusses proposed work, and Sect. 4 contains the conclusion.

2 Related Work

Leaf recognition based on shape [1, 2] is an old method and when the leaf samples
are incomplete this method cannot be used for correct recognition. Crowe and
Delwiche [3], developed an algorithm for analyzing apple and peach defects. He
obtained an accuracy of 70% by using near-infrared (NIR) images. Nakano [4],
applied a neural network for color grading of apples, and achieved an accuracy of
75%.

Pydipati et al. [5], used statistical and NN classification for citrus disease
detection using machine vision. He gained an accuracy of 90% using a texture
analysis method, depends on lab results. Lei et al. [6], worked on plant species
identification based on the neural network algorithm called a self-organizing map
(SOM). Liu et al. [7], worked on plant leaf recognition based on a locally linear
embedding and moving center hypersphere classifier and achieved an accuracy of
92%. Shilpa et al. [8], used different neural network algorithms for plant species
identification and made a comparative analysis.

3 Proposed Approach

This proposed work aims to identify plant species based on the following leaf
features: shape information, vein pattern, and apical and basal features. The images
used were pre-processed in order to enhance feature extraction.
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3.1 Pre-processing and Extraction of Shape Information

The major aim of pre-processing is to remove all noise and to discard unwanted
descriptions. This step includes converting the image form RDG to a gray-scale
image, this gray-scale image will be then converted into a binary image and finally
that binary image will be converted into a contour image which only has the
external boundary of the image. The following 11 features will be extracted:

1. Area: The area enclosed by the leaf
2. Perimeter: The number of pixels along the margin of the leaf
3. Diameter: The longest distance form a point to another point on the leaf.
4. Length (Major Axis): The distance between base and apex.
5. Width (Minor Axis): The longest line perpendicular major axis connecting two

points in leaf.
6. Aspect ratio: The ratio between the major axis (x) and the minor axis (y).

Aspect Ratio = x ̸y

7. Rectangularity: Finding the similarity of the leaf shape to a rectangle.
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Rect = Area ̸The area of the smallest rectangle that enclose leafð Þ * 100

8. Circularity: Finding the similarity of the leaf shape to a circle.

Circ = 4 * π *Areað Þ ̸Perimeter2

9. Eccentricity: Finding the similarity of the leaf shape to a cone.

Cone= x2 − y2
� �

̸x2
� �1 ̸2

10. Convexity: Number of concaves on the contour.

Apical and basal features:
The two leaf classes that we considered in this study have different apical and

basal features. To obtain these features an origin point O is considered for both apex
A and base B. Two points were chosen from the origin; one on the left side (L), and
one on the right side (R) of the contour. Then the angle is formed form that points to
that of the main line connecting apex A and base B point. Theses angles were used
as 4 features.

Vein features extraction:
These features are obtained by performing morphological operations on the

gray-scale image. The purpose of applying morphology processing to a gray-scale
image is to get rid of the gray overlap between the leaf vein and the background.
For the proposed plant classification model, the RGB leaf image is converted to a
gray-scale image. Then, opening operations are performed on the gray-scale image
with a flat disk-shaped structuring element of varying radius (1, 2, 3, 4). The
resultant image is then subtracted from the margin of the leaf. Finally, the converted
image is binaried. Applying these stages leads to the obtaining of the two leaf vein
features.

Dataset:
The images for this work were collected from the fields around Salem district in

Tamil Nadu, India, using a Sony Cybershop W810 20.1MP digital camera with
20.1 mega pixels. The images were taken against a white background with 100
images of each species for training and 50 images for testing. Hence, there is a total
of 300 images in the dataset.

Leaf classification using support vector machine:
Support vector machine (SVM) is a type of supervised classification algorithm.

Here the training samples are associated with the class label and the classifier is
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built based on the training samples which will be used for classification. With the
extracted features of training set with instance label pair (ai, bi), i = 1, 2, …, l,
where ai∈ Rn and bi ∈ {−1, 1}l, the support vector machine requires the solution
of the following optimization problem, minw, b, ξ 1

2 jjwjj2 +C∑l
i=1 ξi showing that

bi((wT . ϕ(ai) + b) ≥ 1– ξi, i = 1, 2, … , 1 and ξi ≥ 0, i = 1, 2, … , i.
Here the training sample vectors ai are mapped into a higher dimensional space

by the function ϕ. SVM finds a hyper plane which separates the region in a linear
way in the given higher dimensional space. The penalty parameter of the error term
C > 0 is used and K(ai, aj) = ϕ(ai)

T. ϕ(ai) is called a kernel function. With these
functions the classifier is built so that the classification of the test samples can be
verified. SVM works well for binary classification (classification of samples in two
classes).

4 Conclusion and Future Work

Automatic identification of plant species is a type of pattern recognition problem.
The images are taken in the real world and hence always tend to have changes
present in the physical structure. This study proposes a method for the identification
of vegetable plant species. The salient features were extracted from the leaf image
and support vector machine (SVM) was used for the identification of the leaf
species. Two different varieties of plant species were considered in this study and
SVM is well suited to cases where the data need to be classified into two groups. In
future work this can be extended to multi-class classification.
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Review of Wireless Body Area Networks
(WBANs)

B. Manickavasagam, B. Amutha and Priyanka Sudhakara

Abstract This comprehensive study guides the researchers to continue research in
Wireless Sensor Networks and understanding of patient monitoring systems, pro-
tocold, and communication standards etc. This paper covers general wireless body
area network (WBAN) architecture, methodologies, communication standards, and
challenges to understanding. We summarize the frequency range, bandwidth,
channel capacity, and bit rates of different communication standards and look at
how to design sensor nodes and coordinator nodes for WBANs.

Keywords WBAN ⋅ Sensor network survey ⋅ WBAN standard
Vital parameters ⋅ WBAN survey ⋅ Patient monitoring system (PMS)

1 Introduction

Over the last one and half decades medical and personal monitoring systems
research has grown rapidly. Nowadays, most people (both grownups and children)
are affected by chronic diseases, but do not have the patience to continue their
treatment in hospital due to the hospital atmosphere being offputting for most
people. Researchers have identified these problems and are developing patient
monitoring system (PMS) [1], which helps to keep the patients in their favored
place (either the home or the workplace) with remote surveillance by a doctor or
monitoring equipment. The sensor nodes of WBANs are placed or attached on
the remote patient’s body following either an on-body or in-body approach [2].
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Hence, patient’s condition are monitored continuously if there is any change in their
schedule based approach observation.

The rest of this paper is structured as follows. Section 2 explain vital medical
signals and functionalities. Section 3 explain the WBAN architecture tier format.
Section 4 describes the topology standards. Section 5 elucidates the IEEE wireless
communication standard for sensor networks (SN). Section 6 contains the mode of
WBAN communication, and Sect. 7 explains challenges facing WBAN.

2 Physiological Signals and Functionalities

Most WBAN systems use a combination of 2 to 5 vital signs to predict an emer-
gency. They are temperature, measured in degrees Celsius (°C) or Fahrenheit (°F),
blood pressure (BP) measured in millimeters of mercury (mmHg), heart rate
(HR) measured in beats per minute (bpm), electrocardiography (ECG) and oxygen
saturation levels (SPO2). In this section, we will discuss the above-mentioned
parameters one by one.

2.1 Temperature

One of the basic vital sign is body temperature, or in other words, the body’s
capacity to generate heat; this temperature variation helps to find the initial stages of
disease, for normal body temperature varies from 36.1 to 37.2 °C [3]. The tem-
perature can be measured either by mouth (oral), rectal, skin or temporal (forehead),
and ear (tympanic). It reflects the temperature of the body’s core and underarm
(axillary area) [4, 5].

2.2 Blood Pressure (BP)

Circulation of blood speed upon the blood vessels walls is termed blood pressure
(BP). It is classified as systolic and diastolic. The heart contracts and pushes the
blood to the rest of the body through arteries and this is known as systolic pressure,
while diastolic pressure is the arterial pressure during the rest between heart beats.
Normal human blood pressure is 120/80 mmHg (systolic/diastolic). Another form
of calculation for blood pressure is mean arterial pressure (MAP) explained in
Eq. (1) [6].
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MAP=
2× diastolic Pressureð Þ+ Systolic Pressure

3
ð1Þ

2.3 Electrocardiogram (ECG)

The passing of electrical impulse signals from the heart’s sinoatrial node (upper
right part of the heart or right atrium) called the SA node to rest of the heart. Human
heartbeat rhythm produces four stage of signal waves, namely P-Waves, QRS
Complex, T-Waves, and U-Waves.

• P-Wave: A signal passes from the SA node to the atrioventricular (AV) node.
The other form of this process is called depolarization.

• QRS-Complex: The AV node passes the electrical impulse to the ventricle
through AV bundles and branches.

• T- Wave: This represents ventricular repolarization
• U-Wave: This represents repolarization of the papillary muscle

2.4 Heart Rate (HR)

Another primary vital sign which helps to diagnose a disease is heart rate (HR). It
varies depending on the stage of human, from birth to death. In our body there are
four major locations to find the HR or pulse. These are the wrist, the inside of the
elbow, the side of the neck, and the top of the foot. While measuring the pulse,
some factors are considered and they are air temperature, body position, body size,
and use of any medication. In [7] human heart rate variation and its effects are
described, Fig. 1 shows the one heart beat’s PQRSTU sign waveform and ECG
graph and units are explained in Fig. 2.

Fig. 1 Electrocardiogram
waveform of one heart beat
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2.5 Oxygen Saturation (SPO2)

This is a method used to find the oxygen level in our body, in other words finding
the amount of oxygen-saturated blood hemoglobin in each pumping of blood from
each heartbeat. A level of greater than 90% (96–100) of oxygen present in our blood
hemoglobin is considered as a normal healthy SPO2 level for a human [8, 9].

3 WBAN Architecture

WBANs are categorized into a 3-tier architecture format. These tiers are sensor unit
or sensor nodes (SN), gateway or coordinator unit (CU), and doctor’s zone, as
shown in Fig. 3. Depending upon the application, WBAN may be classified into
another three types, namely in-body, off-body, and on-body communication [2, 10,
11].
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3.1 Sensor Unit

Each sensor unit has different sensor combinations. It acquires or gathers biological
signals from the human body. These signals are digitized through an
analog-to-digital converter (ADC) and transmitted to a sink node through the
processing and transceiver unit. A low voltage battery power supply is required for
this entire process and it is managed by a power management unit [11] shown in
Fig. 4,

where, S1, 2, 3, … n: sensors, Tx/Rx: transceiver and ADC: analog to digital
convertor.

All sensor units transmit data to the sensor unit head present on the same floor or
directly transmit to the gateway or coordinator present in tier 2 through near field
communication (NFC).

3.2 Coordinator Unit

This unit acquires the all sensor node (SN) raw vital signals [12], processes them
and sets the priority level based upon human vital sign thresholds [13]. It transmits
the information to tier 3 through wi-fi, mobile communication (GPRS, 3G, 4G), and
WiMAX. If a vital sign exceeds the threshold, an alert message is immediately sent
to the doctors as well as to an ambulance unit. The coordinator acts as the decision
maker for creating priority signals and sending them to the alert notification and
immediate diagnosis system (IDS) to avoid unexpected situation.
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3.3 Doctor’s Zone

This acts as the centralized node, all patient’s vital sign information have stored in
this location, which helps to manage the patient health details, complete and later
diagnosis process, and remote patient’s continuous monitor, and it also commu-
nicates with the emergency care unit (ambulance service) [11, 14].

4 WBAN Topology

4.1 Star Topology

Sensor nodes communicate to a hub, called the coordinator, or the cluster head of a
particular patient’s cluster group. In this approach all sensor nodes communicate to
the CH within the transmission period without affecting the transmission cycle of
other sensor nodes. All sensor nodes are receiving the duty cycle information from
Cluster Head. Based on this information cluster group sensor nodes are transferring
patient information to CH.

4.2 Mesh Topology

Mesh topology used in both sensor node to coordinator communication, and
coordinator to data server communication. In scenario one, sensor nodes commu-
nicate to the coordinator through single hop or multihop communication. In sce-
nario two, the cluster head sends the details to a data server or hospital by the
shortest and most reliable transmission path in an effective way through multihop
communication.

5 WBAN Communication Standard

WBAN utilizes three types of communication technologies, namely short-, med-
ium-, and long-range transceivers. This range of communications utilizes IEEE 802
standard [15], and the following section explains major wireless communication
standards and the specifications used for WBAN. Table 1 describes existing
research work’s communication topology, feature and standards.
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5.1 IEEE 802.11

IEEE 802.11 is a standard developed for local area networks (LAN), in 1997. The
802.11 physical layer supports frequency hopping spread spectrum (FHSS), direct
sequence spread spectrum (DSSS), and infrared (IR). FHSS and DSSS utilize the
2.4 GHz industrial, scientific, and medical (ISM) band [25]. This standard is offered
for tier 2 components (see Fig. 3).

5.2 IEEE 802.15.1

From 1989 onward most PMS communicated through Bluetooth technology.
Bluetooth technology operates in the 802.15.1 standard within a short range over
the ISM band at 2.4 GHz. This communication range varies from 1 m to below 100
meters. The bandwidth is approximately 720 Kbps to more than 20 Mbps and
consumes 1 mV for 10-m range communication. In [26], there is a discussion about
utilizing Bluetooth communication technology for a patient monitoring system in a
home environment in order to detect disease in its early stages.

Table 1 Existing research work and its methodology and communication standards

Ref. no. Sensors Topology Impact Standard

[1] ECG, respiration,
temperature, pulse

Point to point – IEEE
802.11 b

[3] Temperature Point to point – IEEE
802.15.4

[11] Three-Lead ECG,
SPO2 and heart rate

Cluster

[16] Simulation Multihop Reduces latency, energy
efficient, packet loss rate

CSMA/
CA

[17] Realtime Point to point Fall detection, criticality
identification

–

[37] Simulation Cluster and
mesh network

Less time delay, energy
consumption

IEEE
802.15.4

[18] Simulation – Energy efficiency, data rate IEEE
802.15.6

[19] – Multihop Routing, energy efficiency IEEE
802.15.6

[20] – – Energy efficiency –

[21] – Star topology – –

[31] – Star topology – –

[22, 23] ECG, SPO2 Blood
Pressure

Mesh topology – –

[24] Simulation Star topology – –
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5.3 IEEE 802.15.4

IEEE 802.15.4 is a standard developed for low-range communication purposes. It
helps in industrial monitoring, natural disaster sites, agriculture, and home
automation and networking. It also offers a dual physical layer (PHY) that utilizes
the DSSS method for low-duty cycles and low-power operation purposes. One PHY
operates in the 2.4 GHz ISM band with 250 Kb/s in global, while the other PHY
operates in the 868/916 MHz band for specific operation. The 916 MHz band is
used in the United States (US), and the 868 MHz band is used by European devices
at 20 Kb/s and 40 Kb/s respectively [27, 28].

5.4 IEEE 802.15.6

The final version of IEEE 802.15.6 was released in 2012 to handle the main issues
in WBAN, like quality of service (QoS), low energy communication, maximum
data rate, high reliability, lower error rate, etc. It supports ultra wide band (UWB),
human body communication (HBC), and narrow band (NB) physical frequencies
for communication with three different level of security mechanism. These are level
0: communication of unsecured, level 1: only authentication process, and level 2:
encryption with authentication. IEEE 15.6 standard properties like, different com-
munication frequencies, channel capacity, data rate and bandwidth capacity, which
are all explained in references [29, 30].

6 Communication Scenarios

Sensor nodes communicate to a sink node or hospital server in different circum-
stances through the sensor network coordinator, and vice versa. The following
subsections explaining the different communication scenarios.

6.1 Communication Based on Threshold Values

In this scenario the coordinator converts the analog vital signals into digital data
which are acquired from the SN and have been compared with a normal patient’s
health information. This normal health information is obtained form different
patients’ health histories by a stochastic method, i.e. patients’ gender, age, home
environment, job, and any regular activities they carry out. After comparison, if the
situation is critical then the coordinator sends the data to the data center, DZ, and
the nearest care taker for immediate remedy or any other services required [31]. It is
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normal for the coordinator to send the details to the data center for future analysis of
the patient.

6.2 Communication Based on Scheduling Algorithm

Using this scenario, the SNs’ gateway transmits patients’ vital information at a
particular time interval which has been allotted by one of the controllers. Sender
transferred the packets to sink and if it gets back acknowledgement from sink then
the particular sender goes to sleep mode till next slot that particular goes to the sleep
mode till next scheduling slot. In some critical situations the SNs’ coordinator
broadcasts the emergency beacon message to the other coordinators to update the
scheduling algorithm [31]. Once emergency data have been transferred to the DZ,
the entire network resume the previous scheduling approach.

7 Power Consumption

7.1 Energy Efficient Method

While communicating, sensor nodes consume more power in the first three layer
levels, namely level 3: network layer (NWK), level 2: medium access control
(MAC), and level 1: physical layer (PHY) [32]. To avoid more power consumption
in the PHY, sensor networks are capable of transmitting data in the ultra-low power
radio frequency band and adopt the periodic scheduled transmission tactic for data
transmission instead of continuous transmission except in circumstances of critical
and chronic disease monitoring. Radio turn off in no packet transmit and receive
time and wake up whenever packet wants to transmit or receive depending up on
scheduling or MAC slot allocation and communication scenarios (Sect. 6). Using
this tactic we can reduce the energy consumption of sensor networks’. Network
layer manages end to end delivery and packet routing, it selects the low cost
shortest path for source and destination communication process. Due to this shortest
path selection, we can reduce the packet delay, packet loss and more power con-
sumption. In case, network layer selects the same path for n no of nodes com-
munication at a time it leads to packet error. For example, during transmission it is
not possible to ignore even one packet failure because in medical applications both
reliability and QoS are important factors. Hence, the sensor node retransmits the
packet to the sink node. If it’s one hop or P2P communication then it affects only a
particular sensor, but in the case of multihop communication it will reduce the
lifetime of the entire network. In [33–35] authors are explained the energy efficient
based data transmission methodologies and channel allocation strategies.
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7.2 Self-powering Method

A normal human body generate heats at 20 mW/cm2 [32]. This will vary depending
on the climate, human activity, and clothing material [36]. Using a thermoelectric
generator, we can convert human body heat to electrical energy. In [33], a ther-
moelectric energy harvester attached to a shirt, generated electricity in three situ-
ations, which are sitting in the office, outdoor bike parking and outdoors. The
generated electrical power was approximately 1 mW @ 24 C, 1mW @ 17 C and
4 MW @ 17–19 °C respectively. Apart from this method, we can generate elec-
tricity using air flow, pressure, and vibration.

8 Routing

To increase network lifetime, QoS, reliable communication, and to avoid high
traffic congestion, routing plays the main role. Routing is the functionality of
network layer it guides to which way the information wants to send from source to
destination in the efficient method. Based on the critical situation, sensor network
power level, network traffic, communication range, reliability, and network cost, the
network layer chooses the best route path for packet transmission [37]. Table 1
summarizes the few existing WBAN-aided PMS and their methodology, standard
protocol, and topology.

9 Conclusion

In this review paper, we discussed WBAN architecture framework and its func-
tionalities, how communication occurs between them, and the different communi-
cation standards developed and incorporated into PMS and WBAN architecture.
Basic vital signs are explained along with their variations that can be used to predict
a remote patient’s health condition.
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Association Rule Mining Using
an Unsupervised Neural Network
with an Optimized Genetic Algorithm

Peddi Kishor and Porika Sammulal

Abstract The best known and most widely utilized pattern finding algorithm in
data mining applications is association rule mining (ARM). Extraction of frequent
patterns is an indispensable step in ARM. Most studies in the literature have been
implemented on the concept of support and confidence framework utilization. Here,
we investigated an efficient and robust ARM scheme based on a self-organizing
map (SOM) and an optimized genetic algorithm (OGA). A SOM is an unsupervised
neural network that efficaciously produces spatially coordinated internal feature
representations and detected abstractions in the input space and is the most efficient
clustering technique that reveals conventional similarities in the input space by
performing a topology maintaining mapping. Hence, a SOM is utilized to generate
accurate clustered frequency patterns and an OGA is used to generate positive and
negative association rules with multiple consequences by studying all possible
patterns. Experimental analysis on various datasets has shown the robustness of our
proposed ARM in comparison to traditional rule mining approaches by proving that
a greater number of positive and negative association rules is generated by the
proposed methodology resulting in a better performance when compared to con-
ventional rule mining schemes.
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1 Introduction

Data mining is the name given to the process of mining valuable significant data
from Data Warehouse. It is the name given to the way toward mining profitable
noteworthy information from vast volumes of normal data. The selected informa-
tion must be precise as well as intelligible, conceivable, and simple to comprehend.
There is a considerable number of data mining tasks, for example, ARs, sequential
patterns, classification, clustering, and time series, etc., and there have been many
techniques and algorithms for these assignments and numerous types of data in data
mining. At the point when the data contain never-ending items, it turns out to be
difficult to mine the data and some unique techniques are required. Association
mining is used to discover helpful patterns and connection between items found in
the database of transactions. For instance, consider the business database of a music
CD store, where the records speak to clients and the behavior speak to Music CD.
The mined patterns are the arrangement of music CDs mostly every now and again
purchased together by the client. It could be that 70% of the general population who
purchase old melody cods also purchase chug cods. The store can utilize this data
for future deals, self restore of records and so forth. There are numerous application
areas for ARM techniques, and these incorporate index configuration, store design,
client division, and media transmission etc. (Fig. 1).

ARM has been considered by data mining research groups since the mid-90s, as
a method for unsupervised, exploratory data investigation. Association rules were
first presented by Agrawal et al. (1993) as a market basket analysis, however, from
that point forward they have been connected to numerous other application
domains, including science and bioinformatics. An association rule suggests the
concurrence of various items in a bit of a transactional database. The objective of
this exploratory data examination is to furnish the leader with important information
about a specific area demonstrated by a transactional database. The successive
presence of at least two items in a similar transaction infers a relationship between
them. For instance, the presence of bread and margarine in a similar wicker bin

Fig. 1 General structure of data mining processes
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infers a conceivable purchasing product design that can be additionally researched
so as to enhance the offers of the two items. In addition the conjunction of high
articulation estimations of various qualities in similar transactional tests shows a
conceivable co-articulation example of these qualities. On the other hand, the
uncommon or the completely non-conjunction of two items could likewise infer a
negative Association (e.g. a common prohibition) among them. The vast majority
of the examination has just call attention to for positive Association rule yet neg-
ative Association govern likewise assume critical part in Data mining assignment.
Be that as it may, mining negative Association rules is a troublesome assignment,
because of the way that there are essential contrasts amongst positive and negative
Association rule mining. We will influence consideration on two key issues in
negative relationship to rule mining:

(1) How to successfully discovering for negative regular item sets
(2) How to adequately find negative association rules

In spite of the fact that significance of negative Associations, just some of
scientists proposed a calculation to mine these sorts of Associations rules. In this
research paper, we will go to actualize a novel self-organizing map based frequent
pattern generation with positive and negative patterns and furthermore created
Association rules utilizing genetic algorithm.

2 Related Works

Numerous algorithms for mining association rules and others that broaden the idea
of ARM have been proposed. Agrawal and Srikant [1] proposed Apriori, the main
calculation for mining association rules is it continues by distinguishing the regular
individual items in the database and extending them to bigger and bigger item sets
as long as those item sets show up adequately frequently in the database. It stands
out amongst the most prominent data mining algorithms and will be discussed in
more detail later. Around the same time Mannila et al. [2] found a variety of
Apriori, the OCD calculation. Srikant and Agrawal [3] introduced the issue of
mining for summed up Association rules. These guidelines use item scientific
classifications (idea progressions) keeping in mind the end goal to find additionally
fascinating tenets. Savasere et al. [4] presented this sort of issue. Negative Asso-
ciations identify with the issue of discovering decides that suggest what items are
not liable to show up in an transactional when a specific arrangement of items
appears in the transactional. The approach of Savasere et al. requests the presence of
a scientific classification and depends on the suspicion that items having a place
with a similar parent of scientific categorization are relied upon to have comparative
sorts of relationship with different items. The large number of algorithms proposed
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from that point forward, either enhance productivity, for example, FPGrowth [5]
and Eclat [6], or address distinctive issues from different application domains, for
example, spatial [7], transient [8] and between value-based association rules [9].
One of the main issues in ARM is the huge number of regularly uninteresting
standards extricated. Some methodologies that depend on chains of importance
attempt to manage this issue. The sort of negative associations that have been
considered concern the mining of fundamentally unrelated items [10, 11, 12]. Kou
et al. utilized a particle swarm optimization (PSO) calculation for ARM. The tried
their proposed model on a dataset from Microsoft and contrasted it with a genetic
calculation. Their outcomes demonstrated that their proposed calculation get better
found standards in contrast and Genetic calculation [13]. Djenouri et al. joined
Artificial Bee Colony optimization calculation and Tabu Search for mining Asso-
ciation rules. They called their calculation as HBO-TS in which Artificial Bee
Colony was utilized for making assorted variety and Tabu Search to look quick.
Their outcomes demonstrated that in spite of the fact that this technique had a few
challenges in parameters settings, however it can make great guidelines in a worthy
time [14]. Bhugra et al. utilized a biogeography-based optimization (BBO) calcu-
lation for ARM. They had altered relocation part of this calculation and their
outcome demonstrated a decent execution [15]. In another exploration, Ivancevic
et al. recognized hazard factors for early youth caries [16]. They made a dataset
incorporate of %10 of youngsters matured under 7 years old in Serbia and recog-
nized hazard factors by utilizing Association rules. Kargarfard et al. utilized a mix
of classification and association rules in a dataset comprised of 7,000 records, to
identify flu infection [17]. They trusted that joining classification algorithms and
association rules can prompt improvement of selection assist and master frame-
works. Cheng et al. proposed a strategy to find valuable information from previous
history and imperfections for development supervisors [18]. Their approach used
genetic calculation and after investigation, comes about indicated balanced con-
nection between found factors and existed abandons. Kuo and Shih utilized an ant
colony system for finding association rules in a social insurance protection dataset
from Taiwan. They put some multi-dimensional requirements on this enormous
dataset. Their outcomes demonstrated that their proposed strategy performed better
than Apriori calculation. Wang et al. utilized association principles to dissect a
dataset of array consumption in compound process [19]. They acquainted another
technique to discover association rules. Parkinson et al., use Association rules so as
to study and monitor facts in structure records [20]. Their approach comprised of
two stages, examination the NTFS to find allowance and using association principle
to distinguish unlawful things. In some different method, authors have attempted to
utilize metaheuristic algorithms for mining association rules. Martin et al. exhibited
another metaheuristic technique using the genetic calculation named NICGAR
which alludes to niching genetic algorithm [21]. Their strategy accomplishes more
in less time.
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3 Proposed Framework

Here, we investigated an efficient and robust ARM scheme based on a
self-organizing map (SOM) and an optimized genetic algorithm (OGA). SOM is an
unsupervised neural network that efficaciously produces spatially coordinated
internal feature representations and detected abstractions in the input space and is
the most efficient clustering technique that reveals conventional similarities in the
input space by performing a topology maintaining mapping. Hence, a SOM is
utilized to generate accurate clustered frequency patterns and an OGA is used to
generate positive and negative association rules with multiple consequents by
studying all possible patterns. The proposed algorithm is as follows (Fig. 2):

Algorithm: Association Rule Mining (ARM) Step 1: Start
Step 2: Load the sample data set from the memory
Step 3: Initialize the minimum support count and minimum confidence
Step 4: Now, apply the SOM algorithm to clusters of the input data set and thereby get the
frequent item sets from the given input dataset
Step 5: Now, generate positive and negative patterns from the obtained frequent patterns in step 3
Step 6: Apply OGA to find the number of positive and negative association rules
Step 7: End

3.1 Self-organizing Map (SOM)

A self-organizing map (SOM) is a sort of neural system that uses the rules of
focused or unsupervised learning. In unsupervised learning there are no data about a
desired output just as in monitored learning. This unsupervised learning approach
characterize data by a topology safeguarding mapping of high dimensional input
patterns into a lower-dimensional arrangement of output clusters. These clusters
compare to every now and again happening patterns of focus among the source
data. Because of its straightforward structure and learning system SOM has been
effectively utilized as a part of different applications and it has turned out to be one
of the successful clustering techniques. The helpful properties of SOM said above
have prompted us to explore whether the technique can be connected to the issue of
finding frequent patterns in the Association rule method. In particular, it should be
resolved whether the idea of finding regular patterns can be reciprocally substituted
with the idea of discovering clusters of frequently occurring patterns in the data.
There is a connection between the task of isolating continuous data from rare
patterns and the responsibility of discovering clusters in data, as a group could
speak to a specific regularly happening design in the data. A cluster would, for this
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Fig. 2 Flow chart of the
proposed system

Fig. 3 Basic structure of a self-organizing map
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situation, relate to an example, and henceforth it would be intriguing to see whether
a group set acquired from a clustering procedure can compare to an arrangement of
successive patterns obtained through the SOM approach (Fig. 3).

A cluster would in this case correspond to a pattern, and hence it would be
interesting to see whether a cluster set obtained from a clustering technique can
correspond to a set of frequent patterns obtained through the SOM approach.

Proposed SOM + FP + OGA Algorithm
1: Set min_con, min_support;
2: nodes are Dj.
3: set decay rate.
4: set alpha
5: set minimum alpha
6: while alpha is > minimum alpha
{
7: for each input vector
{
8: for each node x
{

9: compute: Dj = ∑i wij − xi
� �2

10: find index j such that Dj is a minimum. compute Euclidean distance
11: update the weights for the vector at index j and its neighbors:
12: wij(new) = wij(old) +α[xi − wij(old)]
}
}
13: reduce alpha
14: optionally, reduce radius of topological neighborhoods at specific times.
15: generateFrequentPatterns P = I1 ∧ I2 ∧… In (itemset);
16: if(P > = min_support)
17: pattern = “positive”
18: else
19: pattern = “Negative”;
20: geneticAssociationRules R = A ⇒ B;
21: setBestSolution(R)
22: List_of_solution = FrequentPattern
23: Generate Population
24: R = calculateFitness()//individual fitness
25: if(R best solution with fitness > 0){
26: Support(A ⇒ B) = P(A U B)
27: Confidence(A ⇒ B) = P(B|A) = posterior probability
30: If(confidence >=min_conf)
31: Rule = “positive”;
32: Else
33: Rule = “Negative”;
}
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3.2 Association Rule

When all is said in done, the association rule is a statement of the form X =>Y,
where X is the predecessor and Y is the result. The association rule indicates how
often Y has happened if X has just happened relying upon the support and certainty
value.

• Support: This is the probability of the item or item sets in the given value-based
data base: Support(X) = n(X)/n where n is the aggregate number of transactions
in the database and n(X) is the quantity of transactions that contains the item set
X.

• Confidence: This is the restrictive probability, for an association rule X => Y
and is characterized as confidence(X => Y) = support (X and Y)/support (X).

All the conventional ARM algorithms were created to discover positive rela-
tionships between items. Positive associations allude to the relationship between
items existing in transactions. Notwithstanding the positive associations, negative
associations can provide important data. Underneath there are numerous situations
where nullification of items assumes a noteworthy part. For cases: If I examine in
SMIT then I don’t consider in HIMALAYAN STORE. In the event that I am a male
then I am not a female. A negative association rule is a ramification of the form
X =>¬Y where X and Y are item sets and X∩Y = Φ. Mining association
guidelines can be separated into the accompanying two sub-issues:

1. Generating all item sets that have support more prominent than, or equivalent to,
the client-indicated minimal support. That is, producing all expansive item sets.

2. Generating every one of the guidelines that have least certainty

We can generate the association rule when more than one subsequent item is
produced by the accompanying technique:

1. Find the rule in which the number of consequents = 1.
2. For the given tenets p(x → y) and p(x → z), the rule p(x → yz) is created by

the crossing point of both the association rules and obtains another rule p
(x → yz) = p (xyz)/p(x).

3.3 Genetic Algorithm (GA)

Genetic algorithms are a group of computational models inspired by evolution theory
of Darwin. As per Darwin the species which are the fittest and can adjust to a changing
environment can survive; the others tend to wither away. Darwin likewise expressed
that “the survival of a life form can be kept up through the procedure of proliferation,
hybridisation and change”. GA’s essential working instrument is as follows: the
calculation begins with an arrangement of arrangements (called as chromosomes)
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called populace. Arrangements from one populace are taken and used to frame
another populace (proliferation). This is driven by positive thinking, that the new
populace will be better than the old one. This is the reason that they are frequently
named hopeful hunt algorithms. The regenerative prospects are disseminated such
that those chromosomes which speak to a superior answer for the objective issue are
given a larger number of opportunities to recreate than those which speak to second
rate arrangements. They seek through a tremendous blend of parameters to locate the
best match. For instance, they can seek through various combination of resources and
outlines to locate the ideal mix of both which could bring about a more grounded,
lighter and in general, better last item. A genetic calculation is prepared to do viably
looking through the issue area and tackling complex issues by re-enacting normal
advancement. It perform seek and give close ideal answers for target capacity of an
optimization issue. When all is said in done the data formed by Association rule
mining algorithms like priori, partition, pincer-seek, incremental, border algorithm
and so on, does not consider negation event of the property in them and furthermore
these principles have just a single quality in the subsequent part. By utilizing Genetic
Algorithm (GAs) the framework can anticipate the guidelines which contain negative
qualities in the produced rules alongside more than one attribute in ensuing part. The
real preferred standpoint of utilizing GAs in the disclosure of confidence decides is
that they perform worldwide pursuit and its versatile nature is less contrasted with
different algorithms as the genetic calculation depends on the greedy approach. The
main aim of this is to discover all the conceivable streamlined guidelines from the
given data set utilizing genetic calculation.

4 Results and Discussion

In this section, we present some of our preliminary experimental results that vali-
date the correctness of the proposed technique and indicate some appropriate ways
of using SOM for frequent pattern extraction. The section is split into three parts
which are separate from each other with respect to the set of experiments per-
formed. The aim of the first part is to show how a complete set of frequent patterns
can be extracted using SOM. Then the set of positive and negative patterns gen-
erated is shown in the second part. Finally, the association rules generated by using
OGA operators are shown in the third part. Results shows that the proposed
algorithm is more useful and faster in discovering association rules in a transac-
tional dataset and it also reaches the answer with less repetition. It obtains better
answers compare with other algorithms like Apriori, FP-Growth, genetic algorithms
and PNARYCC (Positive and Negative Association Rule mining using Yules
Correlation Coefficient method). We have compared our model with FP-Growth,
Apriori & BBO meta-heuristic algorithm. We tested our algorithm with various
values of minimum support and minimum confidence. Figure 4a demonstrates the
analysis of the proposed ARM scheme with constant confidence and variable
support values, and we analyzed how the number of association rules (AR) vary
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according to the given inputs. For constant support with variable confidence, the
performance of association rules generation is given in Fig. 4b.

Figure 5 show the number of positive association rules (PAR) and negative
association rules (NAR) with the generation of association rules for the proposed
ARM scheme. As we can see in Fig. 6, the GA created better rules than BBO and
FP-Growth, but it was not as good as Apriori. The algorithm proposed in [22]
performed well with more rules over conventional BBO, FP-Growth, GA, and even
Apriori. Although both FP-Growth and Apriori algorithms are successful in some
situations, they use a lot of memory. According to our experimental analysis, our
proposed method has performed in a superior way compared with GA, BBO,
Apriori, FP-Growth, and even PNARYCC.

(a) 

(b) 

Fig. 4 Performance analysis of the proposed ARM scheme with a confidence = 20 with variable
support and b support = 30 with variable confidence
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Fig. 5 Obtained association rules with the number of positive and negative association rules for
the proposed ARM scheme

Fig. 6 Performance analysis of the proposed ARM for minimum support (S) = 30 minimum
confidence (C) = 20 with conventional ARM algorithms
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5 Conclusions

In this study, we utilized an optimized hybrid SOM-based genetic algorithm for the
purpose of mining association rules from large transactional datasets. SOM is an
unsupervised neural network that efficaciously produces spatially coordinated
internal feature representations and detected abstractions in the input space and is
the most efficient clustering technique that reveals conventional similarities in the
input space by performing a topology maintaining mapping. Hence, a SOM is
utilized to generate accurate clustered frequency patterns and OGA is used to
generate positive and negative association rules with multiple consequents by
studying all possible patterns. Results showed that the proposed algorithm is more
useful and faster in discovering association rules from transactional datasets. In
addition it reaches the answer with less repetition and it obtains better positive and
negative association rules in comparison with other conventional algorithms, such
as BBO, GA, Apriori, FP-Growth, and even PNARYCC.
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An Optimal Heuristic for Student
Failure Detection and Diagnosis
in the Sathvahana Educational
Community Using WEKA

P. Vasanth Sena and Porika Sammulal

Abstract The study offered in this paper aims to explore students characteristics
and to determine unsuccessful student groups in respective subjects based on their
earlier education and the impact of other factors in multiple dimensions. Predictive
data mining techniques such as as classification analysis is applied in the analysis
process. Datasets used in the investigation were collected from all academic years
in the Sathavahana educational community contains different professional disci-
plines through online. The method adopted is to know the number of students
failing in each subject and analyze the reasons for failure using data mining tools
like WEKA. This model works effectively with large datasets. It has been tested on
WEKA with different algorithms.

Keywords Failure detection ⋅ Diagnosis ⋅ Educational ⋅ Institutions
Classification

1 Introduction

Every academic year thousands of students are enter higher educational institutions.
As an example, in our Sathavahana educational institutions at least two thousand
students enrol every academic year under different disciplines. In the traditional
methods, in order to maintain student’s details and analysis of pass percentage,
precautions to reduce the failure and detentions percentage is difficult, and then the
data set exponentially increases.

Existing methods, such as classroom attendance registers for monitoring atten-
dance period-wise, and some computer Excel-based formats that maintain details
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are not very well suited to address the problem. Our intention in minimize the pupil
detention in education institutions. In this paper we focus on student details relating
to subject failure and analyze the reason for that subject not being passed by the
student. We are conducting special classes for failure students, without knowing the
actual reason to their failure. In this paper we try to find the reasons for failure in
multiple dimensions and take special care for each and every student with respect to
failure. We attempt to find the reasons for failure of every student from this anal-
ysis, and we prepare plans for the students to access counseling and training ses-
sions to gain familiarity in that subject. And to conclude, we look at how student
knowledge has improved after the counseling sessions in terms of better results and
improvements.

This paper is divided into seven sections. Section 2 briefly explains the back-
ground review, Sect. 3 describes the problems we have faced while applying data
mining techniques to this kind of data provided by the Sathavahana Educational
Institute. Section 4 deals with the preprocessing stage, followed by Sect. 5 which
gives an overview of our approach and describes how it is beneficial to the institute
to know the results. It also contains the implementation procedures and analysis of
results. Section 6 explains the statistical results obtained from the data followed by
the conclusion and future progress in Sect. 7.

2 Literature Review

The article named with estimating profile of successful IT student [1], a data mining
approach is used to diagnose successful students’ track record, which along with
research results provide a useful insight into both micro and macro level aspects of
the educational process. This can benefit both students and academic institutions
using a clustering approach. In this paper [2], the author predicted student perfor-
mance using data mining tools like R miner and he classified the datasets into three
different data mining (DM) goals, namely binary, 5-level classification, and
regression, and four data mining methods, namely decision tree [3], random forest
(RF) [4], neural networks [5] and support vector machines (SVM) [6], including
distinct input selections, i.e. with or without past grades [7], etc.

This case study was based on offline learning [8], while the DM techniques were
applied after the data was collected. However, they are not provided online learning
environment. Furthermore, they intend to scale to more schools and different years
of students [9]. Automatic feature selection methods like filtering or wrapper are
explained [3]. The research article entitled “Predictive modeling of the first year
evaluation based on demographics data: Case study students of Telkom University,
Indonesia” found that gender, selection path, study program and age are the attri-
butes that are most correlated with the probability of passing first year [10].
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3 Methodology

The methodology can be split into various categories, such as existing methods,
proposed approach and challenges faced in the collection of datasets.

3.1 Existing Methods

In traditional methods, analysis of results takes place with respect to only one
dimension, i.e. how many members have cleared the examination with different
grades. On the other hand, the failure students details displayed on subject wise.
Will be displayed. By this approach, we can know the details of the failure, but are
unable to stop the repetition of these issues.

3.2 Proposed Approach

In our approach, we find the details of failure in multiple dimensions. For instance
attendance percentage of that student, the aggregate feedback of the faculty
member, who deals this subject and student previous histories like backlogs,
internal marks in this subject, tenth standard percentage, inter percentage and so
many attributes with minimum support count.

3.3 Challenges Faced in the Collection of Datasets

We know that collecting data is a big issue. This problem is addressed by devel-
oping enterprise resource planning (ERP) for our institutions, such as students’
registrations, attendance maintenance and obtaining results from the university as T
sheets. The second one is attendance data set is very complex, we automated the
manual process of taking attendance in the register, by providing modern electronic
devices such as mobile phones or laptops to our faculty members to enter the
attendance in the classroom. This helps to identify absentee students. This helps to
identify absentee students, themselves, if there is any wrong entry, it will be cor-
rected immediately by faculty members. The schema of the feedback system was
developed following a wide range of conversations among our senior faculty
members higher authorities. The attributes of the feedback dataset are (1) presen-
tation skills, (2) subject knowledge, (3) teaching methodology, (4) quality of
training, and (5) syllabus covered. The categorical fields for the above attributes are
poor, good, very good, and excellent with respective codings of 1, 2, 3, 4, and 5.
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4 Preprocessing of Datasets

We have the following datasets: attendance, student registration, and student
feedback with respect to subject and faculty. In this section, we explain the pro-
cedure of preprocessing each and every dataset used in this implementation. Once
the preprocessing is applied, Attendance data set with 11,672 records and schema
generated, which was mentioned in Fig. 1. Raw dataset schema of attendance entry
table: (194,000 records). After preprocessing the raw dataset of attendance entry
table it will generate 11,672 records. Preprocessed is accomplished by applying
aggregate functions and the following schema is generated.

Schema of result dataset: (174,446 records): The resulting dataset (T sheets) are
collected from the last few years of our students in the following fields. The unique
identity of student by hall ticket number, subject code indicates the unique code is
given for each subject, name of each subject, some marks are awarded for internal
exams and remaining marks are allocated for external examination out of 100 marks,
if particular subject is passed, then he/she will get some credits in that subject else
zero credits are awarded for that student in that subject only. The prime fields are SSC
percentage, inter percentage and degree percentage for predictions of the students in
their future academic performance. Remarks 1, Remarks 2, Remarks 3, and Remarks
4 are used to maintain a student’s track record in our institution. Admissions Quest is
classified into convener, management or spot admission. The Admissions Special
Category is further divided into NCC, NSS, and sports categories. We did dimen-
sionality reduction by removing irrelevant attributes, such as identification marks,
and remarks fields, such as remark 1, remark 2, remark 3 and remark 4 (Fig. 1).

5 Implementation and Results

The combined dataset is directly imported to aWEKA tool in CSV (comma separated
values) format. The file is added successfully, but unable to process the dataset using
J48. Which implicitly using C4.5 algorithm, which is based on gain ratio. Since the
huge size of the dataset leads to insufficient memory requirement problems.

Fig. 1 The equijoin operation of datasets
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In order to address the problem, We applied a sprint algorithm to my dataset to
generate the decision tree. Based on these algorithms, we classified our entire
dataset into class labels of successful and failing students in terms of their academic
performance as a training data set. Once classified into the above categories of
success and failure, we then targeted the failure sample to try and find out the
reasons for failure. The actions required to improve performance are discussed in
this paper. Once we apply equijoin operation, we got raw data set. Minimum
threshold is the minimum measurements to find the sample of failure students.
These were finalized after hours of meetings with the higher authorities of educa-
tional institutions (Table 1).

Even though the student failed in that particular subject, it is consider as lack of
interest in that subject and consider it has fault, find out that the students, and
individual care taken by staff members, and be give the student regular counseling
to improve their performance. Once the student begins to receive proper counseling
they can improve their performance and pass their subject within the time allowed.
This approach is used to increase pass percentages and reduce detention rates, then
the management and concerned students both are satisfied with this method. The
management try to provide a quality education.

The following bar chart represents the subject code on the x-axis and hall ticket
number on the y-axis. The filtering fields are year (from first year to final year),
semester (even or odd), and branch-like different disciplines. Credits are zero (the
particular student failed in that subject), and subject or lab name filters apply in
order. The following bar chart is generated using the above criteria, and hall ticket
11N01AO1224 appeared for the examination but did not pass even through his
academic background was good. The other factors was attendance percentage (71),
internal marks (22), tenth standard percentage (80), and inter percentage
(67) (Fig. 2).

In this way we can extract this information from merging the different fields of
heterogeneous datasets. We can also discover the cosine similarity between these
numeric fields to watch the consistency of students success in their entire education.
(Figs. 3 and 4).

Table 1 Minimum threshold values for attributes

Field Minimum threshold

Attendance percentage 65
Internal marks 12
SSC 55
INTER 55
Credits 0 (In particular subject)
Feedback for concerned subject faculty 60%
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Fig. 2 Bar chart of failing student with different dimensions

Fig. 3 Student result analysis spline for all semesters in graduation

Fig. 4 Student result analysis using WEKA
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6 Statistical Analysis

These are the most important statistical findings we discovered. They include:

(1) The age of pupils varies from 17 to 23 years with the mean being 20.346 years
and nearly 87% of the students are aged between 17–21 years of age based on
their birth data.

(2) The percentage of girls from the 1st year is 80%, 2nd year 78%, 3rd year 89%,
and in the final year 88%. Even though our educational institutions are coed-
ucational, most local girls preferred our institutions based on year of studying
and gender attributes.

(3) From the religion fields of the dataset, students are classified into four different
communities: Hindu, Muslim, Christian, and others. The majority of girls are
from the Hindu community (88%), with Muslim (6%), Christian (4%) and
others (2%).

(4) Students’ pass percentage slowly increases from the 1st year to the final year.
(5) Around 80% of students are dependent on the reimbursement of fees based on

field quota as management and convener and their parent income.
(6) 44% of the students were from towns while 50% of them were from a rural

village background. The remaining 6% were from other states based on the
attribute of permanent address.

(7) Around 65% of the girls’ fathers were illiterate and around 32% had a primary
education. Most of the students had no plan about their placements (78%) and
future goals (90%).

7 Conclusion and Future Developments

As we mentioned in the introduction, an optimal heuristic for student failure
detection and diagnosis in the Sathavahana educational community using WEKA is
used in a great deal of statistical analysis and supervised learning, especially for the
classification of students into two groups based on their academic performance as
either successful or unsuccessful students. The groups can be classified further for
taking care of individual pupils. The class labels are as follows: First class with
distinction students, improving performance class; First class with distinction stu-
dents, decreasing performance class; First class pupil, improving performance class;
First class pupil, decreasing performance class; Second class learners, improving
performance class; Second class learners decreasing performance class; Third class
learners, improving performance class; Third class learners, decreasing perfor-
mance class; and Failing students class. For the different classes of students try to
reach a higher level, and also from comments on the student feedback form, we
plan to introduce one more field with suggestions and improvements as the string.
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Computer Vision Model for Traffic Sign
Recognition and Detection—A Survey

O. S. S. V. Sindhu and P. Victer Paul

Abstract Computer vision is an interdisciplinary field which deals with a high
level understanding of digital videos or images. The result of computer vision is in
the form of a decision or data. This also includes methods such as gaining, pro-
cessing, analyzing, understanding, and extracting high dimensionality data. Object
recognition is used for identifying the objects in any image or video. The appear-
ance of objects may vary due to lighting or colors, viewing direction, and size or
shape. The problem we identify here is accuracy at nighttime and in certain weather
conditions is less that when compared to daytime and also we enable to detect some
signs at the night time. In this paper, we present a detailed study of computer vision,
object recognition, and also a study of traffic sign detection and recognition along
with its applications, advantages, and disadvantages. The study focuses on several
subject, e.g., proposal theme, model, performance evaluation, and advantages and
disadvantages of the work. The performance evaluation part is further discussed w.
r.t. the experimental setup, different existing techniques, and the various perfor-
mance assessment factors used to justify the proposed model. This study will be
useful for researchers looking to obtain substantial knowledge on the current status
of traffic sign detection and recognition, and the various existing problems that need
to be resolved.

Keywords Computer vision ⋅ Object recognition ⋅ Traffic road sign detection
Road sign recognition ⋅ MSERs
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1 Introduction

Computer vision is an interdisciplinary field. It deals with why a computer is
suitable for gaining a high-level understanding of the purpose of digital images or
videos. This also consists of the methods employed to obtain and interpret digital
pictures, and the extraction of high dimensionality of data in order to produce
numerical or symbolic data. Computer vision is a subset of image processing and it
may use image processing algorithms as a backbone [1, 2]. The result is in the form
of a decision or data [3]. In this way the computer vision is difficult. It has many to
one mapping and also we could not understand the problem for recognition in
computer vision. Some of the system methods for computer vision are image
capture, pre-processing, feature extraction, detection/segmentation, recognition, and
interpretation [4].

There are various significance in computer vision domain are reliability, simpler
and the faster processes, No boundaries like human perception, and picture shooting
gadgets are convenient to mount substitute and upgrade. The application of com-
puter vision can be extended to many disciplines, such as automated analysis,
species identification, robot-controlled processes, detecting visual surveillance,
counting people, human-computer interaction, and object or environment modeling
relating to biomedical images. Though it has numerous application possibilities, it
has its own challenges like well-founded metric on statistical images and metrics on
geometrical shapes, universal shape models, information reduction or “visual
attention,” input space is an high dimensional for modelling of shape, mapping is
nonlinear, generalizing from a few examples, finite memory and computationally
time with efficient approximate methods.

2 Object Recognition and Detection

In computer vision, the object recognition process plays a vital role in identifying
single or multiple objects in an image or video sequence. The common techniques
that are used for object recognition are edge, gradients, histogram of oriented
gradients (HOG), Haar-wavelets, and linear binary patterns. Every object looks
different under varying conditions, such as changing light or colors, changes in
viewing direction or changes in size and shape, E.g. Traffic sign detection and
recognition. Some of the applications of object recognition are video stabilization,
automated vehicle parking systems, and cell counts in bio-imaging. Object detec-
tion is a mechanism that is related to computer vision and the processing of images
concerned with identifying objects in the multimedia data like images or videos [4].
It falls in two categories: generative and discriminative. An example is the tracking
of a cricket ball in a cricket match and the tracking of the ball in a football match
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3 Road Sign Detection and Recognition

Real-time traffic sign detection and recognition models have gained the attention of
many researchers in recent years. This is due to an extensive range of applications
like driving assistance systems. It involves a self-learning system that can itself
understand and interpret the meaning of new traffic signs [4]. Traffic sign detection is
a technology by which the image is pre-handled by different methods, such as
color-based, shape-based, and learning-based models. The preliminary model for
sign detection and the steps involved are shown in Figs. 1 and 2 respectively. A road
sign recognition system has been developed for high resolution roadside video
recorded by the PMS video system. Traffic sign recognition is a methodology by
which a system is able to identify traffic signs observed on the road, such as speed
limits, children ahead, turn ahead, or danger ahead. Recognition deals with classified
blobs. Its task is divided into different colors and shapes to improve its speed [3].
Thus, it is possible and easy to track road sign symbols and not cause any accidents
involving pedestrians. The importance of road sign detection model is that there are
several distinguishing importance of road sign detection model features that are used
for recognition and detection of symbols and the performance of the traffic sign
recognition system are improved by increasing the number of divided regions.

4 Intelligent Classification Algorithm

This section deals with the study of traffic sign detection and recognition.

A. Traffic Sign Detection (TSD) for US Roads [5]

Theme: In [5], it is proposed that TSD can play a crucial role in intelligent vehicles
the suitable current state of art traffic, and the american traffic signs works well for
colored shape symbols which will be useful, but it may falls under speed limit signs
for integral channel features.

Model: The method for detection, which is similar to the Haar-like features for
the integration of channels for an input image. ChnFtrs are used for features but

Fig. 1 Fundamental
approach to sign detection
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higher-order features are negligible. Tracking is handled by using the Hungarian
algorithm for assignments only and Kalman filters for tracking purposes. This
tracking is used for minimizing false detections, in which they are not part of a
track, but has another property the signs which are seen before can keep it on track.

Performance Evaluation: In the performance evaluation, we report two num-
bers for test, based on only detection i.e., detection rate which is computed
according to the number of correct detections to the actual number of signs and
FPPF (false positives per frame) means to analyze the number of frames across all
the frames by the number of false positives. In this tracking scenario the system
knows which detection belongs to same physically sign, in that manner only we can
handle at once handle only at once.

Advantages:

(a) In the detection precision rates for every super class has shown the stop and
warning signs.

(b) It is well suited to stop and warning signs.

Disadvantages:

(a) If the signs are missing it is perfectly an speed limit sign.
(b) The speed limit sign is going to get problem in weather conditions.

B. Traffic Sign Detection and Recognition from Road Scene Pictures [6]

Theme: According to Malik and Siddiqi [6], automatic detection and recognition of
road signs for ADAS has been proposed. In all current research, detection and

Fig. 2 Steps in the detection
of signs
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recognition of road signs remains challenging due to weather and lighting condi-
tions, complex backgrounds, and different viewing angles.

Model: Recognition use three state-of-the-art feature matching techniques.
However, every detection is proposed based on color properties of the signs.
A Hough transform is used to detect road signs based on their shapes. Weighted
mean shift and genetic algorithms have been proposed.

Performance Evaluation: Detection of road sign images include color seg-
mentation which is 0. It is followed by shape analysis and application of geometric
constraints. Here, we convert RGB to HSV (hue saturation value). In HSV we have
a threshold value to segment red (day time/evening time) and also have saturation
value to yellow , blue and green. A binary image is generated with all pixels in the
threshold range set to 1, and all others set to 0. Recognition of road signs will be
used for SIFT, SURF, BRISK descriptors. For recognition rate, manually seg-
mented road signs are first compared with the signs in the database. Second, the
output of the detection system will not be segmented road sign is directly compared
to the real world situations.

Advantages:

(a) When the road sign image is converted from RGB to HSV in detection.
(b) In recognition we are using three state-off-the-art SIFT, SURF, BRISK, Brisk

speeds up the process when compared to SIFT and SURF.

Disadvantages:

(a) The main challenge arise due to variation in lighting and weather conditions.
(b) The system works on daytime images only. It could be further enhanced to

detect and recognize road signs from nighttime images as well.

C. Robust Traffic Sign Detection in Complex Road Environments [7]

Theme: Tian et al. [7], discussed the performance and computation cost of traffic
sign recognition. In the paper, he proposed a traffic sign detection method based on
scoring SVM model, sign color, and color gradient are extracted for the color
characteristics shape of traffic sign is computed by voting scheme. The trained SVM
model is used to detect traffic signs.

Model: The SVM model is used to detect traffic signs from voting score maps.
The method can adapt to various lighting conditions and poor imaging. Two or
more methods are used to detect traffic signs, and may achieve a better performance.
They use local binary pattern (LBP) to extract local descriptors and discrete cosine
transform (DCT) to extract global features from traffic signs. Color invariants and
then use the pyramid histogram of the oriented gradient features of shape features.
In the deriving color converting model an RGB color space is used in color
extraction. In the candidate sign extraction we have a color gradient which will be
computed for the gradient magnitude for each pixel orientation and will also
remove noise in color conversion. In sign he used shape detector voting of gradient
magnitude and N- angle gradient orientation.
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Performance Evaluation: In the traffic sign detection method the Chinese traffic
sign dataset collected from Chinese roads was used. It contains red circles for
prohibitory signs, yellow triangles for danger signs, and blue circles for mandatory
signs. In sign detection performance, we use shape voting based on SVM detection
to obtain a shape score. A single score value is not strong and may get many false
positives, while the scoring SVM model utilizes the context of traffic signs for more
precise detection.

Advantages:

(a) Reducing computational cost.
(b) Eliminating falsely detected objects.
(c) Bootstrapping is used in the training process.
(d) We can also adapt to lighting conditions and poor imaging situations.

Disadvantages:

(a) It does not detect traffic signs when processing parallel computing.

D. Real-Time Traffic Sign Detection and Classification [8]

Theme: According to Yang et al. [8], TSR plays a major role in assisting the driver.
It performs better in real time when compared to the performance of recognition.

They improved efficiency by testing the performance with a state-of-the-art
method on German and Chinese roads.

Model: The color probability model used deals with information on colors of
traffic signs for building up the specific color traffic signs, i.e. red, blue, and yellow and
quelling colors for reducing the search space algorithms. After reducing the detection
time, Extracting proposals on the traffic signs detection of slide of window and also
like SVM and CNN are used in machine learning. From the original image we get the
gray image by HaarHOG and we detect sign color using a probability model.

Performance Evaluation: The dataset of 200 collected images of German and
Chinese roads was used to build up the color probability model has shown the
effectiveness and the purpose of changing illumination used for strongerness. When
the background image and traffic signs are the same color it is not possible to detect
the traffic signs using SVM and HST. Thick fog results in a complete failure in the
color probability model which also performs superior performance. It reduces the
processing time and has a high recall rate and a high detection rate. Classification
accuracy is 98.24% and 98.77% for GTSDB and CTSD respectively.

Advantages:

(a) The HOG is a shaping descriptor for TSD due to its superior performance.
(b) Not using its search space size will reduce its recall rate.

Disadvantages:

(a) The performance of the classification model shows less accuracy for danger
signs and other signs except stop and prohibitory signs.
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(b) The efficiency will improve its computation time, which will be accelerated by
the GPU.

E. Real-time Road Traffic Sign Detection and Recognition [9]

Theme: According to Greenhalgh and Mirmehdi [9], the authors proposed an
automatic detection and recognition of traffic signs system which detects the
maximally stable extremal regions (MSERs) of candidate regions, which may
changes variations in lighting conditions and recognition is on the support vector
machine classifiers are trained using HOG feature. Under the weather conditions the
present system is accurate at high vehicle speeds, it will be run at an average speed
of 20 frames per second.

Model: Advanced Driver Assistance Systems is important for automatic TSR
and TSD. The proposed model consists of two stages. In the first stage detection is
performed by novel application of MSERs, and in the second stage recognition
occurs using HOG features and is classified using linear SVM. In this work they
used an online road sign database for the graphical representation of signs. With
large training sets are generated by distortion in the random graphic template like
blurred images and capturing of occurrence for real-scene distortion images .
Method for detection selected in varying contrast light conditions. Each frame is
binarized at each of the different threshold levels. In road sign classification the
horizontal and vertical derivatives are found by using the Sobel filter.

Performance Evaluation: For some threshold values, like MSER has compared
against the detection of accuracy and execution time in order to enhance working
ability of the linear SVM classifier, an appropriate cost for a mis-classification
parameter for the color signs. 89.2 and 92.1% is actual70 accuracy of white road
signs. Classification results values of white background and color background signs
are between the individual road sign classes and the prediction made by the clas-
sifier. The overall accuracy for this experiment is 89.2%. This is greater than with
the fully synthetic or real datasets.

Advantages:

(a) It gives a high accuracy for vehicle speeds.
(b) It allows large datasets for the training dataset. These are generated from the

template’s images.

F. Road Sign Detection on a Smartphone for Traffic Safety [10]

Theme: According to [10], they developed simple smartphone by using the low
cost driver assistance system. By using computer vision techniques and multiple
resolution templates for detecting speed limits, it was possible to alert the driver by
sending messages whenever the speed was excessive. First, fast filters could restrict
the focus on a wide area photo by using its fast normalized cross correlation
technique and it detects the speed limit signs. It also compares the actual vehicle
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speed with the computed vehicle speed in the smartphone and issues a warning
message to the driver.

Model: In the paper, one approach is to minimize distracting driving to develop
ADAS purpose of the system is to develop alert drivers and performs some func-
tions like monitoring blind spots, detecting lane departure, and emergency braking.
In the first step, edge filters are processing by using limited ROI. In the second,
detected images are matched with the templates images. Next, there are many
numbers of detecting signs to the template’s images. This is implemented in the
Java programming which will be simple and easy to understand. Focus of attention
with the horizontal and vertical edge filters. In the classification, it matches with the
number of locations with the speed limit. We can make further improvements by
using other algorithms like Sift and AdaBoost.

Performance Evaluation: The range of speed limits was 20–65 on a sunny day.
The system processes photos at the rate of approximately one per second with a
probability of 0.93 with a 95% confidence level. Failures may occur when the edges
are not detected because of sun glare and signs which are blurred during monsoon
rain.

Advantages:

(a) It is simple and easy to understand.
(b) It can be applicable for simple android devices.
(c) Speed limit signs are detected and gets the result same.

Disadvantages:

(a) Some signs are not detected because of a combination of glare from the sun and
shadows which can cause the edge in its focus of attention.

(b) The Speed limit sign is going to be detected with the low correlation to be
proceed for classification.

G. Traffic Road Sign Detection and Recognition for Automotive Vehicles [11]

Theme: In [11], the authors implemented and developed a way to extract a road
sign from a complex image. The main aim is to detect the detection and extracting
image. This plays an important role in specific domains like island, schools, traffic
signs, hospitals, etc.

Model: Here we have four different types of signs, i.e. warning signs, pro-
hibitory signs, obligations, and informative signs. Informative signs have an
inverted triangular shape and every sign has its own color and shape, and several
algorithms are used. Fast gray scale road sign model matching and recognition in
this we will be having mobile mapping technique for compiling cartographic
information for a vehicle and have the two segments, one is color based allows
reducing false positives and other approaches i.e., a genetic algorithm for a
grayscale image and for the shape we use Hough transform. Detection by an
Adaboost to solve supervised pattern recognition. Here, System evaluates the
images later, it pre-processes and will a color threshold and next recognize the
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object next road sign verification and at last road sign area identifies sign will be
shown. Here we use the to find the problem space where the destination object is a
road. For edge detection they used a Sobel operator and this can extract our desired
road sign. This technique is different from detecting road signs in that it is time
effective.

Performance Evaluation: The performance was captured according to the time
of day of the images, i.e. morning, noon, evening, and night using 200 images.
When evaluated, 80–90% of daytime images are successfully detected but at
nighttime only 50%. This means that we have to improve the nighttime
performance.

Advantages:

(a) It is easy to detect object recognition using grayscale images.
(b) The input images of our recognition procedure are provided by the weak

classifiers cascade detection process.

Disadvantages:

(a) It shows the gray label only for red color captured images.

5 Observations

It has been observed that all the paper included have different techniques and
algorithms which all have their own merits and demerits. In general, the algorithms
used in most of the works are the Hungarian algorithm and Kalman filters which are
used to track and to minimize false detections. A Hough transforms and three
state-off-art are used to detect color-based properties. Weighted mean shift and
genetic algorithms have also been proposed. A SVM model is used to detect traffic
signs from voting score maps and converts RGB to HSV. We can detect shape by
using voting of gradient magnitude and N-angle gradient orientation. SVM and
CNN models are used to filter out the false positives and also to classify the
remaining super classes. We can also detected shape by using edge filters. By using
all the mentioned algorithms, it is possible to detect only the daytime images or
signs. It is not possible to detect nighttime images or signs and also it is poor under
different weather conditions.

6 Future Solutions

In the literature study that we did for this paper, there are many techniques and
algorithms for analysis that were applied to traffic sign detection and recognition.
This will be useful for users and the researchers who are wishing to do research on
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this problem. The first step is to get an image, such as warning signs, prohibitory
signs, and danger signs. These are taken as an input and later we detect the images
using any technique or algorithm. The recognized image is obtained as an output.
Here, we improved the performances in the weather conditions and we are enabled
to detect signs at night time. By using existing algorithm or technique we will be
going to detect the problem in future. Moreover, the performance of object
detection can be improved using various bio-inspired algorithms [12–17] which has
attracted the attention of image processing researchers.

7 Conclusion

Computer vision is an interdisciplinary field and has many forms, such as sequences
of videos, we can view from medical scanner and multiple cameras. In traffic sign
detection and recognition we have to improve the overall performance at nighttime
and in different weather conditions. With this in mind, a detailed study on the
various recent and best-working algorithms for traffic sign recognition has been
discussed and the focus was kept on the model, methodology used for performance
evaluation, and the factors used. This work will be useful for researchers looking to
get a better idea on the current state of research in the domain of traffic sign
detection and recognition in computer vision.
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Color-Texture Image Segmentation
in View of Graph Utilizing Student
Dispersion

Viswas Kanumuri, T. Srinisha and P. V. Bhaskar Reddy

Abstract The Image segmentation is that for investigation is a noteworthy part of
discernment and up to date it is still testing issue for machine recognition.
Numerous times of concentrate in PC view demonstrate that dividing a picture into
important districts for ensuing preparing (e.g., design acknowledgment) is similarly
as troublesome issue as never changing case identification. In this paper work, the
proposed one uses the particular sort of frameworks had been taken after to com-
plete shading surface picture division. Division strategies are intended to incor-
porate more component data, with high exactness and agreeable visual total. The
division procedure depends on MSST and understudy’s t-conveyance technique.

Keywords Image segmentation ⋅ Multi-level graph cuts ⋅ Pattern acknowl-
edgment ⋅ Multiscale structure tensor ⋅ Understudy’s t-dissemination strategy

1 Introduction

Image segmentation is key undertaking in PC vision. Shading surface order of
Picture is exceptionally fundamental and basic advance in picture handling and
example acknowledgment. Specifically the segmentation of normal pictures are
testing errand, since these pictures display no noteworthy consistency in shading
and surface and furthermore they are frequently demonstrate high level of multi-
faceted nature, arbitrariness and anomaly. The principle task of segmentation is to
section a picture into significant areas.

Over the years, analysts have contemplated distinctive methodologies for picture
segmentation, with the goal of sectioning pictures by utilizing least customer joint
effort or acting under supervised way. Progress in science and development and
progress in society has staggeringly enriched the division execution as of late.
A high degree of precision and unwavering quality is a testing issue for picture
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segmentation techniques. Calculations and strategies proposed in early time are for
the most part laced with particular application. For instance to compute text on for
platelet investigation segmentation calculation utilizes shading data [1]. So it has
limited use and in not really suitable for partitioning typical pictures as they will
definitely have rich surface information. Another instance of picture division
computation with a pre-defined application is surface examination of stone pictures.
This type of calculation utilizes a mix of chromatic data with tiny surface data [1].
To catch applicable auxiliary data by separating surface component utilizing
shading grouping and parallel blob pictures together is mind boggling process,
additionally it is hard to break down irregular surface shading example. Another
delineation is to parcel the bone marrow cell shading picture. Subsequently, we can
express that the strategies showed up in early time were normal for particular
application and need in exhibiting general thought of surface shading showing.
These procedures were not competent enough to depict multi-scale structures and
very small structures. So it was essential to discover new strategies able to mas-
termind different part data for division reason. The image segmentation field in
view of shading alongside surface descriptors has been rated broadly finished recent
decades distributing gigantic no of computation between 2007 and 2014 years.
More or less a thousand papers were produced between 1984 and 2009 [2]. So that,
it is crucial to see the way that the surface shading examination is also the one of
most investigated zones in the picture getting ready and PC view. The purpose of
this paper work is to propose the procedures to generate extremely high quality
pictures.

2 Literature Survey

In spite of the fact that there are a few techniques which assess shading highlights or
surface components alone, we might want to say that survey in this paper is worried
about distributed business related to unsupervised shading surface picture seg-
mentation composed by incorporating different comparing strategy to catch more
element data. The techniques of picture segmentation proposed below have been
classified into three parts, namely shading surface descriptor, proper assurance of
substantial class no, and diminishment strategy for over/mistake segmentation [3].

2.1 The Color-Texture Dissemination Algorithm

Affiliations and Email Addresses. The color-texture descriptor requirements for
the change of the element depiction capacity. Just shading construct division cal-
culation deliver district in light of premise of shading contrasts just so it won’t be
appropriate for pictures containing rich surface data. As result contain little non
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semantic districts. On the off chance that we consider the surface component a few
noteworthy classifications are accessible. The flag preparing strategy has increased
wide consideration in PC world as that it could reenact visual observation, and also
had a lot of sifting strategies.

Gunjan et al. [4] advanced the Gabor wavelet, along with multi-scale logical
capacity; however, the execution of such a technique relies upon a decision of
Gabor channels and similarly there are parcels of data excess. A measurement
lessening strategy can be utilized to maintain a strategic distance from issue of high
measurement. However, this requires a gigantic data memory and a long calculation
time due to its complexity and the associated Fourier change. Regardless of the way
that various sorts of wavelet and Gabor wavelet computation are available yet
wavelet and Gabor wavelet are ordinary and convincing than remaining.

Another strategy given by Deng and Manjunath [5] is a half-managed and
2-mark color-surface picture division strategy, here to portray the surface MSNST
technique is connected. This technique treats the shading and surface elements
independently and consequently can overlook the connection between changed
highlights. The proposed calculation can show both a normal and a concentrated
dispersed surface district. Be that as it may, it won’t work for a very large-scale
surface. This issue can be addressed by add up to variety (television stream) stream
calculation.

A more powerful calculation is that derived by Yang et al. [1] which incorpo-
rates a smaller MSST surface, RGB color, and a television stream.

2.2 Algorithm to Declare Correct Class Number in Advance

The second part of segmentation is to decide a legitimate class num ahead of time.
By and large the legitimate class no cannot be decided ahead of time as various
pictures contains distinctive examples of surface shading. So the number is given
physically and it is determined to be sufficiently extensive. However, this might
result in extremely large computations adding additional time and may not produces
a satisfactory result. The answer to the issue is given by D. E Ilen. In this
self-sorting out guide (SOM) techniques are utilized to gauge the substantial class
number. Restriction of the technique is substantial class number is resolved inde-
pendently from introductory bunching procedure and that is consistent all through
division process. As a result this technique does not give an agreeable arrangement.

Paper [6] utilizes the segment shrewd desire augmentation for multivariate
blended understudy’s t-circulation (CEM3ST) to demonstrate the color-surface
likelihood appropriation. The customary Gaussian blend models (GMM) is not
more powerful than multivariate blended understudy’s t-appropriation (MMST).
Execution of MMST is hearty to separating commotions. This technique likewise
conservative the quantity of levels of multilayer diagram.
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2.3 Algorithm to Reduce Over/Incorrect Segmentation

The third part of picture division is basically concerned with reducing over/
incorrect division. Such a significant number of causes are there for over/blunder
division, for example, huge no of little clamor district. Huge numbers of these little
clamor locales are futile as a result of which visual whole get bothered. So also
division precision and speed of union decreased by finished/mistake division.

The paper by Peel and McLachlan [7] had tended to the issue and recommended
repeating the labeling technique to reduce incorrect division. This technique rela-
belled those locales which are not having spatial association yet exchanges a similar
name. This technique redresses these false marking and helps to decrease incorrect
division. The restriction of this strategy is that it tends to the main issue of blunder
division, no arrangement is accommodated over division issue.

The paper by Chen et al. [8] gives a technique for extra division call as mark
consolidating methodology which dependent on MRF show. This kind of technique
ascertains the chances rand record (PRI) at pixels level. As this technique delivers
low no of division comes about, Gibbs conveyance is very hard to build up.

Technique given by Yang et al. [1] mentioned as local validity consolidating
(CRM) incorporates more than 2 strategy. Normal edge in between districts, local
nearness relationship, provincial color-surface Divergence and area estimate are
coordinated for shaping the CRM which tells us the preferred outcome over the
technique specify beforehand. This paper work had composed a powerful emphasis
merging paradigm, which guarantees predominant execution of the picture division
in acting under a supervision way.

3 Proposed Method

All we talked about there will be numerous calculation existed for unsupervised
picture division. Figure 1 demonstrates the stream outline of our derived technique.

3.1 Color-Texture Descriptor

The initial step that is a surface shading descriptor is important for upgrading
highlight depiction capacity. This progression for the most part utilizes the
multi-scale structure tensor (MSST). This is a non-linear dispersion separating
innovation that is utilized for smoothness of the clamor and to upgrade the corners.
Multi-scale structure tensor (MSST) is utilized to portray the surface component of
a picture. A structure tensor is broadly acknowledged to minimalistically determine
this component by the utilization of picture subordinates, which hold the entire
introduction data. The MSST is obtained by utilizing a repetitive discrete wavelet
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structure [1, 9]. Ts (the sth scale tensor of MSST) can be developed with the tensor
result of inclination,

Ts= ∑
N

n=1
ð∇ I * θsð Þn ∇ I * θsð Þ ⋅ nT.
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where, S = 0, 1 … S – 1.

σ The premise of the wavelet, to diminish the cost of calculation and memory
stockpiling, this can be settled as 2,

S The aggregate number of scales,

Fig 1: Flow chart of proposed work

Original colour texture image for database

Extracting colour-texture feature using colour-
texture descriptor algorithm

Representing PDF of colourtexture feature using MMST
(Multivariate Mixed Student t-distribution)

Graph cuts made image segmentation

Applying regional credibility merging strategy for
Over/error  segmentation reduction

Calculating total change in the energy to meet 
convergence criteria

If iteration convergence
Criteria satisfied

Final segment result

Fig. 1 Flow chart of the proposed work. Probability distribution modelling using multivariate
mixed student’s t-distribution (MMST)
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n The nth shading channel of the picture I, and N—the aggregate number of the
channels.

MSST network set had diverse element body that than shading vector, and in this
way SVD deterioration is utilized [1] for each and every size of MSST in the tensor
space. The aggregate variety (TV) stream is utilized to assistant improve the por-
trayal capacity [1, 10]. The fundamental surface data of Ts is acquire as,

Vs= η λs Vsð Þ1 ̸2 ð2Þ

where, λ+, λ− are the eigen esteems after SVD disintegration, and Vs+, V− are the
relating vectors. The above technique is coordinated with RGB shading as RGB, it is
high predictable with the shading affect ability of human eyes. At long last nonlinear
dissemination separating is embraced to have capable surface shading descriptor with
commotion sifting and edge improvement. Separating is embraced to have capable
shading surface descriptor with commotion sifting and edge improvement.

The likelihood circulation displaying is necessary to guarantee the precision,
also the strength of picture division. As multivariate blended understudy’s
t-dispersion (MMST) is most vigorous and adaptable, this kind of strategy is uti-
lized for the demonstrating reason. Propel figuring of legitimate class number is
difficult, so the strategy recommended in paper [1] called as segment savvy desire
augmentation for MMST (CEM3ST) algorithm is executed. This strategy appraises
the substantial class number amid the procedure of likelihood dispersion displaying.

Let mean an irregular color-surface component that is situated in the 10th pixel
of the color-surface picture. What’s more, H is the tallness. At the point when
compromise the K parts MMST circulation, the associated PDF can be said as, [1]

FðCΓ*
x θj Þ ∑

K

k=1
ωkΓ

*
x θj Þ ð3Þ

where,

K add up to number of blended parts in MMST.
ωk blended weight of the kth part
θk {Vk, μk, ∑k} compares to the degrees of opportunity, mean vector and

co-variance lattice of the kth blended part.

3.2 Multilayer Graph Cut Strategy

Subsequent to knowing the substantial number K-valid the surface shading picture
could be portioned in multiple name route into K unique surface shading district.
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Here individual class holds special name. The issue of multi mark ideal division
could be unraveled by building vitality work along with information terms and
smoothness terms and limiting it. The multi-mark vitality capacity can be outlined
as [1],

where,

E1 Information
E2 Smoothness
λ Regularization parameter.

The weighted multilayer diagram [11, 12] is developed for limiting the vitality
work E. The objective is for section the primary protest of a picture utilizing
division technique in light of chart. The picture with K classes takes the K − 1
layers. The estimation of K is introduced utilizing K valid number that is now
computed. In between any two neighboring layers of chart there exist similar
n-connections and t-links. Let G = (U, V) be the multilayer diagram, where U and
V are the arrangements of corners and vertices. The arrangement of hubs is
equivalent to the arrangement of pixels in the picture. An individual pixel is
associated with its d-neighborhood (d = 4, 8).

The component similitude between any two pixels is demonstrated by the weight.
In the wake of developing the weighted multilayer chart, a maximum-stream/
minimum-slice hypothesis is utilized to comprehend vitality minimization by aug-
menting the stream across the network.

3.3 Algorithm to Reduce Over/Incorrect Segmentation

A natural color-texture image will have alternativeness, decent variety and
many-sided quality. In condition (4) arranging regularization parameters is difficult.

Fig. 2 Preparing of local believability combining. a Unique surface shading picture. b Result of
over/incorrect division compared to multilayer diagram cuts. c Result of division after local
validity consolidating
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For the most part, a small λ is favored. The procedure of Regional validity con-
solidating (RCM) [1] enhances the visual sum/consistence of the real sectioned
districts by limiting across/mistake division phenomenon [1] (Fig. 2).

RCMDij = f−φðRi,RjÞg ⋅ f Rij j Rj
�� �� ̸ Rij j Rj

�� ��g ⋅ fJðRi,RjÞg ⋅

fexp ½− 1 ̸ Eij
�� ��∑ xij, yij

� ��− 1g ð4Þ

Rij j and Rj
�� �� denote the region sizes of Ri and Rj respectively.

4 Results

4.1 Parameter Settings

The purpose of clearness and respectability, a few parameters of derived technique
likewise should be fittingly defined before. The parameters will be considered from
the [1]. Hence the primary surface data is for the most part moved in the initial 3
scales, the scale No S in recipe (1) is given as 3. The improvement factor η in
Eq. (2) are settled as 5.0. The smoother weight λ (4) is picked as 10.

4.2 Software

These calculations are executed utilizing MATLAB 2010a and tested on the storage
BSD300.

4.3 Qualitative Evaluation

The execution of a given technique is shown in Fig. 3. A Berkeley division data-
base BSD300 [13] is utilized. Here we have chosen some intricate pictures from
BSD500 for doubting as demonstrated as follows. All things considered, these
chosen pictures are illustrative and they have a distinctive measure of surface data.
Initially, we incorporated some of the pictures with rich surface data, for example,
the tiger and the winged creature. Second, there are likewise some pictures with
direct surface and shading data, for example, the structures and the stream. Third,
the flower and the man are the surface shading pictures with little surface data but a
lot of shading data.

The fragmented yield picture is compared to the accessible ground truth [13]. By
contrasting the images, genuine positive (TP) and false opposite (FN) values are
computed.
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Fig. 3 Original images from BSD300 and corresponding segmented results
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4.4 Quantitative Evaluation

For quantitative consideration the PRI (occurrence rand list) qualities and NPR
(institutionalized probabilistic rand) values are processed along with the mean and
the change values and these are shown in Table 1, thinks about to the divided
pictures showed up in Fig. 3. Table 2 demonstrates the quantitative outcomes of
PRI and NPR on the Berkeley division database BSD300 (using delayed conse-
quence of 300 distributed images). The mean and the co-change are calculated, and
it can be seen that the mean is high and the distinction regard is at a minimum.
Quantitative evaluation displays the prevalence of our proposed work as far as
exactness, vigor and shading-surface segregating capacity.

Genuine positive esteem demonstrates how close the division yield is to the
ground truth picture. The estimation of TP shifts from 0.7733 to 1.0595. The value
of TP being under 1 shows that the picture is incorrectly portioned while an esteem
of more than 1 demonstrates the over division.

A desktop PC was used in every one of these trials. It was fitted with a 1.7 GHz
Intel(R) Pentium(R) 3558u CPU and 4 GB RAM.

5 Conclusion

The significant goal of this paper is to section a picture on the theory of reconciliation
of shading surface identifying. After looking at previous papers it was discovered that
earlier strategies used for division were particular to applications. Such techniques
claimed the restricted usefulness to fragment regular pictures and do not have the
general thought of shading surface displaying. Thismade it critical to propose new and
encouraging techniques for the division of pictures with rich surface shading.

This paper determines the procedure of acting under supervised color–surface
division. The calculations are executed for shading surface descriptor, to decide
substantial class no adaptively, and for lessening of blunder/across division, which
tells us the agreeable visual sum with their palatable outcomes. The calculations
talked about here are outflanking and get the shading surface division comes about,
with high correctness’s.

Table 1 Performance in terms of PRI and NPR values

Images Fig. 3a Fig. 3b Fig. 3c Fig. 3d Fig. 3e Fig. 3f
PRI value 0.9979 0.9976 0.9991 0.9959 0.8898 0.8788
NPR value 0.8750 0.9874 0.9643 0.9354 0.8675 0.8775

Table 2 Mean and variance
values of PRI and NPR

Mean value (PRI/NPR) 1.01874/1.0123
Variance value (PRI/NPR) 0.0023/0.1222
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A Novel Approach for Digital Online
Payment System

M. Laxmaiah and T. Neha

Abstract Nowadays digital transaction security is seen as essential in an online
payment system. Earlier, cryptographic authentication techniques were used to make
transactions very secure with third-party verification. However, in recent times, digital
transactions have developed to allow online payments to be made directly from one
party to another, without the intervention of the third party. This kind of P2P network
transaction is achieved by utilizing the blockchain innovation. A blockchain uses the
idea of Bitcoin. It isn’t observed by the central authority, but its clients direct and
approve exchanges when one individual pays another for merchandise or administra-
tions, dispensing with the requirement for outside confirmation. All finished exchanges
are freely recorded as a block and each block is added one after other to form as a
blockchain. In this paper, we present the workflow of a digital online payment system
using the blockchain technique. We explain the secure sign-in procedure of the
blockchain strategy. We elaborate on the effects of blockchain technology on the online
transaction management system in terms of security and usability.

Keywords Blockchain ⋅ Bitcoin ⋅ Cryptocurrency ⋅ Distributed ledger

1 Introduction

In recent years, the advanced digital market has heard the important buzzwords
Bitcoin, blockchain, and cryptocurrency on an increasingly frequent basis. Block-
chain is an innovation of online cash transactions using digital currency. This
digital currency is widely known as Bitcoin, for which the blockchain innovation
was developed. A cryptocurrency is a medium of trade, for example, the Russian
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ruble or Indian rupees. In advanced exchanges encryption systems are used to
control the production of financial units and to confirm the exchange of funds. In
such situations, a blockchain is a digitized and decentralized public ledger of all
cryptocurrency transactions. The latest exchanges are recorded and added to it in a
consecutive manner as blocks of chain. The blockchain helps to keep track of all
records of the transactions occurred in the network. In the network, each computer
is associated with a correspondence computer system to get a duplicate of the
blockchain which can be later downloaded by each user. Initially, this innovation
was used with the end goal of enabling online record keeping of virtual money.

The Bitcoin is a virtual currency [1] developed by Santhoshi Nagamoto in 2009.
It can be exchanged from one individual to another without a bank or central
person. No exchange expenses are gathered for any transaction. This kind of money
can be enabled clients to buy or offer bitcoins by using different types of monetary
standards occurring in their geographies. The client can trade Bitcoin monetary
standards [2] using their neighborhood monetary standards. Presently, in many
business applications, the Bitcoin innovation is being used. The digital records are a
database which can be used to share and synchronize over network system hubs,
various sites, and geographies. This innovative currency is used to check exchanges
through computerized currencies. It is made feasible for digitizing the money for
any online transactions and the essential records of transactions can be archived for
future references. In addition, the record’s credibility will be confirmed by the entire
group utilizing blockchain rather than central computing authority or a person.

Blockchain technology (BCT) offers a fabulous opportunity for the decentral-
ization of transactions [3]. It has the ability to create businesses and operations that
are both flexible and secure. The success of this technology can create products and
service consumers but whether they trust and adapt to it remains to be seen.
However, this is emphatically a space for investors to watch. The demand for
blockchain-based services is growing at a rapid pace and the technology is also
maturing and advancing. Possible applications for of blockchain technology are still
either in the development stage or in beta testing. If more money is poured into the
market to promote blockchain-based start-ups, consumers should not be surprised to
see distributed ledger technology services and products in the near future.

Blockchain is an apparently a data structure, and suites for related virtual money
conventions that have often taken the world of financial technology. It is becoming
more famous though it’s problematic advancements and historical applications in the
advanced cryptographic Bitcoin currency. Today, the blockchain innovation has been
used in more number of new applications, for example, smart contracts, is the pieces of
the software that provides facility of blockchain to transfer the financial transactions
information automatically to multiple parties according their agreement.

Blockchain technology depends heavily on the principles of cryptography and
data security, particularly in terms of message verification, focused on unalter proof
and unalter strength. In its most dynamic shape, a blockchain might be portrayed as
an alter clear record shared inside a system of entities, where the record holds a
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record of exchanges between the entities. To accomplish alter confirm in the record;
blockchain makes use of cryptographic hash functions.

In this paper, Sect. 2 describes the related research work carried out by various
researchers. Section 3 discusses the working mechanism of BCT and Sect. 4 briefs
the sign-in process involved in the blockchain technique. Sections 5 and 6 explore
the various applications of BCT in industrial sectors, such as banking, IoT, music
industries etc. and look at research areas for the near future. Section 7 concludes the
paper.

2 Related Work

The blockchain is best known as the innovation running the Bitcoin digital cur-
rency. It is an open record framework for maintaining the trustworthiness of
exchange information [4]. It was first used when the Bitcoin cryptographic currency
was introduced. Bitcoin the most commonly used application that employs the
blockchain innovation [5]. It is a decentralized distributed advanced cash install-
ment Framework that comprises an open exchange record called blockchain [1].
The basic element of Bitcoin is transfer of the money from one place to another
without participation of a person, bank or organization in control [6]. There are
some familiar currencies, such as USD, EUR and Indian rupees that are always in
cash trade markets [7]. Bitcoin has attracted the attention of different groups and is
presently the most advanced currency utilizing the blockchain innovation [8].

Bitcoin utilizes principles of the public key cryptography (PKC) [9]. In PKC, the
client has one set of public and private keys. A person with a public key is utilized
as a part of the address of the client’s Bitcoin wallet, and the private key is for the
confirmation of the client. The exchange of Bitcoin involves people in the public
key of the sender and private key of receiver. Within around 10 minutes, the
exchange will be composed in a block. This new piece of block is then connected to
a previously composed block. All blocks including data about each exchange made
are then stored in hubs or network nodes.

The blockchain is the decentralized system of Bitcoin, and is used for issuing
transaction cash for Bitcoin clients. This system can boost people in wide-ranging
record of all Bitcoin transactions that have ever been executed, without an outsider
control [10]. The benefit of blockchain is that the overall grouping blocks cannot be
changed or erased after the information has been declared by all the hubs. So,
blockchain is outstanding in terms of its information correctness and security
attributes [11]. This innovation can also be connected to different types of
employment. It can, for instance, create a situation for computerized contracts and
distributed information sharing in a cloud computing. The motivation behind the
blockchain technology is to use it for different processes and applications.

With the increasing practice of Bitcoin as an approach to drive installments and
exchanges, security methods and their effect on the financial wealth of Bitcoin
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clients have expanded. In literature some of the recognized papers exhibited
security breaches that had happened to the Bitcoin currency [12]. The researcher,
Lim et al. [13] describes the pattern of a security breach in Bitcoin and their
measures. As indicated by the authors, it had experienced every single possible
form of security breach. The blockchain system is composed with the view that
legitimate hubs control the system [1].

Luu et al. [14] present a security attack named the verifier’s problem, which
drives normal miners to skip verification wherever the verifying transactions require
major computational resources in Bitcoin and particularly in a Bitcoin named
Ethereum. The authors formalize a consensus model to give incentives to miners by
limiting the amount of work required to verify a block.

Armknecht et al. in their work explained about how to support security and
privacy in the Ripple system, which is one of the consensus-based circulated
payment protocols. The paper discusses the difference between the protocol of
Ripple and Bitcoin-focused Blockchain fork. A fork can occur if two conflicting
ledgers get a clear majority of votes, and might lead to double spending attacks. The
researchers, Decker and Wattenhofer [15], found that the propagation delay in the
Bitcoin network is the main reason for Blockchain forks and discrepancies among
duplications. This is done by analyzing Blockchain synchronization mechanism.

In Bitcoin, the private key is the real verification component. Verification in a
digital currency controls self-certification. There have been a few examples
involving validation. For instance, there is the outstanding case in Mt. Gox, where a
Bitcoin wallet organization was attempted. In the attack, Mt. Gox’s stored private
keys of their client was stolen [16]. Many researcher are focused on security aspects
of the Bitcoin and in some papers addressing about the issues facing in validation
process of the Bitcoin.

3 The Workflow of Blockchain Technology

Cryptocurrency is digital money created from code. It is a medium of exchange
between users. It is created and stored electronically in the blockchain using
encryption techniques to control the creation of money units and verify the transfer
of funds. Cryptocurrency is a new electronic cash system that uses a peer-to-peer
network to prevent double spending [17]. It is completely decentralized with no
server or central authority. Every peer (node/computer) has a record of the complete
history of all transactions and thus the balance of every account. Cryptocurrency
has no intrinsic value. It is not redeemable against another commodity. It has no
physical form and exists only in the network. Its supply is not determined by a
central bank and the network is a completely decentralized process. The workflow
of blockchain technology is depicted in Fig. 1. We can also understand the working
principle of blockchain technology using the following sequence of steps.
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The steps in blockchain technology are:

1. One requests the transaction.
2. The requested transaction is broadcast to a P2P network consisting of com-

puters, known as nodes.
3. The network of nodes validates the transaction and the user’s status using

algorithms.
4. A verified transaction can involve cryptocurrency, contacts, records or other

information.
5. Once verified, the transaction is combined with other transactions to create a

new block of data for the ledger.
6. The new block is added to the existing block chain in a way that is permanent

and unalterable.
7. The transaction is completed.

The above process is continued for all transactions without involvement of third
parties or a bank. Currency exchanges, such as Okcoin, Shapeshift, and Poloniex,
facilitate the trade of hundreds of cryptocurrencies such as Bitcoin, Litecoin,
Ethereum, and Dogecoin etc. These all have their own advantages and disadvan-
tages. The daily trade volume of these technologies exceeds that of major European
stock exchanges. As a result, many organizations are looking to adopt their own
cryptocurrencies to run their business effectively.

Fig. 1 The working mechanism of blockchain technology
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4 The Secure Sign-In Procedure in Blockchain
Technology

BCT is used in the most well-known cryptocurrency, named Bitcoin. It is a very
important technology which can be applied in many ways. It focuses on challenges
that have arisen in digital transactions, such as double spending and currency
reproduction. It reduces the cost of the transaction and also provides greater security
and authenticity for users’ accounts. It eliminates the need for third-party verifi-
cation, custodians, and payment devices. It is being used to protect sensitive records
and to authenticate the identity of the users. It has a simple keyless cryptography
infrastructure which stores data hashes. It runs hashing algorithms for transaction
verification. Public key cryptography is more vulnerable. The simple login pro-
cesses in the network result in the generation of vulnerabilities. Weak passwords are
giving opportunities to attackers to access network infrastructures.

In this method, the decentralization of the network helps in providing an
understanding between the two different parties for verification of transactions
through Blockchain-based security certificates. It verifies the integrity of transac-
tions and also helps to check account balances, making the attacks on the trans-
action mathematically impossible.

The login process in the blockchain network is explained in Fig. 2. The trans-
actions and how they are signed and linked together can be seen below. Let us
consider the middle transaction, which is transferring bitcoins from source trans-
action B to destination transaction C. The contents of the transaction are hashed
together in such a way that the hash of the previous transaction along with B’s
private key. However, B’s public key is also included in the transaction.

By performing several steps, anyone who is in this network can verify that the
transaction is authorized by B. First, B’s public key must correspond to B’s address

Fig. 2 Secure transaction using blockchain technology

708 M. Laxmaiah and T. Neha



in the previous transaction, proving the public key is valid. The address can easily
be derived from the public key as explained above.

Next, B’s signature of the transaction can be verified using B’s public key in the
transaction. These steps ensure that the transaction is valid and authorized by B.
One unexpected aspect of Bitcoin is that B’s public key isn’t made public until it is
used in a transaction. With this system, bitcoins are passed from one address to
another address through a chain of transactions. Each step in the chain can be
verified to ensure that the bitcoins are spent validly.

5 Applications of Blockchain Technology

BCT is becoming more powerful by the day in online transaction management
systems. It applications are spreading to many industrial domains. The potential
applications areas of blockchain technology can be broadly divided into two
categories.

5.1 Financial Applications

The banking sector [18] is looking at various use-cases of BCT that are occurring
across the world and is trying to find suitable cases to be implemented in their
organization.

• Digital Currency: Electronic money, which is an early form of advanced cash, is
formally characterized as value put away electronically in a gadget, for example,
a chip card or a hard drive in a PC. The value put away and exchanged should be
designated in a sovereign cash to be thought of as e-cash; while, much of the
time computerized monetary standards are not named in or even fixed to a
sovereign money, yet rather are named in their own units of significant worth.
Digital money is a type of advanced cash intended to function as a medium of
trade utilizing cryptography to secure exchanges and to control the formation of
extra units of the money. Cryptographic forms of money have their own par-
ticular focal points and drawbacks as detailed below:

• Control and Security: In the blockcain, the users are in control of their trans-
actions, without foregoing their privacy while overcome identity stealing. Due
to the fact that blockchain transactions cannot be reversed, do not carry with
them personal information, and are protected, merchants are secured from
potential sufferers that might occur from fraud.

• Transparency: All completed transactions in the blockchain are accessible for
anyone to view and check the transactions conveniently. The transactions are
openly available for all the users who are the network. The transactions occurred
in the blockchain method cannot be controlled by single central authority or a
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bank or an organization. It is easy to send and get the cash from anywhere and
anytime across the globe.

• Very Low Transaction Cost: Recently, the fees of blockchain have been very
low. On a priority basis users also include fees to process the transactions.
Digital currency exchanges help merchants to process transactions by convert-
ing them into fiat currency by charging lower fees than credit cards and PayPal.

• Risk and Volatility: Digital currencies are very volatile mainly due to the fact
that there is a limited amount of coins and the demand for them is increasing
each passing day.

• Risk and Volatility: Digital currency has a limited amount of coins due to its
volatility and the demand for them is increasing day by day.

• Trade Finance: One of the very important areas of business is trade finance.
• BCT in Capital Markets: BCT is a distributed ledger technology which is used

in many global financial markets, involving central counter parties, brokers,
custodians, investment managers, and central securities depositories.

• Pre-Trade: The BCT system is used to store and facilitate KYC (Know Your
Customers) information which helps in reducing the cost and removes a require
number of KYC checks. It helps to maintain transparency and present credit
ratings and reduced credits ratings of the customers.

5.2 Non-financial Applications

Business intelligence [19] expects companies to flesh out their blockchain IoT
solutions. It is a promising tool that will transform parts of the IoT and enable
solutions that provide greater insight into assets, operations, and supply chains. It
will also transform how health records and connected medical devices store and
transmit data. Blockchain won’t be usable everywhere, but in many cases it will be
a part of the solution that makes the best use of the tools in the field of the IoT. It
can help to address particular problems, improve workflows, and reduce costs,
which are the ultimate goals of any IoT.

6 Research Directions

In recent times, Bitcoin has gained more popularity in the market and has attracted
more number of people into the world of cryptocurrency (digital money). There-
fore; the people are buying and trading bitcoins everyday. So, Bitcoin has become a
prominent future research topic for the researchers due to its significant applica-
tions. The industry and academia also may conduct more research on bitcoins from
technical and Industrial perspectives.
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In digital world, the Bitcoin uses blockchain technology even though there are
many numbers of other cryptocurrencies in the market. It is may become a more
attracted area for the researchers. In our broader study of the blockchain technology,
we found some of the papers are discussing about the licensing, IOT, and smart
contracts in a blockchain environment. Furthermore, the security and privacy of
blockchain will also be a future area of research for interesting researchers.

7 Conclusions

The blockchain innovation runs Bitcoin digital money for online transactions. It is a
decentralized domainfor exchanges, where every one of the exchanges is recorded
to an open record and made available to every user. It provides security, usability,
and clarity to all its users. However, these traits set up a considerable measure of
specialized difficulties and impediments that should be addressed for it to become a
proven technology in the near future.
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Ensemble-Based Hybrid Approach
for Breast Cancer Data

G. Naga RamaDevi, K. Usha Rani and D. Lavanya

Abstract Classification of datasets with characteristics such as high dimensionality
and class imbalance is a major challenge in the field of data mining. Hence to
restructure data, a synthetic minority over sampling technique (SMOTE) was
chosen to balance the dataset. To solve the problem of high dimensionality feature
extraction, principal component analysis (PCA) was adopted. Usually a single
classifier is biased. To reduce the variance and bias of a single classifier an
ensemble approach, i.e. the learning of multiple classifiers was tested. In this study,
the experimental results of a hybrid approach, i.e. PCA with SMOTE and an
ensemble approach of the best classifiers obtained from PCA with SMOTE was
analyzed by choosing five diverse classifiers of breast cancer datasets.

Keywords Classification ⋅ PCA ⋅ SMOTE ⋅ Ensemble approach
Breast cancer data

1 Introduction

The main issues in the field of classifying datasets are how to handle the class
imbalance and high dimensionality and how to reduce the variance and bias of
classifiers. To avoid the problem of unbalanced data, instances should be sampled
with sampling techniques such as oversampling and undersampling.
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The SMOTE oversampling technique [1] creates new synthetic instances to the
minority class instances rather than adding the existing minority instances. Feature
extraction techniques are very helpful in overcoming the problem of high dimen-
sionality. The popular feature extraction technique of principal component analysis
(PCA) was chosen for our study.

In the literature it was proved that an ensemble approach is often more accurate
than any of the single classifiers in the ensemble [2]. Generally, people will seek a
second, third, or sometimes even a fourth opinion before making a decision because
the risk factors are highly influential in areas such as finance, medicine, and the
social sphere, etc. By aggregating the individual views of several experts in a
particular field the most informed final decision may be obtained. This procedure is
called an ensemble-based system and produces more favorable results than
single-expert systems in a variety of scenarios for a broad range of applications.

An ensemble of classifiers is a combination of multiple classification techniques
and has a great advantage over using a single classifier. An ensemble reduces
variance and bias. Many women across the world fall victim to breast cancer and
this is a major cause of death in women. Hence breast cancer datasets are con-
sidered suitable for experimentation and analysis. Our previous papers [3, 4] related
to the comparison of classifiers with and without feature extraction technique, PCA
and PCA versus SMOTE results.

This paper focuses on the performance of five popular and diverse classifiers
using the hybrid approach, i.e. PCA with the combination of SMOTE and an
ensemble method. The classifiers which were considered in the study are: k-nearest
neighbor (k-NN), support vector machine (SVM), logistic regression (LR), C4.5
decision tree algorithm, and random forest (RF).

In Sect. 2 related work is presented. A description of the datasets is given in
Sect. 3. The ensemble method and hybrid approach is presented in Sect. 4.
Experimental results are presented in Sects. 5 and 6 contains the conclusion.

2 Related Work

Naseriparsa et al. [5] conducted experiments on lung cancer datasets along with
PCA and SMOTE resampling to boost the prediction rate in the datasets. A naive
Bayes classifier was used to classify the data.

Bidgoli et al. [6] proposed a hybrid feature selection method which is the
combination of SMOTE and a consistency subset evaluation method. Experiments
were conducted using five medical datasets of the UCI Repository.

Mustafa et al. [7] proposed a new algorithm using PCA and a farther
distance-based synthetic minority oversampling technique (FD_SMOTE) to clas-
sify the medical datasets. This study revealed that the new algorithm increases the
performance of area under the curve (AUC) metrics and accuracy metrics on dif-
ferent biomedical datasets.
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Sanchez et al. [8] performed an analysis of SMOTE, RUS (random undersam-
pling) with a PCA method using the classifiers C4.5 and neural network on hyper
spectral images. Results proved that the order of SMOTE + PCA gives a good
level of accuracy.

Sato et al. [9] presented a local PCA approach along with SMOTE for classi-
fying a telecommunication dataset.

Derrick et al. [10] conducted experiments on biomedical datasets to address the
problem of imbalanced data and dimensionality. Learning vector
quantization-SMOTE (LVQ-SMOTE) along with PCA was recommended to
classify biomedical data.

Seema et al. [2] experimented on micro array gene expression cancer datasets by
applying an ensemble of classifiers with a 10-fold cross-validation technique.
Experimental results outperformed single classifiers.

Gouda et al. [11] experimented on breast cancer datasets with various combi-
nations of multi-classifiers. Results showed that multi-classifiers lead to better
performance than individual classifiers.

3 Description of Datasets

In this study to evaluate the performance of classifiers, only breast cancer datasets
were considered as breast cancer is a prime cause of death in women across the
world as well as in our own country. The different breast cancer datasets considered
were: Breast cancer (BC), Wisconsin diagnostic breast cancer (WDBC), Wisconsin
breast cancer (WBC) and Wisconsin prognostic breast cancer (WPBC). These
datasets are publicly available at the UCI Machine learning Repository [12].
A description of the datasets is given in Table 1. For the analysis of the perfor-
mance of classifiers on the breast cancer datasets experiments are conducted with
10-fold cross-validation using the open source data mining tool Weka.

Table 1 Description of breast cancer datasets

Dataset No. of instances No. of attributes No. of instances under each class
Major class (−ve) Minor class (+ve)

BC 286 10 NR—201 R—85
WBC 699 10 B—458 M—241
WDBC 569 32 B—357 M—212
WPDC 198 34 NR—151 R—47
NR No Recurrence, B Benign, R Recurrence, M Malignant
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4 Ensemble Method

Ensemble methods have been found to be very useful in a range of diverse tasks
relating to computer-aided medical diagnosis, particularly in terms of increasing the
reliability of diagnosis [2, 13]. Ensemble methods train multiple learners to solve
the same problem.

In contrast to ordinary learning approaches which try to construct one learner
from training data, ensemble methods try to construct a set of learners and combine
them.

For an ensemble of classifiers there are various approaches: forward selection,
backward elimination, and best model, etc. An ensemble of classifiers is nothing but
the average of the performance of all the classifiers considered for the ensemble.
For an ensemble all the classifiers are combined and the performance compared.
However, this study is concentrated on the classifiers with the best and second best
accuracy rates out of a group of classifiers for the generation of an ensemble model
with better performance because to get a good ensemble, base learners should be as
accurate as possible.

4.1 Hybrid Approach: A Hybrid Approach of Classifiers
with PCA and SMOTE

In this study a hybrid procedure for the construction of an ensemble model is
proposed. We considered a best model approach for an ensemble of classifiers.

The hybrid procedure is as follows:

1. Train the base classifiers with PCA and SMOTE with various percentages on
datasets.

2. Out of a set of classifiers select the best and second best classifiers with PCA
and SMOTE on a particular dataset based on their accuracies.

3. Construct the best ensemble model.
4. Test the ensemble model.

5 Experimental Results

To assess the performance of the classifiers on the breast cancer datasets, experi-
ments are conducted with 10-fold cross-validation using an open source data
mining tool, WEKA (3.6.0). After preprocessing the data experiments are con-
ducted with five diverse classifiers: k-nearest neighbor (k-NN), support vector
machine (SVM), logistic regression (LR), C4.5 decision tree algorithm, and random
forest (RF). The performance of the classifiers on the datasets was calculated along
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with PCA and with various percentages of SMOTE. The results are presented in
Table 2.

For each dataset the best two classifiers based on the accuracy are considered for
the ensemble of classifiers model. By observing the above values for the BC dataset
the best classifier (based on accuracy) is KNN with 78.51% with PCA and SMOTE
75%. Hence, the second best is also selected from the same combination, i.e. RF
with 71.63%. Similarly for the WBC dataset KNN and RF (SMOTE 90%), for the
WDBC dataset LR and KNN (SMOTE 68%) and for the WPBC dataset KNN and
RF (SMOTE 100%) are selected. A best ensemble model is generated with the
selected classifiers and the experiments are conducted on the datasets. The results
are tabulated in Table 3.

From the results it can be seen that the accuracies of the ensemble models is
high, and the Kappa values are also increased. We know that Kappa values with a
value of 1 or lose to 1 will be in good agreement. We can also see that the RMSE
values are also larger than the MAE values.

The confusion matrices of all the datasets with PCA and corresponding SMOTE
is specified in Table 4:

Table 2 Performance of classifiers (accuracy) on datasets with PCA and various percentages of
SMOTE

Dataset PCA + SMOTE (%) k-NN SVM LR C4.5 RF
Accuracy (%)

BC 50 74.39 65.29 66.46 71.03 73.17
75 78.51 69.05 68.48 64.46 71.63

100 78.44 67.38 67.92 64.95 70.08
WBC 50 97.31 96.34 96.09 97.06 97.19

75 97.84 96.70 96.58 97.49 97.38
90 97.93 96.94 96.51 97.27 97.82

WDBC 50 95.85 96.29 97.03 93.33 96.15
68 96.92 96.64 97.34 94.25 95.52

WPBC 50 73.75 75.11 76.47 72.85 79.18

75 75.11 75.54 75.54 73.39 77.68
100 79.59 74.69 73.87 72.65 78.36

Table 3 Performance of ensemble models on datasets

Dataset PCA + SMOTE (%) Ensemble model Accuracy (%) Kappa MAE RMSE

BC 75 KNN + RF 97.99 0.9589 0.1327 0.1694
WBC 90 KNN + RF 100 1.0 0.0121 0.0427
WDBC 68 LR + KNN 98.32 0.9664 0.0283 0.1159
WPBC 100 KNN + RF 100 1.0 0.0984 0.1249
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From the results we can see that the ensemble models performed better when
compared with the performance of the single classifiers. That comparison is pre-
sented in Table 5.

Table 4 Confusion matrices of ensemble models

Dataset True prediction False prediction

BC No recurrence 198 3
Recurrence 4 144

WBC Benign 457 0
Malignant 0 457

WDBC Benign 353 5
Malignant 8 350

WPBC No recurrence 151 0
Recurrence 0 94

Table 5 Comparison of accuracies (%) of various classifiers with the ensemble model

Classifiers Without PCA With PCA PCA + SMOTE Ensemble model

BC dataset

K-NN 71.67 64.68 78.51 KNN + RF 97.99
SVM 69.58 71.32 69.05
LR 68.88 69.93 68.48
C4.5 75.52 72.37 64.46
RF 68.18 69.58 71.63
WBC dataset

K-NN 94.99 95.85 97.93 KNN + RF 100
SVM 96.85 96.56 96.94
LR 96.56 96.56 96.51
C4.5 94.99 95.56 97.27
RF 96.14 96.56 97.82
WDBC dataset

K-NN 96.13 93.67 96.92 LR + KNN 98.32
SVM 97.89 96.84 96.64
LR 93.32 97.54 97.34
C4.5 92.97 93.84 94.25
RF 96.66 96.31 95.52
WPBC dataset

K-NN 68.68 66.66 79.59 KNN + RF 100
SVM 76.26 76.26 74.69
LR 79.79 79.29 73.87
C4.5 75.25 72.73 72.65
RF 79.29 80.30 78.36
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From the results it can be seen that the ensemble model (k-NN + RF) for the BC
dataset has a higher accuracy, i.e. 97.99% than the performance of single classifiers
with various approaches. Similarly for the WBC and WPBC datasets the ensemble
model (k-NN + RF) performed with a 100% accuracy. The ensemble model
(LR + k-NN) for the WDBC dataset has a better accuracy (at 98.32%) than the
performance of single classifiers with various combinations. This is clearly repre-
sented in Fig. 1.

6 Conclusion

To overcome the problems of high dimensionality and imbalance related to clas-
sifying datasets a hybrid approach is proposed in this study with a combination of
PCA, SMOTE and an ensemble of classifiers. The proposed method was tested with
five classifiers on breast cancer datasets and the results are presented with an
analysis. It is concluded that the proposed hybrid approach has proved to be the best
method.
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Probabilistic-Based Rate Allocation
Flow Control Technique for Traffic
Governance in Wireless Sensor
Networks

Sudha Arvind, V. D. Mytri and Siddapuram Arvind

Abstract The proposed control mechanism delivers higher data traffic flow over a
wireless sensor network. The proposed work is evaluated based on the probability
of rate flow control method where the queue length is controlled by the traffic model
based on the given traffic flow. The approach defines traffic governances based on
the node mobility approach, where nodes are dynamically moved from short range
to a more distant range. The link overhead and end-to-end delay are minimized in
this technique, in comparison to the conventional controlling technique. Due to an
early evaluation of congestion probability in the buffer unit, the blockage proba-
bility has been controlled.

Keywords Quality of service (QoS) ⋅ Traffic blockage control
Congestion

1 Introduction

Message updates can be obtained easily through a wireless sensor network
(WSN) [1–4]. The routing protocol pertaining to the topology plays a crucial role
while developing applications. Energy resources, bandwidth constraints, instability
of low-power wireless links, and data redundancy are a few issues to consider while
designing an efficient routing protocol which saves energy and provides better
throughput [5]. The widespread nodes lead to multipath routing.
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Having nodes spread widely over a network leads to a realization of multipath
routing from source to destination, extending lifetime and balancing consumption
of energy by message shunting [6–8]. The congestion control mechanism [9] which
cannot be ignored during multipath transmission has become a key research area.

2 Rate-Controlled Approach

During communication, the registered user sends packets to the registered network
which works as a router to forward data to the next node. In this process, under
random user entry or elimination causes congestion at the network level. To over-
come the observed congestion, a rate allocation procedure is defined in [10]. In this
rate-controlled congestion controlling technique, the congestion control is derived by
referring to the back pressure at a given node defined by a CON-signal as,

fðif congestion observed then
CON =1 else CON =0

ð1Þ

based on the CON status, the allocated data rate is then set as [10],

Ri tð Þ=
Ri tð Þ+Δr if Ri tð Þ<Ru, CON =0
Ri tð Þ if Ri tð Þ=Ru, CON =0
Ri tð Þ
2 if CON =1

8<
: ð2Þ

In this technique CON is set as 1 if congestion is observed. Congestion is
observed when the buffer queue length has reached the higher limit value, i.e.
Lcurrent ≅ Lmax.

When the stated condition is satisfied congestion is detected in accordance to the
set CON value. However, the status signal is set high at the upper bounding limit of
the congestion, on the congestion level reaching to Lmax. This technique gives a
higher probability of total node blockage in the network.

3 Proposed Probabilistic Control Approach

To avoid such node failure probability, an adaptive rate-controlling technique based
on the computed probability of congestion at the buffer, rather than direct queue
length correlation is proposed. To develop the proposed probabilistic rate alloca-
tion, a probability of congestion is computed by setting two limiting values of Lmin
and Lmax as two tolerance values, as shown in Fig. 1.

The technique of a dual tolerance limit reduces the congestion probability, and
provides an initialization of congestion controlling at a lower stage of data buffering
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rather than an upper limit as in the conventional case. In such a coding technique
the data rate for the flow of data from the buffer is Ru. The data are buffered into the
buffer till the lower limit Lmin is reached. Once the lower limit Lmin is reached the
data rate is then controlled by the probability of congestion at the buffer logic.

The probability of congestion at the buffer level is then defined as,

Pcong =
PBlk

1−Ppkt
ð3Þ

where,

Ppkt – no of packets transfered
PBlk – blockage rate

The blockage rate for the buffer logic is defined as,

PBlk =Bcurrent −
Ralloc

Rmax −Ralloc

� �
ð4Þ

where,

Bcurrent – current blockage rate
Ralloc – allocated data rate

The current blockage at the buffer level is computed as,

Bcurrent =
L−Lcurrent

L
=1−

Lcurrent
L

� �
ð5Þ

where,

L – total buffer length and,
Lcurrent – current queue length measured

Fig. 1 Proposed dual threshold buffer logic
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For such a buffer control operation, the congestion control signal CON is split
into three logical values rather than two values as stated in [10]. The CON signal is
assigned with CON = (−1, 0, 1), and Eq. (1) then becomes,

CON = 0 indicates no congestion.
CON = 1 indicates Max limit congestion
CON = −1 indicates a congestion with a probability inbetween Min and Max
limits.

In this case the allocated rate updated by the probability of congestion and
Eq. (2) is then updated as:

RiðtÞ=

RiðtÞ+Δr if RiðtÞ<Ru, CON =0
RiðtÞ+ ðΔr−PcongÞ if RiðtÞ<Ru, CON = − 1
RiðtÞ if RiðtÞ=Ru, CON =0
RiðtÞ− RiðtÞ

Pcong
if RiðtÞ=Ru, CON = − 1

RiðtÞ
Pcong

if RiðtÞ=Ru, CON =1

8>>>>><
>>>>>:

ð6Þ

The data rate allocated for congestion control based on probability of congestion,
leads to minimization of node overhead. Due to early initiation of congestion
controlling, buffer queuing is reduced, which results in a higher traffic flow through
each node. This improves the overall network throughput, and this in turn improves
network performance. An evaluation of network performance based on the sug-
gested control mechanism is carried out and the observations obtained are outlined
in the following section.

4 Observations

To evaluate the operational efficiency of the proposed technique, a randomly dis-
tributed wireless network is simulated with the control mechanism of rate control
technique [10] and the proposed probabilistic control technique. A network is
defined with the following network parameters (Table 1):

For the analysis of the proposed probabilistic-based coding technique compared
to the conventional rate control technique, different networks with varying node
densities are used. A node density of 50 nodes is considered for evaluating the
impact and observations are obtained. The observations for such a network are
illustrated in Fig. 2.

Under high density node condition with a mobility scenario:

The node variation, coverage area, neighbor links and selected path for commu-
nication are shown in Figs. 2, 3, 4 and 5 above.
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Table 1 Parameters of the
simulated network

Network parameter Values

Node placement Random
Mobility Random
MAC protocol IEEE 802.11
Power allocation Random
Transmission range 40 units
Network area 200 × 200
Number of nodes 50–1000
Memory size/node (M) 3 M
Lmin 0.15 × M
Lmax 0.75 × M
Initial blockage probability 0.1
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5 Simulation Results

The network overhead is reduced due to the existence of nodes in large numbers for
data exchange as shown in Fig. 6, resulting in a quick exchange of data. Due to the
non-optimal rate controlling technique, the overhead was a little higher in the rate
control method compared to the probabilistic method.

Network throughput has improved in the case of the probabilistic method and
reduced in the rate control method, due to an increase in data buffering per node as
shown in Fig. 7. A higher data rate for packet forwarding leads to a greater number
of packets received, resulting in higher throughput in the network. The throughput
resulted over received packets for an observing communication over a period of
time is similar to that of 1-hop forwarding and buffering is reduced, hence improved
allocated data rate. However, the increase in forward packets leads to a rise in
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congestion level resulting in a reduction of throughput, which is maintained to be
higher and linear in case of probabilistic coding. Figure 8 depicts the end-to-end
delay factor for the developed system. The delay in the rate control method is found
to be higher than in probabilistic coding. The congestion level developed in the
probabilistic method, wherein buffered packets based on the rate control technique
build the forwarding delay for each node.

The network overhead reduced from 70 to 45 due to the existence of a greater
number of nodes, resulting in a quick exchange of data. Due to the non-optimal
rate-controlling technique, the overhead is found to be higher in the rate-controlling
technique compared to the probabilistic technique.
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Fig. 6 Network overhead
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The network throughput has improved from 8 to 48 in the case of the
probabilistic-based control method and was found to be lowest in the
rate-controlling method due to higher per node buffering of data (Figs. 9 and 10).

For high density nodes, the delay factor is reduced to 8 from 14, the Q length
from 42 to 25, while the allocable data rate is increased from 2 to 7 in this
probabilistic method.
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Fig. 8 End-to-end delay in
the developed network
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Fig. 9 Q-Length at the nodes
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6 Conclusion

A probability-based control technique to achieve higher throughput is proposed.
This improvement results in faster data transfer, which in turn results in improve-
ment to data quality at the receiver point. In such a network, measured parameters
are transferred at a faster rate with a maximum level of precision. The qualitative
parameters measured for this proposed technique illustrate the improvement of
performance in such a network. The link overhead and end-to-end delay are
observed to be minimized in this technique, in comparison to the conventional
controlling technique. Due to an early evaluation of congestion probability in the
buffer unit, the blockage probability is controlled. This control technique will lead
to an improvement by providing better performance with respect to reliability and
operational ability in distributed monitoring and controlling units. The quality of
service (QoS) offered is observed in terms of service quality level, measured as a
parametric value in heterogeneous network.
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Amended Probabilistic Roadmaps
(A-PRM) for Planning the Trajectory
of Robotic Surgery

Priyanka Sudhakara, Velappa Ganapathy, B. Manickavasagam
and Karthika Sundaran

Abstract Trajectory planning is an essential aspect of research into the use of
pliable needles for surgical processes. Sampling-based algorithms can generate
trajectories and reach the target avoiding obstacles. However, the trajectories cannot
match the physical constraints of injecting the pliable needle into human flesh, as
the trajectories are not continuous. Aimed at solving this problem, an enhanced
probabilistic roadmap (PRM) is used in this work. A PRM generates trajectories for
surgeries that are minimally invasive and simultaneously guarantees the effective-
ness and continuity of the trajectory. In this research work, the classical PRM
method is enhanced by using a shape preserving piecewise cubic hermite inter-
polation (PCHIP) technique, used to generate smooth trajectories, which are
important for navigating the curved path of the pliable needle in surgery. Trajec-
tories that have been generated using the PRM satisfy direction constraints
approach in terms of both source and target positions. As a result, the trajectories
produced by the pliable needle are dynamically and geometrically feasible. Results
of simulations performed show the validity of the algorithm implying that it can be
efficiently used in trajectory planning of pliable needles in real-time surgical
operations.
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1 Introduction

Transdermic insertion of a needle into human tissue is one of the most widely used
techniques in surgery. In order to make the surgical process easier, minimally
invasive interventional treatment was developed. The development of this treatment
has seen an inevitable shift in the surgical world. The application of this treatment is
used extensively in the delivery of local drugs, cancer therapy, and pathological
examination of living tissues. The pliable needle, which is traditionally different
from a linear motion rigid needle, has enough flexibility to be inserted into the
tissue in curved-flexible trajectories. By using the deformation of pliable needles, it
is possible to circumvent obstacles like the skeleton and vital organs like blood and
nerve vessels. This helps the pliable needle to reach its destination precisely, which
is not always possible with classical linear motion rigid needles.

Trajectory planning is one of the research areas in the surgical world in order to
gain prime motion control of pliable needle insertion. Techniques like
rapidly-exploring random tree (RRT), probabilistic roadmaps (PRMs), search
method, inverse kinematic method and object function method have all been pro-
posed by various researchers for trajectory planning of the insertion of pliable
needles. The insertion of a robotic pliable needle into soft human tissue has been
frequently discussed after the proposal of the unicycle model [21]. It was proposed
in order to describe the motion of slant-tip pliable needles. Trajectory planning and
simulation results for the trajectory with which the pliable needle enters human
flesh were obtained in [1]. Later, a trajectory planning algorithm based on the
Markov decision process for uncertainty of the pliable needle [2] was proposed to
circumvent obstacles in a 2D environment. Offline trajectory planning using a
probability density function [16] was proposed to plan the trajectory of the pliable
needle by calculating the probability density value of the needle’s sharp tip. Yet, the
applicability of this technique was not favorable for real-time applications as the
calculation of the traversing time to reach the target was relatively long. To enhance
the speed of trajectory planning, the heuristic RRT technique was embraced in [15].
Using feedback from two-dimensional ultrasound images, the control and planning
of the pliable needle’s motion took place online. Many other methods of online
trajectory planning are proposed in [4, 5, 7, 19, 20].

Aimed at considering the features of pliable needle motion and solving the issues
of trajectory planning of the insertions of pliable needles, the unicycle robotic
model is adopted in the present study. An amended PRM method is then proposed
to plan the trajectory of the insertion of the pliable needle. In this proposed work,
instead of generating the geometry-arbitrary curve using the classical PRM method,
executable curves trajectories have been obtained by using a shape preserving
(PCHIP) interpolation technique along with the PRM method. This ensures the
continuity and effectiveness of the trajectory that is generated. In addition, an
evaluation function is established in order to choose the optimal trajectory that
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carries the minimum number of arcs and has the shortest superior collision-free
trajectory in the presence of obstacles. When compared to the classical PRM
method, an amended PRM is more appropriate for planning the trajectory of
insertion of a pliable needle.

2 Design of Trajectory Planning for the Insertion
of a Pliable Needle

2.1 Design of the Trajectory for the Insertion of a Pliable
Needle

The body of the pliable needle has sufficient flexibility for the needle to enter
human tissues and has a slant-tip. Consequently, the body of the pliable needle will
flex when it is inserted into human tissue because of the side force generated by the
human flesh. With an inconsistent radius, the needle can also move in a circular
motion which is evidently different from classical linear motion rigid needles. The
extrinsic pliable needle’s twisting and insertion [18] controls the motion of the
slant-tip needle when inserted into soft human flesh. Based on the unicycle model,
the pliable needle’s trajectory is contemplated as variable and continuous radii
curves

The inserting input controls the needle when the twisting input is set to zero and
the trajectory of the needle’s motion will be a curve with minimal radius rmin. The
geometric and material characteristics of both the needle and human tissue decide
the value of rmin [22]. The trajectory of the needle’s motion will be a curve with
radius r, when the inserting input is aggregated with a duty-cycled twisting input,
where rmin ≤ r ≤ +∞. These styles of controls and properties of motion have often
been used in needle steering control and planning research [14, 18, 22].

The trajectory of the needle’s motion is described as a curved pattern as shown
in Eq. (1):

Trajectory= ∑
n

i=1
Curveiðai, ui.ri, hiÞ ð1Þ

where hi denotes the length of the Curvei, ui denotes the unit tangent vector of
Curvei at ai and is along the forward direction of the path, ai denotes the starting
point of Curvei, bi is the end point of Curvei, ri denotes the radius of Curvei, and Ci

is the center of circle of Curvei. The design of the trajectory considered by the
pliable needle is illustrated in Fig. 1.
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2.2 The Framework of the Scenario with Static Obstacles
Where the Pliable Needle Has to Be Inserted

Figure 2 illustrates the 2D framework scenario for the insertion of a pliable needle.
The 2D scenario is comprised of two spaces, an obstacle-free space (Cfree) and an
obstacle space (Cobstacles). The static obstacles, which are randomly dispersed in
the scenario, manifest as shapes filled with black. The free spaces are represented by
the white areas and the obstacle spaces are represented by the black-filled shapes.
The starting and destination positions will be assigned after creating the 2D
framework scenario for the planning of the trajectory of the pliable needle.

3 Trajectory Planning for the Insertion of a Pliable Needle

3.1 Enhanced Probabilistic Roadmaps

A probabilistic roadmap (PRM) [10] is one of the methods used with
sampling-based algorithms. Global trajectory planning is provided by other
sampling-based trajectory planning algorithms [6, 12, 13, 17, 23], such as RRT and
D* by using sampling of the grid space to capture the connectivity of the free
configuration space. PRM in particular constructs trajectories that resemble a web

Fig. 1 The design of the
pliable needle’s trajectory

Fig. 2 The 2D scenario map
for the insertion of a pliable
needle
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of roads called roadmaps. They are acquired by sampling a huge set of connecting
neighboring configurations called waypoints through obstacle avoided
collision-free trajectories. Then various tasks such as shepherding, homing, or
target finding [3, 8] are performed by the roadmaps. Combinational methods of
PRM with shape preserving piecewise cubic hermite interpolation (PCHIP) are used
as a technique for the non-holonomic robots to reach the target and also at the same
time to preserve the exact pattern [11]. The shape preserving PCHIP technique is
applied using a curve fitting tool in MATLAB. Unlike any other spline techniques
with highly deviating curves, this PCHIP technique maintains the shape of the
trajectory that has been traced. This is because in the resulting fitted curved tra-
jectory, each and every pair of consecutive waypoints is linked by different cubic
polynomial functions which are described using four coefficients.

Threshold distance connections between waypoints and the number of way-
points generated on the map are the two prime properties of the PRM technique.
Waypoints that are generated from the technique are positioned on the map and
each and every waypoint is connected to all the other waypoints positioned on the
map with threshold connecting distances between them. The higher the number of
waypoints and their connections, the higher the possibility of choosing the
efficient-optimal trajectory is. However, the computational time needed to select the
feasible trajectory gets maximized as the amount of waypoints in the PRM tech-
nique increases. Hence, a sufficient amount of waypoints to occupy the positions on
the map may yield a better outcome. This is because the connection threshold
distances between the waypoints have a direct influence on the amount of linkages
connected between the waypoints. The numbers of accessible trajectories are
minimized by setting a lower threshold distance between the waypoint connections.
Therefore, PRM is used to select an ultimate trajectory which is an obstacle-free
path from the accessible trajectories. An appropriate combination of number of
waypoints in the PRM is needed for the framework scenario map with an appro-
priate suitable threshold distance connection. For a map in a basic scenario with a
higher number of distance connections, fewer waypoints and a fewer obstacles
positioned, efficient outcomes can be obtained. Generally, the possibility of finding
an optimal trajectory in a complex unknown environment can be enhanced by
positioning a larger number of waypoints with a smaller number of threshold
distance connections. It is observed that the effect of positioning different combi-
nations of number of waypoints can lead to an optimal result. In our case, Figs. 3, 4,
5, 6 and 7 illustrate five divergent occurrences of PRM obtained when the numbers
of waypoints are varied.
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Fig. 3 Case 1: PRM with 10
waypoints

Fig. 4 Case 2: PRM with 50
waypoints

Fig. 5 Case 3: PRM with
100 waypoints

Fig. 6 Case 4: PRM with
150 waypoints
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4 Simulation Results

To validate the performance of pliable needle trajectory planning using PRM, we
carried out several simulation experiments in a static obstacle environment for five
separate waypoint cases. The trajectory planning scenario utilized in this paper
comprises an original map resolution of 500 × 500, fixed source and target points
at [10, 10] and [490, 490] respectively for the five varied scenarios. Figures 3, 4, 5,
6 and 7 illustrate the simulation results for same scenario framework with five
different sets of waypoints. Simulation results (a) and (b) in each scenario show the
trajectory traced by the robot using a classical PRM method, and the trajectory
traced after applying a PCHIP technique to the PRM method respectively. Based on
the work done in [9], we have enhanced the PRM using a PCHIP interpolation
technique.

From the simulation results shown in Figs. 3, 4, 5, 6 and 7, we have found that
as the number of waypoints increases, the trajectory traced is very much smoothed.
As the pliable needle used for the path planning is curved, it will be easy for the
surgical robot to turn and move forward. This will reduce the time taken by the
pliable needle robot to reach the goal as it need not stop while changing direction. It
is evident that there is a poor possibility of tracing an optimal trajectory by setting a
smaller number of waypoints, 10 in this case, with the same threshold distance
connections. As the number of waypoints is increased, the PRM technique has a
higher probability of tracing an optimal trajectory. Therefore, it is better to har-
monize the scenario with a greater number of waypoints with the same threshold
distance connections. Figures 3, 4, 5, 6 and 7 present occurrences of trajectories
produced by PRM and amended PRM methods. Waypoints in the range of 10 to
200 in steps of 10 have been fixed and the results have been generated. For
convenience, only 5 sets of waypoints are illustrated in the figures given below.
A model with a 500 × 500 area has been created where the waypoints have been
varied from 10–200 in steps according to the scenario.

From Table 1 and Fig. 8, it is evident that selecting waypoints from 40 to 70 for
the chosen scenario would produce the minimal trajectory length with considerably
reduced processing time. This proposed method can be applied to any predefined
specific environment in which there can be any number of obstacles present. The

Fig. 7 Case 5: PRM with
200 waypoints
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proposed method can be used to select the shortest and smoothest trajectory with
minimal processing time depending on the real-time scenario.

5 Conclusion

In this research paper, a trajectory planning approach for surgical robots is pro-
posed. The proposed amended PRM method uses a shape preserving PCHIP
technique in order to generate trajectories with enhanced smoothness and continuity
without any additional computation. To validate the performance of the proposed
work, simulations were carried out and the simulation results show that this method
is feasible in both fixed and dynamic unknown environments. It is also optimally
asymptotic and can satisfy a restricted directional movement approach on both
source and target locations. From the graph shown in Fig. 8, it can be inferred that
for a fixed environment, when we select waypoints between 40 and 70, the tra-
jectory length is minimal with considerably reduced processing time. This proposed
method will be utilized to select the shortest traversing path with a smooth tra-
jectory and a lower processing time for any type of predefined environment. The
application of this proposed method optimizes the cost function and can be utilized

Table 1 Length of the trajectory traced and processing time respective to the waypoints

Number of waypoints Trajectory length (cms) Processing time (s)

10 869 22.3
20 795 45.4
30 750 43.7
40 701 50.1
50 697 43.8
60 699 47.2
70 700 49.5
80 709 55.8
90 709 56.5
100 716 57.3
110 696 60.1
120 695 61.6
130 699 67
140 695 71.6
150 697 75.9
160 691 75.6
170 690 86.5
180 697 90.6
190 694 111.9
200 691 104.2
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in various other similar fields. In future work, this method can be used in scenarios
with different environments and with different dynamic obstacles positioned. In
addition, when this method is considered for dynamic obstacles, each and every
instance of the scenario is mapped in order to recalculate and reorient all the
trajectories that have been traced.
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Region-Based Semantic Image
Clustering Using Positive and Negative
Examples

Morarjee Kolla and T. Venu Gopal

Abstract Discovering various interest of users from massive image databases is a
strenuous and rapid impel expedition region. Understanding the needs of users and
representing them meaningfully is a challenging task. Region-based image retrieval
(RBIR) is a method that incorporates the meaningful description of objects and an
intuitive specification of spatial relationships. Our proposed model introduces a
novel technique of semantic clustering in two stages. Initial semantic clusters are
constructed in the first stage from the database log file by focusing on user inter-
ested query regions. These clusters are further refined by relevance feedback in the
second stage based on probabilistic feature weight using positive and negative
examples. Our results show that the proposed system enhances the performance of
semantic clusters.

Keywords RBIR ⋅ Negative example (NE) ⋅ Positive example (PE)
Relevance feedback (RF) ⋅ Semantic image clustering

1 Introduction

Content-based image retrieval (CBIR) still faces difficulties when searching content
from the large amount of image databases. Another challenge in this area is
reducing the semantic gap. CBIR mainly consists of feature extraction and simi-
larity matching. Current research focuses on CBIR systems that fetch an exact
cluster of meaningful images. The process of a typical CBIR is as follows.
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An image in a collection is indexed by its category tag and/or image descriptor. For
example, given an image of a dog, a label “dog” can be assigned, and/or an image
feature vector can be extracted. In the query phase, the user can search for images
by specifying a tag or a query image. A tag-based search can be performed by
simply looking for images with the specified keyword, while an image-based search
can be accomplished by performing a nearest-neighbor search on feature vectors.
Despite the success of current CBIR systems, there are three fundamental problems
that narrow the scope of image searches. (1) Handling multiple objects: Typically,
an image is indexed by a global feature that represents a whole image. It hard to
search by making multiple queries with a relationship such as “a human is next to a
dog” because the global feature does not contain spatial information. (2) Specifying
spatial relationship: Even if multiple objects can be handled by some other means,
specifying a spatial relationship of objects is not straightforward. Several studies
have tried to tackle this problem by using graph-based queries [1, 2] that represent
relationships of objects; however, such queries are not suitable for end-user
applications because their specification and refinement are difficult. Several inter-
active systems [3] can specify a simple spatial query intuitively, but cannot specify
complex relationships between objects. (3) Searching visual concepts: Tag-based
searches with keyword queries are a simple way to search for images with specific
visual concepts, such as object category (“dog”) and attribute (“running’”). How-
ever, managing tags is not so easy if we have to consider multiple objects. For
example, consider an image showing a human standing and a dog running; it is not
clear whether we should assign a tag “running” to this image. Moreover, the query
of a tag-based search is limited to be within the closed vocabulary of assigned tags,
and annotating images involves huge amounts of manual labor. In the region-based
approach, the image is divided into a pool of segments, where each segment is
defined by image features [4]. We created an interactive RBIR system (Fig. 1) that
solves the above three problems as follows: (1) Our system provides an interactive
spatial querying interface by which users can easily locate multiple objects [5].
(2) Our system provides a region of interest function that make it easy for users to
concentrate on part of the image instead of the entire image.

Clustering is an unsupervised learning technique that can partition data into
groups of similar objects. Image clustering is an important technique used to
organize a large amount of data into clusters, such that intra-cluster images should
have a similar meaning and inter-cluster images should have a dissimilar meaning.
Image clustering is used to solve the problems of image segmentation, compact
representation, search space reduction, and semantic gap reduction. Visual level
abstractions are used to find objects and their relations. Visual features are mapped
to semantic concepts in order to form concept description that narrow the semantic
gap. Research into solving the semantic gap and extracting relevant images is
moving towards semantic clustering and it is focusing on direct mapping of visual
features to semantic concepts.

Semantic image clustering (SIC) is the concept of combining unstructured
images based on fragment of implication. In an image retrieval system, semantic
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clustering plays a vital role by retrieving user interested meaningful images. The
main objective of semantic clustering is to reduce the search space and semantic
gap. Searching images relevant to a user query as a whole will lead to an increase in
the search space. A user is searching to retrieve relevant images from the database
through the query. Image similarity is subjective and task dependent as per human
perception. In general, image segments are represented according to their low-level
features. One image segment may have several meanings [1]. For example, a “Blue
Car” can be assigned to both the “Blue” cluster and the “Car” cluster. Our proposed
model performs region-based clustering before image retrieval with semantic
regions of user interest, which can reduce the search space.

Relevance feedback is used to define the best similarity measures to identify
relevant images [6]. The main issue in RF is effective utilization of the information
provided from user feedback to increase retrieval accuracy. This means that a RF
mechanism must maximize the relevance of the results as per the user query. Query
refining using relevance feedback has gained much attention in CBIR. Three dif-
ferent challenges facing RF are its inability to extract high-level semantics, lack of
feedback samples, and real-time processing. Measuring the similarity between
images requires feature weighting, because similarity is defined in terms of features.
Relevant features helps to group similar images into cluster and distinguishes
between the images belonging to different classes. In this paper, we describe a RF
model that learns the importance of each feature based on a feature weighting
algorithm [7].

Fig. 1 The block diagram of our proposed system
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2 Related Work

Numerous studies have been carried on semantic image clustering. Some of focuses
have been on indexing images, annotations, relevance feedback, and ontology.
Retrieval systems are developed by incorporating large visual codebooks and
spatial information [8–10], and include query-based [11, 12] and representative
approaches [6, 13], among others [14, 15].

Semantic image clustering was developed based on RF [16–18] and
ontology-based approaches [2]. User control in image clustering is incorporated
first, which can adjust the clustering results according to user interest. Semantic
image clustering using relevance feedback [19] and association rule hyper graph
partitioning algorithms [20] are based on an entire image. Rather than viewing each
image as a whole, it is viewed as a pool of segments [1]. A number of clusters can
be predicted based on prior knowledge. It is very hard to acquire prior knowledge.
However, our method can construct the semantic clusters without prior knowledge.

Relevance feedback was earlier built on the vector model [21, 22], classification
problem [7], and learning problem [7]. Ranking and assigning a given image to a
class are difficulties in the classification problem. Most of the existing methods do
not consider negative examples (NE), which can improve retrieval accuracy.
Another drawback is the lack of data. The basic idea is to increase the features of
the example images that are relevant to the user query.

2.1 Our Approach

In this paper, we consider RF as a probability optimization problem [6], which
makes it possible to take a region-based query into account. Our semantic clustering
algorithm is an extension of our earlier work [23]. This method has advantages,
such as multiclass query support, better feature selection, and better understanding
of the data. The main aim of taking positive examples (PE) is to give more weight
to the features that the user is interested in. Relevant features are identified by
applying characteristic rules from PE images. Relevance can be measured with
respect to a user query and its features. By taking negative examples, we can easily
identify the outliers by reducing the feature weight and then discard them to reduce
noise [14]. NE is used to refine the results of PE. The images retained in the PE case
participate in the PE and NE case. In this case, we enhance discrimination features
and rank the candidate images with respect to the similarity and dissimilarity of PE
and NE respectively. The NE case only neglects important common features from
the PE case. To avoid this we are taking both PE and NE cases. In the first step, PE
only reduces the search space while in the second step the PE and NE case discards
undesired images. Region-based semantic clusters initially formed by using log
information require some refinement [12]. These initial clusters are unable to reflect
user interest. Semantic meanings are often ambiguous, subjective, and different in
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all aspects. We need to focus more on a user’s interest, not only in terms of user
interested regions, but also in terms of user interested features to perform semantic
clustering. Our main intention is to give more importance to user interested regions
as well as features at the time of retrieval.

2.2 Outline of the Paper

In Sect. 3, we explain our proposed method with the help of a block diagram. In
Sect. 4, experimental results are discussed. In Sect. 5, we conclude our approach.

3 The Proposed Method

Our proposed system performs two-stage semantic clustering. In the first stage,
initial semantic clustering is performed based on an affinity matrix constructed from
a user’s log file. In the second stage, refinement of initial semantic clusters based on
the RF model occurs.

The block diagram is shown in Fig. 1. The log query of the system will collect
the user feedback and stores it in the form of an affinity matrix [1]. In this matrix
rows are query segments and columns are images. Depending on user query seg-
ments, entries in the matrix are positive integers, negative integers, or zeros. The
image databases and their automatic segmented image regions from the Blobworld
[24] are considered for user feedback. All the entries in this matrix are initially set
to zero. Positive integers in this matrix indicate corresponding query region matches
with the image region. Negative integers indicate that there is no match between the
query region and the image regions. Zero indicates no relevance [1].

The proposed system algorithm is as follows:

Input: User Query Segment

Output: Semantic Image Cluster as per user query.

Procedure:

1. Select a query image segment similar to the user query segment to retrieve from
image database.

2. Automatically segment the image database and store them with indices.
3. Construct the affinity matrix by query segments as rows and images as columns.
4. Initial semantic clusters are formed based on an affinity matrix.
5. Refine the initial semantic results by using relevance feedback.
6. Select the relevant images using the PE only case.
7. Discard the irrelevant images using the PE and NE case.
8. If user satisfied.
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Display the final semantic image clusters
Else

Go to step 5
End

3.1 Initial Semantic Image Clustering

After constructing the affinity matrix by using a query log with user feedback, initial
clustering is performed by grouping positive regions into a respective query seg-
ment. Initially we are assuming that query regions are the cluster centers. For
positive regions, the regions of the image which has the shortest Euclidean distance
will be added to their corresponding query regions. For negative regions, the nearest
query center is assigned. In this way we obtain initial semantic clusters from the
first stage.

3.2 Refinement of Initial Semantic Clusters Using
Relevance Feedback

In the second stage, for each semantic cluster we apply relevance feedback using a
probabilistic feature selection algorithm [7]. A positive example (PE) only case is
used to retain relevant image regions using user focused features. We use an
EM-type algorithm to estimate the parameters of our model [25, 26]. The PE and
NE case is used to discard irrelevant regions using discriminate features. Our
objective is to give more importance to discriminate features. The output semantic
cluster is compared with the threshold value of the performance of the cluster.
Several iterations of RF are executed to overcome the threshold as shown in Fig. 1.
Initial semantic clusters are refined by removing outliers at this stage.

4 Experimental Results

A Flickr 25 k image dataset with an aggregate of 2862 images from 15 categories
labeled as, Building, Beach, Bird, Food, Car, Dog, Flowers, Girl, Lake, Night, Sky,
Snow, Sun, Tree and Water is used to conduct our experiment. This comes to 7442
segments as per Blobworld [24] and each segment is represented by a
32-dimensional feature vector. Semantic clusters are obtained from the initial
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semantic clustering that is refined in the successive stage. Precision and recall of
experiments are evaluated with different input queries in Fig. 2. Table 1 shows the
experimental results of different input queries. For some categories like Food, Girl,
and Night our results are low because RF is unable to meet user perception. For
remaining categories, our results prove the efficacy of our system.

Fig. 2 Precision and recall of input queries

Table 1 Precision and recall
values for different input
queries

S.No Input query Precision Recall

1 Building 0.95 0.91
2 Beach 0.83 0.82
3 Bird 0.95 0.88
4 Food 0.70 0.65
5 Car 0.94 0.89
6 Dog 0.96 0.94
7 Flowers 0.93 0.85
8 Girl 0.79 0.72
9 Lake 0.82 0.78
10 Night 0.78 0.62
11 Sky 0.94 0.90
12 Snow 0.91 0.86
13 Sun 0.93 0.89
14 Tree 0.94 0.86
15 Water 0.91 0.84
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5 Conclusion

This paper proposes a region-based approach for clustering using positive and
negative examples. Each cluster is considered as a meaningful unit. Semantic
clustering is performed in two stages. Initial semantic clusters are constructed in the
first stage and refined by RF in the second stage. The key advantage of our model is
to reduce the search space and the semantic gap. These are the two main challenges
faced by CBIR. Instead of searching entire images, our model searches only user
interested regions from semantic clusters, which can reduce the search space.
Focusing on user interested features through RF reduces the semantic gap. Our
model gives more importance to user interested regions as well as features. With the
improvement in retrieval accuracy, our results proved that the proposed system
produces semantic clusters efficiently.
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A Cost Effective Hybrid Circuit Breaker
Topology for Moderate Voltage
Applications
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Abstract Compared to mechanical circuit breakers, with respect to speed and life,
solid state circuit breakers based on modern high power semiconductors offers
considerable advantages. During a short circuit the voltage profile of the power grid
can be improved since the fault current is reduced. The distortion in voltage caused
by a three-phase short circuit can be limited to fewer than 100 μs. In this paper, a
theoretically approached active thyristor circuit based on a new hybrid topology of
connecting the semiconductor devices in series and parallel is proposed. This
permits an increase in supply voltage and fault clearance without arcing. In turn,
and to get benefit from a current limitation, the circuit breaker is realized with the
extinction of an electrical arc when the breaker is opened. Hence the proposed
topology has led to a wider integration of solid state circuit breakers (SSCB) in
existing power grids because of their cost effective nature when compared to
turn-off semiconductor devices.
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1 Introduction

1.1 Circuit Breaker

An electrical switch that is operated automatically to protect electrical circuits from
overload or short circuit.

Circuit breaker importance: As the power system network is very complex, it
requires protection switchgear in order to operate the system safely and efficiently
in both normal and abnormal situations. The circuit breaker acts like a switch along
with the fuse, having added advantages with complex features.

1.2 Mechanical Circuit Breaker

The circuit breaker consists of two contacts which are placed in an insulating
medium. The insulating medium facilitates two basic functions:

(1) Quenching the arc established between two contacts when the circuit breaker is
operated.

(2) Providing insulation between contacts and also with the earth.

Even though mechanical circuit breakers play a vital role in power system
protection, their major drawbacks are listed as i. Requirement of frequent recon-
ditioning of the quenching medium after every operation. ii. Complexity in main-
tenance of compressor plants. iii. Chance of explosion when the hydrogen and oil
combine with air during arcing. iv. The dielectric strength of the oil is reduced due
to arcing. v. A breaker like the SF6 is costly due to the insulating gas (SF6).

2 Technological Advancement of Circuit Breakers

2.1 Hybrid Circuit Breakers

A theoretically approached active thyristors circuit based on a new hybrid topology
by connecting the semiconductor devices in series and parallel is proposed. This
permits an increase in supply voltage and fault clearance without arcing. In this
study the advantages and disadvantages of mechanical switch-based hybrid circuit
breakers and semiconductor-based circuit breakers are considered so as to obtain an
improved version of a SSCB owing to less conduction loss. To achieve fast and
longer life systems, modern power electronic devices are finding the best fit instead
of conventional mechanical part of the circuit breakers. The thermal loss created
due to voltages drops is the major drawback for static circuit breakers. The fault
current gets interrupted by deflected branch current in the semiconductor device,
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created due to a small arc voltage drop when the mechanical switch gets opened.
IGCTs (integrated gate turn-off thyristors) are being successfully used for moderate
voltage applications (Fig. 1).

2.2 DC Solid State Circuit Breaker

A DC SSCB has two terminals connected to the dc source. The voltage generated
by the circuit breaker is proportional to the circuit current which is utilized to
control a solid state switch which in turn interrupts the circuit. The enhancement of
turn-off time is achieved by the feedback of the regenerative voltage.

2.3 Solid State Circuit Breaker

The inclusion of sensible loads in the electrical system leads to power quality
issues. Moreover, handling of short circuits in moderate voltage grids is an
important issue in improving the power quality.

The use of power semiconductor devices can reduce the short circuit current
along with voltage distortions in the event of short circuit failure.

Merits of SSCB:

1. Operating Speed and life of a SSCB is superior to mechanical circuit breakers.
2. Voltage profile will be improved during a short circuit because of the reduction

in fault current.
3. No arcing and restriking is present.
4. Eco friendly since there is no chance of ionization of gases or oils.
5. Highly reliable since no moving parts and low on maintenance.
6. Small in size, weight, running cost, and response is fast.

Fig. 1 Hybrid circuit breaker
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7. For a better power quality profile in distribution systems, solid state technology
is used. The reaction time of solid state switches is less when compared to
mechanical switches.

3 Topologies

3.1 Topology 1

Topology 1 uses modern high power semiconductors like gate commutated turn-off
thyristors (GCT) instead of mechanical circuit breakers. In self turn-off converters,
thyristors like GTOs, GCTs, and IGBTs were used using forced turn off. These
topologies are utilized for an adequate amount of time despite their complexity. The
limitation of a forced commutation circuit is its switching frequency and also the
switching sequence. Application related to solid circuit breakers the behavior of the
switching is on smaller side because of the absence of switch at high frequency.
During the short circuit period the solid circuit breaker must be turned off actively
and should be ready for the next turn-off period after various line periods. Therefore
the limitation with respect to forced commutation circuits will be on par least
important in solid circuit breakers applications. Initially, for forced commutation
circuits a standard topology is proposed. The addition of a varistor is the only
difference when compared to inverter classical solutions. These varistors are used to
reduce the size of the capacitor and also to keep the breakdown voltage of the
device under permissible limits (Fig. 2).

The two main thyristors are in the ON state under normal conditions of operation
and these two thyristors also offer greatly reduced on-state losses. Precharged

Fig. 2 Topology 1
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capacitors are used in this topology. In the case of a failure the auxiliary thyristor is
fired, which is associated with the main thyristors. With this operation the current is
commutated instantly followed by the capacitor discharge. Therefore the SCR
current is forced to go to zero. This gives rise to condition where the thyristor is
turned off at the zero crossing. To turn off the short circuit current successfully, the
commutation capacitor with stored energy becomes more critical. With this design
of the commutation circuit, precharged voltage can be selected which proves to be
one of the added advantages.

3.2 Topology 2

Various design topologies are developed to reduce the capacitor number so as find
an economical solution (Fig. 3).

In order to avoid a second capacitor in this case the two additional thyristors are
used. Switching of the capacitor in the required direction is achieved by firing the
two thyristors. This topology behavior is the same as a standard forced commu-
tation circuit.

3.3 Topology 3

A transformer with very low inductance is used in this topology and also the
thyristors have a maximum voltage of 1.5 kV along with the capacitor as shown in
Fig. 4. A second path is associated with a semiconductor switch. In this paper
GCTs are used. In this topology we may find that the requirement for thyristors and
the transformer is not necessary but these find their importance when the losses in

Fig. 3 Topology 2
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the GCTs are considered as these losses are very high in power grids. A second
advantage of this solution is that much smaller, i.e. cheaper, and symmetric GCTs
can be used in this application, because the on-state behavior of the GCTs is of no
relevance during normal operation. Other benefits of this topology are the smaller
size, availability, cost, symmetric GCTs are used in this application due to on-state
behavior of GCTs is at a low importance under normal operating conditions.

The thyristors and inductance carry current during normal operation. In the event
of a failure the auxiliary circuits are turned on. A capacitor with stored energy is
able to demagnetize the inductance during a failure and the current in the active
circuitry is forced to come down to zero. The short circuit current in the GCTs is
turned off once the main thyristor crosses the hold-off interval.

Due to the small leakage inductance of the transformer, the capacitor required for
the current commutation process is very small when compared to convectional
forced commutation circuits. To demagnetize the leakage inductance and to prevent
positive voltage caused by the GCT, sufficient energy is stored inside the capacitor.

The voltage at the primary winding is responsible for the commutation time of
the current to the auxiliary path. Current commutation time in the auxiliary path is
affected by the primary voltage of the transformer. Since the hold-off time of a
thyristor strongly depends on the current fall time or slew rate, an optimal operation
point exists where the turn-off time is minimal. Since thyristor hold-off time
depends on slew rate an optimal operation will exist with minimal turn-off time.

4 Technical Comparison Among Topologies

Topologies 1 and 2 offer exactly the same performance. However, selection based
only on the technical performance of the two topologies is not reasonable.

To demagnetize the current topology 3 does not adopt large capacitors when
compared to topology 1 and 2. Interruption to the line current is provided directly in

Fig. 4 Topology 3
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topology 3 with active a device which does not increase the di/dt in the hold-off
period. Compared to convectional commutation circuits the GCTs commutate the
current more rapidly leading to reduced current peaks.

The on-state losses in topology 3 due to transformer resistance are much less and
can be neglected. Hence by taking the technical aspects into consideration, topology
3 provides the best performance when compared to the solutions presented earlier.

5 Economical Comparison of Topologies

A predominate role is played by economic factors in the design and adaptability of
new technologies in the industry. Therefore an unavoidable economic comparison
of the different topologies is presented (Fig. 5).

In this comparison chart the cost of GCT is related with all per unit costs. While
investing, the cost for mechanical built-up, cooling, control is taken into consid-
eration. Since the investment cost of varistors protection systems is very low, the
variation in cost of the different topologies can be neglected.

The cost is calculated for a transmission power of 25 MVA with a blocking
voltage of 32 kV and a hold-off time interval of 500 μs.

Therefore it is very much true that conventional circuits provide the lowest cost
of investment compared to other systems. The step of using a thyristor bridge to
reduce the commutating capacitor in topology 2 was taken to reduce the cost and
turned out to be more costly than topology 1.

Fig. 5 Cost analysis
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6 Conclusions

In this paper, different solutions for a cost effective hybrid circuit breaker topology
for moderate voltage applications are presented. Even though forced commutation
circuits are not the latest technology, the application in moderate voltage SCB
requires improvements. Compared to the latest turn-off devices, thyristors provide
more advantages, such as extremely low on-state losses and low-cost trigger cir-
cuits. Active turn-off devices offer fewer advantages when compared to an active
current limiter.

Since the varistors are cheap the overall impact due to the charging circuit is
negligible and also the on-state losses are very low compared to a GCT circuit
breaker. Due to the existence of natural redundancy reliability of SCR circuits is
very high, in the event of commutation failure the thyristors will commutate at the
preceding zero crossing. Therefore circuit breaker failure is quiet unlikely.

To fulfill the required necessary functions of the latest breakers, a varistor
coupling based is the best fit. Aiming for rapid reclosing a topology with constant
charging capacitor is presented.

A requirement for additional diodes in the phases of the grid is much costlier
when we go topology using varistor coupling for all phases. However, to com-
pensate the leakage current of the capacitor there is no need for any voltage source.
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Abstract Decadal population growth and increasing demand for land have led to
the present study to identify potential sites for future development in Haridwar City,
Uttarakhand. This study is conducted using remote sensing (RS) and geographical
information system (GIS) using various thematic layers, such as slope, elevation,
land use land cover (LULC), a digital elevation model (DEM), normalized differ-
ence vegetation index (NDVI), urban landscape dynamics (ULD), and other
physical parameters which can affect the growth of urban expansion. GIS provides
an opportunity to integrate various parameters with population and other relevant
data associated with features which will help to determine potential sites for
expansion. The appropriate weights are assigned to each layer using an analytical
hierarchical process (AHP), with a multi-criteria decision analysis (MCDA) tech-
nique. The weights are assigned using expert opinion on the factors which are most
suitable to least suitable for urban expansion according to their importance and are
used in the study to extract the best result from the given data.
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1 Introduction

Urban development and the migration of population from rural to urban areas is a
global phenomenon. Many small and isolated population centers are rapidly
changing into large metropolitan cities, and hence the conversion of natural land to
urban use is quite obvious [1]. According to a United Nation’s Population Division
report published in 1975, about 38% of the earth’s population was living in urban
areas and by 2025 this proportion is expected to rise to 61%. This implies that about
5 billion people out of a total world population of 8 billion will be living in urban
areas.

The expansion of urban areas is a great problem for many countries, especially in
the developing world, where the rate of urban growth is much higher than in
developed countries. Many urban areas situated in developing countries have
already crossed the permissible limit of growth and only limited access to urban
services is available for large parts of the city population.

Therefore, there has been worldwide concern about urban growth over the last
two decades. As everything is changing and developing in the world, the needs of
humans also keep changing. There is a continuous pressure towards urbanization. It
is important that urban planning should be carried out in such a way that it satisfies
human requirements [4]. Urban planning is a complex task and it requires a huge
volume of data to support any decision. Urbanization is a dynamic phenomenon,
therefore, for proper urban planning, accurate and timely data are required. Planners
need a wide variety of data for analysis of an ever changing landscape [3]. Since
1972, the developments in remotely sensed imagery and related data products have
enhanced planner’s ability to map urban spatial structures. With the emergence of
fast and efficient computer-based GIS during the last few years, it has been possible
to analyze a complex relationship that was difficult to handle manually. GIS and
remote sensing provide a broad range of tools for urban area mapping, monitoring,
and management to achieve optimization in their utilization and conservation [5].
Remote sensing data with its unique characteristics of a synoptic view, repetitive
coverage, and reliability have opened immense possibilities for urban area mapping
and change detection. Spatial data stored in a digital database of GIS, such as DEM,
along with the capability of GIS to integrate different datasets, can be used to
evaluate the suitability of land for urbanization. Satellite images that are acquired by
high-resolution satellites can be used within GIS, which will enable new and
flexible forms of output, tailored to meet particular needs.

2 Urbanization in an Indian Context

The trends of urbanization indicate that the share of urban population compared to
rural population in India has increased from 238.4 million in 1951 to 2011 million
in 2011 as shown in Fig. 1. Similarly, the number of towns/urban areas has grown
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from 1827 in 1901 to 7935 in 2011, and markedly so in the last ten years as shown
in Fig. 2.

Thus, the patterns of urban population growth and concomitant industrial
development have resulted in the growth of non-compatible and non-conforming
land uses. This has created various problems of traffic congestion, solid waste
disposal, and an unequal distribution of infrastructural facilities and services in
almost all big cities. Thus, planning of urban areas on suitable sites is required in
order to avoid these problems.

Migration from rural areas to small towns and from small towns to cities creates
problems for urban planners in the formulation of urban development plans.
Planners are unable to predict how many people would migrate to the city from
outside. Nowadays, the problem of population growth is faced by all developing
countries. Especially in urban areas, the natural growth of population in addition to
migration from rural areas has resulted in the overcrowding of cities. The rapid
increase of urban population and the transforming urban economy has resulted in an
ever increasing load on the urban environment in terms of urban structure of cities,
creating many problems, such as unplanned sprawl, inadequate housing facilities,
traffic congestion, insufficient drainage, sewerage facilities, and a lack of other
amenities [2].

Haridwar, a district in the State of Uttarakhand, has been experiencing rapid
urbanization and other developmental activities over the last couple of years. To
overcome undesirable growth, it is important to plan and monitor the urbanization
process in a systematic manner. It is therefore necessary that an urban land use
suitability analysis should be carried out to evaluate the suitability of land for
urbanization.
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3 Study Area

Haridwar is regarded as a religious city by Hindus and is the second largest city of
Uttarakhand. It is situated in the south-western part of Uttarakhand and is chosen as
the study area. Haridwar is situated on the bank of River Ganga and many other
seasonal streams flow through it. Most of the region of this city is covered with
forest. Haridwar is referred to as the main religious, commercial, and financial
center of the state. Having such a high importance and such a densely populated
area this city offers a plethora of education and business opportunities, providing
shelter to many people from nearby villages and towns. Haridwar is facing
urbanization at a rapid rate which means that its resources should be properly
classified and sustainably used.

Haridwar, a district of Uttarakhand is situated at cardinal points at latitude
30.080481 and longitude 78.143989 to latitude 29.848912 and longitude
78.089107. It has an altitude of 1030 ft. above mean sea level and covers an area of
34301.28 ha. The study area is focused on metropolitan as well as forest regions of
Haridwar which starts from undulating terrain of northern region and lasts up to the
plainer area of the southern region as shown in Fig. 3. Haridwar has a subtropical
climate which on average lies from 29 to 39 °C. It generally has high humidity and
three distinctive seasons, i.e. winter, summer, and the rainy season.
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4 Data Used

One satellite imagery has been taken from Landast-8 OLI data acquired on 19
October 2016 from the US Geological Survey’s (USGS) Global Visualization
Viewer (Table 1). The obtained Landsat data was georeferenced to a UTM zone 43
North projection using WGS-84 datum with the help of topographic maps of the
area. Other satellite data have been acquired from BHUVAN (an Indian geographic
satellite portal) on the elevation model of the region (Table 2).

Fig. 3 Map of the study area

Table 1 Specification of satellite data used

Satellite Sensor Path Row Acquisition date Time (GMT) Resolution (m)

Landsat 8 OLI/TIRS 145 44 19 October 2016 20:26:34 30
Cartosat I DEM – – 25 May 2012 – 30
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5 Methodology

To perform site suitability analysis we compare Earth’s physical parameter, i.e.
elevation, slope, and other socioeconomic factors, i.e. medical facilities, schools,
railway stations, and other transport networks. Study of these parameters in
preparation of the site suitability map is very important. There are several methods
used by researchers to study site suitability analysis and mapping. They can be
classified into three groups: expert evaluation, statistical method, and deterministic
method. The successful use of one method over the other strongly depends on many
factors such as the scale of the area, accuracy of the expected results, availability of
data, parameters considered, etc.

In the present study, AHP is used to determine the site suitability. AHP is a
multi-criteria decision-making approach and a technique introduced by Saaty [7].
AHP is a decision support tool that helps to solve complex decision-making
problems. It uses weights of different classes to generate result. AHP is imple-
mented in three simple steps [7]

• Computing the vertex of criteria weights
• Computing the matrix of option scores
• Ranking the options

The first step includes identification of all parameters, criteria, sub-criteria and
alternatives which are responsible for the problem. The second step is to set datasets
in the hierarchic structure with the help of expert human decision. Experts can rate
the comparison as either good, medium, moderate, or poor. The third step is pair
wise comparisons of the multi-criteria generated in step 2 are these are organized in
square matrix formats (m × n). This comparison matrix gives the relative

Table 2 Description of the Landsat 8 satellite and its spectral bands used in the study

Satellite Sensor Band Resolution (m) Spectral Band (µm)

Landsat 8 OLI/TIRS Coastal/Aerosol 30 0.435–0.451
Blue 30 0.452–0.512
Green 30 0.533–0.590
Red 30 0.623–0.673
NIR 30 0.851–0.879
SWIR-I 30 1.566–1.651
SWIR-2 30 2.107–2.294
Cirrus 30 1.363–1.384
Pan 15 0.503–0.676
TIR-I 100 10.60–11.19
TIR-2 11.50–12.51
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importance of the multi-criteria being compared. Comparisons made by this method
are subjective and the AHP tolerates inconsistency through the amount of redun-
dancy present in the approach. If this consistency index has failed to reach a
required level then answers to comparisons may be re-examined.

CI = λmax − nð Þ ̸ n− 1ð Þ

where

• λmax is the maximum Eigen value of the judgment matrix.
• CI can be compared with the random matrix, RI.

The ratio derived CI/RI, is termed as the consistency ratio, CR. Saaty suggests
the value of CR should be less than 0.1. The rating of each alternative is to be
multiplied by the weights assigned to the sub-criteria and then aggregated to get
local ratings with respect to each criterion. The local ratings are then multiplied by
the weights of the criteria and aggregated to get global ratings. The AHP produces
weight values for each alternative based on the importance of one alternative over
another with respect to common criteria.

To generate a site suitability map, multilayer datasets are used in the present
study, such as satellite images, Google Earth data, and other data. Figure 4 shows
the detailed methodology adopted in the study. A Landsat 8 image has been
acquired from the USGS’s Glovis online portal, and has been used in the prepa-
ration of several thematic layers. Other data from Cartosat has been acquired from
the BHUVAN online portal.

In order to generate a LULC map, a supervised classification method is adopted
using a maximum likelihood classifier with ERDAS software. An NDVI layer is
developed using a band ratio method (NIR and RED band). DEM data have been
captured from the CARTOSAT satellite. Slope, aspect and elevation are developed
using DEM data in Arc GIS software. The soil layer is developed by georeferencing
a soil map of India obtained from the National Bureau of Soil Survey and Land Use
Planning (NBSS & LUP). Software such as ArcGIS and ERDAS have been used
for editing, digitization, and topology criteria. Then, by combining all these raster
layers, the final model is prepared as shown in Fig. 5 using ArcGIS software.

The next step is to assign weight values to each raster layer (based on expert
judgment) as shown in Table 3. Then these steps are applied in AHP for pair wise
comparison matrix and normalized matrix etc. AHP is a structured technique for
organizing and analyzing complex decision-making problems based on a psycho-
logical and mathematical method which was developed by Saaty [6]. Figure 5
shows the present AHP model used in study which was made in ArcGIS software.
Finally, the site suitability map is generated using these parameters.
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6 Results and Discussion

The results are developed using various thematic map layers, and these layers are
defined in the following section.

6.1 Digital Elevation Model (DEM)

DEM is derived from a Cartosat satellite whose data is present on BHUVAN. The
study area has an almost flat topography with small variations in the northern region
due to the presence of mountains. DEM is a raster layer and each pixel contains a
fixed elevation value. DEMs are well suited to calculations, manipulation, and
analysis of areas based on their elevation profile. ArcGIS software has many
built-in features which can convert elevation maps into derivative maps.

Fig. 4 Methodology adopted in the study
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Figure 6a represents the elevation map of the study area. The elevation map is
divided into 10 classes as depicted in the figure.

6.2 Slope Map

Site suitability of an area is highly dependent on the evenness of slope, bedding of
rocks, and extent of faulting and folding of rocks. As the evenness of a slope
remains constant, the probability of site suitability increases. Figure 6b represents
the slope map with 10 classes for the study area. The slope of the study area lies
between 0 and 61.06, and this area is medially ranked as an area that has flat terrain
in some regions while it also includes some mountainous regions. The class having
a higher value is categorized with a relatively lower rank due to high run-off and
low recharge.

6.3 Normalized Difference Vegetation Index (NDVI)

NDVI is a mathematical method by which we can analyze the vegetation cover of a
target area. NDVI is a band ratio method which uses the amount of reflection of the
near infrared region (NIR) and visible (red) bands of the electromagnetic spectrum.
Areas of healthy vegetation cover absorb most of the red light and reflect most of
the NIR band while the area with less vegetation or dead vegetation comparatively
reflects more of red band and less of the NIR band. In order to calculate NDVI we

Fig. 5 Model used in the
present study
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Table 3 Ranking for
different parameters in site
suitability zone mapping

Compare Criteria Weight Sub-criteria

Good 6 ULD
Medium
Moderate
Poor
Good 3 NDVI
Medium
Moderate
Poor
Good 11 Drainage density
Medium
Moderate
Poor

Good 30 Slope
Medium
Moderate
Poor
Good 16 Elevation
Medium
Moderate
Poor
Good 9 LULC
Medium
Moderate
Poor
Good 4 Hospital
Medium
Moderate
Poor
Good 3 School
Medium
Moderate
Poor
Good 2 Railway
Medium
Moderate
Poor
Good 16 Road
Medium
Moderate
Poor
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Fig. 6 a Elevation map b Slope map c NDVI map d LULC map e Landscape dynamics map
f Drainage density map g Hospital location map h Hospital buffer map i School location map
j School buffer map k Road map i Road buffer mapm Railway line map n Railway line buffer map
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Fig. 6 (continued)
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have to subtract the red band from the NIR band in the numerator and add the NIR
and red bands in the denominator.

NDVI= NIR−REDð Þ ̸ NIR+REDð Þ

The values are calculated for each pixel giving a value range from −1 to +1. The
pixels showing a value of more than 0.6 are considered to be in a healthy vegetation
cover area. Haridwar has well-vegetated areas due to the forest range in the upper
hilly region, and these areas are permanently unsuitable for expansion. While the
area in the southern part of Haridwar has well-covered vegetation areas which can
be considered for future expansion under site suitability analyses. Figure 6c shows
the NDVI map of the Haridwar region.

6.4 Land Use Land Cover (LULC)

The land use land cover layer is generated by supervised classification with a
maximum likelihood algorithm which is applied in ERDAS Imagine software.
A maximum likelihood algorithm is one of the most widely used algorithms of
supervised classification, and is used with remote sensing image data. Land use land
cover is the most significant method for depicting the urban development of a
particular study area.

In most cases it is used to find areas of open land, vegetated land, urban areas,
and water. Plants and vegetation play an important role in cleaning the environment
by removing harmful gasses. Image classification resulted in four land use land
cover classes, namely open land, vegetation, water, and urban as shown in Fig. 6d.

6.5 Urban Landscape Dynamics (ULD)

The basic relationship between the physical landscape and past societies is a
recurring theme in archeological research. Here, analysis of geological composition,
landscape analysis based on GIS, and 3D modeling of fieldwork data are valuable
tools. GIS-based landscape analysis typically utilizes modern and historic maps,
digital altitude modeling, geological data, environmental data, airplane pho-
togrammetry, and other sources. The method can identify changes in geographical
objects through time and space. The detailed data strata sequencing includes:

• Origin of strata
• Continuous depositing or rebidding
• Presence of a past growing zone in strata
• Water impact of strata
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• Evidence of human activity on strata
• Possible movement of lines on the landscape

Thus this raster layer has been divided into eight classes, i.e. rural open land,
captured open land, rural built-up, suburban built-up, urban built-up, urbanized
open land, water, and some areas where no were data captured as shown in Fig. 6e.

6.6 Drainage Density Map

The drainage network of the area is calculated using ArcGIS software. The drainage
networks of an area are important as they decide the runoff and groundwater
recharge level of the area. Drainage density of this area is calculated using ArcGIS
software, so we can easily locate areas with high density. The places nearer to these
sites have a high potential for future development as this factor is of high impor-
tance with regard to settlement in any area. Figure 6f shows the drainage density
map.

6.7 Hospital Buffer Map

ArcGIS software can be used to create buffer zones around the selected features.
The user can indicate the size of buffer and join together this information with
incidences data to establish different cases fall within the same buffer. Buffer or
proximity analysis can be used to map the impact zones of vector breeding sites,
where the concern is required to be most strengthened. Hospital buffer gives the
areas which are closer to the hospital and can be more useful for people living
nearby as shown in Fig. 6g, h.

6.8 School Buffer Map

School mapping is the art and science of building geospatial databases with rela-
tional databases of education, demographic, social, and economic information for
school and educational directorates to support educational planners and decision
makers. Decision makers play a major role in training and guiding and can be
considered as an important link between geospatial databases and stakeholders who
are managing the data for the study.

The major role is to ensure the efficient use of available data, models, developed
software, and basic theoretical knowledge. By applying these we can ensure edu-
cational decision support systems are useable and applicable. Figure 6i, j show a
school position map and a school buffer map respectively.

774 A. Tiwari et al.



6.9 Road Buffer Map

Road networks are several interconnected lines and points joining a system of roads
in a given area. A buffer is a region used to temporarily hold output and input data.
In the case of geographical information systems, units of buffering are lines, points
and polygons. The term buffer refers in these cases to the creation of zones of
specified width around the specified feature. There are two types of buffer:

• Constant width buffer
• Variable width buffer

Both buffers are used according to their need in the study and are generated by
covering specified feature using attribute values. These zones are used to insert
queries on entities to determine whether a feature lies within or without the buffer
zone. Figure 6k, l show a road map and a road buffer map.

6.10 Railway Line Buffer

These are the sites most suitable for industrial purposes as most industries prefer to
be situated near a railway line so they can easily transport goods. However, on the
other hand, these sites are worst for residential purposes as the continuous noise
from locomotives disturbs the people residing nearby. Figure 6m, n shows a rail-
way map and a railway buffer map.

6.11 Preparation of Land Suitability Map

All the criteria in the map are converted in raster format, so that each pixel can be
calculated and a result can be determined. All the criteria are integrated and overlaid
to generate a site suitability map with a specific weightage according to their role in
future development.

Suitability map= ∑ Criteria map × weightð Þ

Suitability index= ½ULD× ð0.06Þ�+ ½NDVI× ð0.03Þ�f
+ ½Drainage density × ð0.11Þ�+ ½Slope × ð0.30Þ�
+ ½Elevation × ð0.16Þ�+ ½LULC× ð0.09Þ�+ ½Hospital × ð0.04Þ�
+ ðSchool × ð0.03ÞÞ+ ½Railway × ð0.02Þ�+ ½Road× ð0.16Þ�g
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After applying weights a final raster layer map of a potential site for future urban
development is developed as shown in Fig. 7 and the total area is divided into four
classes as displayed in Table 4.

7 Conclusion

This study is mainly focused on the selection of sites as most suitable, moderately
suitable, less suitable, and permanently unsuitable land for urban expansion.
An AHP matrix along with GIS is used in the analysis of the different criteria
considered for site suitability. AHP along with GIS was found to be very useful for
site suitability identification. The result is adopted for the decision-making process
of site suitability analysis of an area. The study includes different physical, social
and economic parameters to determine the expansion opportunities. A decision

Table 4 Area covered by
each resultant class

Suitable Area Area in sq. Meter Percentage

Most suitable 82543695.85 0.24
Moderately suitable 1,1847,8426 0.34
Less suitable 133567659.5 0.39
Permanently not suitable 6628085.53 0.019

Fig. 7 Site suitability map
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support system has been preferred to identify appropriate sites for the best location
for people to live in Haridwar City. Key steps of site suitability analysis were as
follows:

• To determine best suitable site in city to establish site suitability of area.
• Survey of city in study area.
• Analytical hierarchy process (AHP).
• Site evaluation for future expansion.

These factors help to find the most suitable sites in the city which are the most
likely to be included in future urban expansion. Two major tools are used; the first
tool is GIS and the second is AHP. The result of the proposed methodology is based
on assigning of weights to each class which is done according to their role in urban
expansion. As a change in one class can lead to a huge difference in future
expansion, the assigning of weights is of great importance.
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Configurable Mapper and Demapper
for the Physical Layer of a SDR-Based
Wireless Transceiver

Zuber M. Patel

Abstract In this paper, field programmable gate array (FPGA) implementation of
an adaptive constellation mapper and demapper is discussed for use in a SDR-based
wireless transceiver. The adaptive functions at the physical layer of wireless
technologies play a key role in achieving optimum performance. These functions
include forward error correction (FEC) coding, puncturing, orthogonal frequency
division multiplexing (OFDM), constellation mapping, sub-channelization, and
frame assembly etc. We present here constellation mapping and demapping that
supports gray-coded BPSK, QPSK, 16QAM, and 64QAM modulation schemes.
This block can be configured at run time so that you can use them in multi-user
systems where each user may be operating with a different modulation scheme. The
proposed mapper/demapper block is implemented on a Xilinx Virtex-II pro FPGA
and it is characterized in terms of functional correctness, area, power, and speed.
Experimental results show that our design takes 1360 gates and can run at a
maximum frequency of 320 MHz.

Keywords Physical layer ⋅ Software-defined radio (SDR) ⋅ Mapper and
demapper ⋅ FPGA

1 Introduction

The future of wireless technologies will heavily depend on configurable/adaptive
processing to deliver optimized and flexible services. One possible proposal
towards achieving this goal is software-defined radio (SDR) which has been widely
researched. For a reconfigurable hardware design of a wireless system, we first
explore SDR technology.
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1.1 SDR System

The demand of wireless services and applications will continue to grow in the
future. Wireless devices are becoming more common and users are demanding the
convergence of multiple services and technologies into single piece of equipment.
To cater for this, wireless communication technologies need to advance and evolve.
Conventional methods of fixed functions will become unsuitable whereas config-
urable radio systems are a better solution for meeting the needs of users. Hardware
accelerated SDR [1] is one such technology that offers all these features. It is
defined as a radio implementation technique in which the hardware components of
physical (PHY) layer functions of a wireless communication system are realized in
configurable hardware.

One of the key objectives of the vision of the 5G wireless network is to support
efficient and flexible usage of the wireless spectrum and radio access technologies
along with the easy adoption of innovative mechanisms as they appear. Industry
and standardization bodies are in the early phase of the definition of 5G tech-
nologies, and major demands that are shaping design are already known, such as
heterogeneous connectivity and 1000-times more capacity. To meet such chal-
lenging demands, two approaches to enabling the implementation of air interfaces
for 5G networks are proposed. The first approach utilizes massive MIMO tech-
niques to achieve higher spatial gains and increase spectral efficiency. The second
approach leverages hyper-dense deployments of heterogeneous and small cell
networks (HetNets) [2] located close to wireless users to cope with the increasing
traffic demands in indoor environments. HetNets could support the offloading of
outdoor traffic in cases where mobile users are close to small cells. Radio resource
management for HetNets plays a crucial role in achieving the benefits of this
advanced architecture.

SDR also enables rapid prototyping of wireless radio transceiver systems using
reconfigurable hardware platforms such as FPGA and has significant advantages
over conventional fixed digital hardware centric designs. In particular, time and cost
can be saved by design reuse, flexibility, and reconfigurability. The intention of our
work is to develop a reusable mapper/demapper intellectual property (IP) core for
use in SDR applications using hardware description language (HDL) coding and
synthesis. We test the design using a simulator and verify it using a FPGA platform.

1.2 FPGA and Reconfigurable Computing

Traditionally wireless network technologies have favored the implementation of
hardwired logic circuits on an application specific integrated circuit (ASIC) for
performance and power efficiency so that the battery life of portable wireless
devices can be extended. Unfortunately, ASICs are hardwired chips and therefore
are not reconfigurable. On the other hand, general purpose processors (GPP) are

780 Z. M. Patel



completely flexible and suited to SDR systems. But sequential execution of GPP
degrades computing throughput and real time response. Configurable hardware
platforms, such as FPGA strike a good balance between performance and flexi-
bility. They offer more processing power and GPP-like flexibility at the expense of
somewhat higher power consumption.

FPGAs are made of highly reconfigurable logic blocks and memory cells
together with a programmable switch matrix to route signals between them [3].
Their flexibility and speed have made them popular and they are preferred as
reconfigurable hardware platform for SDR [1]. The flexibility and parallelism
characteristics of FPGAs enable computationally intensive and complex tasks to be
processed in real time and with better performance. For these reasons, they are
promising contenders for use in the reconfigurable hardware platforms to be used in
the next generation of wireless systems.

An important attribute of FPGA implementation is the design reuse. A library of
IP cores for FPGA [4] programming makes reuse effective. A designer can achieve
a better trade-off amongst delay, area, and power with proper selection of IP cores
that best suit the requirements of the target application. This will lead to improved
productivity and enhanced system level SDR performance.

2 Configurable Blocks of the PHY Layer of Wireless
Systems

Today’s wireless technologies use adaptive mechanisms at medium access control
(MAC) and PHY layers for efficient operation. While most of the MAC layer
functions are realized through software, realization of adaptive/configurable MAC
operations is relatively easy and straightforward. On the other hand, the physical
baseband layer processing [5, 6] is hardware based and realization of adaption in
hardware within constraints is slightly complex. So we discuss the physical layer
functions and explore various adaptive parameters.

The PHY layer consists of baseband processing blocks in the transmit path and
complementary baseband processing blocks in the receive path as shown in Fig. 1a,
b respectively. Therefore, the physical layer is also called a transceiver. In the
transmit path, a MAC protocol data unit (PDU) is taken from the MAC layer and is
then passed through various blocks which involves scrambling, FEC encoding,
interleaving, mapping, piloting, IFFT, cyclic prefix (CP) insert, and packet
assembly. On the reception path we have synchronization, CP remove, FFT,
depiloting, demapping, deinterleaving, FEC decoding, and descrambling. Table 1
lists some PHY layer parameters which are configurable. The PHY layer is the most
intensively researched stage of SDR since it has room for algorithm evolution to
improve throughput and performance leading to better performance within
constraints.

Configurable Mapper and Demapper for the Physical … 781



FEC Encoder/Decoder:

This error correcting block uses convolutional or block code to generate coded
stream at the transmitter and decodes at the receiver. Configurable parameters here
are polynomials and code rate.

Interleaver/Deinterleaver:

The interleaver permutes data across a block to improve the correction of burst
errors and average power across the symbol. Interleaving can be done either via
inter-symbol or intra-symbol permutation of data that is either between data within
a single frame or between data in adjacent frames. Similarly, the deinterleaver
permutes the received data back in order, based on the vector used for interleaving
at the transmission site.

(a) 

(b) 

Fig. 1 PHY layer baseband processing blocks: a Transmission path b Receiving path

Table 1 Configurable
parameters supported by
wireless PHY layer

Baseband
block

Configurable parameters

FEC encoder Polynomial, code rate
Interleaver Inter-symbol and intra-symbol interleaving
Modulation Modulation scheme, data mapping value
Piloting Pilot position, pilot value, size
FFT Symbol size, guard prefix
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Modulation/Demodulation:

This performs an adaptive constellation mapping and demapping operation using
BPSK, QPSK, 16QAM or 64QAM modulation schemes.

IFFT/FFT:

These operations implement a scalable OFDM [7] modem where transmitter maps
input data to subcarriers through IFFT (frequency to time domain conversion) and
the receiver recovers the data from subcarriers using FFT (time to frequency
domain conversion). The OFDM symbol size varies depending on the standard
being implemented and so does the FFT/IFFT size.

Piloting/Depiloting:

This operation has configurable parameters corresponding to the pilot position, the
pilot value, and the symbol size. The flexibility developed into the piloting con-
troller is used to allow the implementation of non-contiguous OFDM by allowing
specific subcarriers to be nulled during processing.

Frame Assembly:

This performs assembly of OFDM symbols. In this last stage of the transmitter,
OFDM data symbols are appended one after another and provided with a preamble
and header to create a complete physical layer PDU frame, which is now ready for
transmission over a channel.

3 Design of Adaptive Mapper and Demapper

Constellation mapping is performed in a digital modulator before OFDM. A con-
stellation mapper takes a serial bit stream as its input and segments the stream into k-
bit symbols, which are mapped to coordinates in the signal constellation. It is worth
noting that input bits in all modulation types are gray coded where adjacent entries in
columns differ only by one bit. The benefit of this is that a single out-of-position by
one error results in only a single bit error in received data. The coordinates of each
point in a two-dimensional signal constellation represents the baseband in-phase
(I) and quadrature-phase (Q) components that modulate the orthogonal IF carrier
signals. Because the constellation mapper defines the shape and dimension of the
signal constellation, it defines the modulation scheme that is implemented. 2-D
schemes require two coordinates to specify the position of a signal point Sk [8]

Sk = Ik + jQk ð1Þ

The components Ik and Qk can each be modulated onto two orthogonal sinu-
soidal carriers. The resulting waveform spectra are centered on the same frequency
and can occupy the same bandwidth. However, the components are uniquely
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separable at the demodulator because there is a 90-degree phase shift between the
carrier signals. Therefore, it is possible to send twice the amount of data for a given
signal bandwidth over quadrature carriers than over a single carrier.

In the PHY layer, the OFDM sub-carrier is modulated by using BPSK, QPSK,
16QAM or 64QAM modulation depending on the PHY mode selected for data
transmission. The interleaved binary serial input data is divided into groups of
NBPSC (1, 2, 4 or 6) bits and converted into complex numbers representing BPSK,
QPSK, 16QAM or 64QAM constellation points. The conversion is performed
according to Gray coded constellation mappings, illustrated in Figs. 2, 3, and 4 with
input bit b1 being earliest in the stream. The symbols are normalized so that each
constellation has an equal average power, as described by the specification. The
mapping process multiplies each constellation point by a scaling factor.

Constellation demapping is performed in a digital communications receiver and
involves the translation of the demodulated I-Q coordinates back to the k-bit
symbols they represent. This is achieved through either soft-decision [9] or
hard-decision. In our design we selected a hard-decision demapper to reduce
complexity. Demapping is complicated by the fact that the transmitted symbols can
be corrupted by a noise-inducing channel. The demodulated I-Q coordinates may
no longer correspond to the exact location of a signal point in the original con-
stellation. The demapper must detect which symbol was most likely transmitted by
finding the smallest distance between the received point and the location of a valid

Fig. 2 Constellation for
a BPSK b QPSK

Fig. 3 Gray coded
constellation for 16 QAM
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symbol in the signal constellation. To decide on the combination of bits the design
divides the complex plane into equally sized regions that correspond to each
constellation point and outputs the bit combination of the region that the received
signal appears in, known as hard decision decoding. Having detected the most
likely coordinates, the constellation demapper then performs the decoding proce-
dure to output the correct k-bit symbol represented by those coordinates.

4 FPGA Implementation and Results

The configurable constellation mapper and demapper modules are developed using
very high speed integrated circuit hardware description language (VHDL) in a
Xilinx ISE tool. The design is synthesized for a target FPGA device, a Virtex-II Pro
xcvp30 (1.5 V, 130 nm) [10]. Post-synthesis simulation waveforms shown in
Fig. 5 verify the correct working of our design with dynamic mode change.
The FPGA resource utilization is shown in Table 2 in terms of flip-flops, LUTs,
slices and gate count. Our design can be operated at a maximum frequency of
320 MHz and dissipates 63 mW at maximum frequency.

Timing Summary:

Minimum period: 3.123 ns (maximum frequency: 320.169 MHz)
Minimum input arrival time before clock: 3.013 ns
Maximum output required time after clock: 3.340 ns

Fig. 4 Gray coded
constellation for 64 QAM
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Power:

Dynamic Power consumption = 63 mW@320 MHz.

5 Conclusion

The intention of our work is to realize functions of SDR on configurable hardware
to meet the requirement of future adaptive wireless technologies. We investigated
PHY layer reconfigurable modules which can be realized in programmable hard-
ware. We implemented mapper and demapper blocks in FPGA to realize adaptive
modulation which supports BPSK, QPSK, 16 AQAM, and 64 QAM schemes. On
Virtex-II pro FPGA, it consumes 1360 gates, dissipates 21 mW@100 MHz and
operates at a maximum frequency of 320 MHz.
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Experimental Investigation to Analyze
Cognitive Impairment in Diabetes
Mellitus

Vinit Kumar Gunjan, Puja S. Prasad, S. Fahimuddin
and Sunitha Devi Bigul

Abstract Metabolic disorders and cognitive impairment are very common
age-associated disorders. Alzheimer’s disease and diabetes are two common dis-
eases and their possibility of occurrence increases as the age of a person increases.
This paper proposes the percentage of type 2 diabetes patients that have a chance of
developing Alzheimer’s disease. Pathophysiology and clinical patterns share
common features in both the diseases as shown by epidemiological studies. There
are a number of studies that show evidence of a connection between type 2 diabetes
and Alzheimer’s disease but there is no proof of any biochemical mechanisms
present yet. We focused our study and experiments on whether the alteration of
factors like glycogen synthase kinase-3β activity, olfactory function, and ApoE
genotypes can identify early cognitive impairment, which leads to Alzheimer’s
disease.

Keywords Diabetes mellitus ⋅ Mild cognitive impairment ⋅ Olfactory scores
Genotypes ⋅ Alzheimer

1 Introduction

In the past few years, several studies have shown that there is a sharp connection
between people having diabetes that leads them towards developing Alzheimer’s
disease (AD) if their sugar is uncontrolled for a long time. In the journal Neurology
it was published that the brain “tangles” commonly seen in a person having AD are
more likely develop in a person having type 2 diabetes (T2DM). A study from
Albany University in New York shows that the extra insulin secreted in a person
having diabetes damages and disrupts the chemistry of the brain leading to a
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generation of toxic protein, which damages brain cells. This toxic protein is found
in people with AD. AD is a neurodegenerative disease in which progressive brain
cell damage affects different people in different ways, such as facing difficulty in
remembering things, difficulty in thinking of common words while speaking, being
hesitant while speaking, spelling, and writing errors, speech as well as changes in
personality, behavior also seen etc.

Both AD and T2DM are common age-related diseases with effects that increase
with age [1, 2]. Janson et al. [3] used both clinical and pathological studies to
observe the existence of a common risk for AD and T2DM. When looking at both
studies together, the clinical and pathological studies show a possible relationship
between the neurodegenerative disorder that is one of the reasons for cortical brain
cell damage in AD and also the reduction in T2DM of β-cells. Biessels et al. [4, 5]
found that using neuroimaging or brain imaging cognitive dysfunction and
abnormalities are linked with diabetes mellitus (DM). A number of studies also
focus on why certain people with DM are more inclined to progress to the neu-
rocognitive disorder while some are unaffected. They worked on finding the various
clinical changes that lead toward to the neurocognitive disorder. They found that
the cognitive disorder that occurs due to DM occurs crucially in two periods of life;
when the brain is growing in childhood and when the brain undergoes neurode-
generation due to aging. Knowing the period of risk and conditions for the
development if the cognitive disorder are the focuses of the studies in this scenario.

Huang et al. [6] revealed that DM that was newly diagnosed was much more
related with an increased risk of future AD. Pathogenesis of AD was found to be
linked with T2DM. There are some mechanism that show the relationship between
AD and DM. this mean that Furthermore, neither monotherapy nor combination
therapy with oral anti-diabetic medications were found to be associated with a risk
of AD occurrence. However, combination therapy with insulin was found to be
associated with a risk of AD occurrence. For example, hyperglycemia, which
results, increased oxidative stress in brain leading to functional and structural
abnormalities of the brain [7]. One of the reason for decreased apoE mRNA may be
the processing of the primary transcript of the apoE gene or due to a defect in
transcription suggested by Mc Khann et al. [1].

Stumvoll et al. [8] suggest that T2DM, i.e. DM is turning into an epidemic, and
virtually all doctors have patients who suffer from the disease. Whereas insensitivity
towards insulin is an early phenomenon that is related to obesity, the decline of
pancreatic beta cells occurs gradually with time [9]. Furthermore, the disease has a
genetic component to it, but only a few of genes have been recognized so far as
being involved in diabetes.

Exalto et al. [10] gives an update about the risk of dementia in a person having
T2DM. This paper reviews the relationship of T2DM with dementia subtypes, i.e.
AD and vascular dementia. Vascular lesions in the brain also increase the risk of
dementia in people with T2DM person. There is also evidence that atherosclerosis,
microvascular complications, and a severe hypoglycemic condition increase the risk
of dementia [11]. Lehrner et al. [12] worked on olfactory dysfunction. Olfactory
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dysfunction is early sign of AD. MCI or mild cognitive impairment patient also and
olfactory dysfunction has been found in mild cognitive impairment (MCI). They
work on the ability of odor identification and self-reported olfactory function
having patients with different types of MCI [2]. Tan et al. review is that they
provide an indication of biomarkers for preclinical Alzheimer’s disease, with an
importance on neurochemical and neuroimaging biomarkers. They conclude with a
debate of the future direction of research into biomarkers of Alzheimer’s disease
[3].

2 Methods

A Folstein test (FT) was used for the evaluation of cognitive ability. This test is also
called a minimal mental state examination. Petersen’s criteria are used to diagnose
mild cognitive impairment and provide a clinical dementia rating. A Western or dot
blot test was used for testing GSK-3beta activity in platelets. A Connecticut
(CCCRC) olfactory test was used to detect olfactory dysfunction.

2.1 Study Design and Participants

We recruited T2DM patients from five hospitals in India between January 2013 and
May 2016, and the T2DM patients were diagnosed by the World Health Organi-
zation (WHO). The classification of different subjects are as follow:

T2DM patients aged over 55 years who are literate and understand the different
questions of the test or the neuropsychological test and are interested in this study.

We have not included subjects that have a history of any type of trauma, such as
epilepsy, stroke, brain tumor, coma, transient ischemic attack, the presence of
dementia before T2DM, previous thyroid disease, depression, schizophrenia, and
other psychological disorders.

Petersen et al. [13] give different criteria called Petersen’s mild cognitive
impairment criteria based on which T2DM patients were divided into two groups
[8]:

(a) T2DM with MCI (T2DM-MCI) which met objectives and subjective cognitive
difficulty

(b) T2DM without MCI Alzheimer’s disease diagnosis is standard on the National
Institute of Neurological and Communicative Disorders and Stroke and the
Alzheimer’s Disease and Related Disorders Association (NINCD-SADRDA)
criteria [4].
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2.2 Procedures

All subjects underwent a complete assessment as follows: a comprehensive
assessment of cognitive and behavioral functions called neuropsychological eval-
uation, smell identification to test the function of an individual’s olfactory system
called an olfactory score test, platelet GSK-3β activity measurement and determi-
nation of the specific Apo lipoprotein E (APOE) genotypes in patients called ApoE
genotyping. The neuropsychological evaluations were based on the clinical
dementia rating (CDR), and minimum mental state examination (MMSE) and were
performed by six examiners who already had neurology training and wide expe-
rience with neurophysiologic techniques. There is one score ranging from 0 to 30
used for commonly measuring cognitive impairment, where having lower scores
points to greater cognitive impairment. The severity of symptoms of dementia is
classified into six areas: community affairs, memory, orientation, home and hob-
bies, judgment and problem solving ability, and personal care. In Petersen’s MCI
criteria, MMSE and CDR scores for MCI diagnosis were used respectively (Fig. 1).

To measure the olfactory score a Connecticut chemosensory clinical research
center (CCCRC) test was used, which was done blindly to different measures by the
investigators. A reserve solution with 4% butanol was diluted with distilled water as
a one-third ratio to twelve dilutions in twelve flasks. Subjects were then exposed to
those flasks as well as blank flasks with low to high concentrations of butanol to
identify the strength of the solution. Erroneous choices start another blank paired
having next higher concentration, whereas right choices direct to another
arrangement of the same concentration in another bottle and an empty flask. Six
correct choices in a row led to the end of the test, and the number of this con-
centration marked the score. Higher scores indicated greater olfactory impairment.

To test biochemical indicators, all subjects were asked to compute fasting blood
glucose, serum insulin, serum magnesium, hemoglobin A1C (HbA1c), postprandial

Fig. 1 Study Profile
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blood glucose, and next day. On receiving by centrifugation leukocytes, serum and
platelet samples were separated from EDTA and stored at −85 °C until analysis.
ELISA and dot blotting were used to measure total GSK-3β (tGSK-3β) and serine-9
phosphorylated GSK-3β. The ratio of tGSK-3β/pS9GSK-3β was used as a measure
of GSK-3β activity. In dot blotting, the levels of tGSK-3β and pS9GSK-3β were
normalized using the same control people (non-T2DM). By using an enzyme
activity assay kit, the biochemical activity of GSK-3β in platelets was measured.

Gerard’s method with modifications in the multiplex amplification refractory
mutation system PCR (ARMS) was applied for ApoE genotyping [4, 14]. Using a
DNA extraction kit, genomic DNA was extracted from peripheral blood leukocytes
(Aidlab Biotechnologies Co., Ltd., China). The primers were designed and syn-
thesized by Invitrogen Life Technologies (Shanghai, China). The PCR protocol was
performed with 13.5 μl Taq MasterMix, 60 ng genomic DNA, 0.5 μM Cys112/
Arg112 primers or 0.8 μM Cys158/Arg158 primers, 0.8 μM common reverse pri-
mers, and 2 μl DMSO in a total of 25-μl reaction. PCR was initiated with denat-
uration at 96 °C for 2 min, amplification by 36 cycles of 96°C for 44 s, 63 °C for
46 s and 73 °C for 46 s, with a final extension at 72 °C for 6 min (Table 1).

3 Results

We analyzed 734 T2DM patients between Jan 2013 and June 2015 and the number
of subjects, which comes under all the inclusion criteria are 666. Based on hospitals
355 patients from three hospitals were assigned to the validation set and 311 from
two hospitals to the training set. In the next step, of those 355 patients, two sets
were prepared: (a) T2DM-MCI including 75 patients and (b) T2DM-nMCI

Table 1 Baseline characteristics of T2DM patients in the training set and validation set

Characteristic Validation set Training set

T2Dm-nMCI
(n = 280)

T2DM-MCI
(n = 75)

T2DM-n MCI
(n = 211)

T2DM-MCI
(n = 100)

Age (year) 61.31 ± 7.34 66.34 ± 9.37* 64.24 ± 9.00 68.91 ± 9.68

Male (%) 43.31 38.75 46.77 35.00

T2DM years 7.29 ± 5.27 8.49 ± 6.86 8.45 ± 6.89 8.80 ± 7.85

Hypertension (%) 48.40 39.75 54.33 64.00

Hyperlipidemia (%) 6.95 4.81 9.00 10.75

Coronary disease (%) 8.95 4.53 8.96 16.00

Complication (%) 65.23 59.83 48.26 32.00

Insulin treatment (%) 48.69 45.71 39.79 35.00

MMSE 30.05 ± 0.95 27.00 ± 1.75* 30.10 ± 0.90 25.94 ± 2.99*

Data are mean ± SD or n (%). T2DM = type 2 diabetes mellitus. MCI = mild cognitive impairment.
T2DM-nMCI = T2DM without MCI group. T2DM-MCI = T2DM with MCI group. MMSE = the minimum mental
state examination
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including 280 patients of the validation test. Similarly, in the training test out of 311
patients, two sets were prepared: (a) T2DM-MCI including 100 patients and
(b) T2DM-nMCI including 211 patients. Peterson’s MCI criteria were used for this
division.

3.1 Demographics and Clinical Characteristics
of the Participants

The demographic and clinical data of all the subjects in the validation set and the
Training set. The T2DM-MCI group had an older age (68.91 ± 9.68 vs.
64.34 ± 9.00 and 66.34 ± 9.37 vs. 61.31 ± 7.34) and lower MMSE score
(25.94 ± 2.99 vs. 30.10 ± 0.90 and 27.00 ± 1.75 vs. 30.05 ± 0.95) than the
T2DM-nMCI group in the training set and the validation set, respectively. There
were no significant differences for T2DM with respect to years, sex, hypertension,
coronary disease, hyperlipidemia, insulin treatment, and complications.

3.2 Comparison of Olfactory Score and ApoE Genotypes
Between T2DM-MCI and T2DM-NMCI Patients

All 666 subjects were tested for HbA1c level, ApoE genotypes, and olfactory score.
The T2DM-MCI group had an olfactory score higher than the T2DM-nMCI group
(Table 2). Negative correlation was marked between MMSE score and olfactory

Table 2 Potential markers of T2DM patients in the training set and validation set

Characteristic Validation set Training set
T2DM-nMCI
(n = 100)

T2DM-MCI
(n = 280)

T2DM-n MCI
(n = 75)

T2DM-MCI
(n = 211)

Olfactory 7.75 ± 1.40 8.45 ± 2.05* 7.85 ± 1.55 9.55 ± 1.97*
HbA1c 8.00 ± 2 8.27 ± 2.35 7.82 ± 1.89 8.20 ± 1.99
ApoE €2 (%) 12.92 12.76 24.88 23.00
ApoE €3 (%) 97.00 94.00 93.23 87.05
ApoE €4 (%) 13.08 27.06 10.45 25.00
tGSK3β 1.38 ± 1.93 1.97 ± 3.16 1.86 ± 3.62 3.74 ± 3.00
pS9GSK3β 2.17 ± 4.05 2.94 ± 6.53 3.12 ± 3.98 3.74 ± 4.55
rGSK3β 0.78 ± 0.28 1.20 ± 0.67 0.75 ± 0.46 1.62 ± 1.03*
Data are mean ± SD or n (%). T2DM = type 2 diabetes mellitus. MCI = mild cognitive
impairment. T2DM-nMCI = T2DM without MCI group. T2DM-MCI = T2DM with MCI
group. HbA1c = hemoglobin A1C. ApoE = Apo lipoprotein E. GSK-3β = glycogen synthase
kinase-3β. GSK-3β ratio = total GSK-3β/Ser9-GSK-3β. Pb 0.05 versus the T2DM-nMCI group
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score in T2DM patients by ARMS-PCR and six ApoE genotypes, including ε2ε2,
ε3ε3, ε4ε4, ε2ε3, ε2ε4, and ε3ε4, were detectable in T2DM patients (Fig. 2). From
the analysis, it was found that genotype ε3ε4 was higher and ε3ε3 was lower in
T2DM-MCI patients than T2DM-nMCI patients. No changes was found in the
other genotypes.

3.3 Comparison of Platelet GSK-3β Activity Between
T2DM-MCI and T2DM-NMCI Patients

Using ELISA, it was found that GSK-3β serum level was lower in T2DM-nMCI
(n = 7) subjects compared to T2DM-MCI (n = 10) (Fig. 3).

In another test performed using an enzyme activity assay kit, we found that
Platelet GSK-3β serum level had a higher value so that it became a biomarker for
the identification of MCI in T2DM patient dot blotting is used for the analyses of
pS9GSK-3β tGSK-3β proteins of all 666 participants. The platelet GSK-3β activity
was represented using a ratio of tGSK-3β/pS9GSK-3β with higher ratios indicating
higher GSK-3β activity. We found that levels of pS9GSK-3β (the inactive form of
the kinase) and tGSK-3β were not significantly changed, while the level of
rGSK-3β was significantly increased in T2DM-MCI patients compared to
T2DM-nMCI patients.

Fig. 2 Six ApoE genotypes found in the study
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4 Discussions

Millions of people all over the globe have been affected by AD and T2DM as they
are age-associated problems. There is incidence of 15.2% in diabetic patient AD
increases and 82% have irregular or abnormal blood sugar levels. In these scenarios
biomarkers for the diagnosis of AD in T2DM patients is essential. In our study, we
found that what would be biomarkers of cognitive impairments in T2DM patients
has validated the diagnostic of the biomarkers we studied. We divided the patients
into two groups T2DM-MCI and T2DM-n MCI and as age is a strong factor for
cognitive impairment in T2DM patients, we discuss on four parameters age,
GSK-3β, ApoE and Olfactory for diagnosis of MCI in diabetic patient. In this
research, it was observed that activation of GSK-3β in peripheral is one of the main
causes of cognitive impairment in T2DM. Patients’ levels of GSK-3β, protein, and
messenger RNA in leucocytes were also seen to increase in clinical reports. People
having T2DM-MCI have a lot of GSK-3β activity compared to non-MCI patients.
Another finding of the above research was that the expression of the ApoE ε4 gene
is strongly associated with mild cognitive impairment in T2DM patients.
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