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Preface

BeiDou Navigation Satellite System (BDS) is China’s global navigation satellite
system which has been developed independently. BDS is similar in principle to
global positioning system (GPS) and compatible with other global satellite navi-
gation systems (GNSSs) worldwide. BDS will provide highly reliable and precise
positioning, navigation and timing (PNT) services and short-message communi-
cation for all users under all-weather, all-time and worldwide conditions.

China Satellite Navigation Conference (CSNC) is an open platform for academic
exchanges in the field of satellite navigation. It aims to encourage technological
innovation, accelerate GNSS engineering, and boost the development of the
satellite navigation industry in China and in the world.

The 9th China Satellite Navigation Conference (CSNC 2018) is held during May
23–25, 2018, Harbin, China. The theme of CSNC2018 is Location, Time of
Augmentation, including technical seminars, academic exchanges, forums, exhi-
bitions, and lectures. The main topics are as followed:

Conference Topics
S1 Satellite Navigation Technology
S2 Navigation and Location Service
S3 Satellite Navigation Signal and Anti-Jamming Technologies
S4 Satellite Orbit and Satellite Clock Error
S5 Precise Positioning Technology
S6 Time–Space Datum and Temporal Frequency Technologies
S7 Satellite Navigation Augmentation Technology
S8 Test and Assessment Technology
S9 User Terminal Technology
S10 Multi-Source Fusion Navigation Technology
S11 PNT New Concept, New Methods and New Technology
S12 Policies and Regulations, Standards and Intellectual Properties

ix



The proceedings have 208 papers in twelve topics of the conference, which were
selected through a strict peer-review process from 588 papers presented at
CSNC2018. In addition, another 274 papers were selected as the electronic pro-
ceedings of CSNC2018, which are also indexed by “China Proceedings of
Conferences Full-text Database (CPCD)” of CNKI and Wan Fang Data.

We thank the contribution of each author and extend our gratitude to 279 ref-
erees and 55 session chairmen who are listed as members of editorial board. The
assistance of CNSC2018’s organizing committees and the Springer editorial office
is highly appreciated.

Beijing, China Jiadong Sun
Changfeng Yang

Shuren Guo

x Preface
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Accuracy Assessment of Broadcast
Ephemerides for Quasi-Zenith Satellite
System

Xuying Ma, Chengpan Tang, Xingyu Wang, Chuang Jin
and Xiaping Ma

Abstract In this paper, we presented a method for assessing the broadcast ephe-
merides accuracy of QZSS by comparing the measured broadcast ephemerides with
precise orbit and clock products provided by MGEX. By using this method, we
carried out assessment of broadcast ephemerides for QZS-1 satellite and also
compared the results with that of GPS system during the same data collection
duration. The results show that: the broadcast ephemerides of QZSS can achieve an
orbit accuracy of 0.42, 1.33 and 0.89 m in the direction of radial, along-track and
cross-track and a clock accuracy of 1.87 ns respectively; the SISRE-orb and
SISRE-orb&clk can achieve accuracies of 0.48 and 0.55 m respectively; currently
the accuracy of broadcast ephemerides of QZSS still lags behind that of GPS
system. The results presented in this paper may provide some reference information
for multi-GNSS application in the near future.
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1 Introduction

GNSS (Global Navigation Satellite System) has been widely used in many fields of
research study and industry [1]. More and more countries begin to launch their own
global or regional navigation systems with realizing its great potential in the future.
Quasi-Zenith Satellite System (QZSS) is the latest regional satellite navigation and
augmentation system launched by Japan Aerospace Exploration Agency (JAXA)
[2]. The original intention of launching QZSS is to build a regional system covering
Japan and its surrounding area, which it could provide users with not only better
usability but also augmentation service of multi-GNSS [3]. Therefore, QZSS has a
high level of compatibility and interoperability with GPS and other GNSS systems
[4]. Currently, there are four Quasi-Zenith satellites (QZS) in orbit. However, there
was only one satellite providing formal service at the time of writing down this
paper. This first satellite QZS-1 ‘Michibiki’ was launched on 11th Sep, 2010; its
PRN is 193 and shown as J01 in RINEX observation file [5]. The accuracy of
broadcast ephemeris is a key factor influencing the performance of a navigation
system since currently most real-time navigation and positioning services are based
on information transmitted by broadcast ephemeris. Although on current stage
QZSS still cannot provide stand-alone navigation and positioning service, its good
compatibility and interoperability has created a golden opportunity for multi-GNSS
applications. Assessing and knowing the accuracy of QZSS’s broadcast ephemeris
would lay a solid foundation for further multi-GNSS combination in the near future.
There are just handful documents about the topic of QZSS’s broadcast ephemeris
accuracy as this system is still under construction. Kishimoto et al. assessed the
accuracy of broadcast ephemeris of QZS-1 by using data of seven months from Jun,
2011 to Jan, 2012 and got a conclusion that the SISRE (Signal-In-Space Range
Error) of QZSS was about 0.4 m. However, the method of assessment and pro-
cedure details were not given in this paper [6]. Wang and Kuang assessed the
accuracy of LEX augmentation products of QZS-1 based on the precise ephemeris
of JAXA and made a conclusion that the accuracy of LEX real-time orbit and clock
products are better than 11 cm and 0.56 ns respectively. However, the accuracy of
broadcast ephemeris of QZS-1 is not analysed in this paper [7]. In this contribution,
first, the orbital period of satellite QZS-1 is analysed using measured QZSS data of
broadcast ephemeris; and then, assessment of the accuracy of QZS-1’s broadcast
ephemeris is carried out using the precise orbit and clock products from MGEX as a
reference. The results of QZSS are compared with that of GPS system during the
same data collection duration. The result of this study could give some useful
information for future multi-GNSS applications.
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2 Methodology

2.1 Satellite orbital period

According to Kepler’s law of motion of satellite orbit, the orbital period of one
satellite can be calculated if satellite orbit parameters of major semi-axis and mean
angular velocity are already known. These parameters are exactly contained in
broadcast ephemeris message, therefore, the orbital period of one satellite can be
calculated as the following formulas with broadcast ephemeris information [8]:

n ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

G �M
p

=a
3
2 þDn

T0 ¼2p=n

(

ð1Þ

In formula (1), Dn represents the correction of mean angular velocity; G rep-
resents the gravitational constant; M represents the mass of the earth; and
G �M ¼ 398; 600:4418� 109 m3=s2; a represents the square root of major
semi-axis; T0 represents the time of orbiting around the earth of a satellite; TR
represents the orbital period of the satellite.

2.2 The Calculation Method of SISRE

The SISRE (Signal-In-Space Range Error) is a value that it reflects the influence of
the accuracy of broadcast ephemeris orbit and clock products on the precision of
pseudo range measurements [9]. In general, the accuracy of SISRE is affected by
factors from both space and control segments such as orbit motion, clock stability
of satellite, precision of orbit determination, the quality of uploading information,
and the distribution of monitoring stations. Therefore, SISRE is a vital index for
estimating the performance of one GNSS system. Currently, the constellation of
QZSS consists of three IGSO satellites and one GEO satellite. According to formula
derivation processes presented in Refs. [9, 10], the SISRE of QZS-1 can be
expressed as [10]:

SISREðorbÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

½0:99 � RMSðdRÞ�2 þ 1
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� ½RMS2ðdAÞþRMS2ðdCÞ�
r

SISRE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
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In formula (2), SISREðorbÞ represents the SISRE just considering the influence
of broadcast ephemeris orbit error; SISRE represents the situation considering the
influence of both broadcast ephemeris orbit and clock errors. dR, dA and dC rep-
resent orbit errors in the directions of radial, along-track and cross-track respec-
tively. Dc � dT denotes the clock error correction of broadcast ephemeris.

2.3 Important Notes in Data Processing

The compatibility of orbit and clock products between broadcast ephemeris and
precise ephemeris should be considered while doing a comparison. This section will
discuss this issue from aspects of coordinate reference systems, time systems, and
relative error corrections.

The coordinate reference system of QZSS is called JGS (Japan satellite navi-
gation Geodetic System) [2]. The difference within coordinate reference system
between JGS and WGS-84 of GPS is less than 2 cm. The precise ephemeris of
QZSS provided by JAXA takes the ITRF08 as its coordinate reference frame which
its difference between JGS or WGS-84 is at the level of several centimetre. On
current stage, the accuracy of broadcast ephemeris for each GNSS system is about
meter level. We can just ignore the difference of coordinate reference while doing
comparisons between the broadcast ephemeris and the precise ephemeris since their
difference is about two orders of magnitude [11].

The time system of QZSS is called QZSST, which its one second span is the
same as the International Atomic Time TAI. QZSST lags behind TAI by 19 s,
which is the same with that of GPST. In the aspect of interface with GPST, the
satellite borne atomic clock of QZSS is controlled by GPST, which is the same with
that of GPS [2].

The difference of satellite reference centre for different orbit products should be
considered while doing a comparison between broadcast ephemeris and precise
ephemeris. The precise ephemeris of QZSS calculated by JAXA from the MGEX is
based on a satellite reference centre of CoM (Center-of-Mass); while satellite
positions in the broadcast ephemeris of QZSS is calculated based on a satellite
reference centre of APC (Antenna Phase Center). Therefore, this fact also raises an
issue of antenna phase center correction. A set of antenna phase center correction
parameters are needed to transfer the satellite positions from precise ephemeris into
a reference frame of APC to match the standard of broadcast ephemeris. According
to parameters provided on the website of MGEX, the antenna phase center offsets of
QZS-1 in the direction of x, y and z are 0.00, 0.00 and +3.50 m respectively [9].

Similar to satellite orbit, the time reference difference of two clock products
should also be considered while doing a comparison of clock parameters between
broadcast ephemeris and precise ephemeris. The time references used in broadcast
ephemeris and precise ephemeris are different; moreover, the bias arisen from the
difference of two time references is much larger than the precision of clock itself.
Therefore, this bias must be dealt with before further comparison and analysis of
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different clock products. For general navigation constellation, this bias affects each
satellite in one constellation in the same way and can be treated as a systematic bias.
Usually, this bias can be mitigated by applying the following method: first, an
ensemble clock bias is calculated at each epoch by averaging results of ‘broadcast
ephemeris clock—precise ephemeris clock’ from all satellites in the constellation;
and then, each satellite clock is corrected by this ensemble clock bias [9]. However,
this common method cannot be applied to QZSS as there is only one single satellite
providing formal service in its constellation. In this study, a method of averaging
the long-term time series of ‘broadcast ephemeris clock—precise ephemeris clock’
is used to calculate the ensemble clock bias. For instance, one month data is used to
calculate a monthly ensemble clock bias; and then, corrected clock at each epoch
can be calculated by subtracting the ensemble clock bias.

3 Data Collection

The website of MGEX can provide both broadcast and precise ephemeris of QZSS.
The interval of each broadcast message is 15 min; that means a total of 96 epochs each
day. The precise ephemeris provided by MGEX is generated by JAXA. In order to
assess the broadcast ephemeris accuracy of QZSS, 8 weeks data of broadcast ephe-
meris from 21st Oct, 2016 to 15th Dec, 2016 (doy295–doy350) was downloaded; at
the mean while, precise ephemeris data of the same duration was also downloaded.

4 Assessment and Analysis Results

First, the orbital period of satellite orbit of QZS-1 is calculated based on the data of
broadcast ephemeris from doy29 to doy350 according to formula (1). The interval of
each broadcast message is 15 min, so there are 96 epochs of orbital period results per
24 h. Figure 1 shows the time series of 5472 epochs orbital period results of QZS-1
from doy295 to doy350. According to statistics, the average orbital period of satellite
QZS-1 during this period is about 86152 s, which it is quite close to the average repeat
time of satellite orbit of GPS system (85154 s) released in Ref. [13] by Agnew and
Larson. The consistency of these two results also proves the high level of compati-
bility and interoperability between GPS and QZSS from the aspect of the orbit period.
For instance, there is no need to consider the orbit period difference between GPS and
QZSS while applying combined sidereal filtering (SF) algorithm because of the
excellent compatibility. Figure 1 also indicates that the time series of orbital period
results of QZS-1 have an obvious periodic characteristic. Within one day, there is a
short periodic trend of first increased and then decreased; within a long term of two
weeks, there is a long periodic trend offirst increased and then decreased. In addition,
the value of orbital period of satellite QZS-1 increases gradually as time goes on;
this characteristic is slightly different with that of GPS system.

Accuracy Assessment of Broadcast Ephemerides … 7



Comparisons of orbit and clock products of QZSS between broadcast and pre-
cise ephemeris from doy295 to doy350 are carried out at an interval of 15 min. In
addition, the initial orbit difference results in the direction of x, y and z in the
geocentric coordinate system are transformed correspondingly into results in the
direction of radial (dR), along-track (dA) and cross-track (dC) in the satellite
coordinate system. The corresponding results of GPS system during the same
period are also calculated to use as a reference. In Table 1 are RMS statistics of
differences of orbit in each direction and clock between broadcast and precise
ephemeris from doy295 to doy350 for different kinds of satellites. The broadcast
ephemerides of QZSS can achieve an orbit accuracy of 0.42, 1.33 and 0.89 m in the
direction of radial, along-track and cross-track and a clock accuracy of 1.87 ns
respectively. At the meanwhile, according to the comparison of broadcast orbit and
clock products with GPS-IIA, GPS-IIR and GPS-IIF these three kinds of satellites
from GPS system, QZSS still has an obvious gap with GPS in the aspect of
broadcast ephemeris accuracy.

The SISRE performance of QZSS broadcast ephemeris is analysed according to
formula (2) at an interval of 15 min for data from doy295 to doy350. In addition,
the corresponding SISRE results of GPS system during the same period are also
calculated to use as a reference. In Table 2 are SISRE results of different kind of
satellites. The SISRE-orb and SISRE-orb&clk of QZS-1 broadcast ephemeris can
achieve accuracies of 0.48 and 0.55 m respectively. At the meanwhile, according to
the comparison of broadcast ephemeris SISRE accuracy with GPS-IIA, GPS-IIR
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Fig. 1 Time Series of orbital period results for satellite QZS-1

Table 1 Comparison results between broadcast and precise products

Satellite type RMS_dR (m) RMS_dA (m) RMS_dC (m) RMS_dT (ns)

QZS-1 0.42 1.33 0.89 1.87

GPS-IIA 0.27 1.22 0.44 3.55

GPS-IIR 0.16 1.09 0.39 1.74

GPS-IIF 0.15 0.80 0.34 0.96
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and GPS-IIF these three kinds of satellites from GPS system, QZSS still has an
obvious gap with GPS in the aspect of broadcast ephemeris SISRE accuracy,
especially in the situation of just considering the influence of broadcast ephemeris
orbit error (SISRE-orb).

5 Conclusion

QZSS is the latest regional satellite navigation and augmentation system launched
by JAXA. The accuracy of the broadcast ephemeris of QZSS system at current
stage has been a highlighted issue concerned by GNSS users from all over the
world. According to this issue, in this paper we assessed the accuracy of the
broadcast ephemeris of QZSS system by comparing with precise orbit and clock
products downloaded from the MGEX. The corresponding results of GPS system
during the same duration are also calculated as a reference. Some initial conclusions
are made as follows:

(1) The average orbital period of satellite QZS-1 is about 86152 s, which is quite
close to the repeat time of GPS system (85154 s); the time series of orbital
period results of QZS-1 have an obvious periodic characteristic.

(2) The broadcast ephemerides of QZS-1 can achieve an orbit accuracy of 0.42,
1.33 and 0.89 m in the direction of radial, along-track and cross-track and a
clock accuracy of 1.87 ns respectively.

(3) The SISRE-orb and SISRE-orb&clk of QZS-1 broadcast ephemeris can achieve
accuracies of 0.48 and 0.55 m respectively.

(4) QZSS still has an obvious gap with GPS in the aspect of broadcast ephemeris
accuracy.
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Research on Prediction
and Characteristics of Periodic
in BDS/GPS Satellite Clocks

Jie Zheng, Xiangyu Zhu, Meijun Guo, Guang Sun, Xiaolin Jia
and Shuangqin Li

Abstract The prediction accuracy of satellite clock bias (SCB) directly affects the
performance of navigation system. According to the spectrum analysis method, the
periodic characteristics of satellite clocks are analyzed, and using precise SCB data
of BDS/GPS satellite the prediction tests are conducted, and then we build the
forecast model considering periodic items. Based on this, the influence of the
number of periodic items on the result of SCB prediction is analyzed. The effect of
SCB prediction between periodic term model and quadratic polynomial model is
compared, and the SCB prediction performance of different types of satellites is
summarized. Experimental results show that the periodic variation of satellites are
significant. The periodic items of BDS are 24, 12 and 8 h, and the periodic items of
GPS are 24, 12 and 6 h. The number of periodic items affects the prediction results.
The prediction accuracy of BDS using 2–3 main periodic items is the best, and the
prediction accuracy of GPS using 3–4 main periodic items is the best. Compared
with the quadratic polynomial prediction model, the prediction accuracy of the
proposed model with additional periodic items can be improved by 1–6 ns.

Keywords BDS � GPS � Satellite atomic clock � Clock offset prediction

1 Introduction

As an important part of time synchronization, the SCB prediction of satellite-borne
atomic clocks is particularly important in satellite navigation systems. The accuracy
of SCB prediction directly affects the positioning and timing of satellite navigation
system. The study of SCB prediction is beneficial to improve the reliability and
accuracy of parameter prediction. With the increasing requirements of satellite
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navigation positioning accuracy, the SCB prediction has become an extremely
important work. The domestic and foreign scholars have done a lot of research on
clock error forecasting [1–8]. Various forecast models have been proposed
including polynomial model [1], gray model [2], time series model [3], wavelet
neural network model [4], etc. However, these studies are mainly focused on the
satellite-borne clock of GPS system and GLONASS system.

In recent years, China is vigorously developing the BeiDou-2 satellite navigation
system. Currently, the BeiDou satellite navigation system in the Asia Pacific region
has been completed, and 14 satellites have been networked and can provide
all-weather service. With the application of the BeiDou satellite navigation system,
Chinese scholars have studied the performance evaluation of the BDS
satellite-borne atomic clock and made some achievements [9−11]. However, the
research on BDS SCB prediction is relatively rare. Therefore, in this paper, the
spectrum analysis method is used to analyze the periodic terms variation of BDS/
GPS satellite-borne atomic clock for the problem of different types of SCB pre-
diction, and the forecast model of periodic term is constructed as well as the effect
of the number of periodic items on the results of SCB prediction is analysed. Lastly,
the prediction results of the periodic term model and the quadratic polynomial
model are compared as well as the difference of prediction accuracy between dif-
ferent types of satellites.

2 Algorithm Principle

2.1 Polynomial Model

For the GNSS SCB prediction, the first order model and the second order model are
respectively applied to the real-time SCB prediction of broadcast ephemeris in GPS
system and GLONASS system, and the order selection of polynomial model mainly
depends on the frequency stability and frequency drift characteristics of the atomic
clock. In general, cesium atomic clocks are predicted by first order polynomial
model, and rubidium atomic clocks are predicted by quadratic polynomial model
[8]. The expression of the quadratic polynomial model is:

x ¼ aþ bDtþ cDt2 þ
Zts

t0

f tð Þdt ð1Þ

where, Dt ¼ ts � t0, t0 is the reference moment of the satellite clock, x is the
observed value of SCB at time ts. a, b and c are the parameters to be estimated
which representing phase, frequency and frequency drift of the reference time t0,
respectively.

R ts
t0
f tð Þdt is a random clock error caused by random error of frequency,

which can be used to describe its statistical properties [5, 12].
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2.2 Spectrum Analysis

The method of spectrum analysis is used to extract the periodic term of SCB. First,
the quadratic polynomial is used to fit the SCB of each day to eliminate the trend
item of clock error, and then the periodic item of the fitting residual is extracted. In
this paper, the Fourier series expansion is used to calculate the spectrum values of
each numerical value in the fitted residuals sequence. Its expression is as follows:

XðkÞ ¼
XN�1

n¼0

xðnÞe�j2pN kn ð2Þ

where, X(k) is the spectrum value of time k, x(n) is the fitting residual sequence of
SCB, n is the sequence number of the element in the residual sequence, j is the
imaginary unit, e is the constant, N is the number of the residuals. N = 2L, L = 0, 1,
…, n is usually required when the solution is solved. The 0 element sometimes need
to be increased when the number does not meet the requirements. Through this
formula, we can find the spectrum value corresponding to each point in the residual
sequence, and finally through the sequence of spectrograms to determine the sig-
nificant periodic items.

2.3 Spectrum Analysis Model (Periodic Term Model)

The spectrum analysis model is based on the polynomial model, by increasing the
periodic term correction on the basis of Eq. (1) the model can be obtained as
follows:

x ¼ aþ bDtþ cDt2 þ
Xn
m¼0

Am cos 2pfmDtð ÞþBm sin 2pfmDtð Þf gþ
Zts

t0

f tð Þdt ð3Þ

where, a, b and c are the model parameters of the clock error, n is the number of the
main periodic function, fm is the frequency of the corresponding periodic term, Am

and Bm are the amplitude of the corresponding periodic term. The model parameters
are solved by the least square method, and the clock error is predicted by the
calculated parameters.

Figure 1 shows the whole process to analyze and evaluate the periodic char-
acteristics and prediction of the BDS/GPS satellite-borne atomic clock.
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3 Experimental and Analytical Results

3.1 Periodic Characteristic Analysis

The periodic characteristics of BDS/GPS satellite clocks is verified and analyzed by
the SCB data, which is provided by the Wuhan University with a sampling rate of
300 s. First, the gross error is detected by using the median absolute method
(MAD) to preprocess original SCB data. Then, the clock sequence of a single
satellite is extracted, and we performed spectrum analysis of the fitted residuals
after deduction of quadratic terms and extracted periodic terms. In this paper, the
2016 annual of BDS/GPS SCB data is taken as the research object, and the period
of fitting residual is analyzed day by day. Take the C03 (GEO Rb), C07 (IGSO Rb),
G11 (IIR Rb), G15 (IIR-M Rb) and G27 (IIF Rb) satellites as example, we get the
results of the satellite spectrum analysis of Figs. 2, 3, 4, 5 and 6. As can be seen
from these figures, there are significant periodic items in the SCB data, and the
satellites of different orbit types show similar periodic characteristics. With the
increase of frequency, the amplitude of the corresponding periodic items gradually
decreased.

In this paper, the first six items are extracted when extracting periodic items.
Tables 1 and 2 give the results of periodic items extraction for all satellites of BDS
and GPS, and the corresponding reference amplitude of periodic items.

As can be seen from Tables 1 and 2, the periodic items of different orbital types
of BDS/GPS satellites are different, while the periodic items of satellites of the same

BDS/GPS precision 
SCB data

Median absolute 
deviation to preprocess 

original SCB data

Quadratic polynomial 
model fitting of SCB 
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periodic term extraction
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analysis of BDS/GPS 
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The impact of the 
number of main 
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Fig. 1 Evaluation analysis flow chart
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orbital type are also different. The concrete manifestation is that the two main
periodic terms of all BDS IGSO satellites and GEO C02 satellite are 24 and 12 h,
and the two main periodic terms of the remaining GEO satellites are 12 and 24 h.
The two main period items of the four satellites of MEO are different. The C11
satellite period item is 12.8 and 14.6 h. The C12 satellite period term is 12.8 and
16.4 h. The C13 satellite period term is 21.2 and 16.8 h. The C14 satellite period
term is 12.8 and 15.8 h. The two main periodic terms of G17, G02, G14, G20, G25
and G26 satellite are 6 and 12 h. The G24 satellite period item is 12 and 15.3 h. The
G11 satellite period term is 12 and 15.3 h. The G24 satellite period term is 12 and
15.3 h. The G24 satellite period term is 12 and 15.8 h. The two main periodic terms
of the remaining GPS satellites are 12 and 6 h.

Experimental results show that different types of BDS satellites show more
significant 12 and 24 h period terms, and different types of GPS satellites show
more significant 12 and 6 h period terms. Obviously, the periodic items of BDS
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satellite clock and GPS satellite clock are different. It can be seen from the
amplitude values that the amplitudes of MEO satellite in different periods are
significantly lower than that of GEO and IGSO satellites. This may be due to the
fact that MEO satellite orbit determination accuracy is higher than that of GEO and
IGSO satellites, which leads to the small error in the unmodeled orbit.

3.2 Analysis of SCB Prediction

3.2.1 Analysis of the Influence of the Number of Main Periodic Item

The spectrum corresponding to the peak frequency is the main periodic item,
the number of periodic items depends on the power spectrum. However, does the
selection of the number of periodic terms have an effect on the accuracy of the
prediction? In this paper, 1–4 periods are selected to model the experiment.
The SCB data of one week is used as an example. After fitting the SCB of 24 h, the
following 24 h prediction is made. The average RMS values of the satellite prediction
results under each prediction model are obtained in this period. Tables 3 and 4
show the prediction accuracy of periodicmodels for different periods of all satellites of
BDS and GPS, respectively, and calculate the result of the quadratic
polynomial prediction accuracy (unit: ns). The average value represents the average
value of the forecast results of all the satellite prediction models under this type.

Table 3 Results of BDS prediction accuracy by using different models

Type PRN Polynomial Number of main periodic items

1 2 3 4

GEO C01 6.2125 5.6900 3.8303 4.8180 5.5731

C02 6.0926 3.2826 3.9839 2.4505 2.0631

C03 6.7567 6.6230 6.2205 6.3594 6.7111

C04 3.7360 3.6385 3.0762 1.7558 3.7279

C05 12.2691 12.1834 7.0882 5.8538 11.3007

Average 7.0134 6.2835 4.8398 4.2475 5.8752

IGSO C06 29.7755 24.4090 16.2522 22.5168 9.9052

C07 11.2862 6.0344 3.7891 2.7201 5.8324

C08 8.6752 6.8563 8.0595 7.5346 8.7501

C09 8.2622 5.4283 3.2039 3.3127 3.3434

C10 17.8365 10.1782 8.8204 7.0312 9.4055

Average 15.1671 10.5812 8.0251 8.6231 7.4473

MEO C11 6.0124 5.6118 2.5284 2.7689 6.0060

C12 3.8669 3.7803 2.8556 2.1411 3.7865

C14 6.0857 5.9071 5.1349 4.1923 3.8779

Average 5.3217 5.0997 3.5063 3.0341 4.5568
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Because the C13 satellite has not been served in the experimental data, it is not
involved in the subsequent analysis.

In order to analyze the prediction results of different periodic term models, we
use 24 h data as the historical data to predict. Taking C07 (IGSO Rb) and G09

Table 4 Results of GPS prediction accuracy by using different models

Type PRN Polynomial Number of main periodic items

1 2 3 4

IIR G02 3.8279 3.7153 3.5891 3.5764 3.6091

G11 5.8978 5.1405 3.2537 2.8847 2.8106

G13 4.6613 4.3507 4.3102 2.3844 2.2142

G14 4.9897 4.9863 4.9568 4.8875 4.8301

G16 4.8246 4.7260 4.5591 3.7616 4.1319

G18 4.0442 4.0203 3.9644 3.6900 3.9223

G19 3.9137 3.4890 3.4799 2.0302 2.3343

G20 4.6502 4.6357 4.5816 4.0905 3.8268

G21 4.4107 3.5051 3.4223 2.9276 3.1631

G22 4.6206 4.3193 4.3674 4.5666 4.3426

G23 4.3201 4.3022 4.0785 4.0969 2.7942

G28 4.2385 4.2889 3.8548 3.8959 4.2362

Average 4.5333 4.2899 4.0348 3.5660 3.5180

IIR-M G05 4.6428 4.6321 4.4375 2.5536 2.3594

G07 3.9879 3.9004 3.9350 3.9793 3.5377

G12 3.7217 3.3207 3.0028 1.3935 3.1534

G15 3.1014 2.9336 2.9579 1.8288 1.8139

G17 5.7863 5.7452 5.2850 4.3891 4.4357

G29 5.4262 4.8997 4.9568 2.0822 4.3308

G31 4.6456 4.5925 4.6178 4.9754 4.1740

Average 4.4731 4.2892 4.1704 3.0288 3.4007

IIF G01 5.3544 5.1239 4.8071 4.6025 4.6074

G03 4.3707 4.3275 4.4432 2.0503 1.9172

G06 4.9033 4.6737 4.0213 2.2772 2.3595

G08 4.2835 4.1876 4.1127 3.2927 4.1724

G09 3.0836 3.0365 3.100 1.0488 1.335

G10 4.4314 4.4057 4.3911 3.9393 4.0926

G24 4.8017 4.4092 4.8004 3.9526 4.1641

G25 4.5278 4.0002 3.900 3.3989 3.7653

G26 4.2647 4.2274 3.5124 1.686 2.6913

G27 4.075 4.0672 3.6352 3.0014 3.9482

G30 4.7457 4.5593 4.5445 3.6101 4.1944

G32 4.7392 4.4125 4.5673 3.4635 3.3741

Average 4.4650 4.2858 4.1529 3.0269 3.3851
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(IIF Rb) satellites as an example, Figs. 7 and 8 show the prediction residuals
compared with different forecast models.

It can be seen from Table 3 that the prediction accuracy of the periodic term
model is better than that of the quadratic polynomial model. However, the pre-
diction accuracy of the periodic correction model with different number of main
periodic terms is different. Based on the prediction accuracy of different types of
BDS satellites, it is found that the accuracy of introducing 2–3 main period items is
well. Comparing the prediction characteristics of satellite clocks with different
orbital types, the prediction accuracy of the two forecast models of MEO satellite is
the best.

As can be seen from Table 4, comparing the results of the prediction accuracy of
each forecast model of GPS satellite, it is found that the prediction accuracy of
adding the periodic items is more accurate than that of the quadratic polynomial
model. The GPS Block IIF satellite have the best prediction accuracy of the forecast
models, followed by Block IIR-M satellite, and the worst Block IIR satellite. The
accuracy of introducing 3–4 main period terms in different types of GPS satellites is
improved better.

From Figs. 7 and 8, it is obviously seen that the variation trend of prediction
residual accuracy after the addition of different periodic terms. The prediction
results of the same satellite using different period term forecast models are quite
different. The same forecast model varies with the prediction time, and the pre-
diction result also has obvious change. In general, the different number of periodic
items has an effect on the prediction accuracy of the periodic term model. But it
does not decrease or increase gradually as the number of period terms increasing.
Therefore, the number of periodic items should be selected according to the detailed
analysis of different satellite and different clock error data.
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3.2.2 Analysis of the Improvement of Periodic Items

In order to analyze the improvement effect of the model after adding periodic items,
we choose the first three power spectrum frequency to construct the periodic item
model. The SCB data of 24 h were used to fit by quadratic polynomial model and
periodic item model respectively. Figures 9, 10, 11 and 12 show the comparison
result of quadratic polynomial model fitting residual and periodic term model fitting
residual of BDS/GPS satellite. In order to clearly see the model features, taking
GPS Block IIR-M as an example, the fitting results of two models are compared.
Figure 13a is the quadratic polynomial model fitting, and Fig. 13b is the periodic
term model fitting.

0 4 8 12 16 20 24
-6

-5

-4

-3

-2

-1

0

1

re
si

du
al

 e
rro

r/n
s

Time/h

 one periodic terms
 two periodic terms
 three periodic terms
 four periodic terms

Fig. 8 Residual sequence
prediction of G09 satellites
with different periods

0 6 12 18 24
-4.0
-3.5
-3.0
-2.5
-2.0
-1.5
-1.0
-0.5
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
5.5

re
si

du
al

 e
rro

r/n
s

Time/h

 C01
 C02
 C03
 C04
 C05
 C06
 C07
 C08
 C09
 C10
 C11
 C12
 C14

Fig. 9 Quadratic polynomial fitting residuals for BDS satellite

Research on Prediction and Characteristics … 23



Figure 9 shows the comparison results of BDS satellite fitting residuals. It can be
seen that the quadratic residuals of almost all BDS satellites show some periodic
characteristics, and their periodicity changes basically accord with 12 and 24 h. In
addition, there are great differences in the residual characteristics of different atomic
clocks, in which the fitting accuracy of C06 is relatively poor. Compared with
Fig. 10, it can be found that the residual accuracy of BDS satellite after eliminating
the influence of period term is obviously improved, and the fitting residuals are all
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within 1 ns, except for C06. While the corrected residuals are still poor for satellites
that are not stable by themselves.

Figure 11 shows the comparison results of GPS satellite fitting residuals. It can
be seen that almost all GPS satellites quadratic residuals have periodic character-
istics with the period value of 12 and 6 h. Compared with Fig. 12, it can be found
that when the periodic residuals are eliminated, the precision of other satellites is
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obviously improved with the exception of G08 and G24, and the residual values are
within 1 ns.

In general, the periodic characteristics of BDS/GPS satellites are significant. The
fitting accuracy of the model after periodic term correction is better than that of
quadratic polynomial model, but the correction of periodic term is not obvious for
satellite with poor stability.

3.2.3 Prediction Accuracy Analysis

As can be seen from Figs. 7 and 8, with the increase of forecasting time, the
prediction results of the periodic term model of the same period term vary signif-
icantly with time. It can be seen that the prediction effect of the BDS/GPS SCB are
related to the prediction period. Therefore, the fitting residuals of the model are used
to prediction, and the measured clock error is taken as the benchmark, and the
root-mean-square error between the prediction clock error and the reference is taken
as the basis for evaluating the prediction accuracy. Taking the 3 weeks SCB data of
20,160,901–20,160,922 as an example, the prediction results of 3, 6, 12 and 24 h
are calculated respectively, as shown in Tables 5 and 6.

Figures 14 and 15 show the comparison of the prediction results of the two
forecast models of 3, 6, 12, and 24 h for different types of BDS/GPS satellites
respectively. The figure shows that the forecast results of same satellite clock error
vary with the length of time, and the forecast results of different satellites under the
same forecasting time are also different. Compared with different forecasting time,
the prediction accuracy of 3 h is the best, and the prediction accuracy is relatively
worse with the increase of forecasting time. Compared with the average RMS of the
same forecasting time, it is found that the prediction accuracy of the BDS MEO is
the best, followed by the IGSO and the worst is the GEO, and the prediction
accuracy of the GPS IIF is the best, followed by the IIR-M and the worst is the IIR.

Compared with the statistical results of each model, it is found that the prediction
accuracy of periodic term model is better than that of quadratic polynomial model.
Specifically, periodic model analysis results of 3 h prediction accuracy is about 2 ns
for BDS satellite, and the prediction accuracy of 24 h is about 10 ns. The periodic
model analysis results of 3 h prediction accuracy is about 3 ns for GPS satellite,
and the prediction accuracy of 24 h is about 4 ns.
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4 Conclusion

In this paper, we analyzed the periodic characteristics of BDS/GPS SCB, estab-
lished the prediction model of periodic items, and verified that the model in
short-term prediction is superior to quadratic polynomials. The conclusions are as
follows:

1. There are significant periodic variations in the clock sequence of BDS satellite
and GPS satellite, but the significant periodic items of different orbital types are
different, and the periodic items of the same orbital type also have differences.

2. The number of periodic items has some effect on the forecast results of periodic
items. With the increase of the number of periodic, the improvement of the
accuracy may be improved, and may also be reduced. The accuracy improve-
ment of BDS satellite is better when using 2–3 main period items. The accuracy
improvement of GPS satellite is better when using 3–4 main period items.

3. Prediction precision of periodic term model is significantly improved compared
with quadratic polynomial model. However, for the satellite with poor stability,
the corrected prediction residual is still poor.

4. The prediction results of the same satellite using different forecast models are
quite different. For the same satellite of BDS, the accuracy of 24 h prediction
can be better than 7 ns when using periodic item model, while the accuracy of
24 h prediction can be better than 13 ns when using quadratic polynomial
model. For the same satellite of GPS, the accuracy of 24 h prediction can be
better than 4 ns when using periodic model, while the accuracy of 24 h pre-
diction can be better than 5 ns when using quadratic polynomial model.

5. The prediction accuracy of the same satellite at different forecast times is quite
different. The accuracy of 3 h prediction of BDS is 8 ns higher than that of 24 h.
The accuracy of 3 h prediction of GPS is 1.5 ns higher than that of 24 h.

Acknowledgements Project supported by the National Natural Science Foundation of China
(Grant No. 41774018).
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Analysis of the Impact of Small
Magnetic Storms on the Evaluation
of Broadcast Ionospheric Model

Teng Peng, Xiao Lin Jia and Yue Mao

Abstract Using the Space Environment Prediction Center’s related products,
performance and analysis on broadcast ionosphere model during the small magnetic
storm on April 4, 2017. The result shows that storm have had some impact on the
three models, but in the degree of influence, The correction rate of GPSK8 model is
around 15%, while BDSSH and NeQuick2 are within 10%. In comparison of the
RMS of the mean square root error, the mean square root of the GPSK8 model is
the largest, and the BDSSH model is slightly less than the NeQuick2 model. It is
indicated that the ionosphere model is the best for the adaptability of magnetic
storm, and the best of BDSSH is NeQuick2, and the GPSK8 model is the worst.

Keywords NeQuick2 � BDSSH � Ionosphere magnetic storm � Datum VTEC

1 Introduction

The geomagnetic storm is a global phenomenon of intense disturbances of the
Earth’s magnetic field, which is caused by high-speed plasma clouds are ejected
from the solar corona, carrying a coronal magnetic field that impacts the Earth’s
magnetosphere, compressing the magnetosphere so that the magnetic layer is
compressed and deformed. The causes ionospheric anomaly disturbances.
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The geomagnetic storm has the characteristics of large variation, complex mani-
festation and long duration. The impact of a magnetic storm on the accuracy of
communication systems, space vehicles, and GNSS navigation positioning and
timing is severely affected [1, 2]. After years of development, people have a certain
understanding of the geomagnetic, at the same time, domestic and foreign scholars
on this also has in-depth research [3–10], But it mainly focuses on two aspects: on
the one hand, it analyzes the influence of the quality anomaly of observational data
caused by geomagnetic storm on communication and navigation positioning
accuracy, on the other hand, the influence of geomagnetic storms on the pertur-
bation characteristics of the global ionosphere TEC is analyzed. The effect of the
correction effect of the ionospheric model caused by the geomagnetic storm and the
adaptability analysis of the model to geomagnetic storms are relatively few.

It is necessary to analyze the correction effect of ionospheric model to consider
selection of baseline information, using the ionospheric grid products provided by
the CODE analysis center as the reference information, the distribution of global
stations are uneven and the results are bias [11]. Therefore, in the selection of
datum, this paper adopt the unified High-precision reference value as the baseline, it
is the VTEC information obtained from the measured data of the station as the
benchmark. To utilize IONAPS software extract the ionospheric pierce point
information of the station requires to the satellite and receiver DCB correction
information, The weakness of the DCB product information provided by the CODE
analysis center has a certain lag, It can be caused not good to reflect the daily
variation rules of receiver and satellite DCB information, such as use the monthly
value information is difficult to effectively detect the station receiver terminal
replacement. For this reason, this paper extracts the VTEC information by using the
day value information instead of the average monthly value.

Currently International GNSS Monitoring Assessment work is under imple-
mentation, analysis the factors influencing of broadcast ionospheric model cor-
rection is also one of the tasks, ionospheric storm is an external factor to be
considered. Therefore, the research work in this paper can provide some reference
for the analysis of related work in International GNSS Monitoring Assessment.

2 Observation Stations Select and Strategy Analysis

2.1 Selection the Observation Stations

In the AR2033 (S12° W65°) area UTC 20:38 on 2 April. take place Flux M 5.7
event, this event last 44 min, The affected area is shown in Fig. 1.

According to the Fig. 1, the Fountainhead flux located in the equatorial area and
affected the local area of the Americas American. So this paper select five IGS
stations in the American area (ALBH,AMC2,GOLD,DRAO,QUIN).
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2.2 Processing Strategy

2.2.1 Benchmark VTEC

Using the dual-frequency pseudo-distance observation value to obtain the propa-
gation path. The formula is:

dion ¼ f 22
f 21 � f 22

ðp1 � p2Þ ð1Þ

Formula 1, fi is frequency, pi is the code observation value, considering the
hardware delay of satellite and receiver, the DCB information must be corrected in
order to obtain more accurate ionospheric information. The formula is as follows:

p4 ¼ p1 � p2 ¼ 40:28ð 1
f 21

� 1
f 22
Þ � vtecþ c � DCBr þ c � DCBs ð2Þ

Formula 2, the DCBr is hardware latency on the receiver side, DCBs is the
hardware delay on the satellite side. Because pi is the absence of geometrical
combined observations. p4 contains a lot of noise, so need to use the carrier phase
smoothing pseudo-distance technology for pseudo-range smoothing, the formula is:

ep1ðtÞ ¼ u1ðtÞþ p1 � u1 þ 2 � f 22
f 21 � f 22

� ½ðu1ðtÞ � u1Þ � ðu2ðtÞ � u2Þ�

ep2ðtÞ ¼ u2ðtÞþ p2 � u2 þ 2 � f 21
f 21 � f 22

� ½ðu1ðtÞ � u1Þ � ðu2ðtÞ � u2Þ�
ð3Þ

Formula 3, epi is the epoch time frequency after point smoothing code obser-
vations, uiðtÞ is the epoch time frequency for carrier phase observations. pi is the
Observation segmental arc for frequency Average value of observation. At last,

Fig. 1 Flux M 5.7
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using the epi replace the pi, this can be used to accurately extract the VTEC values of
the observation epoch, as a baseline information.

2.2.2 Comparison Between the Day DCB and the Monthly Mean

Using the Fortran program, the DCB information of the satellite and receiver of the
ionospheric grid file is extracted. The DCB information of the stations selected from
April 1, 2017 to April 4, 2017 (the day of year 91–94) are compared with the
monthly mean value, and the results are shown in Tables 1 and 2.

According to Tables 1 and 2, in addition to GLOD station day value information
and the average monthly information in a few days outside the slightly different, the
other stations different are within 0.2 ns. It shows that the information of the days
value is more stable in this time period. At the same time, in the comparison of the
same station, there is a 0.3–0.6 TECU improvement in the extraction of baseline
information using the day value information than the monthly average information.
The baseline information obtained by using the day value information has 3–5%
improvement in the model correction rate, correction accuracy of 0.4–0.6 TECU
improvements. Therefore, use day value information can be more accurate VTEC
station ionospheric pierce point, and improve the result of the model evaluation.

Table 1 Daily DCB and monthly average DCB (ns)

Station ALBH QUIN AMC2 GOLD DRAO

91 14.154 −7.69 4.948 −8.31 7.755

92 14.082 −7.79 4.801 −8.38 7.667

93 14.173 −7.62 4.843 −8.12 7.781

94 14.282 −7.61 4.959 −8.28 7.872

In the mean 14.241 −7.59 4.797 −8.22 7.853

Table 2 Difference value and RMS (ns)

Station ALBH QUIN AMC2 GOLD DRAO

91 −0.087 −0.1 0.151 −0.09 −0.098

92 −0.159 −0.2 0.004 −0.16 −0.187

93 −0.068 −0.03 0.046 0.991 −0.072

94 0.041 −0.02 0.162 −0.06 0.019

RMS 0.099 0.113 0.114 0.109 0.112
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2.2.3 Evaluation Indicators

Using the stations observed data and broadcast ionospheric parameters to evaluate
the accuracy of the different broadcast ionospheric models, use the correction rate P
and Root Mean Square (RMS) as a statistic. The formula is

ð4Þ

Formula 4, is ionospheric delay correction models VTEC, is
the baseline information. For statistics of RMS and P, use day and night as a
Statistical strategy, the day is (07:00–19:00, local time), Night is (19:0–-07:00,
local time).

3 Experimental Results and Analysis

On April 4, 2017, the KP index and DST index of the magnetic storm day are
shown in Figs. 2 and 3.

It can be seen from Figs. 2 and 3, the magnetic field at 6:00–11:00 on April 4
reaches the small magnetic storm level (KP = 5, DST is greater than −50 nt less
than −30 nt), and at the same time, KP = 4 at 3:00–5:00, and the geomagnetic field
is in active state.

Fig. 2 KP index on April 4
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3.1 Impact on the Baseline VTEC

This article on the extraction of the ionosphere VTEC when analysis information,
select the most intense magnetic disturbances 09:00–11:00 time period analysis,
Due to there are several satellites at a certain time, it’s not very good to reflect the
change of the baseline information. Therefore, this paper only analyzes the changes
of single satellite in multiple station. Figure 4 show the change of the G21 satellite
during the most active period of the magnetic storm.

As shown in Fig. 4, due to the stations in different latitude, The variation trend
of VTEC is slightly different. During the maximum period of time of geomagnetic
disturbance at 09:00–11:00, there is no significant fluctuation of datum VTEC
information in the station single satellite. To comparing the changes of VTEC
during periods of calm and magnetic storms. Chosen April 7 as a comparison day,
also use the G21 information from 9:00 to 11:00 time period, the information
comparison results of VTEC in the period of April 4 and April 6 from 09:00–11:00
are shown in Table 3.

Fig. 3 DST index on April 4

Fig. 4 G21 analysis results from VTEC at 5 stations
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Table 3 shows, during the period of small magnetic storms, except for the
GOLD station’s baseline information difference more than one TECU, (The max-
imum and maximum ratio, the minimum and minimum ratio), the VTEC infor-
mation of other stations are changed within 1 TECU. Zhang et al. [12] believe that
the influence of the M5.1 and M4.6 flares on the station’s VTEC are within 1.5
TECU, the results are consistent with this article. It is shown that the actual VTEC
information of the small magnetic storm is not significant.

3.2 The Effect of the Modification Broadcast
Ionosphere Model

In order to analyze the effect of geomagnetic storm on model performance of
broadcast ionosphere, the performance of GPSK8, BDSSH and NeQuick2 broad-
cast ionospheric model were analyzed during the geomagnetic storm on April 4,
and the results are shown in Figs. 5 and 6.

The correction rate and root-mean-square error of the three models in Figs. 5 and
6 can be seen:

(1) In the correction rate, the magnetic storm has the greatest influence on the
correction rate of the GPSK8 model, and the overall correction rate is less than
60%, while the BDSSH model and NeQuick2 model have relatively small
influence.

Table 3 Comparison of the
magnetic storm day and the
calm day VTEC (TECU)

April 4 April 6

Station Max Min Max Min

ALBH 4.24 2.91 3.88 2.78

AMC2 5.79 2.19 5.63 2.14

QUIN 7.63 5.18 6.75 4.29

GOLD 9.27 7.68 7.42 5.54

DRAO 6.94 2.77 6.51 2.92

Fig. 5 Statistics of correction rate of station
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(2) In RMS comparison, the correction error of GPSK8 model is greater than that
of BDSSH model and NeQuick2 model.

(3) In the same model, the correction effect of the model during the day is slightly
better than that in the night.

The above analysis is just comparison of the three models information on the day
of the magnetic storm., In order to better reflect the change of model correction
effect in the period after the geomagnetic storm, analysis of the correction effect of
the three models from April 1 to April 5 for analysis. Due to space limitations, this
paper only shows the modification effect of the three models of the QUIN station,
the results are shown in Tables 4, 5 and 6.

According to the information of the time period after the magnetic storm, the
magnetic storm has a certain influence on the performance of three models. This is
due to the emergence of M5.7 flares on April 2, leading to geomagnetic activity
become more active and perturbation during the most of period.

Fig. 6 RMS statistics of station

Table 4 GPSK8 model
performance analysis

Date Day p Night p Day RMS Night RMS

April 1 55.43 41.26 7.59 9.72

April 2 48.47 37.74 8.17 10.12

April 3 54.98 49.47 8.04 9.86

April 4 48.2 46.58 8.32 9.57

April 5 51.07 45.66 7.82 9.34

Table 5 BDSSH model
performance analysis

Date Day p Night p Day RMS Night RMS

April 1 79.58 78.54 4.29 4.98

April 2 77.62 82.85 4.43 4.61

April 3 72.56 75.63 4.97 5.42

April 4 69.32 71.15 5.93 6.22

April 5 79.57 83.56 4.86 5.23
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In order to further analyze the effect of magnetic storm on the model, The
comparative analysis was conducted on April 7, when the geomagnetic activity was
in quiet period (the day of year is 97). The DST index on April 7th is shown in
Fig. 7.

Also select the QUIN station for analysis, the comparison results of three models
between the quiet period and the magnetic storm period are shown in Figs. 8 and 9.

It can be seen from Figs. 8 and 9 that:

(1) In QUIN station, the BDSSH model was better than NeQuick2 and GPSK8
models in the comparison of the three models.

Table 6 NeQuick2 model performance analysis

Date Day p Night p Day RMS Night RMS

April 1 62.83 74.75 6.03 5.74

April 2 66.53 69.69 5.74 5.57

April 3 68.47 78.56 5.67 5.28

April 4 63.68 70.29 5.87 5.49

April 5 70.55 79.67 5.35 4.96

Fig. 7 DST index on April 7

Fig. 8 Correction rate comparison
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(2) there is a certain difference in the influence degree of magnetic storm on the
three models. GPSK8 the daytime difference between calm and geomagnetic
storms is reached 15.8% The difference at night is in 17.11%, the NeQuick2
model and the BDSSH model are within 10%. The other stations during the
period of magnetic storm were similar to QUIN station. In the comparison
between the BDSSH model and the NeQuick2 model, the correction rates are
similar, and the BDSSH model is superior to the NeQuick2 model in the root
mean square. The BDSSH model is better than the NeQuick2 model and the
GPSK8 model for adaptability of small magnetic storm.

4 Conclusion

This paper take example of the small magnetic storm on April 4, 2017, analysis the
influence of geomagnetic storm on the modified effect of broadcast ionospheric
model, The following conclusions can be drawn:

1. Analysis of the baseline VTEC information, the small magnetic storm did not
have a significant impact on the baseline VTEC information of the station.

2. Through the comparison analysis of several days before and after the magnetic
storm, it can be seen that, When the local magnetic activity is in a more active
and perturbation state, the effect of the modification on the broadcast iono-
spheric model is not obvious.

3. It can be seen from the comparison between the magnetic storm day and the
calm day, Magnetic storms have varying degrees of influence on the three
models. In GPSK8 model, the period of calm and geomagnetic storm, the
change in correction rate has reached 10–17%, the change in the night has
reached 12–19%. The changes in the NeQuick2 model and the BDSSH model
were between 5 and 10%. In the comparison of root-mean-square errors, the
change of BDSSH model was 0.3–0.8 TECU, while the NeQuick2 model was
slightly larger, 0.6–1.1 TECU. It is indicated that BDSSH is better than
NeQuick2 model and GPSK8 model for small magnetic storm.

Fig. 9 RMS comparison
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Design and Analysis of Chain
Construction of Navigation
Constellation

Canyou Liu, Wei Zhang and Baojun Lan

Abstract The research goal of this paper is the design analysis of the construction
of navigation constellation stars in time division system to meet the requirements of
navigation constellation in terms of measurement and data transmission. By uni-
formly integrating the continuously visible links between the stars into the slot
cycle, the non-continuously visible links of the remaining slots are prioritized with
high probability of not being in the same territory at the same time, and increasing
the use of high-orbit satellites to establish domestic and foreign links, Inter-satellite
link and route planning principles Constellation in each star’s time slot table and
routing table to complete the pre-distribution of each node connection. The sta-
tistical PDOP values of all the satellites and any two-way time slots show that the
range of the PDOP is 0.47–1.42, meeting the measurement requirement of
PDOP < 1.5. The average transmission delay between stars is 3.5 s, meeting the
requirements of data transmission delay.

Keywords Interstellar links � Position dilution of precision � Continuously visible
link � Time-varying link � Time slot table � Routing table
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1 Introduction

The use of inter-satellite links is an inevitable trend in the development of satellite
systems. Without the support of inter-satellite links, many satellite stations must be
established in the world due to the large number of satellites in some satellite
constellation systems. The use of roads, you can better solve this problem. The
research goal of this paper is to design and analyze the chain building between
navigation constellations (24MEO + 3GEO + 3IGSO) to meet the requirements of
navigation constellation in terms of measurement and data transmission, such as the
lack of satellite observation under autonomous navigation, Orbit and autonomous
navigation on the observation geometry requirements, the satellite link to the
ground calibration, the anchor mode of operation requirements, as well as the
requirements of the inter-satellite time-lapse, etc., for the navigation star constel-
lation of global interstellar construction chain to provide reference.

2 Requirements of Chain Building Between Stars

2.1 Measurement Requirements of Chain Building

Considering the lack of satellite observations in the case of autonomous navigation,
high and low building chains are required [1]; in view of joint orbit determination,
autonomous navigation requires low and low building chains [2]; in consideration
of the calibration of the inter-satellite link to the ground, Anchoring work mode,
requiring the construction of the chain to the ground [3]; taking into account the
inter-satellite autonomous punctuality requirements, requiring no more than one
transfer node between any satellite [4].

2.2 Transmission Requirements of Chain Building

Interstellar link data transmission and control of the main betting, remote telemetry
and other information between the distribution and return of the interstellar,
focusing on the ground visible satellites and invisible satellite transmission between
the issue of information, taking into account the real-time remote control infor-
mation The requirements are high, requiring that the number of hops between the
visible satellite and the invisible satellite should be as small as possible, and the
one-hop connection should be established as much as possible.
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3 Rules of Chain Building Between Stars

Time division system, with flexible time slot allocation [5], each node access
network pre-allocated time slots, synchronous access, access slot allocation deter-
mines the entire constellation at any time the connection status, a direct impact on
application services and network transmission performance [6], access slot allo-
cation and finalization should be achieved through cross-layer optimization design.
The relationship between the satellites is calculated by the terrestrial inter-satellite
link control center and injected into the satellites in the form of a slot table. The
satellites perform the satellites-building operations of different satellites according
to the received time slot table.

3.1 Principles of Chain Building

Priority to establish a continuous link visible, co-ordinate the establishment of
homochronous and off-track links to ensure that the observation geometry to meet
the measurement needs.

(1) Under the circumstance of ensuring the measurement requirement, the link
planning should follow the principle of smaller link priority of PDOP;

(2) As far as possible in the territory of the stars—the establishment of links
between foreign stars;

(3) The principle of one-hop data transmission using domestic and overseas
satellites as far as possible;

(4) Try to ensure that each link-building chain nodes and satellite outside the
satellite evenly distributed time slots;

(5) Minimize the inter-satellite link between domestic satellites and domestic
satellites.

3.2 Inter-Satellite Link Time Slot Planning and Design

As can be seen from the inter-satellite visibility analysis, each MEO satellite
removes currently invisible MEO satellites, plus the currently visible GEO/IGSO
high-orbit satellites, with an average of about 20 particles. Among all the visible
satellites of each MEO satellite, the satellites can be divided into two types
depending on the visibility: continuously visible satellites and non-continuously
visible satellites. Among them, 8 satellites are continuously observable with the
source satellites during the period and 12 satellites are intermittent with the source
satellites visible. Table 1 shows the continuous visible and intermittent satellite link
comparison.
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In accordance with the requirements of the construction chain, the need to
comprehensively use the continuous visible link and non-continuous visible link.
Based on the characteristics of the two links, the architecture design will continue to
see the link as the basis for the periodic link planning, and improve the performance
of the optimized link planning by using the non-persistent visible link.

(1) Determination of continuously visible links

Visibility analysis shows that in the navigation satellite constellation, there are a
total of eight continuously visible satellites for each MEO satellite. Due to the parity
of Walker constellations, the spatial characteristics of each MEO are consistent with
those of other satellites. Taking the first MEO satellite MEO11 on the first orbital
plane as an example, the eight satellites continuously observable with the MEO11
satellite are MEO13, MEO14, MEO16, MEO17, MEO21, MEO24, MEO35 and
MEO38, of which four are satellites in orbit, The other four are evenly distributed
on the other two orbital surfaces of the MEO satellite.

The following separately from the two perspectives of positioning accuracy and
data transmission performance, the performance of different numbers of continu-
ously visible links are analyzed, the positioning accuracy is taken as the basis of the
satellite’s geometric distribution factor, and the data transmission performance is
obtained from the number of forwarding hops of the overseas satellites.

• Geometry factors of links

The geometric factor PDOP (Position Dilution of Precision) is one of the
important criteria to measure the positioning accuracy of a positioning system [7].
When the PDOP is too large, there will be a large probability of a large positioning
error when positioning the satellite. Due to the close relationship between the PDOP
and satellite’s spatial distribution, the PDOP value is usually used to measure
whether the current satellite has a good geometric distribution [8].

The PDOP values of 8 continuous visible links (4 co-link links + 4 heteroge-
neous links) and 7 non-continuously visible links (4 co-link links + 3 heteroge-
neous links) Calculated, the location to take MEO11 satellite. It is calculated that

Table 1 Continuously visible and non-continuously visible links comparison

Continuously visible links Non-continuously visible links

Visibility Continuously visible Non-continuously visible

Topology Basic fixed In accordance with certain laws at
any time change

Number of
links

Less Many

Performance
comparison

DOP value changes small, the link
selectivity is weak

DOP value changes, the link
selectivity

Conclusion A certain measurement and
communication foundation for the
link plan is possible

As a complement to time-invariant
links, optimize link planning
performance
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when the number of continuous links is eight, the PDOP value can be maintained at
1.29–1.42, which meets the requirement of PDOP < 1.5. When the time-varying
link takes seven, the PDOP value ranges from 1.36 to 2.31 fulfil requirements.
Figure 1 shows the calculation results of PDOP values of eight time-varying links
in one cycle (6000 ms, the same below), and Fig. 2 shows the calculation results of
PDOP values of seven non-time-varying links in one cycle.

If the number of continuous links is too small, the positioning accuracy
requirement of PDOP < 1.5 will not be met. Therefore, the number of links that can
be continuously seen should be at least 8 from the viewpoint of satisfying the
geometric factors.

• Foreign stars for the number of hops

Since the main application data transmission mode ISLs measured shipped
overseas distribution and control business to return. From the perspective of digital

Fig. 1 The PDOP value of
the same track 4 and the
different track 4

Fig. 2 The PDOP value of
the same track 4 and the
different track 3
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transmission, the fewer the number of times of forwarding, the less delay of data
transmission between the stars and the less complicated the route calculation, and
the less pressure on the data buffer on the satellite. Therefore, the fewer the number
of interstellar forwarding, the better the link design.

On the number of different links on the number of forwarding on the line
analysis. The simulation conditions are 24 MEO satellites of Walker constellation,
Beijing and Sanya ground stations, 5°–10° elevation angles of the earth station, and
a simulation period of one week. Table 2 shows the simulation results of 3/4/8 of
the percentage of hops transmitted by both domestic and overseas satellites under
continuously visible links.

It can be seen from the table that considering only 3 and 4 continuous visible
links, the average number of hops is too high, and the probability of two hops is
relatively large; while considering only eight continuously visible links, a hop
probability of 99.7%. The probability of two jumps is only 0.3%.

To sum up, the 8 continuously visible links obtain better performance in terms of
positioning accuracy and data transmission, and provide a good foundation for the
time-slot planning of the inter-satellite links. Therefore, the number of
continuously-visible links is taken as 8 Article.

(2) Planning of inter-satellite continuously visible links

Because of the symmetric nature of the Walker constellation, the persistent
visible satellites for each MEO satellite are symmetrically distributed, with identical
orbital MEO 13 exhibiting exactly the same link attributes as 17, MEO 14, and 16,
and the orbital MEO 21 and 38, MEO 24 and 35. The law of change is basically the
same. Table 3 shows the attribute values of the continuously visible links of the
MEO11 satellite.

The last column of Table 3 shows the probability of non-simultaneous presence of
MEO 11 and target satellites in the territory, that is, one of the two satellites is located
within the antenna beam range of the earth station and the other is located offshore.
According to the above design principle of establishing a domestic-overseas link as

Table 2 Percentage of minimum hops from ground stations to off-shore satellites for 3/4/8
time-varying links

Beijing + Sanya (elevation � 5°)

3 links (2 on the same track + 1 offtrack) One-hop
probability

Two-hop
probability

83.06% 16.94%

4 chains (2 on the same track + 2 offtrack) One-hop
probability

Two-hop
probability

92.94% 7.06%

8 chains (4 on the same track + 4 different
track)

One-hop
probability

Two-hop
probability

99.7% 0.3%
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much as possible, the link with the greater probability P is used with a higher priority
than the link with a smaller probability.

These links are classified. The link between MEO11 and MEOs 13 and 17 and
other MEOs is called link A. The link corresponding to MEOs 14 and 16 and other
MEOs is called link B. Corresponding to MEOs 21 and 38 and other MEOs Is
called link C, and links corresponding to MEOs 24 and 35 and other MEOs are
referred to as links D. FIG. Figure 3 reflects the topology of the same-link links A
and B. It is not difficult to see from Fig. 4 that the on-link links A (blue) and B
(red) in the continuously visible links are all typical star topology. According to the
principle of priority-building of high-quality links, the eight links should be evenly
discharged into the interstellar-linked timeslots as much as possible.

(3) Planning of inter-satellite time-varying links

Since there are eight consecutively visible links in a slot cycle, the remaining is a
non-continuously visible link. The main difference between a continuously visible
link and a non-continuously visible link of a satellite lies in that the persistent link
can be permanently seen, but the non-continuously visible link exists only in part of
the period. Therefore, for non-continuously visible links, Visibility is one of the key
evaluation factors of its advantages and disadvantages.

Table 3 MEO11 satellites continuously visible link attributes at a glance

Satellite
No.

Distance (km) Pitch angle
(deg)

Probability of not exist at home at the same
time (%)

M13,17 37,304 45.0 62

M14,16 48,740 67.5 90

M21,38 29,466–47,562 34.1–64.4 66

M24,35 32,386–49,225 38.0–69.4 75

Fig. 3 Topology of the same
track in a time-varying link
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The same MEO11 example MEO satellite non-continuously visible link, as
shown in Table 4. It can be seen that both the probability that a satellite is not in the
same territory within a time period is basically the same as the change rule of its
probable length of time, and the link with greater probability in different occasions
can be seen for a longer time, i.e., the link quality is higher, low.

From the above analysis, it can be concluded that the method for planning a
non-continuously visible link can be similar to the method for planning a contin-
uously visible link, and follows the principle of prioritizing a high-quality link.
However, since the non-continuously visible link is not always visible and the rate
of change Fast, unstable, should try to meet the domestic star - outside the principle
of building the chain star. In order to increase the distribution of satellites in China,
more domestic and foreign links will be established and based on the
non-continuously visible MEO domestic and foreign links, the use of high-orbit
satellites will be increased to establish domestic-overseas links.

According to the principle of inter-satellite links, we can make a comprehensive
planning of continuously visible and non-continuously visible links to get a better
inter-satellite chain planning.

Fig. 4 Topology of a non-transitory link in a non-time-varying link

Table 4 MEO11 satellite non-continuously visible link attributes list

Satellite
no

Distance (km) Pitch angle
(deg)

Probability of not exist at home at the
same time (%)

Visible
time (%)

M22,37 35,974–51,195 43.0–76.0 77 75

M23,36 36,923–51,195 44.5–76.0 80 69

M25,34 26,378–43,701 30.0–55.9 66 67

M26,33 26,378–38,667 30.0–47.1 55 47

M27,32 26,378–37,670 30.0–45.6 42 44

M28,31 26,378–41,676 30.0–52.2 52 58
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4 Routing Planning of Inter-Satellite

The routing table specifies the data transmission path from the source node to the
destination node. The design is based on the planning of the link establishment.
Taking into account the working characteristics of the time division system, the
routing plan follows the following principles:

Static routing principles. The relations between the stars and the dynamic
changes of the connections make the static route be used to reduce the difficulty in
the inter-satellite route design. The route does not change during the effective time
of the time slot table, that is, a time slot table corresponds to a routing table.

The principle of minimum delay. Choose the most massive route from outside to
the inside of China and ensure the minimum delay between domestic and overseas
destinations so as to achieve one-hop data transmission between domestic and
overseas satellites.

On the basis of time slot planning, according to the principles of routing plan-
ning, better routes can be obtained. Slot table, routing table design is as follows.

4.1 Time Slot Table Design

The slot table is used to indicate the order in which each satellite is linked to other
satellites. Taking 24 MEO satellites as an example, each time slot table row rep-
resents satellites, columns represent time slots, and each row represents the order in
which each satellite is linked to other satellites in a time slot cycle. The data in the
cells in the table Significance: 1–30 represent the satellite number, of which 1–24
for the medium-range satellites, 25–30 for the high-orbit satellites, −1 for the
satellite refers to, 99 for standby. In order to highlight the table can be yellow on
behalf of domestic stars, white represents the outer stars, blue represents two-hop
transmission.

4.2 Routing Table Design

The routing table is generated from the slot table, indicating whether each satellite
can transmit data with other satellites. Each routing table also uses rows to represent
satellites, and columns represent time slots. When the content in a cell is not 0, it
indicates that data transmission is possible between two satellites. When the content
in the cell is 0, it indicates two Data can not be transmitted between satellites. It is
highlighted that the blue shades in the table represent transit stars with two-hop
routes when overseas satellite data are transmitted back.
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5 Network Performance of Inter-Satellite

5.1 Inter-Satellite PDOP Value

In the time division system, MEO, GEO and IGSO are considered as peer nodes.
The PDOP values of all satellites are calculated based on a chain-building schedule
(one table per minute) of the regression period. The results show that the PDOP
ranges from 0.47 to 1.42, PDOP < 1.5 measurement requirements. MEO11 which
PDOP value of 0.78–0.98, as shown in Fig. 5.

5.2 Transmission Delay Between Stars

Based on the full constellation orbit data of a regression period and the location of
the earth stations, a slot table and a routing table (one table per cycle) are obtained
according to design principles and ideas. Regardless of on-board data processing
time, statistics of any one two-way time slot, any one of the outer satellite to the
node star’s end-to-end transmission delay, the results shown in Table 5.

It can be seen that the probability of the data transmission delay of the
inter-satellite link network is less than or equal to 3 s is 84.91%, the probability of
less than or equal to 6 s is 98.47% and the probability of less than 9 s is 100%, and
the average transmission delay of the entire network is 3.5 s, satisfying the data
Transmission delay needs.

Fig. 5 MEO11 PDOP
changes during a return period

Table 5 Analysis of network
delay performance

Delay (s) Probability (%)

� 3 84.91

� 6 98.47

� 9 100
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6 Conclusions

In this paper, under the system of concurrent interspaces and inter-duplex links, this
paper proposes the optimal link-building scheme based on the requirements of ISM
for inter-satellite link: Based on the time division system, 8 pieces per MEO are
continuously visible The links are uniformly programmed into their time slot
periods. The remaining non-continuously visible links of the time slots are priori-
tized with high probability of not being in the same territory at the same time, and
an increase of the use of high-orbit satellites to establish an inbound-outbound link
is established. Then, And routing principles to establish the constellation of each
star in the time slot table and routing table to complete the pre-assignment of each
node in the inter-satellite chain. Based on the data of the entire constellation orbit of
a regression period and the location of the earth stations, the slot tables, routing
tables and statistics of the PDOP values of all the satellites are obtained according
to the above scheme. The results show that the PDOP ranges from 0.47 to 1.42 and
meets PDOP < 1.5. Measurement requirements. Regardless of the processing time
of the data on the satellite, an arbitrary two-way time slot is counted, and the
average transmission delay of the entire network is 3.5 s, meeting the requirement
of data transmission delay.
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High-Quality BDS Navigation Signal
Simulator Based on GPU Optimized
Design

Lei Wang, Xiaomei Tang, Baiyu Li, Yangbo Huang and Feixue Wang

Abstract High-quality navigation signal simulator plays an important role as the
verifying method for the function and capacity of navigation receivers. With the
development of GPU, software navigation signal simulator based on CPU + GPU
is developing rapidly because it’s easy to transplant, update and maintain. However,
current signal generation algorithms are not fully optimized. The generalized signal
generation architecture based on GPU is built in this paper, and optimized GPU
thread design is obtained by theoretical analysis and testing based on the archi-
tecture. The test results prove that the optimized algorithm is able to generate
multiple channels of high-dynamic and high-quality GNSS signals. The time
consumption is separately 93.6% and 1.73–7.73% less than the two methods before
and the optimized capacity does not change while number of signal channels
change. The optimized algorithm is already applied in BDS satellite simulator
system.

Keywords GPU � GNSS signal simulator � CUDA � High-dynamic

1 Introduction

Software Defined Radio (SDR) has been widely used in simulation and testing for
navigation system, because of its convenience in transplanting, upgrading and
maintaining. Before GPU is widely used, navigation signal simulator and receiver
based on CPU have been researched deeply. In paper [1] the algorithm of signal
simulator is described. The software signal simulator and software receiver verified
the function of each other. With the development of general purpose GPU,
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calculating signal samples by GPU is of great advantage because GPU is composed
of multiple threads working parallel. Software navigation signal simulator based on
CPU + GPU is developing rapidly.

Paper [2] described the direct digital synthesizer (DDS) algorithm of calculating
the code phase and carrier phase in software navigation signal simulator. Signal
samples are allocated to different threads of the GPU to calculate, and multiple
samples can be calculated through looping. However, in this paper, the simulating
of one signal is launched to one SM (Stream Multi-processor), with other SMs
waiting. In the following part, this will be referred to as method one.

Paper [3] proposed an optimised algorithm for signal simulator based on GPU.
In this algorithm, multiple signal channels are allocated to one BLOCK of GPU to
calculate, so signal collaboration can be done through shared memory. This algo-
rithm provides better performance when there are many signal channels. However
the block design depends on the channel number, and when the channel number is
between 8 and 16, the number of active warps is not optimal. In the following part,
this will be referred to as method two.

Based on the research before, this paper analysed the optimising method of
CUDA based GPU algorithm. The usage of varieties of memory is optimised.
A generalized signal generation architecture based on GPU is established and
optimal parameters are chosen aiming to least time consume calculating one
channel of signal. The high-dynamic and high-quality BDS navigation signal
simulator is build based on research result and it has been used in BDS satellite
simulator system.

2 Structure of Software Simulator

The flow chart of the software simulator is showed in Fig. 1. It generates
high-dynamic and high-quality digital signal. Simulator starts at 1PPS and calcu-
lates 1 s of signal samples. So the end time t should be less than 1 s. Since the
software may work on different devices, the optimization target is to generate one
channel of signal in least time and be able to generate multiple channels of signals
on high-performance devices.

3 Signal Model

Signal simulator is the inverse process of receiver. Firstly, generate signal dynamic
model. Secondly, generate the signal according to the dynamic model.
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3.1 Mathmatical Model

BDS navigation system is composed of B1, B2, B3 signals. The algorithm is
introduced considering B1. B1 consists of B1A, B1C and B1I. The signal
expression is showed below:

s tð Þ ¼ A tð Þ SB1A data t � qp
� �

SCcos t � qp
� � þ SB1A pilot t � qp

� �
SCsin t � qp

� �� �
ejp=4

þ SB1C data t � qp
� � þ jSB1C pilot t � qp

� �� � þ SB1I t � qp
� �

ejx0 t�qcð Þ

 !
ej x t�qcð Þþuð Þ

ð1Þ

where s(t) is the signal, t is simulation time, A is amplitude, SB1A data tð Þ,
SB1A pilot tð Þ, SB1C data tð Þ, SB1C pilot tð Þ, SB1I tð Þ are separately the base band
expression of B1A data, B1A pilot, B1C data, B1C pilot and B1I and they are
expressed in Eq. (2) below, SCcos tð Þ, SCsin tð Þ are separately the cos subcarrier and
sin subcarrier and they are expressed in Eq. (3) below, ej xtþuð Þ is the carrier in
which x is the carrier frequency and u is the carrier phase, qp, qc are separately the

code propagation delay and carrier propagation delay, ejp=4 indicates the phase
difference between B1A and B1C, ejx0t indicates the frequency difference between
B1I and others.

Fig. 1 Flow chart of
software simulator

High-Quality BDS Navigation Signal Simulator … 59



SB1A data tð Þ ¼ DB1A data tð ÞCB1A data tð Þ
SB1A pilot tð Þ ¼ CB1A pilot tð Þ

SB1C data tð Þ ¼ DB1C data tð ÞCB1C data tð Þ
SB1C pilot tð Þ ¼ CB1C pilot tð Þ

SB1I tð Þ ¼ DB1I tð ÞCB1I tð Þ

ð2Þ

SCcos tð Þ ¼ sign cos 2pfSCtð Þð Þ
SCsin tð Þ ¼ sign sin 2pfSCtð Þð Þ ð3Þ

In Eq. (2), D is the navigation data bit, and C is the pseudo code.
In Eq. (3), fSC is the frequency of the subcarrier.
Based on the expressions above, the discrete signal model is expressed below:

S ¼
Xnum
n¼0

Xsatnum
i¼1

si tð Þd t � nDtð Þ ð4Þ

where S is the discrete signal, num is number of samples, satnum is the channel
number of signal, d tð Þ is the Dirac delta function, Dt is sampling interval, si tð Þ is the
ith channel of signal.

3.2 Signal Dynamic Model

A 3-order interpolation polynomial is adopted to express signal dynamic, and the
expression is as below:

qp ¼ qp0 þ qpv Dtð Þþ qpa Dtð Þ2=2þ qpj Dtð Þ3=6
qc ¼ qc0 þ qcv Dtð Þþ qca Dtð Þ2=2þ qcj Dtð Þ3=6

ð5Þ

where Dt is the sampling interval, qp0, qpv, qpa, qpj are separately the start value,
change rate, 2-order change rate, 3-order change rate for code propagation delay,
qc0 、 qcv 、 qca 、 qcj are the corresponding values for carrier propagation delay.

4 Optimization of GPU Algorithm

The hardware platform adopted in this paper is shown in Table 1.1. For specifi-
cation, Tesla K80 is composed of two GPUs.

The generalized signal generation architecture based on GPU is established in
Fig. 2.
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M, N and K are used to separately express block numbers, thread numbers per
block, loop times for every thread and they are bounded by Eq. (6).

temp ¼ num=Kd e
M ¼ temp=Nd e
mKN þ kNþ n\num

0�m�M; 0� k\K; 0� n\N

8>>><
>>>:

ð6Þ

where de means the ceil integer. From Eq. (6), it is evident that only K and N are
free variables.

Based on the architecture, the discrete signal is expressed as below in Eq. (7).

S ¼
XM�1

m¼0

Xmþ 1ð ÞK�1

k¼mK

Xkþ 1ð ÞN�1

n¼kN

Xsatnum
i¼1

si tð Þd t � nDtð Þ ð7Þ

Compared to signal combination through shared memory, it is proposed to do it
through registers in this paper. So samples of different signals are calculated in the
same thread and added together through registers.

The optimization of GPU algorithm includes memory optimization and parallel
optimization. The content is showed below in two sections.

Table 1 Hardware platform

CPU:Xeon E52640 GPU:K80(one GPU)

Number of
cores

16 Compute
capability

3.7 Number of register 65,536

Clock rate 2.60 GHz Number of
SMXs

13 Shared memory per
block

16–
48 KB

Memory 32 GB Number of SPs 2496 Clock rate 0.82 GHz

Fig. 2 Generalized signal generation architecture
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4.1 Memory Optimization

Memory of GPU includes registers, shared memory, texture memory, constant
memory, global memory and L1, L2 Cache. The access delay varies greatly.
Optimized utilization of GPU memory will improve the calculating efficiency [5].

Considering the data access frequency and data quantity, the memory usage is
showed below:

a. Digital signal and P code are stored on global memory because the data size is
big;

b. Registers are used to combine signals and to store intermediate variables and
global memory pointers;

c. Rational utilization of shared memory is able to improve the processing effi-
ciency. But the following two aspects should be considered, firstly, data is
copied from global memory before the kernel start calculating which means that
if the access time is small compared to the data size there won’t be any
advantage; secondly, the size of shared memory is limited, the usage size will
affect the number of active warps which is described in detail in Sect. 4.2;

C code and navigation bit is the main concern considering the usage of shared
memory. So in the following analysis, there will be three states: state 1 means that
C code and navigation bit is carried to shared memory, state 2 means that navi-
gation bit is carried to shared memory while C code is not, state 3 means that both
are stored in global memory.

4.2 Parallel Optimization

4.2.1 Thread Parallel

The following aspects are the main consideration in thread parallel optimization:

(a) Make sure there is enough calculation in one block to hide memory access
delay. This corresponds to increasing K;

(b) Make sure there is enough active warps to keep SMs busy. Warp is the unit of
GPU parallel processing. The only way to hide global memory access delay is
launching multiple active warps to SMs [4]. So the block design should cor-
respond to more active warps. This corresponds to the value of N;

(c) The calculation size of different SMs should be nearly averaged in lest to some
SMs waiting. This corresponds to M, that is to say K and N;
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Figure 3 is the number of active warps versus thread number per block N and
shared memory usage. State 1 corresponds to the right figure because of large
shared memory usage, while state 2 and state 3 corresponds to the left one.

To compare the affection of K, N and shared memory usage, different K and N
are chosen to test kernel processing time under three states. The values of N are
[128, 256, 512, 1024] to get the most active warps and the values of K are [1, 5, 10,
15, 20, 25, 30, 40, 50, 5860/2930/1465/733]. The last number of K means that the
calculation is launched to one block.

When calculating one channel of signal, method one corresponds to K as the last
number, while method two corresponds to K as the first number.

The processing time of kernel is tested with the parameters (Fig. 4).
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Fig. 3 Number of active warps versus thread number per block N and usage of shared memory
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Table 2 is the kernel processing time under different states using method one.
From Fig. 4, some conclusions can be got:

(a) Processing time is not proportional to K or N because they affect the calculation
balance among SMs and number of active warps. So test is needed;

(b) Storing navigation bits in shared memory does little affect to processing time,
but when N is small, such as 128 or 256, processing time may go up, because
copy process consumes time;

(c) Storing C code in shared memory leads to decrease of active warp number and
large time consume to copy data. But when calculation is launched to one
block, it will lead to less time consumption which is showed in Table 2.

In summary, N = 512 or 128, K = 5 and storing C code and navigation bit in
global memory is the best choice for this paper and the processing time is about
910 l. The processing time of method one is 14245.4 l for the best design and for
method two it is separately 926.1, 931.7, 958.5, 986.1 l with different N.

So compared to method one, the processing time is 93.6%. Compared to method
two, the processing time is 73–7.73% less and number of active warps does not
change with channel number of signals so keeping optimized capacity for multiple
channels of signal.

4.2.2 Task Parallel

For GPU of Kepler architecture, stream can be scheduled to perform multiple
CUDA operations simultaneously. Through streams, kernels are able to overlap
data copy delay and kernel processing, saving total time consumption.

The procedure to process streams is showed in Table 3.

Table 2 Kernel processing
time with one block

State (N = 1024) State 1 State 2 State3

Processing time (l) 14245.4 14561.5 14738.8

Table 3 Procedure to
process streams

CudaStreamCreate (&stream[i]);//Create streams

cudaMemcpyAsync (d_ptr, h_ptr, size,
cudaMemcpyHostToDevice, stream[i]);//Asynchronous data
copy

compute_kernel < �grid_size, block_size, 0, stream
[i] � > (d_ptr);//Signal computing kernel

cudaStreamDestroy (stream);//Destroy streams
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Before using stream, the total time of generating one second length of one
channel of B1 signal is 94.1 ms in average, while using stream, the time goes down
to 87.5 ms, saving 7.0% of time.

4.2.3 Multi-GPU Parallel

It is known that K80 is composed of two GPUs, and they can work at the same
time. So two GPUs double the number of channels simulated real-time. And this
principle applies to multiple GPUs.

5 Analysis of Signal Quality

To analysis the quality of the signal generated, the power spectrum is compared to
the theoretical data. The tracking result of software receiver is also showed in
Fig. 5.

Figure 5 shows that the power spectral density is just the same with theoretical
data and the correlation domain is also of perfect property.
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6 Conclusion

A high-dynamic and high-quality BDS navigation signal simulator based on GPU is
introduced in this paper. Compared to the former algorithms, combining multiple
signals through registers is proposed. A generalized signal generation architecture
based on GPU is established and optimized parameters can be got through test.
Compared to the two methods before, there will be separately 93.6% and 1.73–
7.73% capacity improvement, and a better performance for multiple channels of
signal. 3-level parallel optimization is introduced. After optimization, 22 channels
of B1 signal can be generated real-time on the hardware platform used. The analysis
result proves the correctness and quality of the signal.
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Verification of Receiver Dynamic
Measurement Accuracy Based
on Precision Trigger Time Record

Haisong Jiao, He Huang, Chong Zhang, Liangjian Jiang,
Qingliang Chen, Feng Li, Dexin Zhang and Li Shui

Abstract In this paper, GNSS receiver dynamic accuracy verification environment
is constructed. High precision trigger time recording circuit is designed with the
precise time synchronization function of the timing receiver. By measurement and
recording of the precise time of the receiver antenna’s touch position under the
dynamic condition, the “true value” of the location of the receiver measuring time is
calculated, the verification of the dynamic measurement accuracy of the receiver is
finally realized.

Keywords Trigger time record � Receiver � Dynamic � Accuracy verification

1 Introduction

In recent years, with the continuous improvement and construction of Beidou
global navigation satellite system, positioning and velocity measurement accuracy
of measurement receiver under dynamic condition is an important assessment index
[1]. At present, the test method of outdoor environment is usually adopted for “car
comparison method”, which is using a high accurate receiver as the “truth value” of
dynamic sports car comparison test. In view of the two receivers being measured
using satellite navigation system, with a strong correlation error, and comparison of
the results can only be the relative accuracy between devices. It is difficult to
accurately give absolute accuracy of the receiver in the condition of moving [2].
Therefore, for the verification of the accuracy of the high-precision measurement
receiver, if it can be separated from the satellite location and by comparing with the
method of providing “truth value” of the space location, it will greatly improve the
reliability and credibility of the GNSS receiver dynamic accuracy detection.
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2 Design of Calibration System for Receive Dynamic
Measurement

2.1 Design Idea

To give the dynamic measuring accuracy of GNSS receiver, the receiver need
real-time measurement of value and dynamic conditions through the true position of
a spatial location were compared, and the spatial location of the receiver antenna
through a time pulse along the time to accurately determine on the sensor light
through the antenna touch photoelectric [3], by the precise time the antenna can be
calculated through a measurement position of the “true value”. A GNSS receiver
through space point measurements and the point of the “true value” comparison,
can obtain the dynamic measurement accuracy of the receiver, and Fig. 1 shows the
compositions of receiver dynamic precision calibration system and working
principle.

2.2 System Composition

The structure of the receiver’s dynamic accuracy verification system is shown in
Fig. 1. The system consists of a dynamic precision calibration field, a precise time
recording system, a differential information transmission link and data processing
and display system.

The dynamic accuracy verification field is mainly composed of horizontal
straight line, two-dimensional and three-dimensional dynamic accuracy verification
field. It mainly completes all kinds of dynamic environment of verification receiver,
including different speed and different acceleration state.

FPGA

Timing module

Real time data 
processing and 
display system

...

...

Precision trigger time 
recording systemDynamic precision verification field

Differential
base station

Optoelectronic
ejection sensor

Differential
transmission

radio

Fig. 1 Compositions and working principle of dynamic precision verification system
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The precise trigger time recording system is mainly composed of time service
module, FPGA and auxiliary circuit. It mainly completes the measurement of the
precise time when the antenna pole of the receiver touches the light when the light
is transmitted to the sensor, and it is used to calculate the coordinate “true value” of
the real-time data of the receiver. The main timing module for FPGA high precision
time synchronization and timing signal, the rich pin resources of FPGA can be
pulse output signals of the sensor. when FPGA detects a pin is triggered, It records
the number of sensor and trigger time to provide reference for the calculation time
to measure the position of “true value”.

The differential information transmission link is mainly composed of data
transmission radio, antenna and power supply equipment. It mainly completes the
transmission of real-time differential information of the detected receiver and the
return task of the differential location data, so as to ensure the real-time measure-
ment accuracy of the receiver reaches the best state.

The real-time data processing and display system mainly complete the real-time
receiving and processing data, comparing the receiver real-time measurement of
coordinates with calculated the “true value”, to finish display, statistics and storage
real-time measurement error. Finally the measurement accuracy is given in the
different state of motion receiver.

3 Verification of Dynamic Measurement Accuracy Under
Receiver Dynamic Condition

3.1 Verification of Dynamic Measurement Accuracy Under
Horizontal Linear Motion Condition

3.1.1 The Setting and Verification Principle of Horizontal Linear
Motion Conditions

The construction of a horizontal straight line rail and rail cars, respectively in both
sides of the track at intervals in each vertical bar, for placing a shot of the pho-
toelectric sensor being installed detection receiver, antenna and antenna rod car on
the track, when placing receiver rail car to set speed in orbit, it will touch the
photoelectric receiver antenna rod the sensor of rays, and sensor receiver will
produce a pulse, up or down time. This can be recorded through precise trigger
circuit of pulse time recording. That is to say, the recording time is the time to touch
the receiver antenna through precise point, Fig. 2 shows GNSS receiver linear
dynamic accuracy test chart.
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3.1.2 Measure the “Truth Value” of Position

The exact coordinates of the antenna touch position can be obtained by static real
time carrier phase difference or geodetic coordinate measurement, and the time of
the receiver’s output data is very difficult to coincide with the antenna touch time
under the limitation of the receiver’s data update rate. Therefore, the “real value” of
measurement position is obtained through touch position coordinates and two
position records the time difference ΔT and X, Y direction velocity multiplied.
When the antenna is moving uniform linear motion in a straight line, from position
P1 over position P2 to P0 point, the change rate VX, VY, VZ are fixed in the X, Y, Z
three directions, as shown in Fig. 3 [4, 5], among:
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VX ¼ X2�X1
t2�t1

VY ¼ Y2�Y1
t2�t1

VZ ¼ Z2�Z1
t2�t1

8
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>:
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It is calculated by the P2 point coordinates (X2, Y2, Z2) that the P0 point true
value coordinates (X0, Y0, Z0) is:

X0 ¼ X2 þVX � ðt0 � t2Þ ¼ X2 þ ðt0�t2Þ
ðt2�t1Þ � ðX2 � X1Þ

Y0 ¼ Y2 þVY � ðt0 � t2Þ ¼ Y2 þ ðt0�t2Þ
ðt2�t1Þ � ðY2 � Y1Þ

Z0 ¼ Z2 þVZ � ðt0 � t2Þ ¼ Z2 þ ðt0�t2Þ
ðt2�t1Þ � ðZ2 � Z1Þ

8
>><

>>:

ð2Þ

3.2 Verification of Dynamic Measurement Accuracy Under
Two—Dimensional Motion Conditions

3.2.1 The Setting and Verification Principle of Horizontal
2D Motion Conditions

The horizontal two-dimensional motion environment is mainly composed of the
grating matrix, the receiver and the motion carrier. Grating matrix crossbar multiple
photoelectric correlation sensor, with the level of linear motion is similar in prin-
ciple. when the receiver antenna rod contact movement bump against the rays, the
precise time record system records the trigger pulse of the photoelectric sensor
rising or falling along the precise time. The receiver antenna rod can be calculated
from the exact position in the matrix by the precise location of sensor being trig-
gered. Figure 4 shows the test principle of GNSS receiver level two-dimensional
dynamic accuracy.
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Fig. 4 Test principle of GNSS receiver horizontal 2D dynamic accuracy
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3.2.2 Measure the “Truth Value” of Position

The exact coordinates of the antenna touch position can be obtained by the static
real time carrier phase difference or the position coordinates of the corresponding
sensor. The time of the receiver’s output data is very difficult to coincide with the
antenna touch time under the limitation of the receiver’s data update rate. Therefore,
the “true value” at the measurement location is achieved by the coordinate value of
the touch position plus the time difference between the two location records and the
speed of X, Y and Z directions. When the antenna matrix moves uniformly at a
straight line, the antenna goes from position P23 to P34 point to PT point, and the
rate VX, VY, VZ of change in X, Y, Z of three directions is fixed. the analysis is
shown in Figs. 3 and 5. Figure 5 shows the coordinate change analysis diagram of
receiver Horizontal two-dimensional motion, among:

VX ¼ X34�X23
t34�t23

VY ¼ Y34�Y23
t34�t23

VZ ¼ Z34�Z23
t34�t23

8
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The true value coordinates (XT, YT, ZT) of PT point are calculated by the P34
point coordinates (X34, Y34, Z34)

XT ¼ X34 þVX � ðtT � t34Þ ¼ X34 þ ðtT�t34Þ
ðt34�t23Þ � ðX34 � X23Þ

YT ¼ Y34 þVY � ðtT � t34Þ ¼ Y34 þ ðtT�t34Þ
ðt34�t23Þ � ðY34 � Y23Þ

ZT ¼ Z34 þVZ � ðtT � t34Þ ¼ Z34 þ ðtT�t34Þ
ðt34�t23Þ � ðZ34 � Z23Þ

8
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>>:

ð4Þ
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Fig. 5 The coordinate change analysis of receiver horizontal 2D motion
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3.3 Verification of Dynamic Measurement Accuracy Under
Three—Dimensional Conditions

The construction of an inclined orbit, respectively in a certain interval at both sides
of the track in each vertical bar, is placed on the radio for photoelectric sensor and
detection receiver and antenna are mounted on the vehicle of track. when the rail car
on the track moves accelerately from up to down, the receiver antenna rod will
touch the photoelectric sensor to shoot the light. In the same way, the precise time
record system records the trigger pulse of the photoelectric sensor rising or falling
along the exact time. The accurate coordinate of antenna touching position through
the static time difference carrier phase or the earth coordinate measurement can be
got. The measurement position of the “truth value” through touching position
coordinates and the time difference of the two positions recording is multiplied to
get. The calculation method of “truth value” in the position of measurement is the
same to Sect. 3.2.2. Figure 6 is a three-dimensional dynamic precision test chart for
GNSS receiver.

4 Evaluation of the Accuracy of Receive Dynamic
Measurement Verification

The measurement error of test system including trigger position error, the time
synchronization error, the trigger time record of the time error, selection of the
sensor response delay time and the calculation error of spatial position measurement
time of “true value”, how to minimize the error of these factors is the key to ensure
the accuracy of dynamic verification system.
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Fig. 6 GNSS receiver space 3D dynamic accuracy test
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4.1 Measurement and Analysis of Time Measurement Error

4.1.1 Time Synchronization Signal Error Measurement
and Accuracy Evaluation

The measured receiver output 1PPS and precise time record output circuit 1PPS
time synchronization signal will inevitably exist certain errors. Two probes mea-
surement error will be measured at the output of the 1PPS receiver and 1PPS
precision time record output circuit in the end respectively connected to the
oscilloscope. It shows the filter is the synchronization accuracy between two
machine time. Figure 7 shows the 1PPS error test chart for NovAtel RT2 receiver
1PPS synchronization signal and precision time recording circuit, which is output
by UM220 timing card. From Fig. 7, we can see that the error of two synchro-
nization signals is 476 ns.

4.1.2 Time Delay Error Measurement and Accuracy Evaluation

The key of GNSS receiver antenna rod laser light sensor trigger accurate time is
calculated to measure the position of the receiver “true value”. The time error
measurement including response time, sensor trigger signal rising or falling, the
accuracy of signal transmission along the time delay, the precise time recording
circuit in the signal processing and recording delay etc. Only, precise calculation
and evaluating the error can influence the degree to ensure that the system is in the
use of precision.

For the measurement of time delay, it can use the oscilloscope comparison
method. The signal output terminal of the sensor is connected with the input end of

Fig. 7 UM220 OEM plate 1PPS (yellow) and RT2 receiver 1PPS (blue) signal delay
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the trigger time precision recording system. The signal output and precise time
recording system FPGA circuit two are respectively connected to the sensor probe
of oscilloscope. The oscilloscope display is the trigger signal in precise trigger time
record delay circuit signal processing. As shown in Fig. 8, the time delay is about
40 ns; the output signal will be the output end of the 1PPS and the laser sensor
receiver terminal simultaneously accessing the oscilloscope two probes.
Photoelectric trigger sensor in the receiver integer seconds time displayed on an
oscilloscope is the photoelectric sensor triggering time delay error. By the measured
time delay error multiplying the motion speed of the equipment the system error
and the degree of influence of the timing can be obtained.

4.2 Calculation Error and Evaluation of “True Value”
of Point Position Measured by Dynamic Receiver

When measuring, precise coordinates of antenna touching position is through the
static time difference carrier phase or the earth coordinate measurement to get,
existing the measurement errors; Because of data update rate restrictions, it is
difficult to achieve real-time measurement position and touch position receiver
match. Therefore, the “true value” of measurement position is through the touch
location coordinates plus two position record time difference ΔT and motion speed
to the multiplication to get, existing error of speed and time on the measurement of
motion.

Fig. 8 The sensor (blue) triggers the pulse and the FPGA pulse (yellow) signal delay
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4.3 Correction Method of System Measurement Error

In order to further reduce the synchronization error, the precision time recording
circuit timing module using as far as possible to choose the timing module and
receiver synchronization accuracy to be tested; The correction of measuring time
delay error, makes the signal accurately calculated the delay time by
post-processing to eliminate and improves the system verification accuracy; the
“true value” static error of dynamic receiver measurement’s point can be corrected
when repeated measurements. Ensuring the stable motion state and constant speed
is one method to ensure the accuracy of methods.

5 Conclusions

With the continuous improvement of the Beidou measurement system and the
diversity and complexity of the application of the measurement receiver, the
accuracy of the receiver under the moving condition will also draw more and more
attention from users. The verification system completed, will further improve the
performance of GNSS receiver, detection methods and means, improve the user at
the receiver in the field of application in the dynamic reliability and credibility.
With the continuous improvement of detection technology and means, the accurate
verification techniques and methods of dynamic precision of air high dynamic
receiver will also be expected to be realized gradually.
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Research on High-Precision Test
Method of the Navigation Satellite Inner
Multipath Effect

Songtao Huangfu, Bin Liu, Xin Nie, Hailong Xu and Tianxiong Liu

Abstract A similar elevation-dependent pseudoranging anomaly was appeared on
BeiDou and GPS navigation system. Furthermore, anomalies seem to be present on
signals from GPS SVNs 41, 43, 44, 49, 55, 58, 59, 60, and 61. This effect is caused
by signal reflections coming from the impedance mismatch of a special auxiliary
port on SVN 49. It is suspected that other satellites which show a pseudoranging
anomaly have the same reason. In view of this situation, a high-precision test
method is present to evaluate the inner multipath effect on navigation satellite in this
article. The test method builds the relationship between the satellite antenna array’s
inner-outer ring delay difference (which caused by the multipath effect) and the
beam marginal-subastral point pseudorange measurement divergence. The method
is applied to the BeiDou satellite test, and the test result is given.

Keywords Navigation satellite � Multipath effect � High-precision
Test method

1 Introduction

Article [1] describes the phenomenon about the code pseudorange variations of the
BeiDou satellite system which result in code phase divergences of more than 1 m.
And these code variations are elevation-dependent. A similar elevation-dependent
pseudoranging anomaly appears on signals from GPS SVNs 41, 43, 44, 55, 58, 59,
60, 61 which show an anomaly at 1 m level in observation [2]. The most repre-
sentative is SVN 49, the code pseudorange variations which is elevation-dependent
reached a level of about 4 m [3].
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The GPS Wing and its contractors find out the cause of the problem on SVN 49,
which brought by the L5 demo payload. The L1 and L2 signal is reflect from the J2
input port which is used to feed the L5 signal, then the receiver see both the direct
and the multipath signals.

In order to finding the cause of the problem described by article [1], the
mathematical model of multipath signal is built and the simulation results are given.
These methods are applied to the BeiDou satellite ground test, and the test result is
given.

2 The GNSS Multipath Effect Model

The main effect from multipath signal on the navigation receivers is the tracking
error bias leading to the code pseudorange bias. This is highly consistent with the
problem described in article [1]. The autocorrelation peak distortion caused by
multipath effect is shown in Fig. 1.

The distortion will result in code phase deviation, which will cause the
pseudo-range measurement error.

If sd is the transmission delay between the main path signal and the multipath
signal, Ad is the amplitude attenuation factor of the reflect signal, hd is the phase
lag. The code phase output with multipath effect of the navigation receiver code
tracking is written as follows:
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IP ¼ A
ffiffiffi

2
p cos wð ÞR sð ÞþAd cos wþ hdð ÞR s� sdð Þ½ � ð2Þ

IL ¼ A
ffiffiffi

2
p cos wð ÞR s� d=2ð ÞþAd cos wþ hdð ÞR s� d=2� sdð Þ½ � ð3Þ

QE ¼ A
ffiffiffi

2
p sin wð ÞR sþ d=2ð ÞþAd sin wþ hdð ÞR sþ d=2� sdð Þ½ � ð4Þ

QP ¼ A
ffiffiffi

2
p sin wð ÞR sð ÞþAd sin wþ hdð ÞR s� sdð Þ½ � ð5Þ

QL ¼ A
ffiffiffi

2
p sin wð ÞR s� d=2ð ÞþAd sin wþ hdð ÞR s� d=2� sdð Þ½ � ð6Þ

There are coherent and non-coherent code phase discriminators for delay lock
loop architectures of the navigation receivers. A coherent discriminator requires the
navigation receiver is phase-locked to the signal. In positioning applications this is
unrealistic because of low signal to noise ratio [4], but this is different in the satellite
ground test scene because the measured navigation signal’s power is much higher
than in-orbit test, and there is no Doppler frequency shift. Furthermore, coherent
code phase discriminator is more sensitive to the multipath effect. In summary,
coherent code phase discriminator is suitable for satellite ground test.

The expression for coherent code phase discriminator is described as follows:

Sc ¼ IE � IL ð7Þ

Referring to Eqs. 1–7, the pseudorange measurement error is solving as Eq. 8
[5].

D ¼

Ad � Ad þ cos hdð Þ½ � � sd
1þ 2Ad � cos hdð ÞþA2

d

0� sd �
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If the multipath signal’s amplitude attenuation factor Ad = 0.2, 0.3 or 0.5, the
pseudorange measurement error curve is shown as Fig. 2.
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When the chip rate is 2.046 Mc/s, if Ad = 0.2, there will be 0.05 chip error
caused by multipath effect, the pseudorange measurement error will be 24.4 ns. If
Ad = 0.3, there will be 0.075 chip error caused by multipath effect, the pseudorange
measurement error will be 36.7 ns. If Ad = 0.5, there will be 0.125 chip error
caused by multipath effect, the pseudorange measurement error will be 61.1 ns.

GNSS satellite uses an array of some antenna elements, a weaker signal with
different phase may appear if the impedance mismatch happened, this may cause
channel delay deviation between each antenna element channel.

An analysis model is built refer to GPS Block I which is constituted with 12 helical
antenna elements. The array contains an inner ring of four elements (radius 16.24 cm)
and an outer ring of eight elements (radius 43.82 cm), fed by an antenna coupler
network. The inner ring of elements transmits 90% of the power, while the outer ring
transmits 10%. The carrier phase difference between inner ring and outer ring is 180°.

Taking GPS L1(1575.42 MHz) as an example [6] ,The orbit height of the GPS
satellite is 20,187 km. Referring to the earth radius 6371 km,the distance from the
satellite to the beam marginal point is 25,783 km. The power of the wave beam
marginal point relative to the subastral point is 2.1 dB, then the angle of the signal
direction deviating from the array surface normal is 13.88°. In order to make the
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surface received signal intensity basically consistent, the gain of the antenna array
in the direction of 13.88 degrees should be 2.1 dB higher than that of the normal
direction. The carrier phase is the same in all directions after beam forming. The
simulation result of the antenna pattern is shown in Fig. 3.

Time delay difference between array elements may have an affect on the mea-
surement result of coherent phase discriminator. Selecting GPS L1C/A as the signal
source, the pseudorange measurement difference (caused by multipath) between
marginal point and the subastral point is shown in Fig. 4. In the figure, the x axis is
the delay difference between inner ring and outer ring of the satellite antenna array,
the y axis is the pseudorange measurement difference between the beam marginal
point and the subastral point.
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Based on the simulation results, when the delay deviation between inner ring and
outer ring is over 10 ns, there would be an obvious pseudorange measurement
difference between the beam marginal point and the subastral point. When the delay
deviation between inner ring and outer ring is over 30 ns, the phenomenon
described by article [1] would appear.

3 Ground Test System for the Satellite Inner
Multipath Effect

According to the analysis of the Chap. 2, the pseudorange measurement difference
between the beam marginal point and the subastral point can be estimated by
measuring the time delay of each antenna element through coherent code phase
discriminator.

The Ground test system diagram for the satellite inner multipath effect is shown
as Fig. 5.

In this satellite test system, the test port is the satellite antenna array coupling
port, and the BeiDou 1PPS (1 Pulse per Second) signal test port. Connecting the
antenna array coupling port with the ground radio frequency switch matrix through
the RF coaxial cable, the system uses the microwave switch in the switch matrix to
select the RNSS (Radio Navigation Satellite System) downlink signal from each
antenna array coupling port. 1PPS rising edge triggered signal acquisition is con-
ducted by the DAE (Data Acquisition Equipment), the acquisition data is trans-
mitted to the computer to analyze, the processing results are obtained.

Satellite 10 MHz frequency standard is used as an external reference for the data
acquisition equipment. The time delay result of the signal from coupling port 1 is
evaluated, and then subtracted from the time delay results from each coupling port.
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Fig. 5 The ground test system diagram for the satellite inner multipath effect
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If the maximum value of the results is more than 30 ns, the satellite inner multipath
effect may be the main cause of the description of the phenomenon in the article [1].
Otherwise, the fault branch can be excluded.

4 Test Result

According to the BeiDou ICD2.1, selecting the B1, B2 and B3 band signal as the
ground test object, the time delay result of the signal from coupling port 1 is
evaluated, and then subtracted from the time delay results from each coupling port,
the test result of a BeiDou satellite is shown as Fig. 6.

Through the result, the delay deviations of the signal from each coupling port are
within 1 ns, far from the 30 ns, therefore, the fault branch can be excluded.

5 Conclusion

Article [1] describes the phenomenon about the code pseudorange variations of the
BeiDou satellite systemwhich result in code phase divergences ofmore than 1 m. The
inner multipath effect of the satellite is one of the most important inducements which
happened on SVN49. In this article, the mathematical model of the relationship
between the satellite antenna array’s inner-outer ring delay difference (which caused
by the multipath effect) and the beam marginal-subastral point pseudorange mea-
surement divergence is built. This can be used to evaluating the impact of the inner
multipath effect on navigation satellite. The Ground test system using the method has
been applied to theBeiDou satellite test, and the test result is given. Through the result,
the satellite inner multipath effect fault branch can be excluded.
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Positioning and Velocity Performance
Evaluation of Transponding System

Yuxi Liu, Xiaolin Jia and Rengui Ruan

Abstract This paper introduces the work principle and positioning performance of
the transponding navigation system, and gives the navigation and positioning
measurement equations. Using two consecutive days of data from the transponding
system, the paper analize the performance of User Equivalent Range Error, static
positioning accuracy, kinematic positioning and velocity accuracy. The trail show
that: the UERE is better than 1.15 m and different satellites shows hierarchical
phenomenon. In the constellation state that one IGSO satellite with four GEO
satellites, the accuracy of static positioning is better than 4.85 m in horizontal, and
6.3 m in vertical. The kinematic positioning accuracy is better than 12.5 m in
horizontal and 13.1 m in vertical, the accuracy of velocity is better than 0.08 m/s in
horizontal and 0.12 m/s in vertical, and the repeatability between days is better than
0.01 m/s.

Keywords Transponding system � Positioning � User equivalent range error
Velocity

1 Introduction

In 2002, Academician Ai Guoxiang, National Astronomical Observatory of Chinese
Academy of Sciences, put forward the concept of “transposing satellite navigation and
positioning” for the first time, Proposed the use of commercial communications
satellite transponding forwarding navigation messages and other information to
reduce the number of launch dedicated navigation satellite to achieve navigation and
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positioning, speed and timing [1]. Because the time signal required for navigation and
positioning is sent by the ground control station’s atomic clock, it is not necessary to
create a space-borne atomic clock which is more difficult to maintain. The atomic
clock in the ground-based station superior to maintain high accuracy and stability,
which reduce the technical difficulty and improve navigation and positioning accu-
racy. June 2005, Chinese Area Positioning System (CAPS) was successfully devel-
oped,when there is no IGSO communications satellites at the time, the CAPS
validation system rented transponders on four Geostationary Earth Orbit
(GEO) communications satellites, which formed the constellation of verification
systems. At the same time, using the altimeter to determine the user’s height as an
innovative method of virtual satellites, it solves the key problem that the signals can
not be three-dimensionally located using only the GEO satellite signals [2].

On March 30, 2015, China’s first Beidou global pilot satellite was successfully
launched. PRN No. C31 belongs to the Inclined Geosynchronous Satellite Orbit
(IGSO), It is also the only non-GEO satellite in orbit currently equipped with
repeaters in Beidou satellite navigation system. This experimental satellite has
become an important part of the development and experimental verification of the
transponding system, enabling the transponding system to realize the constellation
configuration of the IGSO + GEO satellite. In 2016, the National Time Service
Center of the Chinese Academy of Sciences developed transponding orbit deter-
mination system consisting of a main control station (Xi’an) and six railway sta-
tions (located in Changchun, Xi’an and Kunming, etc.). After verification, the
three-dimensional RMS values of the orbital overlapping arcs of the GEO and
IGSO satellites reached 2 and 0.9 m [3–5].

This article is based on the construction status of transponding system and the
PVT test conducted by the National Time Center of Chinese Academy of Sciences
in Beijing and Sanya from September 4 to September 5, 2017, using the measured
data to analyze the current performance of the transponding system from the aspects
of space signal accuracy, static/dynamic positioning accuracy and speed accuracy.

2 Positioning Principle of Transponding System

2.1 Theory

C-band is used in transponding system, advantage in ranging accuracy, small
weather conditions and more GEO satellite [6]. The system transmits the navigation
message through the transponding on the satellite and completes the ranging,
satellite transponding as a spatial reference, but it does not carry a high-precision
atomic clock, so the necessary time and frequency reference for the repeater system
navigation are generated by the ground master station, broadcast by the ground
station and transmitted by the satellite transponding broadcast to the user. Figure 1
is the composition of the principle of the transponding system, dotted line stands for
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two-way communication, solid line stands for one-way communication. Both
ground control station and monitor station broadcast and receive signals in both
directions at the same time. The ground station serves as a known point and meets
the measured satellite’s space position, and then transmits the signal to the user
through the master control station to perform navigation, positioning and timing
services. Therefore, different from GPS, BDS and other direct-turn navigation
systems, the starting point of the observation of the transponding system is trans-
ferred from the satellite to the ground. The starting site of the time reference and the
spatial reference are all at the ground control station. In order to make the work of
the communication satellite have Similar to a dedicated navigation satellite-like
features, In the transposing navigation message, it is necessary to give the navi-
gation signal at the time when the phase of the satellite antenna phase center is
consistent with the time precision of the system. For this purpose, CPAS develops
the virtual atomic clock system, and the satellite terminal uses the “virtual atomic
clock” method to accurately predict the satellite signal Spread the time, The con-
crete realization principle of virtual clock is detailed in [7, 8].

The ephemeris parameters broadcast by the transponding system consist of a set
of satellite coordinates, the ephemeris reference time, and the ephemeris data age
parameters, which are represented by the Chebyshev polynomial coefficients in six

Fig. 1 Consitute of Transfer System, with one control station located in Xi’an and six monitor
station diffusely located around inland
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order. Ephemeris update in 15 min, with the effective duration of 30 min. Using the
Chebyshev polynomial fitting to calculate the satellite position at any time.

2.2 Navigation Equation

As the ranging and time base are transferred to the ground, the measurement
equation of C-band transponding system is different from the straight-line system.
Similar to the SLR data, it adopts the bidirectional ranging mode that includes the
master station to satellite and satellite to the user two sections ranging [9]. The
measurement model as shown below:

q ¼ qupðtm; tsÞþ qdownðts; tuÞ ð1Þ

qupðtm; tsÞ ¼ cdtm þ cðts � tmÞþ ionup þ
troup þ relup þ antup þ ds þ e

ð2Þ

qdownðtm; tsÞ ¼ cðtu � tsÞþ iondown þ trodown þ
reldown þ antdown þ e

ð3Þ

Therefore, qupðtm; tsÞ and qdownðts; tuÞ indicates the uplink and downlink C-band
ranging values, C is the speed of light, tm, ts, tu respectively stands for ground
control station, satellite downlink signal and the user receives the signal at the
moment of the clock time. dtm is the ground station atomic clock time deviation, the
ground station usually with high stability atomic clock, so dtm can be ignored for
small, ionup, troup, relup, antup, ds respectively represent the delay of the ionosphere,
the tropospheric delay, the relativistic, the antenna correction, and the time delay of
the transponding between the satellite receiving signal and the transponding in the
uplink signal. iondown, trodown, reldown, antdown respectively denote the ionospheric
delay, tropospheric delay, relativity, antenna correction, measurement noise and
multipath in the downlink signal.

3 Experimental Analysis

The PVT test is based on the constellation of one IGSO satellite (C2-Compass I1-S)
and four GEO satellites (C6, C7, C8, C5), the transponding satellite distribution
shown in Fig. 2, among them, C5 belongs to a small incline GEO satellite, so there
is a north-south movement during the observation period. Test scenarios are divided
into static experiments and dynamic sports car experiments, including static tests in
Beijing and Sanya simultaneously, dynamic sports car test in Beijing. The test
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period is from September 4, 2017 to September 5, 2017. To ensure that five
satellites are observed. The test was conducted after the IGSO satellites entered in
and covered most of the transit arc of the IGSO satellite.

3.1 Data Processing Strategy

(1) The position solution uses a weighted least-squares estimate, weighting each
satellite based on the elevation angle [weight = sin(ele)].

(2) UERE calculation using single epoch all satellite to eliminate the receiver
clock.

(3) Static test use the known coordinates, dynamic test using synchronization
output positioning and speed measurement results by the vehicle inertial nav-
igation device.

(4) Statistics of positioning and speed error only when five satellites all visible,
UERE statistical all satellites arc, the data processing did not set the mask
angle, based on the observation data whether the judge visual or not. (Analysis
of measured data shows that all the satellite within the observation arc show an
angle of 25° or more).

(5) The results of statistics using the median to the gross error method removing
gross error [10].

Fig. 2 Satellites distribution, line and point in different color stands for different satellites, note
that C2 is IGSO satellite and C5 is GEO satellite with small incline, others are GEO satellites
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3.2 Static Test

(1) UERE evaluation

The User Equivalent Range Error (UERE) refers to the residual error of the user
ranging signal, that is, the difference between the observed value of the pseudor-
ange and the geometric distance of the satellite station. Among them, the
pseudo-range observation needs satellite antenna phase center, antenna phase center
station, broadcast satellite ephemeris, satellite receiver clock error, ionospheric
delay, tropospheric delay, relativity and earth rotation error correction. In satellite
navigation, orbit and clock accuracy will be directly reflected in the UERE, UERE
and DOP values can also be used to roughly calculate the accuracy of navigation
and positioning. For transponding systems, the UERE calculation formula can be
calculated by Eq. (4).

UERE ¼ P� cjtu � tmj � clkrec � ionup=down�
troup=down � relup=down � antup=down � detc ð4Þ

Table 1 and Fig. 3 give the UERE statistical values and error sequences of the
satellites in the static test arc respectively. In the figure, different colors represent
different satellites. Mean results of UERE multi-satellites statistical Beijing and
Sanya observation are less than 1.15 m, the difference between days and days
within 0.15 m, single-satellite UERE better than 1.7 m. The error sequence shows
that the UERE stratification of Beijing observation site is more obvious than that of
Sanya observation site. The UERE calculation results of different satellites are
different due to different observation directions. The UERE of Beijing observation
site is larger than that of Sanya observation site, while the observation of Sanya
observation site C7 satellite UERE large, September 5, the latter part of the
observation arc C2 satellite UERE also become larger trend.

(2) positioning accuracy

Positioning accuracy is determined by the spatial signal accuracy and constel-
lation geometry configuration. Due to the limited conditions of the current
transponding system, only five satellites are used and four satellites belong to the
approximately collinear GEO satellites. Therefore, the constellation geometry is

Table 1 Statistics of UERE for all satellites in the test arc (95%, m)

Site Date C2 C5 C6 C7 C8 Average

Beijing 9.4 0.90 1.44 1.21 0.74 0.90 1.04

9.5 1.09 1.51 1.27 0.79 1.03 1.14

Sanya 9.4 0.98 0.90 0.58 1.50 1.03 0.99

9.5 1.66 0.83 0.77 1.42 0.94 1.12
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still far from the ideal state. Based on the measured data, the Position Dilution of
Precision (PDOP) value of the test arc of the test was calculated and the variation is
shown in Fig. 4. During the BDT period of September 4, the PDOP values of

Fig. 3 Time sequence of UERE, different satellite in different color and the figures upload gives
the results in September 4 and figures download give the results in September 5 (left for Beijing
and right for Sanya)

Fig. 4 Variation of PDOP,
black line stands for the pdop
variation of Beijing and red
line stands for the pdop
variation of Sanya
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Beijing observation site (black curve) ranged from 7 to 8.6, and the Sanya obser-
vation site (red curve) slightly outperformed Beijing observation conditions.
The PDOP values ranged between 6 and 7.

Figures 5, 6 and Table 2 show the static positioning error sequences of Beijing
observation site and Sanya observation site under the condition that all five
forward-type satellites are visible. To ensure coverage of the visible arc of the IGSO
satellite, the daily testing time is from 2 a.m. to 12 noon. Under 95% quantile
statistics, the horizontal positioning accuracy of Beijing observation site is better
than 4.85 m, the vertical accuracy is better than 6.3 m, the accuracy of
three-dimensional is better than 7.4 m, and the observation geometry of Sanya
observation site is better than that of Beijing. At 2.95 m, vertical accuracy is better
than 5.95 m, and 3D positioning accuracy is better than 6.1 m.

In addition, it can be found from the error sequence map of Beijing observation
point that there is obviously a high-frequency fluctuation period with the most
significant N direction. The analysis may be due to the periodic change caused by

Fig. 5 Positioning error for static, black, red, blue points stand for the north, east, vertical
positioning error respectively in September 4, left for Beijing site and right for Sanya site

Fig. 6 Positioning error for static, black, red, blue points stand for the north, east, vertical
positioning error respectively in September 5, left for Beijing site and right for Sanya site
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the retransmission period of the message system in the forwarding system. In order
to analyze its cycle size, spectrum analysis of the localization error N in Beijing
measuring point is carried out. Taking 10,000 epoch data, polynomial fitting is
firstly used to remove the trend term in the error sequence, followed by fast Fourier
transform to remove the trend. The error sequence and spectrum of the term are
shown in Fig. 7. It can be seen that after the spectral change, there is a clear peak
around the spectrum 10 Hz. Corresponding to the data sampling frequency, there is
a fluctuation period close to 1000 s in the N-directional error sequence, which is
close to the 15-min navigation message refresh rate in the transponding system.

3.3 Kinematic Testing

Kinematic test using the inertial output as reference, the receiver and inertial
navigation system homology locate on the car, the test route selection Beijing

Table 2 Statistics of positoning error in test arc (95%, m)

Site Date N E U 3D

Beijing 9.4 4.30 1.91 6.28 7.32

9.5 4.66 1.94 6.02 7.24

Sanya 9.4 2.73 0.87 5.91 6.06

9.5 2.89 0.85 5.31 5.50

Fig. 7 U-error and spectrum,
figure upload is the
positioning error of vertical
orientation after detrended,
figure download is the Fourier
transform spectral of U-error
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Institute of Optoelectronics—G7 Jingxin Expressway—North 6 Central—East 6
Central, shown in Fig. 8.

Figures 9, 10 and Table 3 show the dynamic positioning and speed evaluation
results under the condition that all five satellites are visible. As a result, a relatively
stable piece of data during the test is selected. Under the condition of 95% quantile
statistics, the 3D positioning accuracy is better than 16.6 m, the 3D velocity
accuracy is better than 0.13 m/s, and the difference between days is better than
0.01 m/s. It can see from the figure that the positioning error sequence consistent
with the speed error sequence.

Fig. 8 Sports route, the figure shows the full route of the car in the test

Fig. 9 Positioning and velocity error in kinematic, black, red, blue points stand for the north, east,
vertical positioning error respectively in September 5, left for positioning error and right for
velocity error
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4 Conclusion

This paper introduces the composition of the transponding system and the principle
of navigation and positioning, and then uses the measured data of the transponding
test to evaluate the SIS accuracy, positioning accuracy and speed accuracy. The
following conclusions are obtained:

(1) UERE accuracy of transponding system is better than 1.15 m, with straight-line
satellite navigation system, UERE there is a certain degree of stratification, but
also from the side reflects the UERE layered phenomenon more by the receiver
segment design.

(2) Under one IGSO and four GEO condition, the transponding system can achieve
the static positioning accuracy of 4.85 m in horizon and 6.3 m in vertical,
dynamic speed accuracy 0.08 m/s in horizon and 0.12 m/s in vertical, verifying
that the transponding system can be used for high-precision navigation and
positioning.

As can be seen from the results, as a pilot system, the transposing navigation
system already possesses the basic conditions of high-precision navigation and
positioning. Under the ideal condition of the constellation geometry, its navigation
positioning could be better than the straight-haul satellite navigation system in the
area navigation. At the same time, it can provide reference for the construction and

Fig. 10 Positioning and velocity error in kinematic, black, red, blue points stand for the north,
east, vertical positioning error respectively in September 5, left for positioning error and right for
velocity error

Table 3 Statistics of
positioning and velocity error
(95%, m)

Type Date N E U 3D

Positioning 9.4 7.83 9.47 13.10 16.55

9.5 8.55 12.10 12.94 16.36

Velocity 9.4 0.06 0.07 0.12 0.13

9.5 0.04 0.04 0.11 0.12
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development of Beidou satellite navigation system in the future in terms of
high-precision determination of satellite orbit and time service.
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Design of Distributed Test System
for Satellites

Xuejia Li, Jianwei Yang and Jiahao Li

Abstract The satellite test mode is experiencing the change from local test for
single target to distributed test for multiple satellites. Distributed Test System
(DTS) can coordinate geographically dispersal test nodes to achieve integrated test,
improve the utilization rate of test resources and the efficiency of satellite test. In
this paper, the system framework of the satellites DTS is discussed. The require-
ment of the system hardware is analyzed and module design of software is pre-
sented. The key technologies of DTS are also elaborated in detail. All the works
have set a basis for the further implementation of satellites distributed test system
and pushed the construction of Beidou-3 a step forward.

Keywords Distributed test system � Satellite test � Auto test system

1 Introduction

With the on-going construction of Beidou-3 navigation satellite system, China’s
space industry has further developed, thus raising higher requirements for satellites
test. At present in China, single star testing and centralized testing domain the auto
test field, whose resource utilization efficiency and openness are relatively low that
hardly meet the needs of constellation test [1]. While China’s satellite ground
stations are widely distributed, it is necessary to build a general distributed auto test
system that makes full use of existing resources and testing personnel, shortens the
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satellite test cycle and reduces the test cost to guarantee the normal operation of the
satellite in orbit.

DTS connects measurement instrumentations and computers equipped in dis-
persal test nodes through specific communication links, exchanging data collected
and processed. Under the management of the system control center, all the nodes
cooperate to complete the test tasks, which can achieve resource sharing, decen-
tralized operation, centralized management, measurement process monitoring and
fault diagnosis [2]. Research on DTS abroad has developed more mature. The Test
and Training Enabled Architecture (TENA) adopted by the joint military mission
and joint mission environment test capacity (JMETC), enabling range interoper-
ability and range resource reuse across the DoD range community, has played an
important role in the joint military missions [3]. The US company SpaceX uses
plenty automatic test and remote test technology to cut down the test time in the
launch site so that reduces launch time significantly compared with other satellites.
The distributed test technology in China is still in the initial stage. A scheme of
spacecraft integration test based on remote test proposed by China Academy of
Space Technology realized the coordination between front launch and rear analysis
for the first time, optimizing test personnel distribution [4]. Spacecraft Integrated
Test Information Management Platform proposed by Beijing Institute of Spacecraft
System Engineering secured parallel test for multi-spacecraft [5].

Distributed test has become a trend in the development of automatic test tech-
nology. Based on the requirement of satellite test, this paper proposed the structure
of distributed satellite automatic test system and designed the software system of
test nodes. Integrated with other modules such as test scheduling, equipment
management, fault diagnosis and other subsystems, the system could realize the
overall automation in remote satellite test.

2 System Design

2.1 System Framework

The satellite DTS is composed of the control center, the remote ground test station
and the front test equipment set, as shown in Fig. 1. As the core of the system, the
control center receives test requests initiated by remote clients equipped with client
software, provides corresponding services to them, controls and manages all test
nodes. The test node should respond to the instructions from the control center in
time. Following the specific instruction information, the nodes measure satellites
parameters based on a set of test process and configuration information, then
analyze the test results and send back to the control center. In the non-cooperative
mode, the nodes can also perform the test mission independently.
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2.2 Hardware Requirements

To enhance the flexibility of the system and the exchangeability of the instruments,
the distributed system hardware should adopt an open architecture and regulate
general key interfaces. The system hardware interface includes the internal interface
and the external interface. The internal interface is to define the communication
path between the computer of the control center and the test instrumentations, as
well as the communication connection between the instrument controller and the
test module. The external interface defines the host to the external environment
interface, which is an effective communication with the remote system [6]. The
regulation of the external interface contributes to the convenient interaction
between the test system and the diagnostic framework, realizing the sharing and
reusing of the diagnose information. This kind of interoperability makes integrated
test diagnosis implementable.

The standardized basic module combined with LXI bus technology are utilized
to realize the “plug and play” of the instrument, which prolongs the system life and
reduces upgrading costs.

Fig. 1 Framework of distributed satellites test system
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2.3 Software Design

The upper computer software adopted Microsoft Visual Studio 2010 as the
development platform. Net Framework 4 as the development environment, and C#
as program language.

According to the distribution characteristics of the nodes, the client/server (C/S)
architecture is adopted in the software system, which has the advantages of fast
response, high security performance and full isolation of the functional components
of the system. Considering the application scenario that each node is oriented to
multiple test objects at the same time, the system should support multi-channel
parallel test, which can be achieved by multithread technology in the software
perspective to realize dynamic allocation and optimal scheduling of test resources
[7]. Besides, test and data processing are time-consuming. To keep friendly inter-
action of software user interface, the UI process should be separated from test
operations through multithreading while delegate and event in C# is applied to
achieve inter-thread data exchange. Then the test results could be displayed timely.

The test client is divided into configuration management module, data pro-
cessing module and display module according to the function, and the three
modules can be further subdivided into several sub-parts. The modules remain
relatively independent and have a clear flow into the outflow interface for invoking
and reconstitution. The software components of the client are shown in Fig. 2.

The test process management module can customize the test project and organize
the test process using standardized test language.

The state control module generates the control instructions for the test instrument
and the test channel to manipulate the switch of the test equipment remotely.

The parameter configuration module mainly includes the configuration of remote
control orders, telemetry parameters and measurement parameters. Remote control

Fig. 2 Software components of remote client
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module configures the orders injected into the satellites, which can not only load the
pre-stored instruction document, but also input the injection instruction manually.
The telemetry parameter configuration is used to analyze the parameters of the
telemetry data. The remote control and telemetry data reflect the working state and
the environmental parameters of systems in the satellite, so that it can be used as the
basis for evaluating the performance of the satellite and analyzing the fault. In order
to complete distance and speed measurement, the parameters of carrier ring
bandwidth, pseudo-code ring bandwidth, information rate and code rate are needed
through the measurement parameter configuration module. The configuration
parameters can be stored in a local or shared database in text form through the
parameter saving module. Figure 3 is the client parameter configuration interface.

The received data management module realizes the continuous reception of the
data flow. To ensure the integrity of the received data, a separate receiving thread is

Fig. 3 Interface of parameter configuration
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created and kept circulating. Meanwhile, a FIFO type receive buffer is set to store
the received data, and then the packet is extracted from the buffer according to the
pre-set frame information for subsequent analysis.

The data analysis module obtains the corresponding type of each packet by
parsing the data at specific location, and then extracts the information in the packet
in accordance with the data format of this type. When data packet format designed,
the information requires characteristic clearness and integrity. It should carry more
effective parameters with the least data quantity so as to improve the test efficiency.

The data calculation module completes the simple calculation of the parameters,
including the statistical error rate, the distance, the speed calculation and so on.

The real-time monitoring module displays data received in time line. With
warning line set, data surmounting over the line would be marked for latter fault
analysis.

The graphical display module can dynamically draw the relevant parameter
curve and reflect its changing trend. Since most satellite tests last for a long time
and collect large amounts of data, if new point accumulated on curves over time,
memory overflow could occur or even the whole program could die. Therefore, it is
necessary to limit points number on the curve by interpolation method.

The report generation module presents the analysis results in the form of
spreadsheets, which saves manual filling, improves testing efficiency and avoids
errors caused by human transcribing.

The fault analysis module calls corresponding rules to complete the data failure
analysis and state judging. Then the fault information is added into the center
knowledge base, gradually enhance the level of fault diagnosis.

3 Research on Key Technologies

3.1 Time Synchronization

To ensure the effectiveness of distributed test, the satellite test data acquired by
different nodes require to be rearranged on the same time axis. However, due to the
independent clock in each system node, complexity of test environment and dif-
ferent time delay in the transmission process, there will be time derivation between
nodes inevitably in practical occasions. Time synchronization is the key technology
and research hotspot of distributed test system. Currently, the main way to secure
time synchronization is satellite time transfer, network time synchronization pro-
tocol (NTP) and precise time protocol (PTP).
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3.1.1 Satellites Time Transfer

Satellites time transfer is based on the hardware timestamp to achieve high preci-
sion time synchronization. Using the high precision time transfer module of the
global navigation satellite system, the time signal broadcast by satellites transmit
accurately. This signal can synchronize the clock of each node. Satellites time
transfer technology shows high precision and can unify the time standard among
widely distributed nodes. However, the high application cost such as the require-
ment for expensive chip assembly and the sensitivity to complex environment have
limited its application scenarios [8].

3.1.2 NTP Synchronization

NTP time synchronization was originally proposed in 1991 to synchronize the
clock of the computer network [9]. It is based on the client/server mode. The
synchronization packet transmission time delay between the local clock and clock
server is calculated firstly, then the deviation between the local clock and the
reference clock time server is deducted, and finally the local clock synchronization
with the reference time server can be realized. The protocol has low cost and
achieves millisecond synchronization. It is suitable for the scene with relative low
precision.

3.1.3 PTP Synchronization

PTP time synchronization is defined by IEEE 1588 standard, which is suitable for
precise time synchronization in measurement and automation systems [10].
The PTP protocol adopts the Master/Slave mode, and the nodes are synchronized
through the exchange of time packets. In a distributed test system, the central
server, as the main node of the system, provides a global clock. Synchronization is
divided into time offset synchronization and information transmission delay cali-
bration between master and slave nodes. The master node sends the synchronous
message packet (Sync) and the following message packet (Follow_Up), where the
following message packet carries the exact time of the Sync packet leaving the main
node, thus the clock bias of the master slave node can be calibrated. Then, a delay
request packet (Delay_Req) is sent from the slave node to the master node. Upon
the master node receiving Delay_Req packet, the time is recorded and then sent
back to the slave node through the delayed response packet (Delay_Resp) to
complete the delay measurement [11]. The synchronization model is as shown in
Fig. 4.

From the synchronization process above and model diagram, the deviation
between the slave node and the master node can be expressed as:
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Ds¼ðt2 � t1Þþ ðt4 � t3Þ
2

ð1Þ

Compared with the NTP protocol, the mechanism of the two message packets of
the PTP protocol improves the accuracy of time measurement, and the synchro-
nization accuracy reaches sub-microsecond level.

3.2 Interoperability of the System

Realizing interoperability of test system can make full use of the existing ATS,
integrate the geographically distributed and functionally separated test resources
and form a comprehensive environment, thus reducing the construction cost of
future integrated test system. Middleware technology is designed to solve the
distribution isomerism and realize real-time data exchange between systems.

Middleware is a general service between the hardware platform and the appli-
cation, and its structure is shown in Fig. 5. It can shield the difference between
application software and operation system (OS). The interface provided by the
program defines a relatively stable high-level application environment. When

Fig. 4 Model of PTP time synchronization
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upgrading the underlying hardware, it only needs upgrading middleware, which
reduces the cost of upgrading the application software [12].

TENA is exactly an example of how middleware provides real-time software
system interoperability and interfaces with joint environments. The TENA
Middleware combines distributed shared memory, anonymous publish-subscribe,
and model-driven distributed object-oriented programming paradigms into a single
distributed middleware system. The unique combination of highly abstract pro-
gramming yields a powerful middleware system that enables the middleware users
to rapidly develop complex yet reliable distributed applications [13].

4 Conclusion

Based on the growing demand of satellite test, a distributed satellite test system is
proposed in this paper. The system architecture is described, the test module
division of client software is introduced in detail and key technologies of the
distributed test system is analyzed. It has set the basis for the further system
development and implementation. The purpose of this system is to complete the
collaborative test of multiple test nodes on the same task. In this mode, the
equipment and personnel of each node can be adequately used and the satellite test
efficiency can be improved, thus further promoting the construction of Beidou-3
system.

Fig. 5 Middleware construction
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The Analysis of GPS/BDS
Ionosphere-Weak Combination
SPP Result

Yulong Kong, Hongzhou Chai, Zongpeng Pan, Rui Wang
and Chunhe Liu

Abstract Pseudo-code noise amplification theory of ionosphere-free combination
is studied in this article, In allusion to the disadvantage of iono-free combination,
The balance between the noise reduction and the incomplete elimination of iono-
spheric delay is finded. A new combination is proposed considering both the noise
reduction and the ionospheric correction, which is called Iono-weak combination.
According to the experiment, we reach the conclusion that the SPP result of
ionosphere-weak combination is better than ionosphere-free combination with GPS
data. The positioning accuracy of optimal combination can be increased about 15%.
In allusion to the phenomenon that BDS ionosphere-weak combination can only
improve the horizontal precision, the assumption of Total Group Delay
(TGD) effect in BDS broadcast ephemeris is raised. The experiment result of BDS
is consistent with GPS using ionosphere-weak combination without TGD correc-
tion. The rationality of the assumption is proved.

Keywords Ionospheric delay � Ionosphere-free combination � Ionosphere-weak
combination � Standard point positioning

1 Introduction

High-precision positioning of satellite navigation systems is subject to a variety of
additional conditions. The relative positioning is restricted by the distribution of the
reference base station and the length of the base line. Precision Point Positioning
(PPP) is limited by the limitation of timeliness due to the dependence on corrective
information such as precise ephemeris, clock error and other correction issued by
IGS [1–3]. Standard Point Positioning (SPP) is widely used in daily life due to its
advantages of simple operation and less restriction. Ionospheric delay is an
important source of error in pseudorange positioning. The effects of ionospheric
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delay are usually weaken by constructing ionosphere free combination measure-
ments in case of dual frequency observations. In this process, un-modelled errors
such as pseudorange noise and multipath effects are amplified [4–6].

An ionosphere weak combination is proposed in this paper to avoid noise
amplification problem. Through the formula derivation, the scope of the combi-
natorial coefficient screening is determined. Based on the SPP experiments of the
BDS/GPS dual system data, the optimal combination mode is selected respectively.
The ionosphere weak combination positioning results of BDS and GPS are statis-
tically analyzed and compared. In view of the difference between BDS and GPS,
the conjecture is proposed and the reasonable explanation is given.

2 Dual Frequency Ionosphere Free Combination Model

Code pseudorange observation equation can be written as follow:

Pi ¼ qþ c � dtþ dionðiÞ þBs
ðPiÞ þBrðPiÞ þ dtrop þ dmultðPiÞ þ ePðiÞ ð1Þ

where i represents a different frequency, q is recorded as the geometric distance
between the station and the satellite. c � dt means receiver clock error, dionðiÞ denotes
as the ionosphere delay of different frequency code observations, Bs

ðPÞ and BrðPÞ are
satellite and receiver code hardware delay respectively, dtrop denotes as troposphere
delay, dmult is multipath effect and eP represents code pseudorange observation
noise [7, 8].

Ionosphere delay is frequency dependent. Thus, the linear combination of the
dual frequency measurement can be used to eliminate the effect of the ionosphere,
that is, to obtain the combined observation of the ionosphere.

PIF ¼ f 21
f 21 � f 22

P1 � f 22
f 21 � f 22

P2

¼ qþ c � dtþDBs
ðP1;P2Þ þDBrðP1;P2Þ þ dtrop þ dmultðP1;P2Þ þ ePð1;2Þ

ð2Þ

where DB is recorded as the combined hardware delay [9, 10].

DB ¼ f 21
f 21 � f 22

Bð1Þ � f 22
f 21 � f 22

Bð2Þ ð3Þ

There are three different frequency in the BDS2 regional navigation system, such
as: B1I, B2I and B3I. When the navigation ephemeris file is used for SPP, the
different frequency combination formulas have the following forms:
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PIF ¼ f 21 PB1I � f 22 PB2I

f 21 � f 22
� c � ðf 21 TGD1 � f 22 TGD2Þ

f 21 � f 22
ð4Þ

PIF ¼ f 21 PB1I � f 23 PB3I

f 21 � f 23
� c � f 21 TGD1

f 21 � f 23
ð5Þ

where TGD1 denotes as the satellite hardware delay bias between B1I and B3I, TGD2
means the satellite hardware delay bias between B2I and B3I. Because the BDS2
navigation ephemeris clock error is estimated by B3I observations, the navigation
satellite clock error is consistent with the hardware delay of the B3I frequency. No
hardware delay correction is required when B3I frequency is used.

3 Theory of Ionosphere Weak Combination

3.1 Noise Amplification Principle of Dual Frequency
Combination

According to Eq. (2), the ionosphere free combination can completely eliminate the
first order ionospheric delay in theory. However, in the process of using the linear
combination to eliminate the ionospheric delay, un-modeled error terms such as
code observation noise and multipath effects will be magnified to a certain extent.
For the convenience of research, the noise and multipath effects can be assumed to
be Gaussian white noise. Assuming observed noise standard deviation of frequency
i denotes as ri. According to the variance covariance propagation law, the com-
bined observation noise can be deduced [11]:

rIF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðar1Þ2 þðbr2Þ2

q
ð6Þ

where a and b are called ionosphere free combination coefficient, determined by:

a ¼ f 21
f 21 � f 22

b ¼ f 22
f 21 � f 22

8>>><
>>>:

ð7Þ

Assuming different frequency are the same precision observations, that is
r ¼ r1 ¼ r2.
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rIF ¼l � r
l ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2

q
8<
: ð8Þ

where l is recorded as noise amplification factor.
Noise amplification factor of different combinations in BDS/GPS are shown in

Table 1.
As shown in Table 1, the frequency of similar frequency combinations will

seriously pollute the quality of observations. GPS L1/L5 dual-band combination
has the minimum noise amplification factor. According to the newest BDS ICD
document, two new public service signals of B1C (1575.42 MHz) and B2a
(1176.45 MHz) will be added to the global system BDS3. At that time, BDS3 will
also have the smallest noise amplification factor as GPS.

3.2 Noise Reduction Principle Based on Ionosphere
Weak Coefficient

Suppose that the code observation noise is 1% of the code element width. For BDS,
the code element width is about 150 m. Code measurement error can be regarded as
1.5 m, which is equivalent to 1/6–1/5 of the peak ionospheric impact in the middle
latitudes during the solar activity peak. The noise amplification effect of the
dual-frequency code IF combination is significant in SPP. In this paper, we consider
the way to reduce the effect of noise amplification by adjusting the combination
coefficient. This method with the consideration of the ionospheric correction and
noise amplification is called ionosphere weak combination.

Table 1 Different noise amplification factor in BDS/GPS

System Combined frequency l

BDS2 B1I (1561.098 MHz)
B2I (1207.140 MHz)

2.90

BDS2 B1I (1561.098 MHz)
B3I (1268.520 MHz)

3.53

BDS2 B3I (1268.520 MHz)
B2I (1207.140 MHz)

14.29

GPS L1 (1575.420 MHz)
L2 (1227.600 MHz)

3.00

GPS L1 (1575.420 MHz)
L5 (1176.450 MHz)

2.59

GPS L2 (1227.600 MHz)
L5 (1176.450 MHz)

16.64
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Define gIF¼ f1
f2

� �2
, Eq. (2) can be written as:

PIF ¼ gIF
gIF � 1

P1 � 1
gIF � 1

P2 ð9Þ

Assume g as a variable. gIF is a special value of g. A functional relationship
between the noise amplification factor and the variable can be established:

l ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
g2 þ 1

p
g� 1

ð10Þ

where g denotes as ionosphere weak combination regulator. l changes with g as
shown in Fig. 1.

According to Fig. 1, l decreases as g increases. The rate of decrease is gradually
slowing down and converging to r. Noise amplification and the ionospheric delay
correction should be considered at the same time. The ionospheric delay amplifi-
cation equation can be deduced as follow:

Dion ¼ g
g� 1

� A
f 21
TEC � 1

g� 1
� A
f 22
TEC

¼ g� gIF
g� 1

� A
f 21
TEC

¼ð1� gIF � 1
g� 1

Þdion1

ð11Þ
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Fig. 1 Change of l with g
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where Dion is regarded as the ionospheric residual error in ionosphere weak com-
bination, TEC means total electronic content, dion1 represents the ionospheric delay
of frequency f1. As shown in Fig. 2, the ionosphere weak combination with noise
reduction should satisfy the condition g[ gIF [ 1. The ionospheric residual error
Dion range is ð0; dion1Þ. In this paper, different ionosphere weak combination modes
are obtained by changing g, and the SPP results of these modes are analyzed.

4 Statistics and Analysis of Positioning Result

For B1I + B2I dual-frequency combination in BDS, g range is ð1:47; 3:47Þ, step
variation l ¼ 0:2. For L1+L2 dual-frequency combination in GPS, g range is
ð1:45; 2:75Þ, step variation l ¼ 0:1. According to the multi-day observation data of
CUT0 station of Curtin University in Australia, the SPP static positioning results
under different combinations are obtained, shown in Tables 2, 3, Figs. 3 and 4.

According to the results from Tables 1 and 2, the accuracy of GPS SPP is
significantly improved by ionosphere weak combination. Both horizontal and
vertical positioning accuracy can be improved by about 15%. When g ¼ 1:95, the
accuracy increases to the extreme, and then the ionospheric delay residual become
the main contradiction again, making the positioning accuracy began to decline.
For BDS, ionosphere weak combination can improve the horizontal positioning
accuracy of SPP, while it has the opposite effect of reducing the accuracy for
vertical direction. By Eq. (4), BDS dual-frequency SPP need TGD correction.
Thus, assuming that entirety TGD effect is opposite to ionosphere in BDS. If the
broadcast TGD parameters have error, ionosphere weak combination will make the
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Table 2 BDS B1I+B2I SPP positioning accuracy statistics of ionosphere weak combination

g Positioning error RMS (m) Improvement of positioning results (%)

N E U 2D 3D U 2D 3D

1.47 3.13 3.38 5.37 4.61 7.07 6.4 −20 −2.5

IF 2.59 2.83 5.74 3.84 6.9 0 0 0

1.87 2.34 2.54 6.14 3.45 7.04 −7.0 10.2 −2.0

2.07 2.19 2.37 6.45 3.23 7.21 −12.4 15.9 −4.5

2.27 2.1 2.25 6.69 3.08 7.36 −16.6 19.8 −6.7

2.47 2.04 2.16 6.87 2.97 7.49 −19.7 22.7 −8.6

2.67 2 2.1 7.02 2.89 7.59 −22.3 24.7 −10.0

2.87 1.96 2.05 7.13 2.83 7.67 −24.2 26.3 −11.1

3.07 1.94 2.01 7.23 2.79 7.75 −26.0 27.3 −12.3

3.27 1.92 1.97 7.31 2.75 7.81 −27.4 28.4 −13.2

3.47 1.9 1.95 7.37 2.72 7.86 −28.4 29.2 −13.9

Table 3 GPS L1+L2 SPP positioning accuracy statistics of ionosphere weak combination

g Positioning error RMS (m) Improvement of positioning results (%)

N E U 2D 3D U 2D 3D

1.45 2.82 1.82 6.7 3.36 7.49 −59.9 −54.8 −58.7

1.55 2.16 1.44 5.09 2.6 5.71 −21.5 −19.8 −20.1

IF 1.8 1.22 4.19 2.17 4.72 0 0 0

1.75 1.6 1.09 3.68 1.94 4.16 12.2 10.6 11.9

1.85 1.52 1.03 3.47 1.83 3.92 17.2 15.7 16.9

1.95 1.5 1 3.41 1.8 3.86 18.6 17.1 18.2

2.05 1.52 0.99 3.44 1.81 3.89 17.9 16.6 17.6

2.15 1.56 0.99 3.52 1.85 3.98 16.0 14.7 15.7

Fig. 3 BDS B1I+B2I ionosphere weak combination positioning result variation
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TGD error more significant. The ionospheric delay residual and satellite hardware
delay residual have the same influence on the zenith direction, which leads to the
reduction of the vertical positioning accuracy. Based on the above conjecture, the
positioning results statistics are obtained for the same BDS data without TGD
correction, as shown in Table 4 and Fig. 5.

The horizontal and vertical positioning accuracy can be improved by about 25%
without TGD correction for BDS, even compared to dual frequency ionosphere free
combination positioning results with TGD correction, there are nearly 15% of the
increase effect. It verifies the existence of TGD correction error, and the entirety
TGD is opposite to ionosphere delay.

Fig. 4 GPS L1+L2 ionosphere weak combination positioning result variation

Table 4 BDS B1I+B2I SPP positioning accuracy statistics of ionosphere weak combination

g Positioning error RMS (m) Improvement of positioning results (%)

N E U 2D 3D U 2D 3D

1.47 5.4 5.68 6.8 7.83 10.37 −40.8 −25.7 −31.6

IF 4.13 4.66 4.83 6.23 7.88 0 0 0

1.87 3.5 4.13 4.2 5.42 6.86 13.0 13.0 12.9

2.07 3.13 3.8 4.04 4.93 6.37 16.4 20.9 19.2

2.27 2.89 3.57 4.05 4.6 6.13 16.1 26.2 22.2

2.47 2.73 3.41 4.13 4.37 6.01 14.5 29.9 23.7

2.67 2.61 3.29 4.22 4.2 5.95 12.6 32.6 24.5

2.87 2.52 3.19 4.31 4.07 5.93 10.8 34.7 24.7

3.07 2.46 3.12 4.4 3.97 5.92 8.9 36.3 24.9

3.27 2.4 3.05 4.47 3.89 5.93 7.5 37.6 24.7

3.47 2.36 3 4.54 3.82 5.93 6.0 38.9 24.7
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5 Conclusions

(1) The noise amplification of dual-frequency ionosphere free combination SPP is
analyzed in this paper. To solve this problem, the ionosphere weak combination
mode is proposed for balancing the effect of noise amplification and iono-
spheric delay.

(2) Set the regulator factor g, The functional relationship between regulator and
noise amplification factor is deduced, and the relationship between regulator
and the ionospheric delay residual is also derived.

(3) According to BDS and GPS data, the effect of ionosphere weak combination
SPP is analyzed. It is found that the optimal ionosphere weak combination can
improve the horizontal and vertical positioning accuracy for GPS SPP. While in
BDS system, the ionosphere weak combination can only improve the accuracy
of the horizontal direction. Supposing that BDS broadcast TGD parameters
have obvious error, and entirety TGD error have the same effect to ionosphere
delay. BDS positioning results is similar to GPS without TGD correction. The
accuracy of ionosphere weak combination SPP without TGD correction can be
improved about 15% compared with ionosphere free SPP with TGD correction.
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An Investigation on Influence
of Navigation Satellites Solar Panels
on the RNSS Signal Propagation
and Ranging Error

Xin Nie, Jun Xie, Tianxiong Liu, Songtao Huangfu, Shuguo Xie,
Tian Jin and Xiaowei Cui

Abstract In order to analyze the influence of solar panels on the propagation of
navigation signals, simulation analysis and ground far-field measurement campaign
in the proving field were carried out. In this paper, the propagation of RNSS signal
when solar panels rotated by different angles was simulated using the moment
method. The effect of multipath caused by solar panels on the ranging errors was
also studied. Simulation results are in agreement with the ground far-field mea-
surement, which show that solar panels have little influence on the RNSS navi-
gation signals. The influence on the ranging error is negligible.

Keywords RNSS signal � Solar panels � Ranging error

1 Introduction

There are many factors affecting the positioning accuracy of satellite navigation
systems [1]. Most errors in satellite ranging, such as orbital error, satellite clock
error, ionospheric and tropospheric delay, can be substantially corrected by models,
while noise and interference can be reduced using spread-spectrum techniques, so
multipath becomes one of the main sources of ranging error.

Due to the scarcity of satellite shape and layout data, the study of multipath
around the satellite is very difficult, and the research results are few. In 2014,
pseudo-range measurement of four satellite navigation systems was performed in
[4]. The results show that the multipath (MP) value of the pseudo-range of BeiDou
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systems is related to elevation and the time series of MP values of the GEO satellite
is periodic. The MP values of navigation signal with different were compared in [5].
The variation of MP values with the time and elevation was also studied.

Equipments with large size installed on the surface of satellites, especially solar
panels, reflector antennas, etc., may reflect the signal transmitted by satellites,
resulting in multipath propagation. Multipath affects the performance of receivers,
and the accuracy of ranging will degrade. In the meantime, due to the fact that the
variation period of MP reported in the above thesis is about 24 h, which is the same
as that of the solar panels rotating. In order to verify whether or not the change of
MP values with the time is caused by solar panels, this paper carried out theoretical
analysis and simulation of satellite multipath on one hand. According to the
modeling and simulation analysis of the satellite, the multipath generated by the
solar panel on-board is obtained by the method of moment. The amplitude ratio of
multipath to line-of-sight (LOS) path, delay of multipath relative to the LOS path
were obtained. On the other hand, one real-world GEO satellite was used in
wireless far-field to carry out experiments on multipath to obtain the intensity and
delay of reflected signal. Finally, the parameters of multipath were used to further
obtain the ranging error.

2 Multipath Simulation Analysis

Moment method is mainly based on the integral equation of the electromagnetic
field. The method can analyze the radiation pattern and the input impedance by
analyzing the current distribution on the metal body and the antenna. It has the
characteristics of high precision and is widely used in the analysis of such prob-
lems. The amplitude of multipath signal is smaller than that of the LOS signal, and
the scatterers are located at the side lobe of antenna, so the moment method is
chosen.

The body model used in the analysis can be found in [6]. After the parameters
such as satellite size, solar panel size, reflection coefficient and antenna parameters
are brought into the modeling software, the satellite’s electromagnetic model can be
obtained.

2.1 Simulation Results of Multipath Amplitude

According to the relationship between the satellite and the earth, the wavebeam
need to cover the surface of the earth. The width of the beam is ±8.7°. Therefore,
we will discuss only the multipath distributed within the main lobes. Antenna, astral
shell, solar panels are set to PEC.
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Figure 1 shows the multipath distribution when the earth is observed on the
satellite. The upper and lower are the north and south directions of the earth
respectively. The left and the right are respectively the west and east directions of
the earth when observed in the space. It can be seen that the amplitude ratio of
multipath to the LOS is not the same at different positions of the beam. The
maximum ratio is 0.036. When moving in the vertical direction from lower to
upper, the multipath amplitude is relatively small, and the amplitude ratio varies
from 0 to 0.013 (which is 37 dB lower than the LOS). When moving along the
horizontal direction from left to right, the amplitude ratio changes more obviously,
and the amplitude ratio varies between 0.01 and 0.05 (which is 26 dB lower than
the LOS).

2.2 Simulation Results of Multipath Delay

Based on the multipath simulation and extraction, the phase difference between the
multipath and the LOS can be used to calculate the delay of the multipath relative to
the LOS. According to the simulation result of the GEO satellite, the multipath
delay is shown in Fig. 2.

According to this figure, it can be seen that the time delays of the multipath and
the main path are not the same at different positions of the beam. The maximum
time delay in this figure is 50 ns, corresponding to a distance of about 15 m.
However, most of the time delay values are about 20 ns and the corresponding
distance is 6 m, which is consistent with the distance from the antenna to the solar
panel. The results prove the correctness of the simulation.

Fig. 1 The amplitude ratio of
multipath to LOS in the main
beam of GEO satellite
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3 Test Verification

Based on the simulation analysis, one real-world GEO satellite is used in wireless
far-field to carry out experiments on multipath in order to obtain the reflected signal
intensity and delay caused by solar panels. In this paper, sweep-frequency method
and multi-frequency pseudo-range and carrier phase measurement combination
method (Hereinafter referred to as MP method for simplicity) are used to evaluate
the multipath.

The sweep-frequency method uses the sweep signal as a test signal. After being
transmitted by the antenna, the LOS signal and the multipath signal are received by
the receiving antenna. The amplitude and phase detection receiver will detect the
amplitude and phase of the wideband swept frequency signal at different frequen-
cies and then perform Fourier transform to distinguish the intensity and delay of the
multipath signal and the LOS from the time domain. In theory, the wider the
bandwidth of the sweep signal is, the higher the delay resolution is. The frequency
sweep test results without solar panels were taken as the reference background.
Then the background is subtracted from the frequency domain test results with solar
panels, so the environment multipath is reduced. As a result, the resolution and
sensitivity of multipath analysis in time domain is improved.

MP method is based on a widely used code-carrier phase MP value combination
formula:

MðPi; Lj; LkÞ ¼ MPi �MLj þ
k2i þ k2j
k2j � k2k

ðMLj �MLkÞþ f

Fig. 2 The delay of
multipath relative to LOS
(unit: s)
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The above equation can well evaluate the multipath effect of a certain frequency
and realize the detection of code multipath. Without the impact multipath, the MP
values should fluctuate at a constant value. The triple-frequency code-carrier
combination can detect which frequency is affected by multipath. In the ground test
environment, the Code minus carrier (CMC) value is considered to be the same as
the MP value since there is no ionospheric influence. CMC is used to approximate
pseudo-range multipath (ignoring very small carrier multipath and measurement
noise).

CMC ¼ qL1 � /L1 ffi 2IqL1 þMPqL1 þ eqL1 þ k1N1

3.1 Wireless Far-Field Measurement

The GEO satellite was fixed in the semi-open microwave anechoic chamber, and
the state of satellite is the same as working state on orbit. The measurement scenario
is illustrated in Fig. 3. The solar panels are erected by a special tooling to simulate
the effects of solar panels and their motion on signal reflection. The satellite
transmitted the real navigation signal or the broadband sweep signal. The distance is
so long that a plane wave was formed. The signal was received from the L-band
antenna, and sent to the receiving equipment, which was synchronized with the
transmitting equipment using optical fiber. The received signal was analysed to
detect whether there is multipath. According to different test scenarios, the position
and attitude of the satellite were adjusted by the tooling. To change the relative
angle and distance relationship between the satellite and the receiving antenna, the
attitude of the satellite, the rotation angle of the solar panels or the position of the
receiving antenna was changed.

Fig. 3 Wireless far-field measurement scenario utilizing a real GEO satellite
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3.2 Wireless Far-Field Test Results

Figure 4 shows test results using sweep-frequency method. Multipath introduced
by the testing environment was cancelled in the frequency domain. The multipath
due to solar panels is shown at ∇2 in the figure. As can be seen, the power of
multipath was almost unchanged when solar panels were rotated to different
directions. With respect to the LOS, the power of multipath caused by solar panels
was −35 dB lower, which is consistent with the simulation results.

Test results using MP method is given in Fig. 5. The direction of the solar panels
changes continuously downward by two cycles. The receiver was used to monitor
the MP value when the solar panels were rotating. Test results show that the value
of MP measured by the receiver shows no obvious change trend. The MP value is
basically random jitter. Under the test condition, the standard deviation of the MP
value is 0.046 m, while the standard deviation in the Gaussian white noise channel
is about 0.03 m. The two deviations are basically the same. This shows that there is
no correlation between the direction of the solar panel and the change of the MP
value. The change of MP values on orbit is not caused by the solar panel rotation.

4 Ranging Error Analysis

Due to the presence of multipath signals, the received navigation signal can be
represented as:

xðtÞ ¼
XM
i¼0

aiðtÞdðtÞPN½t � siðtÞ� cos½xctþ hiðtÞ�

The ranging error caused by multipath can be expressed as:

e0 ¼

sd1a1 cosðh1�ĥ0Þ
a0 þ a1 cosðh1�ĥ0Þ ; 0\sd1 � sp
a1d cosðh1�ĥ0Þ

2a0
; sp\sd1 � sq

a1 cosðh1�ĥ0Þ
2a0�a1 cosðh1�ĥ0Þ ðTc þ

d
2 � sd1Þ; sp\sd1 � Tc þ d

2

0; sd1 [ Tc þ d
2

8>>>>><
>>>>>:

in which e0 multiplied by the speed of light c is the ranging error caused by
multipath,sdi is the time delay of multipath relative to the main path, a0 is the main
path amplitude, a1 is the multipath amplitude, ĥ0 is the carrier phase estimation of
the direct signal, h1 is the phase of the multipath signal, and d is the interval,
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Fig. 4 Test results using sweep-frequency method (upper: solar panels forward and lower: solar
panels down)
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sp ¼ a0 þ a1 cos h1 � ĥ0
� �h i

d=2a0 and sq ¼ Tc � d=2

þ a1d cos h1 � ĥ0
� �

=2a0:

The amplitude, phase and time delay of multipath signal were obtained through
the simulation. These three parameters decide the ranging error of receivers.
According to the formula, the ranging error caused by multipath can be obtained.
The effects of solar panel rotation on the multipath were simulated and analysed. As
the solar panel rotates, the ranging error of the satellites change with the rotation of
the solar panel. Figure 6 is the ranging error map when the solar panel is rotated by
0°, 30°, 60°, 90°, 120° and 150°.

Beijing was chosen as a typical area. When the position of Beijing in the beam is
brought in, it can be found that the ranging error changes with the rotation of the
solar panel at this position. As shown in Fig. 7, it can be seen that when the solar
panel rotates with time, the variation of ranging error in Beijing is about 1.5 cm.
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Fig. 6 Ranging error plot for solar panels rotated by a variety of angles

Fig. 7 Fluctuations in
ranging error when the solar
panel is rotating
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5 Conclusion

In order to analyze the influence of satellite solar panels on the transmission of
RNSS navigation signals, simulation analysis and the far-field measurement of a
real satellite are respectively carried out. The simulation results are consistent with
the far-field test results on the ground. Both the simulation and measurement results
show that the power of multipath brought by solar panels is −35 dB below to the
LOS. When the direction of satellite solar panels changes, the MP value is basically
random jitter. The standard deviation of MP value is 0.046 m, which is basically
equivalent to the standard deviation in Gaussian white noise channel. It is calculated
that when the solar panel rotates with time, the variation of ranging error in Beijing
is about 1.5 cm, which shows that the solar panels have less influence on the RNSS
navigation signals and have negligible impact on the ranging error.
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Research on the Availability Analysis
Method of Navigation Satellite Based
on Petri Nets

Haisheng Li, Heng Zheng, Haitao Zhao and Zixia Zheng

Abstract Availability is an important index for measuring the service performance
of navigation satellite. The traditional availability analysis methods only take into
account the satellite failure factors, but not consider the satellite performance status.
An availability analysis method of navigation satellite based on Petri nets is pro-
posed in this paper, considering both the two factors of failure and performance
status. With the consideration of three key navigation tasks (satellite uplink signal
injection, navigation information processing, and navigation signal broadcasting),
the satellite availability model, which describes the health of the single machine and
the quality of the navigation signal, is firstly established by the colored Petri nets
(CPN) on the basis of information flow. Then, the results of simulating analysis of
satellite availability are obtained using Monte Carlo (MC) simulation algorithm.

Keywords Navigation satellite � Information flow � CPN � Outages
Availability analysis � MC

1 Introduction

Navigation satellite is a core part of space segment of satellite navigation system. It
is also the output terminal of the system. It broadcasts the navigation signal directly
to users and provides navigation and timing information. The satellite health is
directly related to the quality of the navigation signal. Availability of space signals,
the ratio of the working time of the satellite to the expected working time, is an
index specified in the BDS open service performance standard and is also an
important index of the normal use of navigation satellites. Outage is a key factor
that causes navigation satellite unusable. It refers to the state in which the satellite
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cannot perform its required functions. The reason for the outage may be failure,
maladjustment or planned and unplanned events. Outages are divided into four
types: short term scheduled outages, short term unscheduled outages, long term
scheduled outages, long term unscheduled outages. Short term unscheduled outages
mean that the navigation signal is interrupted due to a sudden failure or other
unscheduled events. Such outages cannot be informed to users in advance and are
unpredictable and become a key factor restricting the availability of navigation
satellites [1, 2].

The traditional satellite availability analysis methods only consider the satellite
fault factors, not involving the performance of the satellite. This paper presents a
Petri-based navigation satellite availability analysis method to analyze the avail-
ability of navigation satellites based on two factors of failure and performance. For
the basic navigation services of RNSS and three key navigation tasks, firstly, the
satellite availability model is established through the colored Petri net based on
information flow. The model can be used to simulate the navigation data operation
process and describe the single machine health status and navigation signal quality.
Secondly, single machines are determined according to the satellite core tasks.
Finally, Monte Carlo simulation algorithm is used to obtain satellite short term
unscheduled outage simulation results and carry out satellite availability analysis, in
which process the single machine performance parameters and reliability/
maintainability data are as the input for the model.

2 Navigation Satellite Availability Model

The space segment is composed of multiple satellites, and each navigation satellite
is established its own availability model. Based on the process of navigation
satellite information flow related to the RNSS basic navigation services, a navi-
gation satellite availability model is established by using Petri net method.

2.1 Brief Description of Petri Nets

Petri net is a kind of binary directed graph, which can be used for static structural
analysis and dynamic behavior analysis. It is made up of place, transition, directed
arc between place and transition, and token in place. The place represented by
circles is static and used to record the status of the individuals that make up the
system and the system itself. While the role of the transition (represented by
rectangles) is to dynamically change the state of the system [3]. Basic Petri nets
have simple definitions of token meanings and transition conditions, which are
inconvenient to describe the system model. In comparison, the colored Petri net is
an advanced net system defined on the basis of basic Petri net. It is more abstract
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than basic Petri net: there are many resources available at each place, and each
transition represents a variety of changes [4, 5].

2.2 Navigation Satellite Information Flow

For the basic services of RNSS, navigation satellite broadcasts space signals con-
taining time, navigation information and the integrity information generated by the
ground segment. Navigation satellite mainly completes three key tasks of uplink
injection signal reception, navigation information processing and navigation signal
transmission. The information flow process of navigation satellite is shown in
Fig. 1.

2.3 Satellite System-Level Petri Net Model

The colored Petri net is used to establish the navigation satellite information flow
model to simulate the flow process of navigation data. The short term unscheduled
outage parameters are associated with the satellite key tasks’ outage index.

As shown in Fig. 2, the Petri net model of the satellite system with basic nav-
igation services includes three tasks: uplink injection signal reception, navigation
information processing and navigation signal transmission. Satellite signal is con-
nected with the monitoring station through a space signal, and connected with the
injection station/master station through navigation data and integrity data.

The satellite-system-level Petri net model established by Petri net software
TimeNET is shown in Fig. 3. The supplementary launch process in the model takes
into account the time feature,including the ground test time, the transmitting time
and the on-orbit test time. In addition, the ground resources needed for the

Navigation
Information
Processing

Uplink Injection 
Signal Reception

Satellite System

Navigation
Signal

Transmission

Ground Control 
Segment

Information
Flow

Information
Flow

Fig. 1 The information flow of navigation satellite
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supplementary launch process are also considered, which is closely related to
launch vehicle reliability (with launch reliability 0.96 as a constraint).

Table 1 shows the input parameters of the satellite Petri net model.
The success criteria for satellite’s three key missions are as follows:

(1) Uplink injection signal reception

It can correctly receive the uplink radio signals and the navigation message
parameters generated by the ground segment.

(2) Navigation information processing

It can store and process the navigation message parameters injected by the
ground segment, integrate the satellite time reference information, and form the
correct navigation message. In addition, it should have the functions of information
encryption and decryption, uploading the injection program and automatically
recovery from instantaneous logic failure.
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Fig. 2 The schematic diagram of satellite Petri net model

130 H. Li et al.



Fig. 3 The diagram of satellite system Petri net model

Table 1 Input parameters of satellite system Petri net model

Parameters Description

MTBOreceiverðsatÞ MTBO for uplink injection signal reception

MTTRreceiverðsatÞ MTTR for uplink injection signal reception

MTBOnavdataprocðsatÞ MTBO for navigation information processing

MTTRnavdataprocðsatÞ MTTR for navigation information processing

MTBOsisbrocastðsatÞ MTBO for navigation signal transmission

MTTRsisbrocastðsatÞ MTTR for navigation signal transmission

Ttesting Ground test time

Tlaunch Launching time

Torbittesting Satellite in-orbit test time

plaunch Launch success rate

NoteMTBO is the abbreviation of mean time between outages. MTTR is the abbreviation of mean
time to repair
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(3) Navigation signal transmission

It can broadcast a healthy space signal to users.

2.4 Satellite Functional Unit Petri Net Model

The main functional units used to accomplish the three tasks of navigation satellite
are navigation task processing, navigation signal generation, navigation signal
broadcasting, on-board time frequency maintenance, L band uplink reception and
inter-satellite link.

For each functional unit, a corresponding Petri net model is established to
describe the process of the unit transiting from normal working mode to failure
mode. Figure 4 shows the Petri net model for the unit of navigation task processing.
Others are similar.

The input parameters of the Petri net model for each functional unit of the
satellite are shown in Table 2.

T

T

Good Failure

Fig. 4 Model for the state change of navigation task processing functional unit

Table 2 Input parameters of functional unit Petri net models

Parameters Description

MTBO1ðfunitÞ MTBO for navigation task processing unit

MTTR1ðfunitÞ MTTR for navigation task processing unit

MTBO2ðfunitÞ MTBO for navigation signal generation unit

MTTR2ðfunitÞ MTTR for navigation signal generation unit

MTBO3ðfunitÞ MTBO for navigation signal broadcasting unit

MTTR3ðfunitÞ MTTR for navigation signal broadcasting unit

MTBO4ðfunitÞ MTBO for on-board time frequency maintenance unit

MTTR4ðfunitÞ MTTR for on-board time frequency maintenance unit

MTBO5ðfunitÞ MTBO for L band uplink reception unit

MTTR5ðfunitÞ MTTR for L band uplink reception on unit

MTBO6ðfunitÞ MTBO for inter-satellite link unit

MTTR6ðfunitÞ MTTR for inter-satellite link unit
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3 Satellite Availability Simulation Analysis

The functional units and corresponding related single machines of the satellite basic
navigation services are analyzed. The satellite short term unscheduled outages are
simulated by using Monte Carlo algorithm based on the Petri net information flow
model of the satellite system, which takes the reliability and maintainability
parameters (including test data and simulation data) of the key single machines as
inputs.

(1) Simulation conditions

The simulation time is 2,000,000 h, and the number of samples is 1000.

(2) Input conditions

Table 3 shows the outage parameters of the uplink injection signal reception,
navigation information processing, and navigation signal transmission related to the
basic navigation mission of the satellite. Other performance parameters refer to the
functional performance indexes, which are omitted here.

Table 3 Outage parameters of satellite for RNSS (unit: hour)

No. Uplink injection
signal reception

Navigation
information
processing

Navigation signal
transmission

MTBO MTTR MTBO MTTR MTBO MTTR

1 8760 3 17,520 3 17,520 3

2 8760 2 17,520 2 17,520 2

3 8760 1 17,520 1 17,520 1

4 8760 0.5 17,520 0.5 17,520 0.5

5 5840 3 11,680 3 11,680 3

6 5840 2 11,680 2 11,680 2

7 5840 1 11,680 1 11,680 1

8 5840 0.5 11,680 0.5 11,680 0.5

9 4380 3 8760 3 8760 3

10 4380 2 8760 2 8760 2

11 4380 1 8760 1 8760 1

12 4380 0.5 8760 0.5 8760 0.5

13 3504 3 7008 3 7008 3

14 3504 2 7008 2 7008 2

15 3504 1 7008 1 7008 1

16 3504 0.5 7008 0.5 7008 0.5

17 2920 3 5840 3 5840 3

18 2920 2 5840 2 5840 2

19 2920 1 5840 1 5840 1
(continued)
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(3) Simulation results

On the basis of the satellite system-level Petri net model and Monte Carlo
simulation algorithm, the outage parameters of the three functional units (uplink
signal receiving, navigation information processing and navigation signal broad-
casting) are considered, and then the short term unscheduled outage parameters and
availability of a satellite are obtained. Simulation analysis results are shown in
Table 4. The simulation results of satellite availability under different outages are
shown in Fig. 5.

Table 3 (continued)

No. Uplink injection
signal reception

Navigation
information
processing

Navigation signal
transmission

MTBO MTTR MTBO MTTR MTBO MTTR

20 2920 0.5 5840 0.5 5840 0.5

21 2503 3 5006 3 5006 3

22 2503 2 5006 2 5006 2

23 2503 1 5006 1 5006 1

24 2503 0.5 5006 0.5 5006 0.5

25 2190 3 4380 3 4380 3

26 2190 2 4380 2 4380 2

27 2190 1 4380 1 4380 1

28 2190 0.5 4380 0.5 4380 0.5

29 1947 3 3894 3 3894 3

30 1947 2 3894 2 3894 2

31 1947 1 3894 1 3894 1

32 1947 0.5 3894 0.5 3894 0.5

33 1752 3 3504 3 3504 3

34 1752 2 3504 2 3504 2

35 1752 1 3504 1 3504 1

36 1752 0.5 3504 0.5 3504 0.5

37 1593 3 3186 3 3186 3

38 1593 2 3186 2 3186 2

39 1593 1 3186 1 3186 1

40 1593 0.5 3186 0.5 3186 0.5

41 1460 3 2920 3 2920 3

42 1460 2 2920 2 2920 2

43 1460 1 2920 1 2920 1

44 1460 0.5 2920 0.5 2920 0.5
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4 Conclusions

Navigation satellite is the output terminal of satellite navigation system, which
broadcasts navigation signals directly to users. Satellite health is directly related to
the quality of navigation signals. Availability is an important index for measuring
the service performance of navigation satellite. The traditional availability analysis
methods only take into account the satellite failure factors, but not consider the

Table 4 Results of simulating analysis of satellite availability

No. Availability No. Availability

1 0.9993 23 0.9993

2 0.9996 24 0.9995

3 0.9998 25 0.9972

4 0.9999 26 0.9983

5 0.9988 27 0.9991

6 0.9991 28 0.9995

7 0.9997 29 0.997

8 0.9998 30 0.9979

9 0.9986 31 0.9989

10 0.999 32 0.9995

11 0.9995 33 0.9965

12 0.9998 34 0.9977

13 0.9982 35 0.9989

14 0.9989 36 0.9993

15 0.9993 37 0.9962

16 0.9997 38 0.9974

17 0.9978 39 0.9988

18 0.9986 40 0.9993

19 0.9994 41 0.9959

20 0.9996 42 0.9969

21 0.9975 43 0.9988

22 0.9985 44 0.9992

Fig. 5 The curve for results of simulating analysis of satellite availability
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satellite performance status. An availability analysis method of navigation satellite
based on Petri nets is proposed in this paper, considering the two factors of failure
and performance. With the consideration of three key navigation tasks (satellite
uplink signal injection, navigation information processing, and navigation signal
broadcasting), the satellite availability model, which describes the health of the
single machines and the quality of the navigation signal, is firstly established by the
colored Petri nets on the basis of information flow. Then, the results of simulating
analysis of satellite availability are obtained using Monte Carlo simulation
algorithm.
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Tracking Performance Assessment
of Tiered Code Effect on GNSS Signal
in the Presence of CWI

Jianlei Yang, Hongjun Ye, Xiude Chen and Shenying Hui

Abstract In the signal structure design of new global navigation satellite system
(GNSS), the ideas of secondary/tiered code was introduced. However, due to the
inherent vulnerability of satellite navigation signal, frequency interference
(RFI) has become a potential threat. The continuous wave interference (CWI) has
become one of the most serious interference types for the characteristics of power
concentration, multiple types and wide distribution of the interference source. The
impact assessment of CWI on the performance of navigation signals has become a
hot spot of research. However, the existing assessment method lacks the quanti-
tative evaluation for the effect of the secondary code on signal performance in the
presence of CWI. To solve the above problems, the impact of tiered codes with
different length on signal power spectrum was analyzed firstly, and then influence
of tiered codes on tracking performance by discrete spectrum carrier-to-noise ratio
was analyzed. The experimental results show that the traditional analysis model
based on continuous spectrum is no longer suitable for navigation signal perfor-
mance analysis under the condition of CWI; the smaller the line distance is, the two
times the code period is doubled and the line spacing is 0.1 times that of the
original; and when coherent integration time doubles and the tracking performance
deteriorates 2–3 dB; and when length of tiered code increase, the tracking perfor-
mance can improve 2–3 dB; and short coherent integration time and long tiered
code should be used in receiver design. A compromise needs to be made between
these two parameters to ensure the tracking performance under CWI and the
robustness of receivers. The proposed method can provide effective theoretical
guidance for the development of the new GNSS signal receiver.
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1 Introduction

With the advent of the new global navigation satellite system (GNSS), such as
European Galileo, American modernized GPS and BeiDou Navigation Satellite
System (BDS) of China, new signal design ideas have been introduced to meet the
growing demand of navigation and positioning services. Among the several novel
ideas, the tiered code and simultaneous distribution of the data and pilot channels
are the most obvious characteristics. However, the vulnerability of new GNSS
signals to radio frequency interference (RFI) is still one of the major issues of many
applications, because satellite navigation signal has very low power, e.g. −155 to
−160 dBW, which is under the noise floor level [1, 2]. Among different types of
interferences, continuous wave interference (CWI) has serious adverse effects on
the quality of the received GNSS signal [3, 4].

Many researches have been carried out to analyze the RFI effects on tracking
performances. The theoretical model of effective carrier-to-noise ratio C=N0ð ÞEff
was derived in [5], and it was compared with precorrelation carrier-to-noise ratio
C=N0ð Þ. The code tracking error and C=N0ð ÞEff was analyzed at different locations
of narrowband interference (NBI) in [6]. All these analysis models were established
on the assumption that power spectrum density (PSD) of the signal is continuous.
However, in a real scenario, the spectrum consisted of a train of discrete spectral
lines and CWI signal may not coincide with the spectral line of signal in some
frequency positions. As a result, the above mentioned models are not reasonable
when used to analyze effects of CWI on tracking performance [7].

Recently, effects of CWI on tracking performance were analyzed in detail with
the consideration of line spectrum of pseudo random noise (PRN) code. Jian [1] and
Balaei [3] proposed the effective C=N0 model. Besides C=N0ð ÞEff , the model of
carrier and code tracking error were also presented in [1]. However, all these
analyses focused on GPS L1 C/A analysis without considering the characteristics of
new GNSS, such as tiered code and simultaneous distribution of the data and pilot
channels. Based on the above analysis, it can be seen that few studies have been
done on analyzing tracking performance while taking the characteristics of new
GNSS into consideration.

Focusing on the above problem, we derived expressions of interference toler-
ance, carrier and code tracking error under CWI. This paper provides the analysis of
C=N0ð ÞEff while considering the effect of the tiered code. The numerical results
provide several possible ways for receiver and signal structure designs in the
presence of CWI.

138 J. Yang et al.



2 Signal Model Based on Discrete Spectrum
in the Presence of CWI

The model of GNSS signals composed of data and pilot components but without
CWI was given in [7]. In a similar way, after down conversion and digitization, the
received intermediate frequency (IF) signal in the presence of CWI can be
expressed as

SIF nð Þ ¼ SD n½ � þ SP n½ � þ SI n½ � þ gIF n½ �
þ ffiffiffiffiffi

P0
s

p
eD n� fss½ � cos 2pn fIF þ fDoð ÞTs þ/ð Þ

þ ffiffiffiffiffi
P0
s

p
eP n� fss½ � sin 2pn fIF þ fDoð ÞTs þ/ð Þ

þ
ffiffiffiffiffi
P0
I

p
sin 2pn fIF þ fDo þ fIð ÞTs þuð Þ þ gIF n½ � ð1Þ

where P0
s and P0

I are the power of signal and CWI in Watt (W), with P0
s ¼ 10PS=10

and P0
I ¼ 10PI=10, while PS and PI are the power of signal and CWI in dBW; n is the

epoch; s and / are the code delay and phase introduced by the transmission; fs is the
sampling rate [Hz]; gIF n½ � is the independent identical density (i.i.d) of white
Gaussian noise (WGN) with PSD N 0

0 in W=Hz with N 0
0 ¼ 10N0=10, and N0 is the

PSD of gIF n½ � in dBW=Hz; fIF, fDo and fI are the receiver intermediate frequency,
Doppler frequency and frequency offset of CWI from fIF þ fDo in Hz; u is the phase
of CWI; and eD n½ � and eP n½ � are data and pilot components, and can be expressed as

eD n½ � ¼ d n½ �sc n½ �secD n½ �cD n½ �
eP n½ � ¼ sc n½ �secP n½ �cP n½ � ð2Þ

where d n½ � is the navigation message; sc n½ � is the subcarrier; secD n½ � and secP n½ � are
the secondary code sequence in tiered code construction; and cD n½ � and cP n½ � are the
PRN code sequences. For the binary phase-shift keyed (BPSK) signals (such as
GPS L1 C/A and L5C, Galileo E5, E6 CS and E1 OS, etc.) and GNSS signals
without tiered code (such as GPS L1 C/A and L1C data and Galileo E1 OS data,
etc.), sc n½ � ¼ 1 and sec n½ � ¼ 1, respectively.

Assume fIF ¼ fDo ¼ 0, and the PSD of GNSS signal SD n½ � or SP n½ � can be
expressed as follows 1

G fð Þ ¼ TInt
X1
k¼�1

sinc2 f � kfDisð ÞTIntð Þ C kð Þj j2S kð Þ ð3Þ

where TInt is the coherent integration time [sec]; C kð Þ ¼ CPRN kð Þ=N is the nor-
malized discrete Fourier transform (DFT) or PSD of PRN code, and CPRN kð Þ is the
N-point DFT or PSD of a finite PRN code; k is the spectral line index; fDis is the
spectrum line repetition frequency in Hz; and S kð Þ is the spectrum term related to a
BPSK or binary offset carrier (BOC) [7] pulse shape, as shown in Eq. (4).
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S kð Þ ¼

sin2 p k
Nð Þ

p k
Nð Þ2 for BPSK

sin2 p k
Nð Þ

p k
Nð Þ2 tan2 pk

mN

� �
m even or

cos2 pk
Nð Þ

pk
Nð Þ2 tan2 pk

mN
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4
sin2 pk
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pk
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sin2 pk
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cos2 pk
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p k
Nð Þ2

sin2 pk
2mNð Þ

cos pk
mNð Þ

� �2

m odd for cos-BOC

8>>>>>><
>>>>>>:

ð4Þ

where m ¼ fPRN=fSC, fPRN and fSC are the rate of PRN code and subcarrier of BOC
signal, respectively.

The PSD of signal based on continuous spectrum is also plotted as comparison,
and the corresponding expression [8] is shown in Eq. (5).

GS fð Þ ¼ 1
fPRN

sinc2
f

fPRN

� �
ð5Þ

3 Effective Carrier-to-Noise Ratio Model Based
on Continuous and Discrete Spectrum

The traditional effective carrier-to-noise ratio C=N0ð ÞEff;Inter;Trad in the presence of
interference can be expressed as Eq. 5

C=N0ð ÞEff;Trad¼
PS

N0
1þ PI

N0

R B=2
�B=2 GI fð ÞGS fð ÞdfR B=2

�B=2 GS fð Þdf

2
4

3
5
�1

ð6Þ

where, PS=N0 is the carrier to noise ratio without noise; PI and PS is the interference
and useful signals respectively; PI=PS is the ratio of interference to received signal;
Q is the quality factor of interference, defined as

Q ¼
R1
�1 HR fð Þj j2GS fð Þdf

fPRN
R1
�1 HR fð Þj j2GI fð ÞGS fð Þdf ¼

R1
�1 HR fð Þj j2GS fð Þdf

fPRNjIS
ð7Þ

where HR fð Þ is the transmission function of the receiver with maximum amplitude
1; jIS is the Spectral Separation Coefficient (SSC) defined as

jIS ¼
Z1

�1
HR fð Þj j2GI fð ÞGS fð Þdf ð8Þ

140 J. Yang et al.



The effective carrier-to-noise ratio in the presence of CWI C=N0ð ÞEff;CWI can be
expressed as [1]

C=N0ð ÞEff;CWI¼
R B=2
�B=2 GS fð Þdf

N0
PS

R B=2
�B=2 GS fð Þdf þ PI

PS
TIntsin c2 fI � kfDisð ÞTIntð Þ C kð Þj j2S kð Þ

ð9Þ

where B is the two-sided bandwidth of pre-correlation filter [Hz]; G fð Þ is the
continuous spectrum PSD.

4 Numerical Results and Analysis

The tracking performance of GPS L5 [10] signal with NPRN = 2 is taken as an
example to analyze in this section. In the experiments, fIF = fDo = 0 Hz,
B = 20.46 MHz and D = 0.5 chip. The PRN codes are generated at the rate of
10.23 MChip/s and the period of 1 ms. The data and pilot channels are modulated
by 10 bit Neuman-Hofman (NH) codes (NH10 ¼ 0000110101) and 20 bit NH codes
(NH20 ¼ 00000100110101001110), respectively. For pilot channel, the first 10 bit
NH code of pilot channel is used when NSec = 10 bit in simulation.

By using the tiered code structure, the effective code length of data and pilot
channels is extended to 10 and 20 ms, respectively. In the experiment, to make a
fair comparison of tracking performance, the first ten bit of NH20 is used as the NH
code when TInt = 10 ms for pilot channel.

4.1 The Effect of Tiered Code on Signal PSD

For the old GNSS signal (i.e., the GPS L1C/A), there is no secondary code, and
PRN code sequence repeats every PRN code period TPRN [sec]. Therefore, the PRN
code has a line spectrum with lines 1=TPRN [Hz] apart. Tiered code is introduced in
new GNSS signal structure to increase the effective code length so that the distance
between the spectral line becomes 1= TPRNNSecð Þ, where NSec is the length of sec-
ondary code. In Fig. 1, the PSD of GPS L5 with PRN number PRNNu = 2 and
different NSec have been plotted. The GPS L5 is made up of data and pilot channels
and has the tiered code structure. The PSD of signal based on continuous spectrum
is also plotted as comparison.

From Fig. 1, it can be found that when NSec = 10 and 20 bit, the distance of two
spectral line is reduced to 0.1 and 0.05 kHz from 1 kHz (no NH code). The tra-
ditional PSD of continuous spectrum model is not consistent with the real PSD of
signal.
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4.2 Signal Performance at Different Spectral Line Positions

To analyze the relationship between the tracking performance and spectral line
position, C=N0ð ÞEff;CWI, with different spectral line positions are plotted in Fig. 2.
The corresponding continuous spectrum models C=N0ð ÞEff;Trad are also plotted for
comparison. In the experiment, the GPS L5 pilot PRN code with
PS=N0 = 44 dB Hz, PI=PS = 25 dB, BPLL = 20 Hz, BDLL = 5 Hz and
TInt = 10 ms is adopted. The CWI sweeps from 14.4 to 15.4 kHz.

From Fig. 2, it is clearly shown that the traditional continuous spectrum models
are not suitable to analyze the tracking performance in the presence of CWI,
because the real PSD of PRN code has 0.1 kHz intervals, and the bandwidth of
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CWI can not cover the PRN code spectrum line. Therefore, the discrete spectrum
PSD is not smooth into continuous spectrum [9].

From Figs. 1 and 2, we can see that when the position of CWI coincides with a
PRN code spectrum line, the tracking performance will degrade rapidly, and that
the larger power the spectrum line has, the worse the tracking performance is. As
shown in Fig. 1, the maximum power of spectrum line is −38 dBW/Hz at 14.7 kHz
for pilot when Nsec = 10 bit, the corresponding C=N0ð ÞEff;CWI is the lowest in
Fig. 2.

Similar with Ref. [11], in order to analyze the tracking performance when CWI
sweeps through the whole bandwidth of signal, the normalized average tracking
performance (NATP) was defined as Eq. (10), and plotted in Fig. 3 for different
tracking performances.

NATP kð Þ ¼
1
k

Pk
i¼1 TP ið Þ

max NATP 1ð Þ;NATP 2ð Þ; . . .;NATP Nð Þf g k ¼ 1; . . .;N ð10Þ

where TP ið Þ and N is the ith tracking performance value and length of
C=N0ð ÞEff;CWI respectively.
From Fig. 3, we can see that the value of NATP is the lowest near 0, and the

tracking performance is the worst. The NATP value is the largest at the positive
center position of the signal spectrum, that is, when CWI is in the center of the
signal power spectrum, it has little influence on the performance of the signal.
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4.3 Effect of Secondary Code on Signal Performance

The PRN code modulated by different secondary codes can result in different PSD
of spectral line (as shown in Fig. 1) and chip sequences. Different chip sequences
have different tracking performances under the same CWI [11]. To analyze the
tracking performance of different chip sequences of GPS L5 in Ref. 10, the worst
relative code tracking error was used.

The C=N0ð ÞEff;CWI are analyzed for PRN code modulated by different NH codes,
as shown in Fig. 4. In the experiment, the CWI sweeps from −10.23 to 10.23 MHz,
PS=N0 = 44 dB Hz, BDLL = 5 Hz, BPLL = 10 Hz.

From Fig. 4, we can see that tracking performance becomes worse with the
increase of TInt at the same NSec. As shown in Fig. 4, under the same NSec,
C=N0ð ÞEff;CWI deteriorates by 2–3 dB when TInt increases from 10 to 20 ms or 20 to
40 ms.

Figure 4 also shows that the increase of NSec can improve the tracking perfor-
mance. Under the same TInt, the tracking performance can improve by 6–7 dB, 9–
10 dB and 2–3 dB when NSec increases from 1 to 10 bit, 1 to 20 bit and 10 to 20 bit,
respectively.

5 Conclusion

When the position of CWI coincides with a PRN code spectrum line, the tracking
performance will degrade rapidly, and the larger power the spectrum line has, the
worse the tracking performance is. The traditional continuous spectrum models are
not suitable to analyze the tracking performance in the presence of CWI; Short TInt
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and long NSec can improve the tracking performance in the presence of CWI. In
addition, too long NSec increases the acquisition complexity of weak signal case
such as positioning in thick forests or indoor application; and short TInt can degrade
the robustness of receivers. Therefore, a balance needs to be made between tracking
performances with NSec and TInt.

In order to better analyze the impact of the two encoding on the performance of
the navigation signal, the future research work will be carried out as follows: (1) the
influence of secondary code on BOC, AltBOC and QMBOC; (2) The impact of
Pilot channel introduced on anti CWI for GNSS signal; (3) the effect of secondary
code on code tracking performance, carrier tracking performance and interference
tolerance in the presence of CWI.
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The Assessment of GNSS Measurements
from Android Smartphones

Kaishi Zhang, Fangtan Jiao and Jianwen Li

Abstract Android, the most popular smart operating system with an approximately
86% market share, has been able to support devices in exporting GNSS raw
measurement. Taking an example of Huawei P9 smartphone, the paper mainly
illustrated the way to obtain GNSS raw measurements on Android OS platform.
Moreover, the quality of the satellite signal, the accuracy of GNSS measurements
obtained from Android smartphone were analyzed. It can be approved that under
good observing conditions, the mean Carrier-to-noise Ratio (CNR) of the satellite
signal received by smart mobile devices with Android operating system can usually
reach above 25 dBHz, the pseudorange noise of each satellite is about 8–12 m, and
the cycle clip ratio of carrier phase measurements is extremely high, the carrier
phase range noise can be within 0.006 m when no cycle slip. Compared with
common GNSS geodetic receivers, due to the smartphone’s hardware, the CNR is
lower, and the quality of measurements needs to be improved.

Keywords Android � Pseudorange � Carrier phase � Carrier-to-noise ratio

1 Introduction

“Android”, the name of the humanoid robot in the science fiction L’Eve Future
written by French author Auguste Villiers de L’lsle-Adam, which represents the
most popular smart operating system now. In 2003, Andy Rubin founded Android
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Inc. and began to research and develop the intelligent operating system. In 2005,
Google Inc. acquired Android as well as its R&D team. In November 2007,
Android operating system was roll-out, and a global Open Handset Alliance
composed of 34 software, hardware and telecommunication enterprises was
established to develop open standards for Android devices. In 2008, Google
released the initial version of Android, approved by the US Federal
Communications Commission. As the system continued updating and optimizing,
Android has been widely accepted by customers. By the first quarter of 2017, the
market share of Android has reached about 86% [1].

The early version Android can export the location such as longitude, latitude and
altitude with GNSS controller, and provides the related application program
interface (API) to obtained location. However, due to the commercial confiden-
tiality requirement of the manufacturer, the operating system encapsulates the
variables of GNSS measurements, so that it is impossible for developers and users
to obtain the GNSS measurements. In 2016, the Android Nougat system was
released by Google Inc. added the APIs to export the available GNSS raw mea-
surements, which brought a chance to get the pseudo-range and carrier phase
measurements to achieve precision positioning by the mobile phone.

At present, the Android smart mobile devices that support the output of GNSS
raw observations include HUAWEI’s Honor 8 and 9, HUAWEI’s P9 and P10,
HUAWEI’s mate 9, Samsung’s S8, Google’s Pixel and Nexus 6P, 5X phones and
Nexus 9 tablets. The main feature of those device is listed in Table 1 [2].

This paper briefly introduces the Android system library about GNSS raw
measurements and APIs to obtain measurements. Moreover, it assessed the mea-
surement data collected by Huawei P9 smartphone in Carrier-to-Noise Ratio(C/N0),
Pseudorange Noise, Ranging Precision and Cycle Slip.

Table 1 Comparison between compatible devices

Model Pseudorange
rate

Accumulated delta
range

Satellite constellation

Honor 9 √ √ GPS/GLONASS

S8
(Exynos)

√ √ GPS/GLONASS/Galileo

S8
(QCOM)

√ � GPS

P10 √ √ GPS/GLONASS/Galileo/
BDS

P10 Lite √ � GPS

P9 √ √ GPS/GLONASS/BDS

Pixel √ � GPS

Nexus 6P √ � GPS

Nexus 9 √ √ GPS

Nexus 5X √ √ GPS
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2 Location Libraries and GNSS Raw Measurements

Compared with the earlier versions, new classes had been added into the Location
library in Android Nougat, such as GnssMeasurement class, GnssNavigation class,
GnssClock class and so on.

The GnssClock class, which represents a measurement of the receiver’s clock,
mainly contains the timestamp information. As Android is developed based on the
Linux kernel, the clock set in Android devices can be classified into the Real Time
Clock (RTC) and the System Clock. The System Clock is a “software” clock to
users. The RTC is a “Hardware” Clock (HWClock), which runs independently from
the operating system. The RTC is maintained by an integrated circuit in the smart
devices. In the previous version of Android, developers and users cannot obtain
HWClock timestamps as it is encapsulated. The GnssClock class provides methods
to get HWClock, so the developers can compute the GPS time of Android devices.

GnssMeasurement class mainly contained raw measurements and computed
information, such as Constellation Types, Carrier Frequency, Space Vehicle ID,
Carrier-to-Noise Ratio, Received Satellite Time, Pseudorange Rate, Accumulated
Delta Range, etc. And GnssNavigationMessage class contained a GNSS satellite
Navigation Message. These classes is indispensable to compute pseudorange and
carrier phase measurements so as to position precisely on Android devices.

3 Quality Assessment

With a NovAtel GNSS receiver set together, a Huawei P9 (EVA-AL10) smartphone
was adopted to collect measurements on the rooftop station in Zhengzhou, Henan
Province, without electromagnetic interference detectable and obstacles above 10°
of elevation angle around. The data during 15:44:37–00:15:17, Nov. 11th, 2017
(GPST) was selected as the sample with 1 s interval, 30,642 valid epochs and
227,831 valid measurements.

3.1 Carrier-to-Noise Ratio

As shown in Fig. 1, in good observing condition, the Carrier-to-Noise Ratio of
signal received by Huawei P9 mainly distributed within 20–35 dBHz.

As shown in Fig. 3, the CNR of signal from G30 satellite decreased as the
elevation angle of satellite descend. Referring to the observation data, the mean
CNR value is 28.88 dBHz. When the elevation angle was below 30°, the CNR was
under 25 dBHz. And it reached above 30 dBHz only with a elevation angle over
40°. However, in the same condition, the mean CNR value of NovAtel DL-V3
receiver was 44.64 dBHz (Fig. 2).
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3.2 Pseudorange Measurements

3.2.1 Theoretical Pseudorange Noise

Pseudorange noise is one of the key point of the quality assessment for navigation
devices. Since PN code ranging is achieved by accurate tracking of PN code, the
noise of code tracking is the decisive factor of range measurement. The principles
were shown as follow.

Fig. 1 Distribution of C/N0 on Huawei P9

Fig. 2 Distribution of C/N0 on NovAtel receiver
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r2CELP ¼ K1

Cs=N0
ð3:1Þ

r2NELP ¼ r2CELP 1þ K2

Cs=N0

� �
ð3:2Þ

K1 ¼
BLð1� 0:5BLTÞ

R br=2
�br=2

Gsðf Þ sin2ðpfDÞdf
ð2pÞ2 R br=2

�br=2
fGsðf Þ sinðpfDÞdf

� �2 ð3:3Þ

K2 ¼
BLð1� 0:5BLTÞ

R br=2
�br=2

Gsðf Þ cos2ðpfDÞdf
T

R br=2
�br=2

fGsðf Þ cosðpfDÞdf
� �2 ð3:4Þ

Cs=N0 is Carrier-to-Noise Ratio; r2CELP is the tracking error of coherent
delay-locked loop; r2NELP is that of noncoherent delay-locked loop. Most of GNSS
receivers adopt the noncoherent delay-locked loop. And K1, K2 are the coefficients
which is related to loop bandwidth BL, integrate time T , filter bandwidth br, Code
correlation interval D. Gsðf Þ is the normalized power spectral density with infinite

bandwidth, and
R b=2
�b=2 Gsðf Þdf ¼ 1 [3]. Referring to the equation above, it is

obvious that when CNR gets higher, the code tracking error increases as the range
noise reducing.

Fig. 3 C/N0 and elevation (G30)
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As shown in Figs. 4 and 5, the range noise of Huawei P9 distribute from 5 to
40 m. The mean theoretical value of pseudorange noise is about 10.76 m.
Comparing the theoretical pseudorange noise with CNR, it can be approved that the
noise value reduces as the CNR values rises.

Fig. 4 Distribution of pseudorange noise

Fig. 5 Fitting curve: pseudorange noise and C/N0
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3.2.2 Pseudorange Noise in Practice

In terms of the pseudorange measurements computed, the polynomial fitting
method was used to get the pseudorange noise with each 120 adjacent measure-
ments divided into one segment to compute the fitting parameters [4, 5].

Figure 6 has shown the Huawei P9 pseudorange noise of each satellite. In
general, the value decreases when the CNR gets higher. Most of the pseudorange
noise values of each satellite were within 8–12 m and no higher than 20 m. The
mean noise value of all is 10.10 m, close to the theoretical pseudorange noise while
that of Novatel receiver was only 0.023 m, as shown in Fig. 7.

3.3 Carrier Phase Measurements

3.3.1 Carrier Phase Noise

As mentioned already, the tracking noise of carrier phase measurements is the main
factor of carrier phase range noise. The principles were shown as follows.

r2coherent ¼
K3

Cs=N0
ð3:5Þ

r2cost ¼ r2coherent 1þ K4

Cs=N0

� �
ð3:6Þ

Fig. 6 Pseudorange noise of Huawei P9
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K3 ¼ Bhð1� 0:5BhTÞR br=2
�b=2 Gsðf Þdf

ð3:7Þ

K4 ¼ 1

2T
R br=2
�br=2

Gsðf Þdf
ð3:8Þ

r2coherent is the coherent delay-locked loop tracking error; r2cost is the noncoherent
delay-locked loop tracking error; Bh is loop bandwidth [5]. And also the tracking
precision decreases as the CNR gets lower [3].

As is shown in Figs. 8 and 9, when cycle slip occurred, the carrier phase range
noise overflows and without cycle slip, the noises mainly distributes within 0.001–
0.006 m, reducing as the C/N0 gets higher.

3.3.2 Cycle Slip Detection

Cubic epoch differential method was adopted to detect cycle slip with carrier phase
measurement.

DqðtiÞ ¼ qðtiÞ � qðti�1Þ ð3:9Þ

rDqðtiÞ ¼ DqðtiÞ � Dqðti�1Þ ð3:10Þ

Fig. 7 Pseudorange noise of NovAtel receiver
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Fig. 8 Distribution of carrier phase noise

Fig. 9 Fitting curve: carrier phase noise and C/N0

Table 2 Principle of cycle slip detection

Epoch Phase Single difference Double difference Triple difference

1 0 0 0 0

2 0 0 0 0

3 e e e e

4 e 0 �e �2e

5 e 0 0 e

6 e 0 0 0

7 e 0 0 0
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DrDqðtiÞ ¼ rDqðtiÞ � rDqðti�1Þ ð3:11Þ

By means of differential method, the cycle slip of carrier phase can be amplified
to be more detectable [6].

Table 3 Cycle slip of
Huawei P9

SVID Cycle slip Cycle slip ratio (%)

G01 8053 51.16

G02 1037 38.85

G03 6627 56.85

G04 2942 32.13

G06 5039 58.82

G07 11,060 66.66

G08 9929 58.29

G09 5514 43.71

G11 11,194 66.53

G12 728 43.31

G16 4505 43.97

G17 11,774 69.03

G18 7640 62.00

G22 8678 72.09

G23 3268 33.12

G26 1935 45.81

G27 4657 40.32

G28 12,585 65.69

G30 8710 57.82

G31 1480 39.30

Table 4 Cycle slip of Nexus
9

SVID Cycle slip Cycle slip ratio (%)

G03 3 0.84

G07 41 1.27

G08 34 0.88

G09 40 1.03

G11 29 0.98

G16 37 0.95

G23 36 0.93

G26 14 0.58

G27 38 0.98

G30 27 3.09

G31 11 0.44
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It was found after analysis that the cycle slip ratio of carrier phase measurements
received from Huawei P9 smartphone is overtop. According to statistics, there are
120, 759 measurements with cycle slips in 227,831 carrier phase measurements
(Table 2). Compared with Huawei P9, that of NovAtel is much lower with only 28
measurements containing cycle slip. However, not all the Android smart devices
(Table 3) have this fault. In similar conditions, using the Nexus 9 tablet with better
performance collecting 31,791 measurements during 22:32:21–23:36:59, Aug. 7th,
2017 (GPST), there was only 326 cycle slips detected (Table 4).

4 Conclusion

The report briefly introduced GNSS libraries and raw measurements of Android
system. Moreover, it assessed the Huawei P9 GNSS measurements and compared it
with that of NovAtel receivers. It was demonstrated that in the same observing
environment, the quality of Huawei P9 GNSS measurements still need to be
improved.

(1) The mean value of signals CNR from NovAtel GNSS receivers is 44.63 dBHz,
much higher than that from Huawei P9, 28.88 dBHz.

(2) The mean pseudorange noise of NovAtel receiver is only 0.023 m, while that of
Huawei P9 smartphone reaches above 8 m. Moreover, the cycle slip of carrier
phase measurements occurs much too frequent on Huawei P9.

(3) Though the GNSS raw measurements are now available in the output of
Android Nougat, the GNSS module inside smartphone still needs to be
optimized.
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The Study on BDS Dynamic Positioning
Performance Assessment

Chenghe Fang, Liang Chen, Changjiang Geng, Zhichao Ma
and Qi Mao

Abstract We provided the key technologies for BeiDou navigation satellite system
(BDS) standard positioning. Using real-time precise point position (RT-PPP)
technology to get the precise reference coordinate, the dynamic positioning per-
formance of BDS in service area was evaluated. Our results indicate that the 95%
confidence level error is 2.77 and 4.27 m for horizontal and vertical components
with B1I signal, 3.24 and 4.95 m for B2I signal, and 4.11 and 6.84 m for B1I and
B2I ionosphere-free combination.

Keywords BDS � Dynamic positioning � Performance

1 Introduction

BDS has been providing regional Positioning, Navigation and Timing
(PNT) service since 2012. There have a number of studies on BDS service per-
formance. In signal-in-space performance assessment area, Chen et al. analyzed
broadcast ephemeris accuracy in 2013 and results showed that accuracy of the GEO
satellite broadcast orbit in radial direction was better than 1.5 m, and accuracy of
the IGSO/MEO satellite was better than 1.0 m [1]. Montenbruck et al. evaluated the
performance of signal noise ratio, broadcast orbit and clock offset about BDS,
results showed that BDS had an extremely high stability of inter-frequency devi-
ation, and the quality of satellite hydrogen clock were comparable with other
GNSS. Moreover, the horizontal and vertical accuracy of BDS-only static posi-
tioning can reach up to 12 cm [2]. In 2014, Zhang et al. analyzed the
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signal-in-space error of BDS, results showed the average Signal-In-Space User
Ranging Error (SISURE) of all satellites was 1.45 m [3]. Zhang et al. evaluated the
accuracy of the BDS broadcast Klobuchar model, results showed that the correction
percentage was generally above 70%, the correction accuracy was about 1.5 m in
the northern hemisphere and 3.5 m in southern hemisphere [4]. Montenbruck et al.
analyzed the accuracy of BDS broadcast ephemeris in 2013, the results showed that
accuracy of BDS broadcast ephemeris was equivalent to the GPS Block IIA satellite
and better than GLONASS and Galileo satellites [5]. In 2016, Zhang et al. analyzed
BDS broadcast ephemeris biases using the IGS post-processed precise orbit and
clock as references, results showed that the bias of BDS broadcast ephemeris can
reach up to 2 m [6]. In positioning performance assessment area, Haibo et al.
evaluated the dynamic positioning performance of BDS/GPS combination in 2014,
results showed that the availability and reliability of the single-frequency BDS/GPS
and dual-frequency BDS single-epoch kinematic positioning were comparable to
those of the dual-frequency GPS [7]. In 2015, Cong studied the theory and key
technologies of high dynamic positioning performance of BDS satellite navigation
system [8]. In 2017, Wang et al. evaluated the service performance of BDS in the
Antarctic using data collected at Zhongshan station, results showed that the accu-
racies of BDS-only single-frequency point positioning higher than 22, 9 and 25 m
in the north, east and up component [9].

Compared with static positioning, performance of dynamic positioning is more
useful, which is mainly limited to terminal performance and complex environment.
So far, there is no detailed analysis of the dynamic positioning performance of
BDS. In this paper, we evaluated the dynamic positioning performance of BDS in
service area based on large-scale dynamic observation data.

2 Algorithm of BDS Standard Positioning

The equation of the BDS pseudo-range observation of 1 satellite-user pair is as
follows:

P ¼ qþ c dtr � dtsð Þþ dtgd þ dion þ dtrop þ drel þMp þ ep ð1Þ

where P is pseudo-range, q is geometric distance between satellite and receiver; dtr,
dts and dtgd respectively are receiver clock offset, satellite clock offset and Time
Group Delay (TGD); dion, dtrop and drel respectively are ionospheric delay, tropo-
spheric delay and relativistic effects; Mp and eP respectively are multipath effect and
pseudo-range observation noise.

In the positioning solution, the needed parameters and above errors are corrected
using methods as follows:

(1) The algorithm and specified constants for computing satellite orbit and the
satellite clock offset using broadcast ephemeris according BDS-SIS-ICD [10].
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(2) The algorithm and specified constants for computing ionospheric delay using
Klobuchar model parameters from navigation message BDS-SIS-ICD [10].

(3) The TGD is corrected by using TGD parameters of broadcast ephemeris [10].
(4) The relativistic effects is corrected by using the correction formula Dtr ¼

F � e � ffiffiffi

A
p � sinEk [10].

(5) Using Saastamoinen model to correct tropospheric delay.

Note the differences between BDS and GPS standard positioning: first, there are
differences in using of BDS and GPS Klobuchar-8 model. The BDS broadcast
Klobuchar parameters are hourly updated and both algorithm and parameters are
different from GPS. Second, GPS has only one TGD parameter which is L1 C/A
frequency relative to the ionosphere combination frequency while there are 2 TGD
parameters of BDS, represents B1I and B2I signal relative to the B3 signal. Third,
the earth’s gravitational constant and rotation rate defined in BDS interface control
document are different from GPS [10]. It would lead to additional error if using
GPS defined ones.

3 Reference of Dynamic Positioning Performance
Assessment

Getting the precise coordinate of the mobile testing platform is an important work
of the dynamic positioning performance test. For example, Jing et al. used coor-
dinates of GPS-only PPP as reference, and only the ambiguities fixed epochs are
used [11]. Mao et al. used RTK results as reference for vehicle device to be tested
[12]. Both of these works are implemented in a small-scale region, but not suite for
large-scale dynamic testing. Therefore, the more mature RT-PPP technology, which
can achieve decimetre to centimetre-level positioning accuracy in real-time after
convergence. And it has globally uniform positioning accuracy [13–15], which is
suit for reference in large-scale dynamic testing in this paper.

The RT-PPP solution provider broadcast precise orbit and clock offset correction
to user terminal. The user terminal utilizes the phase observation combined with
PPP technique to achieve centimetre-level accuracy once converged.

Figure 1 shows the results provided by the RT-PPP receiver. From the figure we
could see that the horizontal accuracy is about 10 cm after 15 min and the vertical
accuracy could be converged to 10 cm in about 25 min. The accuracy is about 2–
5 cm after totally convergence. That would be fit for using as the reference of the
meter lever standard positioning.

Due to the existence of receiver clock offset, the dynamic receiver and the
reference receiver are not actually synchronized. In this paper, the receiver clock
offset is tested to be in nanoseconds and milliseconds. And the average speed of the
dynamic test is about 100 km/h, then the error of distance caused by the 1 ms time
synchronization error is about 2.8 cm, which can be neglected in the meter lever
standard positioning.
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4 Dynamic Positioning Service Performance Test

4.1 Number of Visible BDS Satellites and PDOP Along
the Testing Route

Figure 2 shows the dynamic testing route during the period from August 7, 2017 to
August 16th from Xi’an city, Shaanxi Province to Horgos Port of Xinjiang
Province, mainly driving along the highway. The total length is about 3462 km.

Table 1 lists the number of BDS visible satellites and PDOP value along the
testing route. From the table we could see that during the test period, the mean
value of BDS visible satellites number are in the range of 8–11. And the mean value
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of PDOP are in the range of 2.51–4.07, and the 95% confidence level value are in
the range of 3.45–4.07. Figure 3 presents the number of BDS visible satellites and
PDOP along the testing route, from the figure we could see that with the advance of
the test to the northwest border, the number of BDS visible satellites will be
reduced, the corresponding PDOP value becomes larger. And in the entire testing,
the average value of BDS visible satellites number is 9, and the mean value of
PDOP is 3.22, the 95% confidence level value is 5.70.

4.2 Data Processing Strategy

Table 2 shows the error corrected model and processing strategy of the dynamic
data processing, in which only BDS pseudo-range observation used. Specifically,
the satellite orbit, satellite clock offset is calculated using broadcast ephemeris, as
well as the other corrections considered are as follows: earth rotation correction,
TGD correction, ionospheric delay correction, troposphere delay correction, and
relativistic effects correction.

In addition, there is a convergence problem at the beginning of the measurement
and over the tunnel for the RT-PPP receiver which is used as reference receiver. In
order to reduce the influence, the reference receiver should be turned on for con-
vergence before the normal measurement. After crossing tunnel, jungle and city,
where navigation signals are blocked seriously, we would wait for the reference
RT-PPP receiver to convergence and then start the measurement. Because the entire

Table 1 Number of visible satellites and PDOP along the testing route

Results Doy

219 220 221 222 224 225 226 7-days

Mean (SatNum) 9 10 11 10 8 8 8 9

Mean (PDOP) 2.78 2.77 2.51 3.00 3.62 3.73 4.07 3.22

95% (PDOP) 4.45 5.77 3.45 4.70 7.78 5.26 6.68 5.69

Fig. 3 Number of visible satellites and PDOP along the testing route
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test route is along the highway in west of China, there is almost no other signal
obstructions besides the bridge and tunnel. Therefore, the reference RT-PPP
receiver and observation data of testing receivers will have a certain continuity and
stability.

4.3 Analysis of BDS Dynamic Positioning Performance

Figure 4 shows horizontal accuracy of the BDS B1I positioning along the testing
route, and from it we could see that the horizontal accuracy is within about 3 m, and
most time it is in the range of 0.5–2 m. Figure 5 shows vertical accuracy of the
BDS B1I positioning along the testing route, and from it we could see that the
vertical accuracy is within 5 m, and most of the time, it is in the range of 1–3 m.

Table 3 lists the statistical result of horizontal and vertical accuracy of the BDS
B1I positioning along the testing route. We could see that during the test period, the
RMS of horizontal accuracy of BDS B1I positioning are in the range of
1.07–2.11 m, and the 95% confidence level value are in the range of 1.68–3.13 m.
The RMS of vertical accuracy of BDS B1I positioning are in the range of
1.51–2.79 m, and the 95% confidence level value are in the range of 2.82–5.16 m.
Figure 6 presents the results of BDS B1I positioning along the testing route, we
could see that the positioning of BDS B1I has certain continuity and stability along
the testing line. And in the entire test, the RMS of horizontal accuracy is 1.76 m,
the 95% confidence level value is 2.77 m, and the RMS of vertical accuracy is
2.47 m, the 95% confidence level value is 4.27 m.

Table 4 lists the statistical results of horizontal and vertical accuracy of the BDS
B2I positioning along the testing route. We could see that during the test period, the
RMS of horizontal accuracy of BDS B2I positioning are in the range of 1.08–
2.14 m, and the 95% confidence level value are in the range of 1.82–3.37 m.
The RMS of vertical accuracy of BDS B2I positioning are in the range of 2.02–
3.05 m, and the 95% confidence level value are in the range of 3.36–5.49 m.
Figure 7 presents the results of BDS B2I positioning along the testing route, we

Table 2 Error correction model and data processing strategy in data processing

Error Correction B1I B2I B1I&B2I

Orbit
BDS broadcast ephemeris

Satellite clock

TGD correction TGD parameters of broadcast ephemeris

Ionosphere BDS Klobuchar8 Ionosphere-Free Combination

Troposphere Saastamoinen Model

Relativistic effect Model correction

Earth Rotation Model correction
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could see that the positioning results of BDS B2I has certain continuity and stability
along the testing line. Moreover, in the entire test, the RMS of horizontal accuracy
is 1.89 m, the 95% confidence level value is 3.24 m, and the RMS of vertical
accuracy is 2.74 m, the 95% confidence level value is 4.95 m.

Table 5 lists the statistical results of horizontal and vertical accuracy of the BDS
B1I&B2I positioning along the testing route. We could see that during the test
period, the RMS of horizontal accuracy of BDS B1I&B2I positioning are in the
range of 1.52–3.24 m, and the 95% confidence level value are in the range of 2.48–
4.50 m. The RMS of vertical accuracy of BDS B1I&B2I positioning are in the
range of 2.27–3.64 m, and the 95% confidence level value are in the range of 4.29–
7.63 m. Figure 8 presents the results of BDS B1I&B2I positioning along the testing
route, we could see that the positioning results of BDS B1I&B2I has certain
continuity and stability along the testing route. Moreover, in the entire test, the
RMS of horizontal accuracy is 2.27 m, the 95% confidence level value is 4.11 m,
and the RMS of vertical accuracy is 3.39 m, the 95% confidence level value is
6.84 m. We can see that the dual frequency is slightly worse than the single
frequency results, it may be because the dual frequency could reduce ionospheric
delay, but the amplify the noise which would be more than 3 times larger than the
original one.

Fig. 4 Horizontal accuracy of the BDS B1I positioning along the testing route
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Table 3 Statistical result of horizontal and vertical accuracy of the BDS B1I positioning

Results (m) Doy

219 220 221 222 224 225 226 7-days

RMS (dH) 2.11 1.31 1.07 1.98 1.77 1.75 1.58 1.76

RMS (dV) 2.41 2.12 1.51 2.79 1.95 1.92 1.91 2.47

95% (dH) 2.44 2.20 1.68 3.13 2.28 2.72 2.69 2.77

95% (dV) 4.92 4.00 2.82 5.16 3.23 3.47 3.99 4.27

Fig. 5 Vertical accuracy of the BDS B1I standard positioning along the testing route

Fig. 6 Results of BDS B1I positioning along the testing route
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Table 4 Statistical results of horizontal and vertical accuracy of the BDS B2I positioning

Results (m) Doy

219 220 221 222 224 225 226 7-days

RMS (dH) 1.70 1.42 1.08 2.14 1.76 2.06 1.79 1.89

RMS (dV) 2.23 2.86 2.02 3.05 2.63 2.49 2.14 2.74

95% (dH) 2.52 2.00 1.82 3.33 3.32 3.37 3.34 3.24

95% (dV) 4.41 5.49 3.36 5.46 5.11 4.32 4.33 4.95

Fig. 7 Results of BDS B2I positioning along the testing route

Table 5 Statistical results of horizontal and vertical accuracy of the BDS B1I&B2I positioning

Results (m) Doy

219 220 221 222 224 225 226 7-days

RMS (dH) 3.24 2.05 1.52 2.62 2.02 2.44 2.32 2.27

RMS (dV) 3.15 3.30 2.27 3.64 2.96 2.67 3.05 3.39

95% (dH) 3.07 3.65 2.48 4.50 3.85 3.78 4.20 4.11

95% (dV) 6.33 7.20 4.29 7.63 6.14 5.56 6.40 6.84

Fig. 8 Results of BDS B1I&B2I positioning along the testing route
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5 Conclusions

From the dynamic positioning performance test, we could see that the positioning
results of BDS B1I, B2I and B1I&B2I are stable and reliable. The positioning
accuracy of BDS B1I is 2.77 (95%) and 4.27 m (95%) for horizontal and vertical
components. The positioning accuracy of BDS B2I is 3.24 (95%) and 4.95 m
(95%) for horizontal and vertical components. The positioning accuracy of BDS
B1&B2I ionosphere-free combination is 4.11 (95%) and 6.84 m (95%) for the
vertical and horizontal components.
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Research and Analysis of S Curve Bias
Evaluation Method in GNSS Signals

Hai Sha, Gangqiang Guan, Hongbing Wang and Henglin Chu

Abstract When a MBOC modulated signal is evaluated by the traditional S-curve
bias evaluation method, which exists some problems, such as the selection of
correlator spacing is not reasonable and the calculation error of the locking point
deviation at the platform is relatively large. An improved S-curve bias evaluation
method is proposed. In view of the lack of the study on S-curve characteristics in
BeiDou, GPS and Galileo on-orbit satellites, the satellite signals in different systems
were collected by 13 m antenna signal quality monitoring system, and in
accordance with the modulation type, the calculated results on S-curve bias were
analyzed. The comparison results show that the S-curve bias of GPS satellites is
obviously smaller than that of Beidou test satellite for BPSK signals. For MBOC
signals, the difference of implementation methods greatly affects the calculation
results. For AltBOC signals, the precision of Beidou satellite is quite the same as
that of Galileo satellite.

Keywords Satellite navigation system � Signal quality assessment
Correlation function � S curve bias

1 Introduction

The satellite navigation signal quality assessment plays an important role in GPS
SV19 satellite, Galileo GIOVE satellite and other satellite troubleshooting, the
signal quality assessment has gradually attracted people’s attention. Satellite nav-
igation signal quality assessment includes [1] power spectral density envelopes,
constellations, eye diagrams, and some parameters related to the correlation func-
tion characteristics such as correlation loss, S-Curve Bias (SCB), pseudo-code
coherence and so on. Through signal quality evaluation, the performance of satellite
signals and signal distortion can be mastered at different test stages such as ground
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test and on-orbit test. Secondly, when there is a satellite fault, multi-dimension
observation of signal quality assessment can help to locate the fault. Finally, by
establishing a database of long-term satellite signal quality assessment results, it is
easy to identify potential problems and risks of the on-orbit satellites. Therefore,
carrying out the satellite navigation signal quality assessment work is of great
significance and research value to guarantee the high quality service of Beidou
Navigation System and to carry out exchanges and cooperation in the international
field.

At present, the signal quality evaluation results on many different satellite
navigation systems are published both at home and abroad, including Beidou
Experimental Satellite [2–5], Galileo Satellite [4, 6], GLONASS Satellite [7] and
GPS Satellite [4, 8, 9]. Among them, the German Aerospace Center [4–8]
(Deutsches Zentrum fur Luftund Raumfahrt, DLR) used its 30 m antenna to con-
duct signal quality assessment of Beidou, Galileo, GPS and GLONASS satellites
respectively. MITER [9] used the 45 m antenna of Stanford University to focus on
the L5 signal of GPS satellites. In China, however, National University of Defense
Technology [2, 10] conducted a preliminary assessment of the signal quality of the
Beidou II test satellite using its 7.3 m antenna. The Chinese Academy of Sciences
National Time Service Center [3, 11] also used its 40 m antenna to evaluate Beidou
satellite. However, most of the analysis results given in these literatures are general
indicators in communication systems such as power spectral density, constellation
diagrams and eye diagrams. Relative parameters such as correlation loss and
S-curve deviation that are of concern to the satellite navigation system are com-
paratively analyzed less. Among them, the correlation loss analysis may be limited
to the acquisition of the authorization code, but the the S curve bias can be obtained
based on the acquired satellite signal with high precision processing. At the same
time, the traditional SCB evaluation method still exists some drawback for the
modulated signal of the multiplexed binary offset carrier (MBOC) jointly proposed
by the U.S. and the EU in 2006 and used for international cooperation at the L1/E1
frequency point.

Therefore, based on the discussion of the traditional SCB evaluation method,
this paper proposes an improved SCB evaluation method for the lack of evaluating
MBOC modulation signal. Then the SCB of GPS, Galileo and Beidou test satellite
at each frequency is analyzed by using 13 m antenna signal quality monitoring
system, and the SCB of the signal is further compared according to the signal
modulation type.

2 Traditional SCB Assessment Method

S-curve usually refers to the navigation receiver delay lock loop phase detection
curve. Taking the non-coherent delay locked loop leading/lagging power-type
phase detector as an example, the S-curve is obtained by subtracting the square of
the output of the correlator before and after the lag, which can be expressed as:
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where, d is the correlator lead-lag spacing, and CCF (e) represents the normalized
correlation function of the actual signal with the local reference code.

Ideally, the zero point of the S-curve in the linear region, which is known as the
Lock Point, should lie at d at zero. However, in fact, due to the influence of channel
transmission distortion and multipath, the lock point of S curve generally has some
deviation. The lock point deviation ebias (d) is defined as [1]:

SCurve ebias dð Þ; dð Þ ¼ 0 ð2Þ

From this, we can get SCB as:

SCB ¼ max
overall d

ebias dð Þð Þ � min
overall d

ebias dð Þð Þ ð3Þ

Taking into account the range of d is [0, dmax], usually dmax values are as
follows:

dmax chips½ � ¼ 2 BPSKðnÞ
n
m BOCðm; nÞ

�
ð4Þ

Note that d is usually defined as the correlator spacing in engineering. At this
time, d is exactly half of the early-late spacing of the correlator. Therefore, dmax

should also be half of (4). In addition, if there are multiple zero crossings (such as
BOC signals) on the S curve, the point closest to the peak of the correlation power
is selected as the lock point. At the same time, in order to reduce the influence of
cross-correlation between different signal components, it is also necessary to cal-
culate the SCB after averaging a plurality of cycle lock-point curves.

3 SCB Evaluation Method on MBOC Signal

The MBOC modulated signal is a signal defined by the power spectrum function.
Currently, different modulation schemes are proposed by GPS, Galileo and BeiDou
system respectively. Among them, the L1C signal transmitted by the GPS III
satellite will use Time-Multiplexed BOC(TMBOC) method. Galileo’s E1 OS sig-
nals already use Composite BOC (CBOC) mode. For the BeiDou system, in order
to achieve compatibility with GPS and Galileo, a Quadrature Multiplexed BOC
(QMBOC) mode may be used at the B1 frequency point in the future.

Figure 1 shows the different modulation signal correlation function waveform.
Compared with the BOC (1,1) signal, the correlation function of the MBOC
(6,1,1/11) signal is not exactly the same in the first zero-crossing point, but there
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are two platform segments with a slight slope, The range of the first platform is
1/12–1/6 chip interval, and the second platform is in the range of 1/4–1/3 chip
interval.

According to the traditional SCB evaluation method, the range of the early-late
distance d for the MBOC signal correlator is obviously too small if it is selected
according to the BOC (6,1) signal. However, according to the BOC (1,1) signal, the
correlation function in the platform segment is easily affected by the channel
characteristics. This not only makes the problem of multiple locking points difficult
to confirm, but also makes the calculated SCB to be obviously larger. For this
reason, the following improvements should be made when evaluating the SCB of
MBOC signals:

1. The early-late interval d range of the correlator should only select the linear part
of the second platform, that is

d chips½ � ¼
0; 2½ � BPSKðnÞ
0; nm
� �

BOCðm; nÞ
½0; 16�; ½13 ; 12� MBOCð6; 1; 1=11Þ

8<
: ð5Þ

2. In order to avoid sinking the lock point into the platform during tracking, it is
necessary to ensure that there is only one zero crossing of the S curve in the
range of [0, 1/2].
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Fig. 1 Different MBOC
modulation signal correlation
function diagram
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4 Signal Quality Monitoring System

Signal quality monitoring system consists of 13 m antenna, downlink receiving
subsystem, baseband processing subsystem, analysis and evaluation subsystem,
time frequency subsystem, monitoring subsystem, as shown in Fig. 2.

The downlink receiving subsystem is used to receive the navigation signal at any
frequency in the L-band and output the intermediate frequency to meet the needs of
the back-end A/D acquisition. The analysis and evaluation subsystem is used to
analyze and evaluate the quality of the navigation signals and achieve the absolute
calibration of the receiving link gain and the relative calibration of the navigation
signal delay at different frequencies.

5 SCB Test Results and Comparison

In order to analyze and compare the SCB characteristics of GNSS system signals,
three satellite signals of BeiDou M2-S, GPS 10 (IIF satellite) and GALILEO 8 were
collected respectively on November 23, 2016, with a signal sampling rate of
250 MHz, an effective quantization bit number of 12 Bit. Firstly all the satellite
navigation system signal characteristics are analysis, and then according to the
different types of signal modulation on the SCB calculation results are discussed.

Fig. 2 Signal quality monitoring system structure diagram
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5.1 GNSS Signal Analysis

After realizing the GPS modernization plan, GPS satellites will transmit 4 civilian
signals at the same time, L1 C/A, L1C, L2C and L5C respectively. Galileo systems
provide open-service satellite signals including E1-B, E1-C, E5a-I, E5a-Q, E5b-I
and E5b-Q. China BeiDou System is undergoing global system construction. In
2016, the launch of new global test satellites including TMBOC (6,1,1/11), AltBOC
(15,10) and other compatible cooperative signals. Civil satellite navigation system
of civil signal parameters as shown in Table 1.

As can be seen from Table 1, in order to realize the compatible interoperability
between GNSS systems, each satellite navigation system adopts the more com-
plicated BOC modulation technology, and its requirement for signal quality will
also be higher.

Table 1 GNSS signal characteristic parameters

Frequency
band

Frequency/
MHz

Signal
component

Modulation

GPS L1 1575.42 L1 C/A BPSK-R(1)

L1CD BOC(1,1)

L1CP TMBOC(6,1,4/33)

L2 1227.60 L2CM BPSK-R(1)
TDMAL2CL

L5 1176.45 L5CD QPSK-R(10)

L5CP

Galileo E1 1575.42 E1B CBOC(6,1,1/11,‘+’)

E1C CBOC(6,1,1/11,‘−’)

E5 1176.45 E5a-I AltBOC(15,10)

E5a-Q

1207.14 E5b-I

E5b-Q

BDS Test Satellite
[2]

B1 1561.10 B1I BPSK-R(2)

1575.42 B1CD BOC(1,1)

B1CP TMBOC(6,1,4/33)

B2 1176.45 B2aD TDAltBOC(15,10)

B2aP

1207.14 B2bD

B2bP

B3 1268.52 B3I BPSK-R(10)
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5.2 SCB Calculation Results

It can be seen from Sect. 5.1 that GNSS signals adopt a variety of modulation
schemes and their impact on the SCB curve will also be different. In order to
analyze easily, the SCB calculation result of each signal is discussed below
according to the modulation type. Among them the locking point deviation of each
signal is shown as in Fig. 3.

1. BPSK-R signal

BPSK-R signals include GPS satellites L1C/A, L5CD, L5CP and Beidou test star
B1I, B3I signals, SCB calculation results shown in Table 2. It can be seen that the
SCB of the GPS10 satellite is significantly smaller than that of the BD M2-S,
especially the SCB of the L1 C/A signal is only 0.05 ns.

2. MBOC modulation signal

At present, MBOC signals that have been broadcasted include E1B and E1C signals
of Galileo satellites and B1CD and B1CP signals of Beidou test satellite, and future
GPS-III satellites will also transmit L1C signals.

Table 3 shows the SCB calculation results for MBOC signals of Galileo 8 and
BeiDou M2-S satellite. It can be seen that the SCB calculation results for E1B and
E1C signals are relatively consistent while the SCB differences for B1CD and B1CP

are quite different. This is in contrast to the two MBOC different realization ways.
Among them, E1B and E1C signal power are equal, all need to transmit message
information, the two SCB results are relatively close. The B1CP signal not only has
stronger signal power than the B1CD signal, but also does not need to transmit the
message information. The SCB result is obviously better than other signals. Overall,
the two modulation methods have their own advantages and disadvantages.

At the same time, the curve of E1B and E1C signal locking point in Fig. 3(f, g)
shows that the error of CBOC signal is larger at platform, reaching 5 and 30 ns
respectively. It indicates that the calculation of the locking point of the MBOC
signal at the platform is very sensitive to the channel characteristics.

3. AltBOC modulation signal

Alternate Binary Offset Carrier (AltBOC) signal is a kind of BOC modulated signal,
which not only separates the signal spectrum on both sides of the center zero
frequency, but also makes the main lobe on both sides correspond to different
pseudo code signals. Galileo satellite E5 frequency is using AltBOC modulation,
and Compass experimental satellite is using a new alternative TD-AltBOC
modulation.
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Fig. 3 The mean value of the lock point curve in all signals
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Table 2 SCB results of
BPSK-R modulation signal

Signal component Modulation SCB(ns)

GPS 10 L1 C/A BPSK-R(1) 0.05

L5CD QPSK-R(10) 0.9

L5CP 0.8

BD M2-S B1I BPSK-R(2) 1.16

B3I BPSK-R(10) 1.58

Table 3 SCB results of
MBOC modulation signal

Signal
component

Modulation SCB
(ns)

Galileo
8

E1B CBOC(6,1,1/
11,‘+’)

0.35

E1C CBOC(6,1,1/
11,‘−’)

0.4

BD
M2-S

B1CD BOC(1,1) 0.69

B1CP TMBOC(6,1) 0.02

Table 4 SCB results of
AltBOC modulation signal

Signal
component

Modulation SCB
(ns)

Galileo
8

E5a-I AltBOC(15,10) 0.18

E5a-Q 0.2

E5b-I 0.48

E5b-Q 0.49

BD
M2-S

B2aP TD-AltBOC
(15,10)

0.37

B2aD 0.42

B2bP 0.06

B2bD 0.17

Fig. 3 (continued)
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Table 4 shows the SCB calculation results of the Galileo 8 satellite E5 signal and
the BeiDou M2-S satellite B2 signal. It can be observed that SCB of the one
sideband outperforms the other sidebands in two modulated signals. The Galileo 8
satellite is superior to the lower sideband for the upper sideband and the lower
sideband for the Beidou M2-S satellite is superior to the upper sideband. Overall,
the accuracy of the two SCBs is comparable.

6 Conclusion

In order to overcome the shortcomings of the traditional SCB evaluation method in
processing MBOC signals, an improved method is proposed from two aspects: the
range of correlator spacing and the evaluation method at the platform. At the same
time, the SCB results of Beidou, GPS and Galileo orbiting satellites are compared
and calculated. Through analysis we can draw:

(1) For the BPSK-R signal, the L1C/A, L5CD and L5CP signals SCB of the GPS 10
satellite are better than the B1I and B3I signals of the BeiDou M2-S satellite.

(2) For the MBOC modulated signal, the B1CP signal SCB of the Beidou M2-S
satellite is obviously superior to the B1CD and the E1B and E1C signals of
Galileo 8 satellites, which explains for MBOC modulated signal, if there is no
message data greater impact on SCB.

(3) For the AltBOC modulated signal, the SCB results of the Galileo 8 satellite E5
signal and the BeiDou M2-S satellite B2 signal all appear inconsistent accuracy
of the upper and lower sidebands. However, the accuracy of the two is quite
good.
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Analysis Methods of Linear Distortion
Characteristics for GNSS Signals

Tao Yan, Ying Wang, Bo Qu, Xiao Liu and Guoyong Wang

Abstract The non-ideality of payload channel can cause the navigation signal
distortions, which would lead to the performance degradation. The distortions due
to non-ideal channel fall into the linear and nonlinear signal distortions. The linear
distortion is usually introduced by filter and triplexer, and non-linear distortion
mainly depends on high power amplifier. Analyzing the non-ideal characteristics of
channel is helpful to optimize the navigation payload design and improve
the navigation signal quality. This paper only focuses on the analysis of linear
distortion characteristics. The linear distortion characteristics include the
amplitude-frequency characteristic and group delay characteristic. The non-ideality
of amplitude-frequency characteristic can result in the distortion of signal frequency
spectrum and power loss. The non-ideality of group delay characteristic can lead to
the distortion of correlation function, and then introduce ranging bias error. This
paper firstly presents the analysis methods from the view of correlation-domain and
time-domain. The correlation-domain method exploits the real correlation function
and ideal correlation function to obtain directly linear distortion characteristics. The
time-domain method needs to recover the baseband waveform with the periodicity
of short code signal component, and generate approximately the linear distortion
characteristics using a FIR filter. Then, taking BPSK signals as an example, the
performance of above two methods is studied by simulation.

Keywords Linear distortion � Correlation function � Time-domain waveform
GNSS
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1 Introduction

The channel of satellite navigation signal generation is composed of up-converter,
high power amplifier, filter and triplexer [1]. The characteristics of channel deter-
mine the navigation signal quality. The overall performance of the system is closely
related to the navigation signal quality. To ensure the service performance of the
global navigation satellite system (GNSS), the signal quality of GPS and Galileo
have been fully analyzed and evaluated [2–4].

In the practical environment, each component of the channel may be non-ideal.
The non-ideality would lead to the signal distortion, including linear distortion and
nonlinear distortion [5, 6]. Nonlinear distortion is mainly introduced by high power
amplifier. In general, AM/AM and AM/PM can be used to describe the nonlinear
distortion [7]. The linear distortion characteristics include amplitude-frequency
characteristic and group delay characteristic. The non-ideal amplitude-frequency
characteristic can result in signal spectrum distortion and power loss, and the
undesirable group delay characteristic will lead to the distortion of correlation
function and introduce the ranging bias error [8].

The linear distortion characteristics, especially the group delay characteristic,
have a direct influence on the navigation signal, which is the focus of this paper.
Analyzing the distortion characteristics of the channel is helpful for improving the
navigation signal quality. For example, introducing the predistortion scheme [9].
The group delay characteristic of the channel can be measured by instrument on the
ground [10]. However, it cannot represent the characterize on orbit satellites in real
time. It is an effective method to extract the channel characteristics from the
received signal.

The methods of analyzing linear distortion mainly include the time-domain
method and the correlation-domain method. The time domain method uses a FIR
filter to approach the fact linear distortion characteristic. The ideal signal is distorted
by the FIR filter. When the time-domain waveforms of the distorted signal and the
actual received signal have the minimum mean square error, the coefficients of the
FIR filter are obtained [11]. For the constant envelope multiplexing signals with
multiple signal components, the Ref. [12] proposes to solve the FIR coefficients by
satisfying the maximum likelihood probability under the premise of considering the
distortion of each signal component. The correlation-domain analysis method firstly
obtains the correlation functions of the real signal and the ideal signal, and then
transforms the correlation functions to the frequency domain. Finally, the linear
distortion transfer function is directly obtained [13].

This paper first presents the signal model. On this basis, the analysis methods of
time-domain and correlation-domain to estimate the linear distortion characteristics
are shown. Finally, the performance of the above two methods are analyzed by
taking BPSK as example. The results can provide an reference for optimizing the
signal quality and enhancing the accuracy of channel characteristics analysis.
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2 Signal Model

Different from the traditional GPS signal, the modernized GNSS signal needs to
broadcast multiple signal components at the same frequency, and the constant
envelope multiplexing method is applied. For the N binary signal components, the
baseband expression of the constant envelope signal is [14]:

s tð Þ ¼
XN
n¼1

Anejhn sn tð Þþ IMðtÞ ð1Þ

where IM(t) is the inter-modulation terms to achieve the constant envelope. The
power ratio and phase relationship between signal components are determined. The
signal component in GNSS is usually binary signal, such as BPSK, BOC and
TMBOC. They can be expressed as

sn tð Þ ¼ d tð Þc tð Þsc tð Þ ð2Þ

where d(t) denotes the navigation message or secondary code. c(t) is the PRN code.
sc(t) denotes the binary subcarrier. The PRN codes are usually ideal. Thus, all the
signal terms can be treated as uncorrelated components.

The linear distortion characteristics of channel can be characterized by the unit
impulse response h(t). The distorted signal is expressed as:

ŝ tð Þ ¼ s tð Þ � h tð Þ ð3Þ

where � denotes the convolution operation. Accordingly, the single signal com-
ponent n after distortion is expressed as:

ŝn tð Þ ¼ sn tð Þ � h tð Þ ð4Þ

At the receiving end, the signal component n is generated locally, and the
cross-correlation function is expressed as:

R̂n sð Þ ¼ 1
Tp

Z

Tp

ŝ tð Þs�n t � sð Þdt � 1
Tp

Z

Tp

ŝn tð Þs�n t � sð Þdt

¼ sn sð Þ � s�n sð Þ � h sð Þ ¼ Rn sð Þ � h sð Þ
ð5Þ

where Tp is the coherent integrated time, which is usually a prime code period.
Rn sð Þ is the auto-correlation function of the signal component n. Therefore, the
receiving performance is determined by the cross-correlation function [12]. By the
Fourier transform, the cross-power spectrum of the signal component n can be
obtained, i.e.
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~Gn fð Þ ¼ F R̂n sð Þ� � ¼ Gn fð ÞH fð Þ ð6Þ

where F �½ � denotes the Fourier transform, Gn fð Þ ¼ F G fð Þ½ � is the power spectrum
density of signal component n. H fð Þ ¼ F h tð Þ½ � is the corresponding transfer
function of h(t). According to H(f), the required amplitude-frequency characteristic
and group delay characteristic can be calculated. H(f) can be expressed as
H fð Þ ¼ H fð Þj jeju fð Þ. The amplitude-frequency characteristic and group delay
characteristic are respectively:

Mag fð Þ ¼ 20 lg H fð Þj jð Þ

GD fð Þ ¼ � 1
2pf

du fð Þ
df

ð7Þ

3 Analysis Methods

3.1 Time-Domain Method

The time-domain method is based on (3) and (4). The group delay characteristic is
estimated by using the time domain waveform of the ideal signal and the time
domain waveform after distortion. In the time-domain method, the FIR filter is
usually used to approximate the h(t).

When only using the time-domain waveform of single signal component n to
estimate the linear distortion characteristics, it is necessary to separate the baseband
time domain waveform from the multiplexed signal. The foundation of baseband
waveform separation is the periodicity of civilian signal, and the randomness of
message secondary code of different signal components. The baseband waveform
can be obtained by accumulating multiple periods [15].

The FIR filter is used to approximate the channel characteristics. The separated
time-domain waveform and the ideal time-domain waveform are discretized, which
are denoted as ~sn pð Þ and sn pð Þ, p = 0,1,2, …, P. pTs is the sampling time, and
fs = 1/Ts is the sampling rate. The order of FIR filter is M order, i.e. there are a total
of M + 1 coefficients. After FIR filtering, we obtain

h pð Þ � sn pð Þ¼
XM
m¼0

h mð Þsn p� mð Þ ð8Þ

In order to solve the coefficients of FIR filter, we need to minimize the next
expression.
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E¼
XP
p¼1

~sn pð Þ � h pð Þ � sn pð Þj j2 ð9Þ

The order of the FIR filter is finite, and the solution of formula (9) is as follows:

h ¼ AHA
� ��1

AHC ð10Þ

where �ð ÞH denotes the conjugate transposed. A is the convolution matrix of sn(p),
and C is a column vector of ~sn pð Þ. It is obvious that the estimation accuracy of the
single component time domain waveform is related to the separated precision of the
baseband waveform.

The single signal component method uses the recovered baseband waveform to
estimate the linear distortion characteristics. In Ref. [12], a method of estimating the
linear distortion characteristics using the multiplexing signal directly is presented,
which is similar to the single signal component method.

After receiving the navigation signal using a high gain antenna and removing the
Doppler, the data is expressed as:

~y tð Þ ¼ y tð Þ � h tð Þþ n tð Þ ð11Þ

The digital distortion of each signal component and the linear distortion of the
channel are considered at the same. The digital distortion of the nth signal com-
ponent is characterized by parameters gn, which indicates the delay of the falling
edge of the waveform is gn, i.e.

y tð Þ ¼
XN
n¼1

Anejhn sgnn tð Þþ IMg tð Þ ð12Þ

The sampling data of y tð Þ and~y tð Þ are denoted as

y ¼ y1; y2; . . .; yP½ �T
~y ¼ ~y1;~y2; . . .; ~yP½ �T

ð13Þ

respectively. Let the unit impulse response be expressed as

h ¼ h1; h2; . . .; hM½ �T ð14Þ

The digital distortion of the N signal components is expressed as

g ¼ g1; g2; . . .; gn; . . .; gN½ �T ; gn 2 �1; 1½ � ð15Þ

The multiplexing signal with digital distortion but no linear distortion is
expressed as
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x gð Þ¼ x1; x2; . . .; xP½ �T ð16Þ

Let X gð Þ denote the convolution matrix of x gð Þ. The estimation problem of
digital distortion and linear distortion can be written as:

ĝ; ĥ
� � ¼ arg

g;h
min ~y� X gð Þhk k22

n o
ð17Þ

The solution of (17) is

ĝ ¼ argmin
g

~yHX gð Þ XH gð ÞX gð Þ� ��1
X gð Þ~y

n o

ĥ ¼ XH ĝð ÞX ĝð Þ� ��1
X ĝð Þ~y

ð18Þ

The advantage of this method is that it can simultaneously estimate the digital
distortion parameters and linear distortion parameters. However, the estimation
accuracy of multiplexing signal is limited with a relative higher computation
complexity, and the high SNR condition is required.

3.2 Correlation-Domain Method

The correlation-domain method is based on (5) and (6). The correlation function of
the distorted signal RReal

n sð Þ and the correlation function of the ideal signal Rideal
n sð Þ

can be obtained through the correlation operation. Theoretically, a correlation
function can be generated during each code period, and then a transfer function can
be estimated. However, due to the existence of cross-correlation and thermal noise,
the error would be introduced. In order to reduce the influence of random errors, the
correlation functions of multiple periods are averaged.

According to (6), the estimated transfer function is expressed as:

H fð Þ ¼
~Gn fð Þ
Gn fð Þ ð19Þ

Figure 1 shows the ideal power spectral density of BPSK (1) and BOC (1,1)
modulated signals. It can be seen that the ideal power spectrum includes multiple
zero values. When they become denominator, it would lead to large deviation in the
estimation at zero value.

In order to reduce the error at the zero value of spectrum, the following formula
can be used.
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H fð Þ ffi
R
HAverage f 0ð Þ � ~Gn f � f 0ð Þdf 0R
HAverage f 0ð Þ � Gn f � f 0ð Þdf 0 ð20Þ

where HAverage(f) is a moving average filter, whose bandwidth is much less than the
minimum chip rate. The HAverage(f) can be a rectangular window function, and the
bandwidth is determined according to the required accuracy.

4 Simulation Analysis

In this paper, the accuracy of group delay estimation is considered in the case of
single signal component. The transfer function H(f) of linear distortion character-
istics come from the Ref. [9]. The amplitude-frequency characteristic and group
delay characteristic are shown in Fig. 2. The center frequency of the channel
characteristics is 1575.42 MHz.

The BPSK(10) signal is analyzed. The signal bandwidth is 20.46 MHz. The
carrier-to-noise-density ratio (C/N0) is 70 dB-Hz. The estimation results are
obtained through 100 code periods. Each code period is 1 ms. The sampling rate is
300 MHz.

Firstly, the time-domain method is applied to estimate the linear distortion
characteristics. The time domain waveform of the undistorted signal and the dis-
tortion signal, are shown in Fig. 3a and b under 20.46 MHz ideal band-limitation.
Linear distortion leads to a large component in both the real and the imaginary parts
of the time domain waveform. The coefficients of FIR filter are calculated according
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to (10). The estimation results of linear distortion characteristics are shown in
Fig. 4. The order of FIR filter is 10, 25, 50 respectively. It can be seen that the
time-domain method can have a better estimation accuracy of the linear distortion
characteristics during the main-lobe bandwidth ±10.23 MHz. With the increase of
the order, the estimated distortion characteristics would be more close to the the-
oretical results. It should be noted that the amplitude of the estimated results and the
group delay values are moved to the theoretical results at the center frequency for
the aim of comparison.

Then the correlation-domain method is used. Figure 5a and b show the
cross-correlation functions of the undistorted signal and the distortion signal
respectively. According to (20), the estimation results of the linear distortion
characteristics are shown in Fig. 6. The smooth window function is a rectangular
window with 25 kHz bandwidth. Compared with the results of the time-domain
method, it can be found that the correlation-domain method has a larger estimation
error near the zero value of the spectrum. However, in other regions, the estimated
result of the correlation domain method is closer to the theoretical distortion.

-120

-100

-80

-60

-40

-20

0

20

Frequency/MHz

M
ag

/d
B

1550 1560 1570 1580 1590 1600
0

100

200

G
ro

up
 d

el
ay

/n
s

Group delay characteristics
Amplitude-frequency characteristics

Fig. 2 The linear distortion characteristics

190 T. Yan et al.



(b)

(a)

0 5 10 15 20 25 30 35
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Time (chips)

M
ag

Real part
imag part

0 5 10 15 20 25 30 35
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

Time (chips)

M
ag

Real part
imag part

Fig. 3 Time-domain
waveform. a Undistorted,
b linear distortion

Analysis Methods of Linear Distortion … 191



-30 -20 -10 0 10 20 30
-120

-100

-80

-60

-40

-20

0

20

Frequency (MHz)

Am
pl

itu
de

-fr
eq

ue
nc

y 
ch

ar
ac

te
ris

tic
(d

B)

Theory
M=10
M=25
M=50

-30 -20 -10 0 10 20 30
0

20

40

60

80

100

120

140

160

180

200

Frequency (MHz)

G
ro

up
 d

el
ay

 (n
s)

Theory
M=10
M=25
M=50

(a)

(b)

Fig. 4 Time-domain results.
a Amplitude frequency
characteristics, b group delay
characteristics

192 T. Yan et al.



-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

Code delay (chips)

C
ro

ss
 c

or
re

la
tio

n 
fu

nc
tio

n

Real part
imag part

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
-0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

Code delay (chips)

C
ro

ss
 c

or
re

la
tio

n 
fu

nc
tio

n

Real part
imag part

(a)

(b)

Fig. 5 Cross-correlation
functions. a Undistorted,
b linear distortion

Analysis Methods of Linear Distortion … 193



5 Conclusions

The linear distortion of channel can lead to the degradation of the navigation signal
quality. Thus, it is of great significance to improve the signal quality by analyzing
the distortion characteristics of the channel. From the two aspects of time-domain
and correlation-domain, this paper proposes the analysis method of linear distortion
characteristics. The BPSK signal is used to evaluate the performance of above two
kinds of methods. The results show that these two kinds of methods have their own
advantages and disadvantages. The estimation error of the correlation-domain
method is larger at the zero value of the spectrum, but the estimation accuracy
during other regions is higher. The correlation-domain method can be used when
the details are concerned. These is no existing zero-value problem in the
time-domain method, but the overall estimation accuracy is worse than the
correlation-domain method, which is more suitable for evaluating the overall dis-
tortion characteristics. The results of the paper can provide references for evaluating
the linear distortion characteristics of the channel.
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The Discussion on Local Optimization
of Navigation Constellation Based
on STK/MATLAB

Jiangyan Sun, Caibo Hu, Yueyue Li and Lianqing Lin

Abstract Combined with the development background of “The Belt and Road
Initiative”, the constellation configuration model of the BeiDou-2 is simulated in
this paper. Without increasing the number of satellite, the track of subsatellite point
is shifted through changing the orbit parameters to expand the system coverage
area. The STK and MATLAB are interlinked, and the orbit parameters are opti-
mized by MATLAB with powerful programming and calculation function. The
optimization result shows that service ability in extended area can be realized
meanwhile high accuracy positioning in key area to some extent can be improved.
The system will offer service at the lowest cost and the shortest time to achieve the
greatest benefits. In addition, it also provides reference for future location of
satellite drift to enhance effectively local combat security system.

Keywords The belt and road initiative � STK/MATLAB � Satellite drift
Constellation optimization

1 Introduction

Since 2004, BeiDou-2 Satellite Navigation System project has started, and research
construction has been carried out. In 2012, 14 working satellites networking were
successfully established and the system was officially put into operation which
provided regional services to China and its surrounding areas. In order to enhance
the system construction, it has entered the peak period of satellite networking from
2009. By the end of 2018, 18 satellites will be launched serving the countries along
“The Belt and Road Initiative” and it is expected to provide service to users around
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the world by 2020 [1, 2]. In 2015, China put forward the great strategic concept of
building the “Silk Road Economic Belt” and the “21st Century Maritime Silk
Road.” which is an important strategic platform for the cooperation and develop-
ment of emerging economies [3]. The development of countries and regions along
the “The Belt and Road Initiative” is bound to be escorted by Beidou Satellite
Navigation System so as to achieve military and civilian integration and interna-
tional cooperation. Given the timeframe (around 2020) of Beidou Global System
networking and the provision of services, combining with the complex relationship
between the navigation geometric precision factor and the visible number of
satellite in which there is a positive correlation in a certain range, and a negative
correlation in a certain range, it is necessary to apply a reasonable constellation
geometry to balance the two in accordance with the number of existing satellites
[4].

In this paper, given the current operation situation of the three kinds of satellite
hybrid networking in BeiDou-2, the discussion on local optimization of system
constellation configuration was made. Without increasing the number of satellites,
and a constraint that service performance (only from a precision point of view,
without considering the integrity, continuity and availability) in the key area not
declining, and taking the part of the satellite orbit parameters as the control vari-
ables and the GDOP value weighted in the service area grid as the objective
function of optimization, and combining MATLAB with STK, the Levenberg-
Marquardt algorithm based on MATLAB is iteratively calculated to determine the
optimal orbital parameters of the satellite and STK is used to verify the analysis
results. The optimization result shows that service ability in extended area can be
realized meanwhile high accuracy positioning in key area to some extent can be
improved.

2 Navigation Constellation Model

2.1 STK Software

STK full name is Satellite Tool Kit (Satellite Toolbox), which is a commercial
analysis software developed by the United States Analytical Graphics company and
mainly used in the aerospace field simulation. The software is an important tool for
space technology and application researchers, which supports diverse tasks in
aerospace, missile defense, intelligence reconnaissance and surveillance [5]. For
orbital design and control, simulations and theoretical calculations are helpful in
identifying the best constellation to achieve system service performance before the
actual satellite launch. Digital simulation technology is the best choice of simula-
tion methods, which has the advantages of high accuracy, wide adaptability and
good universality [6]. Using the interface module provided by STK and MATLAB
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for joint simulation, the satellite orbit simulation system is constructed and the
satellite orbit and attitude control is realized [7].

2.2 BeiDou-2 Constellation

As of the end of 2012, the working satellites of Beidou-2 on-orbit is a hybrid
constellation consisting of 5 GEO+5 IGSO+4 MEO in 3 different orbital altitude.
Among them: the 5 GEO satellites have a height of 35786 km, fixed at 58.75°E,
80°E, 110.5°E, 140°E and 160°E respectively; IGSO satellite with the orbital
altitude 35786 km and the orbit inclination 55°, run on 3 orbital planes and lon-
gitude of ascending node of difference of 120° respectively. IGSO-4 and IGSO-5
satellites are in-plane backup with IGSO-1 and IGSO-2 respectively, whose lon-
gitude of intersection is 95°E; 4 MEO satellites are located on the 7,8 phases of the
first orbital plane and the 3,4 phase of the second orbital plane in the Walker 24/3/1
constellation respectively, whose orbital height is 21528 km and the orbital incli-
nation is 55°, and longitude of the ascending node in the first orbital plane is 0° [8].
According to the six parameters of satellite orbit, STK is applied to simulation
modeling, as shown in Figs. 1 and 2.

3 Extended Area Settings

Due to the limitation of orbital resources, the visible time of different satellite and
the different track of subsatellite point, in addition, the current networking situation
and the mid-orbit satellite used for paving the way for the global satellite navigation

Fig. 1 Six parameters of
orbit
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system, so IGSO satellites with “8” shaped track of subsatellite point become the
preferred satellite type for constellation optimization. This paper considers starting
from the orbit parameters of 5 IGSO satellites whose true anomaly (0°–360°) being
designed as control variables (only changing the phase of the satellite on-orbit and
not changing the orbit of the satellite), and the track of subsatellite point of a
preferable IGSO satellites will be shifted overall, as shown in Fig. 3.

BeiDou-2 focuses on services covering the vast region of Asia Pacific. Without
reducing its service performance, according to the geographical distribution of
countries and regions along the “The Belt and Road Initiative”, the extended range
of analysis is set to be 35°E–140°E and 0°N–55°N in this paper, as shown in Fig. 4.

4 Constellation Optimization Analysis

4.1 Interface Settings and Simulation Optimization Process

The limitation of STK is that it requires the user to constantly set the parameters of
the satellite orbit to change the value and output the analysis result (such as the
DOP value), which is too inefficient to directly give the relationship between the
DOP value and the orbit parameters so as to optimize too slowly. So the third-party
applications are used to interconnect. As shown in Fig. 5, the interface between
MATLAB and STK is set in this paper that the constellation model is constructed
by MATLAB and the Least Squares problem is solved with Levenberg-Marquardt

Fig. 2 Three-dimensional
constellation model of
BeiDou-2
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algorithm, and the optimal orbit parameters is obtained through iterative looping, as
shown in Fig. 6.

4.2 Single Point GDOP Value Calculation

To determine the user’s three-dimensional position ðxu; yu; zuÞ and the time offset
tu, pseudo-range measurement of j satellites were measured and equations were
generated.

qj ¼ sj � u
�� ��þ ctu ð1Þ

A single pseudorange is expressed as

Fig. 3 The offset of IGSO subsatellite point track diagram
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qj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xj � xu
� �2 þ yj � yu

� �2
þ zj � zu
� �2r

þ ctu

¼ f xu; yu; zu; tuð Þ
ð2Þ

where,

j refers to different satellites;
xj, yj and zj represent the three-dimensional position of jth satellite;
tu represents the offset between the receiver clock and the system time;

c represents the speed of light.

If we know the receiver’s position approximately, then the offset between true

position ðxu; yu; zuÞ and approximate position ðcXu ; cYu ;cZuÞ can be marked by
displacement (Dxu;Dyu;Dzu). The formula (1) can be expanded according to the
Taylor series in a approximate position. The position offset ðDxu;Dyu;DzuÞ can be
expressed as a linear function of the known coordinates and pseudorange mea-
surements [9]. Writing in matrix form:

System key service areaThe Belt and Road 
Initiative main coverage area

Fig. 4 Key service area and main coverage of “The Belt and Road Initiative”
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Connect STK and MATLAB

New scenes, coverage areas, 
constellations, ground stations and more

Orbit parameter optimization based on 
Levenberg-Marquardt algorithm

Optimal orbit parameters and GDOP values

STK Simulation optimization results

Fig. 6 Simulation analysis
and optimization process

Fig. 5 Interface settings between STK and MATLAB
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..
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..
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1
1
..
.

1

2
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3
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�cDtu
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664
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where axj ¼ xj�bxubrj ; ayj ¼ yj�byubrj ; azj ¼ zj�bzubrj ;

brj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xj � bxu� �2 þ yj � yu

� �2
þ zj � cZu

� �2
r

j� 4ð Þ is the distance from satel-

lite to the user’s.
Dq ¼ HDx ð4Þ

Its solution is

Dx ¼ H�1Dq ð5Þ

The relation of GDOP is given in the form of HTH
� ��1

component

HTH
� ��1¼

D11

D21

D31

D41

D12

D22

D32

D42

D13

D23

D33

D43

D14

D24

D34

D44

2
664

3
775 ð6Þ

GDOP can be calculated as the square root of HTH
� ��1

matrix trace

GDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D11 þD22 þD33 þD44

p
ð7Þ

4.3 Optimization Algorithm Design

On the one hand, the navigation constellation optimization problem can be simply
described as an optimization problem that the orbit parameters of satellite are
control variables and the weighted geometric precision factor WGDOP in the
region is the objective function. This paper designs a constraint that service per-
formance in the key area not declining and the objective function WGDOP being
the weighted average of the GDOP values at each point in the extended area within
7 days and the true anomaly of IGSO satellite being the control variables (range 0°–
360°). The horizontal grid of this extended area is set up and the grid range is set to
be 2° � 2° in which the center point of latitude and longitude of each grid is
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considered as the sampling point. The weight of each grid are all set to be 1 and the
stack of GDOP values calculated for all grids is obtained.

G ¼
Xm;n

i¼1;j¼1

g i; jð ÞGDOPij ð8Þ

Levenberg-Marquardt algorithm is used to solve the least squares problem and
the optimal true anomaly of five IGSO satellites are respectively obtained through
loop iteration. The results are shown in Fig. 7, the track of subsatellite point of
IGSO-2 is shifted which will have a relatively optimal effect on the GDOP values in
extended area.

4.4 Optimization Results Analysis

Through the above MATLAB calculation and STK simulation validation,
the changes of average GDOP value in key position and area before and after the
optimization are obtained in Table 1. The average GDOP distribution in the
extended area before and after optimization is shown in Figs. 8 and 9.

Fig. 7 The variation of GDOP values in extended area in case of 5 IGSO satellites with different
true anomaly
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Table 1 GDOP value comparison before and after optimization

Before optimization Optimized Reduction (%)

Key area 2.532 2.355 6.99

Expanded area 4.880 2.534 48.07

Beijing 2.623 2.529 3.72

Sanya 2.268 2.260 0.35

Kashi 3.450 2.725 26.61

Gwadar 3.621 2.278 58.96

Fig. 8 GDOP value distribution in extended area before optimization
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5 Conclusion

The implementation of the “The Belt and Road Initiative” development strategy can
not be achieved without the Beidou Satellite Navigation System. Due to the limited
number of satellites and orbit resources and the track of subsatellite point of
satellites on different orbit, IGSO satellites become the preferred satellite to expand
system coverage. The track of subsatellite point is shifted through optimizing
satellite orbit parameters that is also an important means of improving service
performance in the short term at low cost. The following discussions are mainly
made in this paper:

1. STK and MATLAB are effectively interconnected through the interface setting,
and the model of system constellation is constructed by MATLAB;

2. With a constraint that service performance in the key area not declining, the true
anomaly of IGSO satellite being the control variable and the GDOP value
weighted in the extended area being the objective function, the optimal value of
orbit parameters is obtained by using MATLAB with powerful programming
calculation and design optimization algorithm.

3. The analysis result shows that service ability in the extended area along “The
Belt and Road Initiative” can be realized meanwhile high accuracy positioning
in key area to some extent can be improved.

Fig. 9 GDOP value distribution in extended area after optimization
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4. During the period of satellite failure or overterm service, it laid the theoretical
foundation for changing the orbit parameter to adjust the constellation at the
lowest cost and at the shortest time. In addition, it also provides reference for
future location of satellite drift to enhance effectively local combat security
system.
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Orbits Quality and PPP Application
for Galileo
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Abstract The orbit quality and PPP application of the Galileo precise products
from five MGEX analysis centers (AC) are analyzed in this article, the influence of
Solar Radial Pressure (SRP) model on Precise Orbit Determination (POD) is
studied. The results show that: the quality of Galileo orbit from GFZ and TUM is
significantly improved if the Cuboid Box-Wing (CBW) priori model is used.
The SLR residual amplitudes reduced from 20 cm down to 10 cm, the STD has
decreased about 50%, and the mean SLR bias is reduced from −2.0 to −6.0 cm to
millimeters level; and PHMs clock-offsets daily linear fitting results also show that
the periodic signature could be significantly reduced, which is consistent with the
results of SLR residuals. CODE’s ECOM2 model shows slightly worse perfor-
mance than CBW + ECOM1 model, but much better than classic ECOM1 model.
In addition, the mean SLR bias of CODE’s and WHU’s orbits is about −2.0 to 4.0
cm, too larger than the result of other Analysis Center, so that the impact of albedo
model and antenna thrust require appropriate consideration. Precise point posi-
tioning (PPP) error of Galileo-only is about 1.0 cm in horizontal, which is very
close to the results of GPS-only, but larger than 3.0 cm in vertical component due to
the limited number of active satellites. The convergence speed of GPS/Galileo
combined solution is faster than any single system, the positioning accuracy in
horizontal is improved respect to GPS-only, but a small degradation can be
observed in vertical component.
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1 Introduction

The European global navigation satellite system Galileo announced its operation
services on December 15, 2016. All Galileo satellites are equipped with two passive
hydrogen masers (PHMs) and satellite laser ranging (SLR) retro reflector array,
routinely transmit signals at 5 frequencies [1]. Galileo has gone through three
phases from planning to operation. The first is the so-called Galileo In-Orbit
Validation Element (GIOVE) phase, were GIOVE-A and GIOVE-B, launched in
December 2005 and April 2008, respectively. The primary task of GIOVE was to
validate critical technology components and transmitting Galileo signals from space
to ensure the frequency allocation. GIOVE-A and GIOVE-B were decommissioned
by the European Space Agency (ESA) in June and July 2012. The second is
In-Orbit Validation (IOV) phase, four IOV satellites were placed in two different
orbital planes by two dual launched in 2011 and 2011, and they will be part of the
operational Galileo constellation. In May 2014, the GAL-104 satellite experienced a
sudden power loss and a permanent failure of the E5 and E6 signals transmission.
The third is Full Operational Capability (FOC) phase. In August, 2014, the first pair
of FOC satellites launched with a Soyuz ST rocket, resulting into wrong, highly
eccentric orbits. Fortunately, the perigee have be corrected by a series of
orbit-raising maneuvers. After that, another twelve FOC satellites were launched in
2015 and 2016, all of which reached their target orbits. As a result, today there are
17 active satellites have providing initial services for navigation and positioning.
On December 12, 2017, another four new FOC satellites were launched with
Ariane V and currently under commissioning. Until 2020, Galileo will be evolving
towards its global navigation capability with a full constellation consisting of 24
active satellites and 6 spares.

In 2012, the International GNSS Service (IGS) established the Multi-GNSS
Experiment (MGEX) [2] in order to prepare the service for new and upcoming
GNSS, such as Galileo and BeiDou, and for Regional Navigation Satellite Systems,
such as QZSS and IRNSS. The IGS MGEX pilot project provides freely available
Galileo observation data as well as orbit and clock products. Preliminary analysis of
orbits and clocks provided by different MGEX ACs was carried out by
Montenbruck et al. [3], Hackel et al. [4], Steigenberger et al. [5], and systematic
errors related to the solar radiation pressure (SRP) mismodeling have been found in
all orbit products. And then, CODE [6], GFZ [7], WHU [8] gradually released
MGEX solution strategies and evaluated the performance of their own Galileo
products. Since SRP modeling is a key issue for precise orbit determination, two
different approaches have been developed to cope with the systematic errors. The
first one is the so-called Cuboid Box-Wing model established by Montenbruck et al.
[9]. This new priori model can reduce the radial orbit errors from 20 cm down to
5 cm outside eclipse phases. The second one is change the orbit model from the
classical Empirical CODE Orbit Model (ECOM1) [10] to the extended ECOM2
model [11]. This new SRP model was used by CODE MGEX solutions since
January 2015, significantly orbit and clock improvement can be found when Galileo
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and QZSS satellites at times when the satellite’s attitude is maintained by
yaw-steering [12]. Guo et al. [13] also evaluated the Galileo, BDS and QZSS
products provided by MGEX, but no Galileo-only PPP analysis was performed due
to the limited number of active satellites.

Although several studies on Galileo MGEX products are already available as
listed above. However, most of these are focus on Galileo-IOV satellites or only for
individual AC. Therefore, this article evaluates the quality of Galileo orbits using
SLR data, PHMs clock-offsets daily linear fitting and PPP applications. The orbit
and clock characteristics of five individual ACs are provided. Different SRP models
and their impact on orbit quality of different types of Galileo spacecraft are ana-
lyzed. Finally, the results are summarized and discussed.

2 Solar Radiation Pressure Models

The SRP is the largest non-conservative perturbation, which directly restricts the
POD and orbit prediction. The SRP modeling arises with the development of the
GPS system, which can mainly divided into empirical type, analytical type and
semi-empirical type. The empirical model is widely used because it does not require
the detailed structural information of the new satellite. Among them, the reduced
ECOM1 model [10] with five empirical acceleration parameters has the best per-
formance. These parameters can be estimated in a Sun-fixed orthogonal frame, as
shown in Eqs. (1) and (2):

~aSRP ¼~a0 þDðuÞ �~eD þ YðuÞ �~eY þBðuÞ �~eB ð1Þ

DðuÞ ¼ D0

YðuÞ ¼ Y0
BðuÞ ¼ B0 þBC � cos lþBS � sin l

ð2Þ

where ~a0 is a priori SRP model; ~eD points along the satellite-Sun direction; ~eY
points along the solar panel axis; ~eB completes the orthogonal frame; the main
argument of the model is l, the argument of latitude of the satellite; D0, Y0, B0, BC,
BS are parameters to be estimated. At the beginning, due to limited knowledge
about the attitude control, dimensions and the optical properties of the satellite
surfaces, and the lack of processing experience, this SRP model is widely used
within MGEX ACs.

Steigenberger et al. firstly evaluated and analyzed the Galileo orbit and clock
products provided by the MGEX ACs, and found that there was systematic errors,
whose amplitudes vary as a function of the elevation angle of the Sun above the
satellite orbital planes [5]. Montenbruck et al. [9] point out that this systematic error
is due to the ECOM1 modeling deficiencies, and established a CBW prior model
based on the ECOM1 parameters and clock residuals of the Galileo IOV satellites.
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The CBW is parameterized by a cubic-like parameter ac and a stretching parameter
as and depends only on the sun-satellite-earth angle c:

~aD ¼ �aC � cos cj j þ sin cþ 2
3

� �
� aS � cos cj j � sin c� 4

3
sin2 cþ 2

3

� �

~aB ¼ � 4
3
aS � cos c � sin cð Þ

ð3Þ

where coefficients ac ¼ 14:5 nm/s2 and as ¼ 5:0 nm/s2, are given by Montenbruck
et al. [9]. When Galileo POD processing, ~a0 in formula (1) could be replaced by
formula (3), and those remaining deficiencies are eliminated by the 5 parameter
ECOM1 model.

Since classical ECOM1 model introduces spurious signals into orbit and clock
products of the elongated satellite bodies, such as GLONASS-M or Galileo. Arnold
et al. [9] developed the ECOM2 model for a better absorption of the SRP. The
ECOM2 model adds second- and fourth-order harmonic terms to the D-component
of the ECOM1 model:

DðDlÞ ¼ D0 þDC2 � cos 2DlþDS2 � cos 2DlþDC4 � cos 4DlþDS4 � cos 4Dl
YðDlÞ ¼ Y0
BðDlÞ ¼ B0 þBC � cosDlþBS � sinDl

ð4Þ

where DC2, DS2, DC4, DS4 are four added parameters on D-component, other
parameters are same as ECOM1 model. Instead of the argument of latitude l, the
angular argument Dl ¼ l� lS is used, as shown in Fig. 1, where lS stands for the
argument of latitude of the sun projected on the satellite’s orbital plane. Prange
et al. [6] applied this new model to CODE’s contribution to MGEX since January
2015.

Fig. 1 Geometrical relationship of the satellite, earth and sun
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Currently, five MGEX ACs provide precise Galileo orbit and clock products.
The CODE, GFZ, WHU provide full multi-GNSS solutions. CNES/CLS provide
GPS/GLONASS/Galileo, and TUM only provide Galileo/QZSS products. The most
important characteristics of the Galileo processing strategies of above five ACs are
summarized in Table 1.

The MGEX ID stands for a three-character abbreviation that is used as prefix for
the filenames of the MGEX products. It will be also used as identifier for the
individual AC products within this article. All ACs process Galileo data together
with GPS or GPS + GLONASS, the ionosphere-free linear combination of E1/E5a
are used. CODE use double-differenced data for computation of the satellite orbits
and kept then fixed when solving for satellite clocks based on un-differenced data.
All other ACs use un-differenced data. GFZ and CNES/CLS process GPS,
GLONASS (or together with BeiDou) and Galileo data in one step, TUM and
WHU employ a two-step approach: station coordinates, troposphere parameters,
and receiver clock offsets are estimated from GPS (or together with GLONASS)
date; these above parameters are kept fixed in the second step solving for Galileo
orbit and clock products. TUM used CODE’s rapid products, and WHU used their
own final GPS/GLONASS core products of the IGS. CODE use 3 days orbit
solution, and TUM use 5 days orbit solution. CNES/CLS estimating orbits and
clocks in a data interval of 30 h, GFZ and WHU solving orbits and clocks in daily
solution. CODE used the ECOM2 model for the SRP, and GFZ and TUM used the
reduced ECOM1 model, WHU used the reduced ECOM1 model as well as an
additional empirical constant acceleration bias in along-tracking direction with

Table 1 Comparison of the processing strategy among MGEX

CODE GFZ CNES/CLS TUM WHU

MGEX ID COM GBM GRM TUM WUM

Software Bernese 5.3 EPOS.
P8

CNES POD
GINS

Bernese
5.0

PANDA

Frequency E1/E5a E1/E5a E1/E5a E1/E5a E1/E5a

Differencing Double diff.
(orbit)
Zero diff. (clock)

Zero
diff.

Zero diff. Zero
diff.

Zero diff.

Elevation
cutoff

3° (orbit)
5° (clock)

7° 12° 5° 7°

Data
interval

3 day (orbit)
1 day (clock)

1 day 3 + 24 + 3 h 5 day
(orbit)
1 day
(clock)

1 day

SRP
parameters

D0, Y0, B0, DC2,
DC4, DS2, DS4,
BC , BS

D0, Y0,
B0, BC ,
BS

D0, Y0, BC ,
BS, DC , DS

D0, Y0,
B0, BC ,
BS

D0, Y0, B0,
BC ,
BSAlongemp

A priori
SRP model

None CBW Box-wing CBW Unknown

Ambiguities float float fixed float fixed
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1:0�10 m/s2 constrain. CNES/CLS applying a different set of SRP parameters. No a
priori SRP model, no albedo model, and no antenna thrust are used for Galileo
orbits generated at CODE. Only CNES/CLS applying a boxing-wing, GFZ and
TUM using the CBW since November 2016, but the WHU’s priori SRP model is
still unknown.

3 Results and Analysis

3.1 SLR Residuals

The quality of Galileo orbit products from above five MGEX ACs are evaluated by
using SLR data in this article. We analyze the SLR residuals for the period between
January 2016 and June 2017. During this period, GFZ, TUM and WHU have
adjusted their POD strategies, respectively. Among them, GFZ and TUM used the
ECOM1 model together with the CBW priori model since November 2016, but the
specific strategy of WHU is still unknown. Different types of Galileo spacecraft
from different ACs are analyzed, and Galileo-FOC2 stands for E14 and E18 in this
article. The relationships between the SLR residuals and the c angle are shown in
Fig. 2, the red dots indicate the SLR residuals after POD strategy adjustment. The
statistics of the SLR residuals from each AC are summarized in Table 2, and the

Fig. 2 SLR residuals of Galileo MGEX orbits versus the c angle
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values in brackets indicate the results after POD strategy adjustment. From Fig. 2
and Table 2, one can see that: (1) the quality of Galileo orbit from GFZ and TUM is
significantly improved if the CBW priori model is used. The SLR residual ampli-
tudes reduced from 20 to 10 cm, the STD has dropped about 50%. (2) When adding
the CBW priori model, the offsets of GBM and TUM are reduced from −2 to
−6 cm to mm level, which indicates that using of CBW priori model may also
eliminate the antenna thrust and earth radiation pressure. (3) The orbit quality of
WHU’s Galileo-IOV and Galileo-FOC2 satellites do not change when the POD
strategies adjustment, while the quality of Galileo-FOC satellite is significantly
improved. (4) The systematic errors is mitigated but still existing in the CODE’s
orbit products. The standard deviations of SLR residuals of ECOM2 is smaller than
that of the ECOM, but larger than that of using CBW prior model. (5) There is a
mean bias about −2 to −4 cm can be found in COM and WUM orbit products, in
contrast, the offsets in GRM is almost zero, which might be attributed to the antenna
thrust and earth radiation pressure.

3.2 Fitting Analysis of PHMs

There is a strong correlation between the orbital radial error and the clock
parameter, and orbit error will be reflected by Galileo’s PHMs. In this article, E30,
E26, E19 and E14 satellites from different orbital plane were selected for
clock-offsets daily linear fitting, and only the period of on-board PHMs were
counted. Figure 3(a–d) are the time series of clock bias from CODE, GFZ, CNES/
CLS and WHU, respectively, the dotted line in the figure indicate the absolute value
of the elevation angle of the Sun above the satellite orbital planes, and the vertical
lines in Fig. 3b and d indicate the day of the POD strategy adjustment. Since the
fitting accuracy of TUM’s clock-offsets is similar as the results of GBM, it will not
be given in this article for the sake of brevity.

From Fig. 3, one can see that: (1) the quality of PHMs clock-offsets from COM
and CNES/CLS is always good in the whole arc, varying within 0.2 ns generally.
The accuracy of clock products on different orbital planes is not changed signifi-
cantly. (2) A periodic variation could be observed in GBM’s RMS when without

Table 2 Statistics of SLR validation of Galileo MGEX orbits (units: cm)

AC Galileo-IOV Galileo-FOC Galileo-FOC2

Offsets STD Offsets STD Offsets STD

COM −4.2 +3.9 −3.1 +3.9 −2.3 +4.3

GBM −1.1(−0.7) +7.4(+3.3) −3.2(−0.4) +7.9(+3.2) −1.3(−0.2) +6.4(+3.1)

GRM +0.0 +4.1 −0.1 +4.2 +0.0 +5.5

TUM −5.3(−1.1) +8.7(+4.0) −6.4(−0.7) +9.7(+3.6) −2.2(−0.4) +7.4(+5.7)

WUM −3.2 +3.9 −5.9(−3.4) +9.1(+3.1) −3.1 +3.1
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using the CBW model. But the fitting accuracy of the PHMs clock-offsets is about
0.1 ns if the prior CBW model is used. (3) The fitting accuracy of WHU’s
Galileo-IOV clock-offsets did not change significantly when the POD strategy is
adjusted. However, the fitting accuracy of the Galileo-FOC clock-offsets is
improved, and the RMS of daily linear fitting is about 0.1 ns. The performance of
the PHMs evaluation is consistent with that of the SLR validation.

3.3 PPP Test

We selected 15 stations to analyze the PPP applications for Galileo-only and GPS/
Galileo combined solution. The basic information of the stations are listed in
Table 3. The analysis period is DOY 145–175 in 2017. The parameters were
estimated by sequential least squares adjustment. The sampling interval is 30 s and
the elevation cut-off is 7°. The estimation parameters are daily station coordinates,
epoch-wise receiver clock parameters, 2-h tropospheric zenith wet delay, float
ambiguity parameters, and inter-system biases (ISB) parameters are estimated. The
ambiguity parameter is used as a constant in the continuous arc and is re-estimated
when the cycle slip occurs. PCOs and PCVs values in igs_absolute.atx are used for
GPS. Galileo satellite’s PCO values provided by Steigenberger [14] are used in this
article, but receiver’s PCO and PCV have not been provided, so only satellite’s
PCO corrections were corrected when processing the Galileo data. Polar tide, solid
tide and ocean tide are also considered. The static coordinate solutions are com-
pared with the IGS SNX weekly solutions. The average RMS of all the stations in
the analysis period are shown in Table 4. As TUM do not provide GPS products, so
only the Galileo-only PPP are analyzed. Taking JFNG station in Wuhan as an

Fig. 3 RMS of daily linear fit for Galileo PHMs clock-offsets
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example, the sky plots of Galileo-only, GPS-only and GPS/Galileo combined
solution is shown in Figs. 4 and 5 shows a positioning residuals series calculated by
GFZ’s orbit and clock products.

From Table 3 and Figs. 4 and 5, one can see that: (1) the positioning error of
GPS-only is within 1 cm in North and East component, but slightly larger in
vertical component; 3D positioning is accuracy about 1 cm, and COM’s positioning
accuracy is the lowest. (2) Positioning error of Galileo-only is about 1.0 cm in
horizontal, which is very close to the results of GPS-only, but larger than 3.0 cm in
vertical component due to the limited number of active satellites. (3) The conver-
gence time of GPS/Galileo combination is significantly shortened. Positioning
accuracy in North and East component is better than that of GPS-only, but the
accuracy in vertical component is reduced due to the error term related to Galileo.

Table 3 Basic information of selected stations

Station Receiver Antenna Radome Firmware

ALIC LEICA GR25 LEIAR25.R3 NONE 4.11.606/6

CAS1 TRIMBLE NETR9 LEIAR25.R3 LEIT 5.22

CHOF JAVAD TRE_G3TH
DELTA

TRM57971.00 NONE 3.6.9

CKIS TRIMBLE NETR9 TRM59800.00 NONE 5.22

GRAC LEICA GR25 TRM57971.00 NONE 4.02

JFNG TRIMBLE NETR9 TRM59800.00 NONE 5.15

KIRU SEPT POLARX4 SEPCHOKE_MC SPKE 2.9.5-extre

KZN2 TRIMBLE NETR9 TRM59800.00 SCIS 5.22

MAS1 SEPT POLARX4 LEIAR25.R4 NONE 2.9.5-extre

MGUE SEPT POLARX4 LEIAR25.R4 NONE 2.9.5-extre

NICO LEICA GR25 LEIAR25.R4 LEIT 4.11/6.523

REYK LEICA GR25 LEIAR25.R4 LEIT 3.11.1639/
6

SUTM JAVAD TRE_G3TH
DELTA

JAV_RINGANT_G3T NONE 3.6.7

UCAL TRIMBLE NETR9 TRM57971.00 NONE 5.22

ULAB JAVAD TRE_G3TH
DELTA

JAV_RINGANT_G3T NONE 3.6.7

Table 4 PPP results of different analysis center (units: cm)

GPS Galileo GPS/Galileo

E N U 3D E N U 3D E N U 3D

COM 0.82 0.56 1.12 1.49 0.96 0.77 3.44 3.65 0.72 0.55 1.55 1.80

GBM 0.54 0.44 0.99 1.21 0.62 0.40 3.51 3.59 0.48 0.33 1.31 1.43

GRM 0.53 0.39 0.83 1.06 0.76 0.61 3.38 3.52 0.55 0.37 1.22 1.38

TUM – – – – 1.51 0.89 3.28 3.71 – – – –

WUM 0.45 0.42 0.82 1.03 0.55 0.70 3.48 3.59 0.44 0.43 1.21 1.36
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4 Conclusions

The multi-GNSS not only helps users to obtain more stable and reliable navigation,
positioning, timing services, but also contributes to the application in high-precision
geodetic fields. But the premise is to provide high precision satellite orbit and clock
products under a unified space-time reference system. The orbit quality and PPP
application of the Galileo precise products from five MGEX ACs are analyzed in
this article, the influence of the SRP model on POD is studied.

The quality of Galileo orbit from GFZ and TUM is significantly improved if the
CBW priori model is used. The SLR residual amplitudes reduced from 20 to 10 cm,
the STD has dropped about 50%. When adding the CBW priori model, the offsets
of GBM and TUM are reduced from −2 to −6 cm to mm level, which indicates that
using of CBW priori model may also eliminate the antenna thrust and earth radi-
ation pressure. The orbit quality of WHU’s Galileo-IOV and Galileo-FOC2 satel-
lites do not change when the POD strategies adjustment, while the quality of
Galileo-FOC satellite is significantly improved. The systematic errors is mitigated
but still existing in the CODE’s orbit products. The standard deviations of SLR
residuals of ECOM2 is smaller than that of the ECOM, but larger than that of using

(a) Galileo (b) GPS           (c) GPS/GPS

Fig. 4 Sky plots (azimuth vs. elevation) for the various satellite systems at JFNG

Fig. 5 Positioning residuals of static PPP at JFNG
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CBW prior model. There is a mean bias about −2 to −4 cm can be found in COM
and WUM orbit products, in contrast, the offsets in GRM is almost zero, which
might be attributed to the antenna thrust and earth radiation pressure. The RMS of
clock daily linear fitting indicates that the accuracy of the Galileo clocks is sig-
nificantly improved if the CBW priori model is used. The accuracy of clock
products on different orbital planes is not changed significantly. The result of the
PHMs evaluation is consistent with that of the SLR validation. Positioning error of
Galileo-only is about 1.0 cm in horizontal, which is very close to the results of
GPS-only, but larger than 3.0 cm in vertical component due to the limited number
of active satellites. The convergence speed of GPS/Galileo combined solution is
faster than any single system, the positioning accuracy in horizontal is improved
compared to GPS-only, but a small degradation can be observed in vertical
component.
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Research on the Detection Technology
Based on INSGNSS for the Dynamic
Positioning Performance of Satellite
Navigation Terminals

Pengfei Zhao, Shuguo Pan, Fei Ye, Xueyong Lin, Jie Zhang
and Xiang Cao

Abstract The positioning performance of satellite navigation equipment is the
foundation and core of each performance. Among them, dynamic positioning
performance is one of the most important indexes to evaluate the overall perfor-
mance of GNSS receivers. The detection of GNSS receiver positioning perfor-
mance under high dynamic conditions is also the difficult point of international
research. In this paper, a high precision and reliability vehicle INS/GNSS combined
system is applied as a calibration system to realize the detection of GNSS receiver’s
dynamic positioning performance and further verify the feasibility and reliability of
the technology through the dynamic car test under the real road inspection
environment.

Keywords Dynamic positioning � INS/GNSS � Calibration system
Detection

1 Introduction

As a basic product of the national economy and the people’s livelihood, the pro-
duction of satellite navigation equipment is increasing by scientific research insti-
tutions and navigation enterprises both at home and abroad. The main products are:
GNSS receivers, real-time dynamic positioning terminals and car navigation sys-
tems etc. They are widely used in engineering surveying, waterway surveying and
precise Agriculture, hydrography, mapping, precision timing and geodynamics and
other fields. In recent years, the rapid development of satellite navigation tech-
nology makes the satellite navigation equipments extend from the conventional
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support for single GPS constellation mode to multi-constellation or even full
constellation and from static reference positioning applications to dynamic appli-
cation such as dynamic vehicle-mounted, airborne and shipborne applications, from
low-precision navigation applications to high-precision measurement applications.
The types, performances, and application modes of the product have been contin-
uously optimized and promoted [1].

The detection methods of the static positioning performance of satellite navigation
equipments has been proven. Conventional static detection is usually done at the
baseline detection field. The static detection method is simple and easy to operate and
can significantly reflect the static positioning performance of satellite navigation
products. The dynamic positioning mode of satellite navigation equipments has the
characteristics of high positioning accuracy, high data update rate and high dynamic
performance and so on. These notable features pose a huge challenge in establishing
the calibration for the dynamic positioning performance of satellite navigation
equipments [2]. Domestic and foreign scholars have done a lot of related researchs on
GNSS dynamic detection, mainly aimed at how to establish a suitable dynamic
detection calibration, and put forward different positioning methods and evaluation
indicators and designed different systems. But there still exist the deficiencies of the
single track, calibration errors and the complexity of data processing etc [3, 4]. Based
on the above research, a set of high precision and high reliability INS/GNSS detection
calibration is established in this paper to realize the real road inspection of the dynamic
positioning performance of satellite navigation equipments.

2 INS/GNSS Calibration System

2.1 Principle Introduction

The advantage of GNSS positioning is that unconstrained divergence will not occur
during long time observation. The disadvantage is that the environmental depen-
dence is large. The reflection and occlusion of GNSS signals in the Observational
environment greatly reduce the accuracy of GNSS measurement and even lead to
unreliable positioning. There are two distinct characteristics of INS compared with
GNSS:

1. Divergence with time. The navigation error of INS will appear unconstrained
divergence over time;

2. Navigation autonomy. The navigation error of INS mainly comes from the error
of measurement device itself in the system, which has nothing to do with the
external environment.

This shows that the error characteristics of GNSS and INS are complementary.
In addition, the measurement update frequency of GNSS is low, while that of INS
up to 1 kHz or higher [5, 6]. Therefore, the combination of GNSS and INS can
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build a detection calibration system that is environmentally unaffected and provides
a continuous, high-precision, and highly reliable positioning.

2.2 Combination Solution

As the calibration of a vehicle dynamic detection system, the vehicle calibration
system is based on deep coupling solution technology. It consists of a highly
accurate and reliable SINS measurement unit and a high-precision, multi-mode and
multi-frequency, direction-finding GNSS receiver compatible with BDS/GPS/
GLONASS. The complement of GNSS and INS can guarantee that when the
number of satellites is less than 4, high precision position, speed and attitude
information can be obtained by using INS data. It is also ensured that the INS
system error will be corrected by using GNSS data when the INS system error
becomes larger. It can consistently output high-precision and reliable position
information and attitude information in a variety of complex environments such as
complete openness (without high buildings and trees), sporadic shading (lush trees),
severe obstruction (viaduct bottom) and complete occlusion (tunnel) (Fig. 1).

3 Vehicle Dynamic Detection System

3.1 System Composition

Vehicle dynamic detection system is composed of vehicle calibration system,
monitoring display system, GNSS signal receiving and forwarding system, testing
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unit for equipments to be checked, power supply system, communication system
etc and carries out data exchange with the CORS service center (Fig. 2).

3.2 Data Exchange

There are mainly three types of data flow in vehicle dynamic detection system:
GNSS data flow, INS data flow and data flow of equipments uploaded to CORS.

The specific process of data exchange is as follows:

1. Satellite signal homologous transmission: in order to ensure that the received
signal of the satellite navigation and positioning terminal to be detected is
homologous with that of the vehicle calibration system, a quasi-zero baseline
solution is adopted for receiving the same antenna forwarded signal for them.
The receiving antenna receives the satellite signal and transmits the satellite
signal to the reference system and the satellite navigation positioning terminal to
be tested in real time through the GNSS signal forwarding system.

2. Data exchange in the calibration system: while the base GNSS device receives
the satellite signal, INS transmits its data to the reference GNSS device via the
physical interface for real-time combinatorial computation of the deep coupled
solution module of the base GNSS device.

Fig. 2 Vehicle dynamic detection system
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3. Access to CORS for the calibration system: the vehicle calibration system login
to the CORS service center to upload its own positioning of the GGA infor-
mation through the 4G network, and real-time receive the corresponding dif-
ferential correction information for high-precision RTK positioning.

4. Access to CORS for the device to be detected: After receiving the satellite
signal, the inspection equipment will log on to the CORS service center through
the WIFI network or self-provided other network to upload its own GGA
location information, and get the corresponding differential correction infor-
mation in real time for achieving high-accuracy RTK positioning (Fig. 3).

4 Dynamic Car Test

The positioning accuracy test of the vehicle calibration system refers to that in the
process of driving, on the one hand, high-precision positioning solution of cali-
bration system is real-time stored to achieve dynamic detection for RTD; on the
other hand, real-time GNSS original observations, INS original data and CORS
base station is collected and applied to high-precision GNSS+INS commercial
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post-processing software business to obtain high-precision positioning solution for
RTK dynamic detection. Finally, through the real road inspection on the dynamic
positioning performance of the high-precision GNSS positioning terminal, the
feasibility and reliability of the technology are further verified.

4.1 Centimeter-Level Accuracy for RTD Detection

In the actual measurement process, the calibration system can output
centimeter-level high-precision positioning information in real time and support
real-time storage. By comparing the real-time positioning solution between the
calibration system and the satellite navigation and positioning terminal to be
detected, dynamic detection can be realized for RTD positioning terminals.

As can be seen from Fig. 4, in the aspect of the real-time position accuracy of the
reference system, the N, E, U errors in the three directions is within 2 cm in most
cases, which meets dynamic detection requirements for RTD positioning terminals.

4.2 Millimeter-Level Accuracy for RTK Detection

In the post-processing process, the calibration system can achieve millimeter-level
high-precision positioning solution. By comparing the post-positioning solution of

Fig. 4 Real-time position error of calibration system
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the calibration system with the real-time positioning solution of the satellite navi-
gation and positioning terminal to be detected, dynamic detection can be realized
for RTK positioning terminals.

As can be seen from Fig. 5, in the aspect of the post-position accuracy of the
reference device, errors of the N direction and E direction error are within 1 cm, and
the error of the U direction within 1.5 cm, in most cases less than 1 cm. It meets the
dynamic detection claim for RTK positioning terminals.

4.3 Dynamic Positioning Performance Detection
of GNSS Terminals

A more extensive test environment is selected for dynamic car detection. The
coordinates of the points of the satellite navigation and positioning terminals to be
detected is stored in the hand book at the frequency of 1 Hz. After the test is
completed, the dynamic positioning result file of the device under test is exported
from the handbook. This test adopts the statistical method of external coincidence
accuracy. The measured value of the vehicle calibration system is taken as a true
value to calculate the error of each point of the satellite navigation and positioning
terminal to be tested. And the external conforming accuracy is counted. The specific
statistical results are shown in Fig. 6.

As can be seen from Fig. 6, in most cases, the positioning errors in the N direction
and the E direction are within 0.02 m, and the positioning error in the U direction is
within 0.06 m. According to the statistics, the positioning accuracy of the satellite
navigation and positioning terminals to be detected is 0.012 m in plane and 0.012 m in
height, which is in line with the actual situation and further verifies that the vehicle
dynamic detection technology based on INS/GNSS is feasible and reliable.

Fig. 5 Post position error of calibration system
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5 Conclusion and Prospect

This paper presents a new real-time dynamic detection technology for RTK ter-
minals, and design a set of vehicle dynamic detection system. A quasi-zero baseline
program in which the vehicle calibration system and the satellite navigation and
positioning terminals to be detected receive the same antenna forwarding signal is
adopted to assure signal homology and the credibility of the detection. In addition,
the vehicle equipments seamlessly access CORS for real-time upload and retrieval
of information to realize real-time dynamic differential positioning and
high-precision positioning results. Most importantly, the sophisticated INS/GNSS
deep coupling technology can ensrue that the calibration system realizes the
high-precision, highly reliable continuous positioning from environmental influ-
ences. All of these provide a guarantee for the dynamic positioning performance
detection of satellite navigation and positioning terminals.

Although the vehicle dynamic detection system has been set up. But the
space-time synchronization errors still exist. They mainly includes the factors such
as antenna phase center deviation, multipath effect, signal forwarding delay and
terminal clock error (including clock jitter) etc. In this paper, these factors are not
taken into account. Therefore, the suppression and elimination of the errors of the
entire vehicle detection system still need to be further studied and improved.
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Fig. 6 Dynamic positioning performance detection of terminals

228 P. Zhao et al.



References

1. Cong D, Xu Q (2015) The necessity and preliminary assumption of establishing GNSS
dynamic positioning calibration. Satell Internet 04:64–67

2. Cong D, Xu Q (2016) Research status and advances of GNSS accuracy evaluation methods for
kinematic positioning. J Navig Positioning. https://doi.org/10.16547/j.cnki.10-1096.20160201

3. Mao Q (2016) Research on real-time dynamic technologies of vehicle GNSS positioning.
Southeast University, Dhaka. http://kns.cnki.net/kns/detail/detail.aspx?FileName=1016329062.
nh&DbName=CMFD2017

4. Mao Q, Pan S, Liu H, Gao W (2015) Research on real-time dynamic detecting technologies of
RTK terminal equipment. Eng Surveying Mapp 24(03):47–52

5. Xu Z (2014) Research on key technologies of integration of GPS/INS for land vehicle
applications. Southeast University, Dhaka. http://kns.cnki.net/kns/detail/detail.aspx?
FileName=1016752934.nh&DbName=CDFD2016

6. Han S (2010) Novel GPS/SINS integration architecture and systematic error compensation
methods. National University of Defense Technology, China. http://kns.cnki.net/kns/detail/
detail.aspx?FileName=1011073920.nh&DbName=CDFD2011

Research on the Detection Technology Based on INSGNSS … 229

http://dx.doi.org/10.16547/j.cnki.10-1096.20160201
http://kns.cnki.net/kns/detail/detail.aspx?FileName=1016329062.nh&DbName=CMFD2017
http://kns.cnki.net/kns/detail/detail.aspx?FileName=1016329062.nh&DbName=CMFD2017
http://kns.cnki.net/kns/detail/detail.aspx?FileName=1016752934.nh&DbName=CDFD2016
http://kns.cnki.net/kns/detail/detail.aspx?FileName=1016752934.nh&DbName=CDFD2016
http://kns.cnki.net/kns/detail/detail.aspx?FileName=1011073920.nh&DbName=CDFD2011
http://kns.cnki.net/kns/detail/detail.aspx?FileName=1011073920.nh&DbName=CDFD2011


Accuracy Analysis of NavIC Pseudo
Range Point Positioning

Liang Zhang, Pengfei Sun, Haichun Wang, Miaomiao Liu
and Ding Li

Abstract Navigation with Indian Constellation (NavIC) is a regional navigation
system built by India that is mainly used for positioning, navigation and timing
services throughout India and the surrounding areas. Using the data of TID1 and
KAT1 stations from 2017 160 days to 166 days, the accuracy of single-point
location accuracy of NavIC is analyzed. Experimental results show that the accu-
racy of NavIC is greater than 20 m and discontinuity, the PDOP is greater than 10,
the number of visible satellites is less than 5 for the most time in Australia.

Keywords NavIC � PDOP � Positioning accuracy � Pseudo-range single point
positioning

1 Introduction

Navigation with Indian Constellation (NavIC) is an autonomous regional naviga-
tion satellite system implemented by the Indian Space Research Organization
(ISRO) [1]. The system provides real-time positioning, speed and time services
throughout the day for many kinds of platform user. It also can providing posi-
tioning, navigation and timing services throughout India and surrounding areas [2].

In this paper, the data come from IGS data network. Analysis for precision of
pseudo range point positioning.
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2 NavIC System Overview

NavIC launch the first satellite in July 2013 and the seventh satellite in April 2016,
have successfully completed the seven-satellite network so that can operate inde-
pendently. The NavIC system includes three GEO satellites and four IGSO satel-
lites, as shown in Fig. 1. The orbital distribution to ensure that satellites can be
tracked by at least one ground station at any given point in any time. It can be
guaranteed to see most satellites at any point in India [3].

The NavIC system, like the GPS system, also offers two types of services:
“Standard Services SPS” and “Limited/Authorized Services RS”. The former is
provided to all users for free with an accuracy of 20 m. The latter is only available
to authorized users, the accuracy better than 10 m [3]. Fig. 2 shows the NavIC
constellation PDOP situation. It can be seen that NavIC has a PDOP about 3 in
India and surrounding areas. In most parts of Australia, PDOP are greater than 10.

NavIC system broadcast S-band signals and L5-band signals. S signal and L5
signal respectively contain standard service SPS signal, limited/authorized service
RS data signal and limited/authorized service RS pilot signal and others signals. In
addition, the NavIC has developed a CDMA precision ranging technology to
achieve rapid and precise determination of the distance and satellite orbit [4].

Fig. 1 Ground track of NavIC
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In coordinate and time bases, the NavIC system maintain a high level of com-
patibility and interoperability with GPS. The WGS-84 coordinate system was used
by NavIC; The NavIC system time starts at August 22, 1999 (00:00 UT, August
21–22, midnight) corresponds to 23:59:47 UTC on August 21, 1999.

3 NavIC Pseudorange Point Positioning Accuracy

3.1 Data Acquisition

At present, the collected NavIC data are single-frequency L5 data in Australia. In
this paper, TID1, KAT1 two stations (Fig. 1) were selected, time span about 7 days
(2017 160 days to 166 days), sampling interval of 30 s.

3.2 Data Processing Strategy

The corrections include: satellite relativistic clock, tropospheric delay, ionospheric
delay, relativistic effects, earth rotation correction. The estimated parameters are
single epoch station coordinates (Table 1).

Fig. 2 PDOP of NavIC system
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The exact coordinates of these two stations are provided by the IGS Weekly
Solution documents, within mm. Compare the accuracy of NavIC pseudorange
point positioning with it.

In service performance evaluation, the accuracy describes the difference between
the calculated position of the point and the actual position of the point during the
positioning process. It is the most directly performance evaluation of the user’s
requirement. Through the comparison with the known coordinates, the positioning
performance of the NavIC user receiver can be verified. Through the statistical
analysis of the positioning accuracy of multiple receivers located in the coverage
area, the service performance of the NavIC can be judged. That positioning
accuracy can be described using statistical methods [5]. The accuracy of mea-
surement results can be expressed in terms of RMS error [6]. The RMS error is
calculated as:

Dxrms
Dyrms
Dzrms

2
64

3
75 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
k¼1

xk � ~xð Þ2=ðn� 1Þ
s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
k¼1

yk � ~yð Þ2=ðn� 1Þ
s

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn
k¼1

zk � ~zð Þ2=ðn� 1Þ
s

2
66666666664

3
77777777775

3.3 Positioning Precision Analysis

3.3.1 Visible Satellite Number and DOP Value

To analyze NavIC positioning accuracy, first calculate the number of visible
satellites (Figs. 3 and 8) and PDOP (Figs. 4 and 9) at TID1 and KAT1 stations. It
can be seen that the number of visible satellites in TID1 station is 2–4 and the
number of KAT1 stations is 4–5. The PDOP values of both stations are large and
discontinuous. When the number of visible satellites reaches 5 in KAT1 station, the
PDOP value better than 10, the other times are greater than 10.

Table 1 Software
parameters setting

Parameters Setting

Observations L5

Interval 30 s

Cut-off elevation angle 10°

Earth rotation parameters IERS

Troposphere model Saastamoinen

Ionospheric model Klobuchar

234 L. Zhang et al.



3.3.2 Positioning Results

In view of the large and discontinuous PDOP values of the TID1 station and the
KAT1 station, we use the PDOP value of less than 50 to conduct the positioning
result analysis. Figures 5, 6 and 7 show the positioning errors of the TID1 station in
three directions of the E, N and U (Figs. 8 and 9). Figures 10, 11 and 12 show the
positioning errors of the KAT1 station in the three directions of the E, N and U. The
scattered points of different colors indicate different days.

Table 2 shows the one-week RMS averages of the TID1 and KAT1 stations in
the E, N and U directions. It can be seen TID1 station and KAT1 station positioning
accuracy more than 20 m and not continuous.

Fig. 3 Satellites of TID1
station in the 165 day

Fig. 4 PDOP of TID1 station
in 165 day
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Fig. 5 Deviation sequence of
TID1 station in the E direction

Fig. 6 Deviation sequence of
TID1 station in the N
direction
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Fig. 7 Deviation sequence of
TID1 station in the U
direction

Fig. 8 Satellites of KAT1
station in 165 day
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Fig. 9 PDOP of KAT1
station in 165 day

Fig. 10 Deviation sequence
of KAT1 station in the E
direction
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Fig. 11 Deviation sequence
of KAT1 station in the N
direction

Fig. 12 Deviation sequence
of KAT1 station in the U
direction

Table 2 RMS mean
statistics for two stations in
the ENU direction over a
week

Station E (m) N (m) U (m) P (m)

TID1 23.43 20.09 24.81 39.60

KAT1 11.45 8.96 24.13 28.17
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4 Conclusions

The coverage of the NavIC system in Australia is not very good. The number of
visible satellites is less than 5 for most of the time. The PDOP value is greater than
10 for most of the time, and the positioning accuracy is more than 20 m and not
continuous.

At present, NavIC system data that can be collected is the single-frequency data in
Australia. Due to the coverage reason, the NavIC system performance cannot be
effectively evaluated. In the next step is to gather more data, especially data of India
and surrounding areas, get the location accuracy of NavIC system in different regions.
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Availability Modeling and Simulation
of Satellite Navigation System Based
on Integration of PDOP and Reliability
Maintainability Supportability

Zhuopeng Yang, Yujun Gou, Yanhua Zhu and Heng Zheng

Abstract Due to the satellite-launcher-station interactive operation, coupling of
PDOP, reliability and maintainability and supportability (RMS), an availability
modeling and simulation method of a navigation system is proposed by GSPN,
Bayesian network and outage analysis. The availability of a per-slot is conformed
based on GSPN, considering short scheduled or unscheduled outage of bus and
payload,long outages, on-orbit or ground backup, testing time in launching site as
well as launching reliability. Taking PDOP under different outages as the rela-
tionship of slots and the service availability is conformed based on Bayesian net-
work. The vulnerable slots are identified and different optimization designs are
compared. The simulation results have demonstrated that this method can be
applied for navigation system design optimization, and satellite-launcher-station
quantitative decision.

Keywords Navigation system � PDOP � Designed life � RMS
GSPN � Bayesian network

1 Introduction

A service availability, which is important evidence to construction capability and
service quality, is the core indicator of a satellite navigation system. As a composite
indicator, the service availability is related to the constellation configuration, back
strategy, per-slot availability, outage design, and reliability of launcher, fault
detection and reconfiguration. Those factors can be decomposed into PDOP and
reliability maintainability supportability (RMS) of satellite- launcher-control seg-
ment. Due to the interactive operation of satellites, launchers and control segments,
the relationship of PDOP and RMS is extremely complicated. The availability
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modeling and simulation based on integration of PDOP and RMS is significant for
the navigation system design, state evaluation, and maneuver strategy.

There exist some interesting papers about availability of a satellite navigation
system. A per-slot availability and constellation availability is modeling based on
Markov Chain, considering long-term failures, short-term failures and maneuvers
[1]. The definition and algorithm of PDOP availability, accuracy availability,
availability of integrity and availability of continuity are given in [2]. A per-slot
availability, constellation availability and PDOP availability [3–5] are analyzed by
considering short-term scheduled (STS), short-term unscheduled (STU), long-term
scheduled (LTS) and long-term unscheduled (LTU), or orbital maneuvers, single
event upset, and end-of-life disposal. The concept of availability, the relationship of
a per-slot availability, constellation availability and PDOP availability are discussed
successfully in above papers. On the other hand, the bus and payload faults under
different outages, processes of fault detection and reconfiguration, and design ability
of satellite- launcher-control segment are researched scarcely.

The concept of satellite navigation system availability is given firstly. Then
considering fault detection and reconfiguration and parameters design, the avail-
ability based on integration of PDOP and RMS is modeling by generalized
stochastic Petri net (SCPN), Bayesian network (BN) and outage analysis, and the
vulnerable slots are identified and improved schemes are proposed in this paper.

2 The Navigation System Availability Concept
and Process

2.1 Availability Concept

Availability is defined as a measure of the degree to which an item is in an operable
and committable state at the start of a mission when the mission is called for at an
unknown (random) time. Availability is initially applied to weapon equipment
system, then to satellite navigation system. The satellite navigation system avail-
ability (ANAV ) is divided into SIS availability (ASIS) and service availability
(ASERVICE) in GPS SPS PS [6].

(1) The SIS availability can be divided into per-slot availability (Aslot) and con-
stellation availability (Aconstellation). The per-slot availability is the fraction of
time that a slot in the GPS constellation will be occupied by a satellite that is
transmitting a trackable and healthy SPS SIS. The constellation availability is
the fraction of time that a specified number of slots in the GPS constellation are
occupied by satellites that are transmitting a trackable and healthy SPS SIS, and
it can be measured as state probability of at least 21/20 Slots out of the 24 Slots.
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(2) The service availability is the fraction of time that a service is availability for
users. It can be divided into PDOP availability (APDOP), availability of position
(Aposition), availability of timing (Atiming), availability of integrity (Aintegrity), and
availability of continuity (Acontinuity).

The SIS availability is a manufacturer-facing indicator, and service availability is
a user-facing indicator. The classification of availability is given in Fig. 1.

The per-slot availability is a basic unit of SIS availability and service avail-
ability, and the PDOP availability is a basic unit of service availability. The per-slot
availability and PDOP availability are researched in this paper.

Availability of Integrity
Aintegrity

Galileo
≥99.5%(SoL)

≥99.5%(PRS)

Satellite Navigation System 
Availability

ANAV

Service Availability
ASERVICE

Availability of Timing
Atiming

SIS Availability
ASIS

Per-slot availability
Aslot

Constellation Availability
Aconstellation

GPS ≥0.957

GPS
≥0.98(21/24)

≥0.99999(20/24)

PDOP Availability
APDOP

GPS
(PDOP 6)

≥98%(global Average)

≥88%(worst case)

Availability of Position
Aposition

GPS
(Horizontal 17m)

(Vertical 37m)

≥99%(global Average)

≥90%(worst case)

GLONASS
(Horizontal 12m)

(Vertical 25m)

≥99%(global Average)

≥90%(worst case)

Galileo

≥99.8%(OS)

≥99.5%(CS)

≥99.8%(SoL)

≥99.5%(PRS)

Availability of Continuity
Acontinuity

Fig. 1 Availability of satellite navigation system
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2.2 Processes of Per-Slot Availability

The per-slot outages are divided into STS, STU, LTS and LTU. Because the LTS is
a rare event, LTS and LTU are combined into the LT. Furthermore, bus faults and
payload faults are considered respectively due to the different faults ratio and
reconfiguration, as Fig. 2.

(1) STS (bus): taking orbital maneuver (OM) and business recovery by control
segment.

(2) STS (payload): taking business recovery by control segment.
(3) STU (bus): taking fault detection, working condition recovery and business

recovery by control segment.
(4) STU (payload): taking fault detection, strategies research and business recovery

based on spares by control segment.
(5) LT: judging on-orbit state, if on-orbit, then taking constellation reconfigure and

on-orbit testing, if not, then developing a new satellite or launching a backup
satellite, then taking on-orbit testing.

The parameters illustrated in Table 1.

3 Availability Modeling and Analysis

3.1 A Per-Slot Availability Modeling and Analysis

Because of the flow characteristic of fault reconfigure, a per-slot availability (GSPNslot)
is modeled by GSPN, thus as GSPNSTSB (STS(bus)), GSPNSTUB (STU(bus)),
GSPNSTSP (STS(payload)), GSPNSTUP (STU(payload)), and GSPNLT (LT):

Fig. 2 Operational process of a per-slot availability
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GSPNslot ¼ GSPNSTS þGSPNSTU þGSPNLT

¼ GSPNSTSB þGSPNSTSP þGSPNSTUB þGSPNSTUP þGSPNLT
ð1Þ

(1) GSPNSTS

Considering bus faults and payload fault respectively, the STS is modeled, as
Fig. 3.

In Fig. 3, PSTS is state of un-STS, PSTSB1 and PSTSP1 is STS of bus and payload,
PSTSB2 is state after orbit manuver. Corresponding to the continuous time Markov
chain:

Table 1 Parameters of a per-slot availability

Outage Parameters

STS (bus) Mean time between outage (TSTSB1 = 1/kSTSB1
a)

Mean orbit moving time (TSTSB2 = 1/kSTSB2)

Mean business recovery (TSTSB3 = 1/kSTSB3)

STS (payload) Mean time between outage (TSTSP1 = 1/kSTSP1)

Mean business recovery (TSTSP2 = 1/kSTSP2)

STU (bus) Mean time between outage (TSTUB1 = 1/kSTUB1)

Mean fault detection time (TSTUB2 = 1/kSTUB2)

Mean working condition recovery time (TSTUB3 = 1/kSTUB3)

Mean business recovery (TSTUB4 = 1/kSTUB4)

STU (payload) Mean time between outage (TSTUP1 = 1/kSTUP1)

Mean fault detection time (TSTUP2 = 1/kSTUP2)

Mean administrative delay time (TSTUP3 = 1/kSTUP3)

Mean short-supply response time (TSTUP4 = 1/kSTUP4)

Mean long-supply response time (TSTUP5 = 1/kSTUP5)

Mean business recovery (TSTUP6 = TSTUP7 = 1/kSTUP6 = 1/kSTUP7)

Probability of spares sufficiency (fSTUP1 = 1 − fSTUP2
b)

LT Mean mission during (TLT1 = 1/kLT1)

Satellite development time (TLT2 = 1/kLT4)

Backup satellite testing time (TLT3 = 1/kLT3)

Transportant time (TLT4 = 1/kLT5)

Testing and filling time (TLT5 = 1/kLT6)

On-orbit testing time (TLT6 = 1/kLT7)

Satellite design life (TLT7)

On-orbit ratio (fLT1 = 1 − fLT2)

On-ground ratio (fLT3 = 1 − fLT4)

Reliability of constellation reconfigure (fLT5 = 1 − fLT6)

Reliability of launch (fLT7 = 1 − fLT8)
aFault rate or Repair Rate of the Parameter, bOpposite event Parameter
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_PSTS tð Þ
_PSTSB1 tð Þ
_PSTSB2 tð Þ
_PSTSP1 tð Þ

2
664

3
775 ¼

�kSTSB1 � kSTSP1 0 kSTSB3 kSTSP2
kSTSB1 �kSTSB2 0 0
0 kSTSB2 �kSTSB3 0

kSTSP1 0 0 �kSTSP2

2
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3
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�
PSTS tð Þ
PSTSB1 tð Þ
PSTSB2 tð Þ
PSTSP1 tð Þ

2
664

3
775 ð2Þ

PSTS tð ÞþPSTSB1 tð ÞþPSTSB2 tð ÞþPSTSP1 tð Þ ¼ 1 ð3Þ

and the steady of un-STS:

PSTS ¼ ASTS= ASTS þBSTS þCSTS þDSTSð Þ ð4Þ

where: ASTS ¼ kSTSB2 � kSTSB3 � kSTSBP2, BSTS ¼ kSTSB1 � kSTSB3 � kSTSBP2,
CSTS ¼ kSTSB1 � kSTSB2 � kSTSBP2, DSTS ¼ kSTSB2 � kSTSB3 � kSTSBP1.
(2) GSPNSTU

Considering fault detection time, administrative delay time, supply response time,
business recovery time and probability of spares sufficiency, STU is modeled, as
Fig. 4.

In Fig. 4, PSTU is state of un-STU, PSTUB1and PSTUP1is STU of bus and payload,
PSTUB2 and PSTUB3 are state after fault detection and working condition recovery,
PSTUP2, PSTUP3, PSTUP4, PSTUP5, PSTUP6 and PSTUP7 are state after fault detection,
strategy research, short-supply waiting, long-supply waiting, short-supply response,
long-supply response. Corresponding to the continuous time Markov chain:

PSTSPSTSB1

TSTSB1

TSTSB2

PSTSB2

TSTSB3

PSTSP1

TSTSP1

TSTSP2

Fig. 3 The model of STS based on GSPN
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_PSTU tð Þ _PSTUB1 tð Þ _PSTUB2 tð Þ _PSTUB3 tð Þ _PSTUP1 tð Þ _PSTUP2 tð Þ _PSTUP4 tð Þ _PSTUP5 tð Þ _PSTUP6 tð Þ _PSTUP7 tð Þ
� �T

¼

�kSTUB1 � kSTUP1 0 0 kSTUB4 0 0 0 0 kSTUP6 kSTUP7
kSTUB1 �kSTUB2 0 0 0 0 0 0 0 0

0 kSTUB2 �kSTUB3 0 0 0 0 0 0 0

0 0 kSTUB3 �kSTUB4 0 0 0 0 0 0

kSTUP1 0 0 0 �kSTUP2 0 0 0 0 0

0 0 0 0 kSTUP2 �kSTUP3 0 0 0 0

0 0 0 0 0 kSTUP3 � fSTUP1 �kSTUP4 0 0 0

0 0 0 0 0 kSTUP3 � fSTUP2 0 �kSTUP5 0 0

0 0 0 0 0 0 kSTUP4 0 �kSTUP6 0

0 0 0 0 0 0 0 kSTUP5 0 �kSTUP7

2
6666666666666666664

3
7777777777777777775

�

PSTU tð Þ
PSTUB1 tð Þ
PSTUB2 tð Þ
PSTUB3 tð Þ
PSTUP1 tð Þ
PSTUP2 tð Þ
PSTUP4 tð Þ
PSTUP5 tð Þ
PSTUP6 tð Þ
PSTUP7 tð Þ

2
6666666666666666664

3
7777777777777777775

ð5Þ

TSTUB1

TSTUB4 TSTUB3 TSTUB2PSTUB3 PSTUB2

PSTUB1

PSTUP1

TSTUP2
PSTUP

2
PSTUP3 TSTUP3

fSTUP2PSTUP5

PSTUP6 fSTUP1

TSTUP5

TSTUP6 PSTUP4TSTUP4

TSTUP7 PSTUP7

PSTU

TSTUP1

Fig. 4 The model of STU based on GSPN
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PSTU tð ÞþPSTUB1 tð ÞþPSTUB2 tð ÞþPSTUB3 tð ÞþPSTUP1 tð ÞþPSTUP2 tð ÞþPSTUP4 tð ÞþPSTUP5 tð Þ
þPSTUP6 tð ÞþPSTUP7 tð Þ ¼ 1

ð6Þ

and the steady of un-STU:

PSTU ¼ ASTU= ASTU þBSTU þCSTU þDSTU þESTU þFSTU þGSTU þHSTU þ ISTU þ JSTUð Þ
ð7Þ

where:
ASTU ¼ kSTUB2 � kSTUB3 � kSTUB4 � kSTUP2 � kSTUP3 � kSTUP4 � kSTUP5 � kSTUP6 � kSTUP7,
BSTU ¼ kSTUB1 � kSTUB3 � kSTUB4 � kSTUP2 � kSTUP3 � kSTUP4 � kSTUP5 � kSTUP6 � kSTUP7,
CSTU ¼ kSTUB1 � kSTUB2 � kSTUB4 � kSTUP2 � kSTUP3 � kSTUP4 � kSTUP5 � kSTUP6 � kSTUP7,
DSTU ¼ kSTUB1 � kSTUB2 � kSTUB3 � kSTUP2 � kSTUP3 � kSTUP4 � kSTUP5 � kSTUP6 � kSTUP7,
ESTU ¼ kSTUB2 � kSTUB3 � kSTUB4 � kSTUP1 � kSTUP3 � kSTUP4 � kSTUP5 � kSTUP6 � kSTUP7,
FSTU ¼ kSTUB2 � kSTUB3 � kSTUB4 � kSTUP1 � kSTUP2 � kSTUP4 � kSTUP5 � kSTUP6 � kSTUP7,
GSTU ¼ kSTUB2 � kSTUB3 � kSTUB4 � kSTUP1 � kSTUP2 � kSTUP3 � kSTUP5 � kSTUP6 � kSTUP7�
fSTUP1, HSTU ¼ kSTUB2 � kSTUB3 � kSTUB4 � kSTUP1 � kSTUP2 � kSTUP3 � kSTUP4 � kSTUP6�
kSTUP7 � fSTUP2, ISTU ¼ kSTUB2 � kSTUB3 � kSTUB4 � kSTUP1 � kSTUP2 � kSTUP3 � kSTUP4 �
kSTUP5� kSTUP7 � fSTUP1, JSTU ¼ kSTUB2 � kSTUB3 � kSTUB4 � kSTUP1 � kSTUP2 � kSTUP3 �
kSTUP4 � kSTUP5� kSTUP6 � fSTUP2.
(3) GSPNLT

Considering mean mission during, satellite development time, transportant time,
testing and filling time, on-orbit ratio, reliability of constellation reconfigure, reli-
ability of launch, LT is modelled, as Fig. 5.

PLT1

TLT1 PLT2

fLT1

fLT2

PLT3

fLT5

fLT6

PLT10

PLT4

fLT3

fLT4 PLT6 TLT3

TLT6

PLT7

PLT9

fLT7 fLT8

PLT8

TLT5

PLT5 TLT2

TLT4

Fig. 5 The model of LT based on GSPN
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In Fig. 5, PLT1 is state of un-LU, PLT2, PLT3, PLT4, PLT5, PLT6, PLT7, PLT8, PLT9
and PLT10 are state of LT, on-orbit backup, on-ground backup, testing waiting,
development waiting, transportant, testing and filling. Corresponding to the con-
tinuous time Markov chain:

_PLT1ðtÞ _PLT5ðtÞ _PLT6ðtÞ _PLT7ðtÞ _PLT8ðtÞ _PLT10ðtÞ
� �T

¼

�kLT1 0 0 0 0 kLT6
kLT1 � fLT2 � fLT3 þ kLT1 � fLT1 � fLT3 � fLT6 �kLT2 0 0 kLT5 � fLT3 � fLT8 0

kLT1 � fLT2 � fLT4 þ kLT1 � fLT1 � fLT4 � fLT6 0 �kLT3 0 kLT5 � fLT4 � fLT8 0

0 kLT2 kLT3 �kLT4 0 0

0 0 0 kLT4 �kLT5 0

kLT1 � fLT1 � fLT5 0 0 0 kLT5 � fLT7 �kLT6

2
666666664

3
777777775

�

PLT1ðtÞ
PLT5ðtÞ
PLT6ðtÞ
PLT7ðtÞ
PLT8ðtÞ
PLT10ðtÞ

2
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3
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ð8Þ

PLT1 tð ÞþPLT5 tð ÞþPLT6 tð ÞþPLT7 tð ÞþPLT8 tð ÞþPLT10 tð Þ ¼ 1 ð9Þ

and the steady of un-LT:

PLT1 ¼ ALT= ALT þBLT þCLT þDLT þELT þFLT þGLT þHLT þ ILT þ JLTð Þ
ð10Þ

where: ALT ¼ kLT2 � kLT3 � kLT4 � kLT5 � kLT6 � fLT7, BLT ¼ kLT1 � kLT3 � kLT4 � kLT5�
kLT6 � fLT2 � fLT3, CLT ¼ kLT1 � kLT3 � kLT4 � kLT5 � kLT6 � fLT1 � fLT3 � fLT6, DLT ¼
kLT1 � kLT2� kLT4 � kLT5 � kLT6 � fLT2 � fLT4, ELT ¼ kLT1 � kLT2 � kLT4 � kLT5 � kLT6 � fLT1�
fLT4 � fLT6, FLT ¼ kLT1 � kLT2 � kLT3 � kLT5 � kLT6 � fLT2, GLT ¼ kLT1 � kLT2 � kLT3�
kLT5 � kLT6 � fLT1 � fLT6, HLT ¼ kLT1 � kLT2 � kLT3 � kLT4 � kLT6 � fLT2, ILT ¼ kLT1 � kLT2�
kLT3 � kLT4 � kLT1 � fLT6, JLT ¼ kLT1 � kLT2 � kLT3 � kLT4 � kLT5 � fLT7.

Mean Mission During (TLT1) is a parameter related to satellite reliability and
design life. Satellite reliability is a function of random failure and wearout failure:

RsatelliteðtÞ ¼ e�ðt=aÞb
Z1

t

1

r
ffiffiffiffiffiffi
2p

p e�
ðx�lÞ2
2r2 dx ð11Þ

where: a is scale parameter, b is shape parameters, l is expectation of satellite
design life, r is standard deviation.
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Thus, MMD is:

TLT1 ¼
ZT

0

RsatelliteðtÞdt ¼
ZT

0

e�ðt=aÞb
Z1

t

1

r
ffiffiffiffiffiffi
2p

p e�
ðx�lÞ2
2r2 dxdt ð12Þ

where: T is a satellite design life.
A per-slot availability is modeled by STS, STU and LT. Due to the complexity

of model, Monte-Carlo is applied.

3.2 Service Availability Model and Analysis

(1) Relationship of satellites

A service availability is a function of per-slot availability and relationship of
satellites. PDOP is selected for the relationship of satellites.

ak;n ¼
Pt0 þ k�DT

t¼t0

PL
j¼1 boolðPDOPt;j �PDOPreqÞ � areaj

k �PL
i¼1 areai

ð13Þ

where: t0 is start time, DT is simulation step time interval, k is the total steps of
simulation, PDOPt;j is PDOP of j at t, PDOPreq is requirement value, areai is the i
area, L is the total areas. boolðxÞ is boolean function, when x is true, boolðxÞ ¼ 1,
thus boolðxÞ ¼ 0.

Determine PDOP of each per-slot by outage analysis, then the relationship is
given.

(2) Service Availability model and prediction

Due to the “0*1” relationship characteristic, Bayesian network is applied, as
Fig. 6.

In Fig. 6, the values of root nodes “slot1…n” are availability and outage rate, the
input value of central node “service availability” are PDOP under different outages,
and the output value of central node is service availability ASERVICE:

ASERVICE ¼ PðASERVICE ¼ 1Þ
¼

X
Asloti

P Aslot1;Aslot2; . . .; Aslotn;ASERVICEð Þ

¼
X
Asloti

P ASERVICE ¼ 1 Aslot1;Aslot2; . . .;Aslotnjð ÞP Aslot1ð Þ. . .P Aslotnð Þ
ð14Þ

where: Asloti is the availability of the i slot.
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3.3 Fault Diagnosis and Design Improvement

BN is applied for fault detection. Supposing there is a outage of service availability,
then the fault probability (the importance) of each per-slot is determined. Set “1” is
availability, and “0” is outage. Thus the importance of the i slot is:

PðAsloti ¼ 0 ASERVICE ¼ 0j Þ

¼ PðAsloti ¼ 0ÞPðASERVICE ¼ 0 Asloti ¼ 0j Þ
PðASERVICE ¼ 0Þ

ð15Þ

where: i ¼ 1; 2; . . .; n.
After the important slots are determined, the service availability can be improved

by optimizing MTBO, satellite design life, BR, satellite development, reliability of
launch, probability of spares sufficiency, and on-orbit backup rate.

4 Simulation and Validation

The constellation consists of 14 satellites of 5GEO + 5IGSO + 4MEO. The service
area is 55°–180° east longitude, 55° south latitude *55° north latitude. Assuming
that the technical conditions of same type satellites are consistent, the MTBO, fault
recovery time, satellite design life, satellite development time of different types of
satellites are different. Therefore, the satellite types are respectively considered as
shown in Table 2.

Slot1

Slot2

Slot3

Slot4

Slot5

Slotn

Service
Availability...

Slot1

Slot2

...
Slotn-1

Slotn

Normal

Outage

CPT

... ... ... ... ... ... .

normal outage normal outage

normal outage

normal

1 0.998 0.995 0.989 0.996 0.960 0.981

0 0.002 0.005 0.011 0.004 0.030 0.019

Normal

Outage

Slot2

0.9723

0.0277

...

Fig. 6 The service availability model based on BN
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(1) A per-slot availability

According to Table 2, the steady solutions and availability of per-slot, as Table 3.
In Table 3, the rank of per-slot availability is ASLOTMEO > ASLOTIGSO >

ASLOTGEO, LT has more significant impact on per-slot availability than STS and
STU. In STS, bus faults is more frequent than payload faults, which is the main
factor affecting STS. In STU, payload faults is more frequent than bus faults, which
is the main factor affecting STU. The satellite design life, development time and
on-orbit testing time are main factor affecting LT.

Table 2 A per-slot parameters of GEO/IGSO/MEO

Outage Parameters GEO IGSO MEO

STS (bus) TSTSB1 3000 h 5000 h 8000 h

TSTSB2 0.5 h 0.5 h 0.5 h

TSTSB3 20 h 20 h 20 h

STS (payload) TSTSP1 10000 h 12000 h 16000 h

TSTSP2 20 h 20 h 20 h

STU (bus) TSTUB1 30000 h 25000 h 20000 h

TSTUB2 1 h 1 h 1 h

TSTUB3 0.5 h 0.5 h 0.5 h

TSTUB4 20 h 20 h 20 h

STU (payload) TSTUP1 3000 h 5000 h 10000 h

TSTUP2 0.5 h 0.5 h 0.5 h

TSTUP3 0.5 h 0.5 h 0.5 h

TSTUP4 24 h 24 h 24 h

TSTUP5 72 h 72 h 72 h

TSTUP6 TSTUP7 20 h 20 h 20 h

fSTUP1 0.9 0.9 0.9

LT TLT1 84096 h 84096 h 72270 h

TLT2 24 h 24 h 24 h

TLT3 4380 h 4380 h 2100 h

TLT4 360 h 360 h 360 h

TLT5 72 h 72 h 72 h

TLT6 720 h 720 h 720 h

TLT7 10a 12a 12a

fLT1 0.3 0.3 0.3

fLT3 0.8 0.8 0.8

fLT5 0.99 0.99 0.99

fLT7 0.98 0.98 0.98
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(2) Service Availability

Simulating the PDOP values of different outage combinations. According to the
actual operation, three or more slots on outaged at the same time are rare, so the
paper consider the following three cases: all the slots are available, any one slot is
outage, any two slots are outage, a total of three categories 106 kind of state, as
shown in Table 4. Figure 7 shows the constellation values for the first and second
cases.

In Fig. 7, Slot (GEO1) and Slot (IGSO5) are main factors in PDOP than other
solts.

Similarly, simulating the third case, and the PDOP are determined.

Fig. 7 The PDOP under different outage combinations

Table 3 Steady-state solutions and a per-slot availability of GEO/IGSO/MEO

Parameters Slot (GEO) Slot (IGSO) Slot (MEO)

PSTS 0.9912 0.9943 0.9962

PSTU 0.9814 0.9883 0.9935

PLT 0.9805 0.9805 0.9816

ASLOT 0.9556 0.9648 0.9723

Table 4 Assumption conditions of PDOP Simulation

No. Description 状态数

1 All 14 slots are available 1

2 Any one slot is outage 14

3 Any two slots are outage 91
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The service availability is modeled by BN:

ASERVICE ¼ PðASERVICE ¼ 1Þ ¼
X
Asloti

P Aslot1 ;Aslot2 ; . . .;Aslot14 ;ASERVICEð Þ ¼ 0:9914

(3) Fault Diagnosis and Design improvement

Taking fault diagnosis of service availability by BN, as Fig. 8.
In Fig. 8, the slot (GEO) has the most significant impact on service availability,

followed by the slot (IGSO) and slot (MEO). The reason is that the choice of
service area has a significant impact on service availability and the impact of the
slot (MEO) will increase significantly as the service area expands to a global area.

As STU and LT are major factors, the STU and LT of Slot (GEO) and Slot
(IGSO) are optimized.

Strategy 1, optimizing the outage design. Extend the MTBO of slot (GEO) and
slot (IGSO) by 10, 20, 30, 40 and 50% respectively. The service availability after
optimization is respectively 0.9918, 0.9920 and 0.9921, 0.9922, 0.9925.

Strategy 2: optimize the design life. Extend MMD for GEO and IGSO by 10, 20,
30, 40 and 50% respectively. The service availability after optimization is
respectively 0.9917, 0.9920, 0.9924 and 0.9926, 0.9928.

Strategy 3: optimize on-orbit testing time. Extend on-orbit test time of GEO and
IGSO by 10, 20, 30, 40 and 50% respectively. The service availability after opti-
mization is respectively 0.9915, 0.9917, 0.9919 and 0.9921, 0.9923.

Figure 9 shows the comparison between different optimization strategies and the
original plan.

Fig. 8 The fault probability of different slots outage
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In Fig. 9, under the same optimization ratio, service availability improvement of
strategy 2 is more significant than that of strategy 1 and strategy 3. The service
availability can be improved by selecting long-life components, carrying out reli-
ability accelerated life test, and extending satellite design life. The strategy 1 is
slightly better than strategy 3, but it is constrained by design alternatives, product
features, and process capabilities. As the optimization ratio increases, its imple-
mentation becomes more difficult. According to the engineering practice, the
on-orbit testing time is shortened and there is still much room for improvement. It is
of great significance to improve the service availability of the system by optimizing
on-orbit testing procedures and improving on-orbit testing efficiency.

5 Conclusions

The service availability is modeled and analyzed by GSPN, BN and outage
analysis:

(1) The PDOP and the mean time between outage, the mean business recovery
time, probability of spares sufficiency, on-orbit backup rate, satellite design life,
satellite development time, reliability of launch, satellite on-orbit test time and
so as STS (bus and payload), STU (bus and payload) and LT are considered in
this paper. The per-slot of GEO, IGSO, MEO is AslotGEO ¼ 0:9556,
AslotIGSO ¼ 0:9648, AslotMEO ¼ 0:9723, and the service availability is
ASERVICE ¼ 0:9914.

(2) The optimization strategies of optimizing the interrupt design, optimizing the
design life and optimizing the on-orbit testing time are compared. The simu-
lation shows service availability is 0.9928 at 50% increase by optimizing the

Fig. 9 The service availability of different schemes
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design life. In addition, shorting the on-orbit testing time has more room for
improvement, and it has great significance for service availability.

(3) The method proposed by this paper, can be applied in BeiDou Satellite
Navigation System for construction and operation.

Acknowledgements Project (61503077) supported by the National Science Foundation of China.
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Beidou Receiver IFB Calculation
and Stability Analysis

Yongxing Zhu, Laiping Feng, Xiaolin Jia, Yuxi Liu
and Xianqiang Cui

Abstract The Beidou Navigation Satellite System (BDS) has been providing
navigation services for customers all over the whole Asia-Pacific region since Dec,
2012. The international GNSS Monitor and Assessment System (iGMAS) has
constructed more than 20 Multi-GNSS monitoring stations around the world, which
provides the research foundation for the high precision application of BDS. The
Inter-Frequency Bias (IFB) of the receiver is the main error affecting the high
precision application of the navigation satellite system. In this paper, a variety of
calculation methods for the receiver GPS IFB are analyzed. Using the measured
data, we accessed the stability and accuracy of the single-station receiver IFB
calculation method for BDS, and proposed some suggestions for the application of
this method.
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1 Introduction

Difference frequency signals has different time delay on the transmission media.
Multi-frequency signals of the satellite navigation system has time delay deviation
on different frequency channels of the satellite and the receiver. The deviation,
ranging from a few nanoseconds to tens of nanoseconds, is referred to as the
Differential Code Bias (DCB) to the satellite, and the inter-frequency bias (IFB) to
the receiver [1–4]. The hardware time delay deviation is the main error affecting
high-precision ionospheric Total Electron Content (TEC) extraction, precision
single-point positioning, and baseline calculation, so it must be corrected in
high-precision applications [4–8]. At present, high-precision navigation satellite
systems include GPS, GLONASS galileo and BDS, etc. Among them, GPS and
GLONASS have been working for a long period, so the solutions of their DCB and
receiver IFB are multiple and mature [1–6]. While for the high-precision applica-
tions of BDS, we should find its own methods to solving its high-precision DCB
and receiver IFB [9].

Similar to that of other GNSS systems, the BDS satellite DCB is relatively stable
and relates only to the satellite frequency and its transmission channel. Users can
obtain this from the International GNSS Service (IGS) Analysis Center, iGMAS
Analysis Center or Broadcast Ephemeris [7]. However, different stations have
different receiver IFB, and users have to solve the IFB by themselves. Because BDS
have obviously different constellation, frequency and ranging code with GPS, we
cannot simply use the solution of GPS receiver. In this study, we proposed a
solution for BDS receiver based on the mature methods and the existing research
results from other systems. In addition, the iGMAS as the first monitoring and
evaluation integrated service platform proposed by China, has built more than 20
monitoring stations covering four major navigation satellite systems of the world,
providing a large number of necessary research data.

For GPS and GLONASS receiver IFB is tranditionally testimated by the global or
regional ionospheric modeling. Satellite DCB, receiver IFB, and VTEC are solved
together as parameters. The accuracy of the obtained receiver IFB is strongly corre-
lated with the selected ionospheric model. In particular, in small areas, its accuracy
may be affected by the ionospheric model error [3]. Li et al. proposed a method to
estimate the receiver IFB of BDS based on the single-difference between stations,
which depends on a reference station with a known receiver IFB and close distance
[8]. Yao et al. proposed a method for estimating Beidou satellite DCB and receiver
IFB based on the Global Ionospheric Map (GIM) constraint, which depends on the
external post-GIM product [1]. For the combined GPS/GLONASS precise
single-point positioning, Liu et al. proposed to introduce multiple independent
receiver IFB parameters and calculate them during the positioning [4]. But the
algorithm is complex. An et al. proposed a single station receiver IFB solution for
GPS, which is simple, practical and with high precision [10]. In this paper, we ana-
lyzed the stability and accuracy of the BDS receiver IFB based on single-station IFB
solution method, using the IGS and IGMAS station datas.
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2 Single Receiver IFB Calculating Method

2.1 Receiver IFB Extraction

The receiver IFB is generally coupled with the ionospheric TEC and satellite DCB.
And several extraction methods have been developed [11–14]. In general, the
ionospheric refraction delay is inversely proportional to the square of the signal
frequency. Neglecting the effects of higher-order ionospheric terms, we get the
vertical path ionospheric delay (VTEC), satellite DCBbs and receiver IFBBj , as
follows:

VTECþBj þ bs þ e ¼ f zð Þ f 21 f
2
2

40:28 f 21 � f 22
� �� 1016

~P2 � ~P1
� � ¼ f zð Þa1 ~P2 � ~P1

� �

ð1Þ

where ~P1 and ~P2 are the two frequency-smoothed pseudoranges, f zð Þ is the pro-
jection function, and e is the combination of multipath error and noise in the two
frequency-smoothed pseudorange observations. Simple conversion of the above
equation leads to the receiver IFB estimation formula

Bj ¼ f zð Þa1 ~P2 � ~P1
� �� VTEC � bs þ e ð2Þ

where the value of bs can be obtained through a variety of ways, Bj and VTEC are
the unknowns.

2.2 Calculating Method

The solution of single station receiver IFB calculating is based on two assumptions
[10]: the receiver IFB is stable over a certain period of time (e.g. one day) and the
value of VTEC at all ionospheric pierce points of a single station within a certain
period is almost the same. For the first assumption, the conventional methods has
got consensus. However, the second assumption cannot be valid because of tem-
poral and spatial changes. But the standard deviation of each point VTEC relative to
the mean VTEC should be the smallest after correctly modified of satellite DCB and
receiver IFB.

Assuming the data of a station were collected in N periods, and each period has
M ionospheric pierce points, the standard deviation r of all epochs is calculated by

r ¼
XN

i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
M

XM

j¼1

VTECj � mi
� �

vuut ð3Þ
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where i is the number of periods, j is the number of ionospheric pierce points in a
period, and mi is the mean VTEC in the period. In this paper, each epoch is defined
as a period. Taking the satellite DCB as a known value and defining the search
range of the receiver IFB, different standard deviations can be obtained. When the
standard deviation is the minimum, the receiver IFB can be obtained.

3 Experiment and Analysis

3.1 Test Data and Methods

In order to verify the single-station IFB calculation method for BDS, data of three
iGMAS monitoring stations (i.e., bjf1, kun1 and wuh1) and two MGEX tracking
stations (i.e., cut0 and jfng) were selected (Table 1). These data were collected in
one week (day of year of 113–119 of 2016). We calculated the BDS receiver IFB of
frequency combination B1B2 and B1B3, and analyzed the stability of the
single-day calculation results. The results were then compared with the multi-day
receiver IFB of the multi-GNSS global ionospheric model [15].

3.2 Results and Analysis

The single-station receiver IFB calculation method was used to solve the BDS
receiver IFB values of B1B2 and B1B3, and the calculation time was set as one day.
The results are shown in Tables 2 and 3. Taking the average value of 7 days for
each station as a reference, we analyzed the stability of the receiver IFB solution.
The results (Figs. 1 and 2) show that the discrete value of the BDS receiver IFB of
the frequency-combination is about 2.0 ns, and the solution accuracy of IGS sta-
tions is comparable to that of iGMAS stations, which is slightly worse than that of
the frequency-combination of GPS [10]. The calculation stability at station cut0 is
slightly worse than that of other stations. This could be caused by that the station is
located at the edge of the BDS coverage and has few visible satellites.

There are significant differences between the BDS constellation and GPS con-
stellation. On the one hand, BDS has more GEO satellites but the same number of

Table 1 Parameters of the
selected stations

Name Coordinates Source

1 bjf1 115.892, 39.608 iGMAS

2 kun1 102.797, 25.030 iGMAS

3 wuh1 114.491, 30.516 iGMAS

4 cut0 115.895, −32.004 MGEX

5 jfng 114.491, 30516 MGEX
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ionospheric datas, resulting in less ionospheric pierce points in the same
period than the GPS. On the other hand, BDS, as a regional system, has fewer
satellites at the edge of its coverage (e.g., the cut0 station) and less ionospheric
pierce points, resulting in poor solution results. Therefore, using single-station
receiver IFB calculation method to solve the BDS receiver IFB needs to consider
the location of the station and try to ensure a uniform distribution of the ionospheric
pierce points.

Table 2 Receiver IFB of
B1B2 (unit: ns)

DOY bjf1 kun1 wuh1 cut0 jfng

113 8.20 72.80 14.40 43.20 43.00

114 8.40 71.90 15.60 43.00 44.30

115 8.60 72.90 15.00 44.70 42.60

116 8.50 70.80 15.80 44.00 44.00

117 8.20 71.60 14.00 44.20 42.60

118 8.70 73.40 14.10 44.30 41.90

119 9.40 73.40 15.80 44.00 43.50

Mean 8.57 72.40 14.96 43.91 43.13

Table 3 Receiver IFB of
B1B3 (unit: ns)

DOY bjf1 kun1 wuh1 cut0 jfng

113 2.60 35.00 19.20 23.90 20.60

114 2.00 32.20 21.00 24.20 22.30

115 1.80 33.90 19.30 26.00 20.40

116 2.20 31.50 20.70 25.10 21.80

117 2.40 33.00 18.70 24.70 19.80

118 2.80 34.60 17.50 24.90 19.40

119 1.50 34.30 18.80 25.10 22.20

Mean 2.19 33.50 19.31 24.84 20.93
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To further assess the accuracy of the results, taking the receiver IFB of B1B2 as
the reference, we compared the mean value of single-station receiver IFB in 7 days
(denoted by S2) with the multi-GNSS global ionospheric modeling multi-day
receiver IFB (denoted by S1). The results (Table 4) show that the BDS receiver IFB
difference obtained by the two methods (denoted by DIFF) is about 0.2 ns, which
achieves a high accuracy. It proves that the proposed method is feasible for BDS
receiver IFB calculation. In addition, this method is simple. In order to ensure the
accuracy of the solution, the mean receiver IFB in several days (e.g., one-week)
should be considered.

4 Summary

The rapid development of the BDS and the construction of monitoring stations
provide important information for studies on satellite navigation applications, space
environment monitoring and ionospheric delay correction in the Asia-Pacific
region, and challenge the BDS receiver IFB solution at the same time. In this study,
we used some iGMAS and IGS stations data to analyze the feasibility of
single-station IFB solution method for BDS. The following conclusions are drawn:
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Fig. 2 Receiver IFB stability
of Beidou B1B3 combination

Table 4 Comparison of the
receiver IFB value obtained
by two methods

Scheme bjf1 kun1 wuh1 cut0 jfng

S1 8.78 72.39 15.16 44.05 42.90

S2 8.57 72.40 14.96 43.91 43.13

DIFF 0.21 −0.01 0.20 0.14 −0.23
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BDS, the stability of single-station receiver IFB calculation method is analyzed.
The receiver IFB discrete value of frequency-combinations is about 2.0 ns. The
accuracy of IGS stations is roughly equivalent to that of iGMAS stations. Because
of the characteristics of the BDS constellation, when use the proposed method to
solve the BDS receiver IFB, the ionospheric pierce points should be evenly dis-
tributed as far as possible.

Second, the accuracy of single-station receiver IFB calculation method is ana-
lyzed. Comparison between the mean value of single-station receiver IFB in 7 days
and the results of multi-GNSS global ionospheric modeling show that the difference
is about 0.2 ns, which achieves higher accuracy. The results prove that the proposed
method is suitable for BDS receiver IFB calculation, but it is recommended to use
the mean value of some days to ensure the accuracy.
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Research on Miniaturized Receiving
Antenna for Satellite Navigation

Haiguang Zhang, Jia Zhang and Kui Xu

Abstract In this paper, a new circular polarization microstrip antenna for satellite
navigation receiving is proposed. The antenna layout employs electromagnetic
bandgap structures over a Rogers TMM10i (er ¼ 9:8) substrate to achieve the
effective permittivity enhangcement. At the edge of the radiation patch, four cou-
pled shorting strips are designed to achieve the goals of size miniaturization and
better circular polarization property. The measured and simulated results show that
the effective bandwidth can cover the whole B3 band. The axial ratio for the zenith
is less than 2 dB and less than 8 dB at the elevation 20°. The proposed antenna
fabricated over a substrate with the size of 25 mm * 25 mm * 5 mm that has
approximately 45% size reduction compared with the conventional microstrip
antenna over the same substrate. The measured realized gain is 3.3 dBic over a
80 mm * 80 mm ground plane with 24 MHz 3 dB realized gain bandwidths. The
proposed receiving antenna has important values in satellite navigation.

Keywords Satellite navigation � Receiving antenna � Electromagnetic bandgap
structures � Miniaturization

1 Introduction

Relatively weak signal level of the Chinese Beidou navigation system on the
ground makes it vulnerable by man-made intentional or nature noise jammers. In
order to solve this problem military system employing multielement BD arrays to
generate radiation pattern nulls in the directions of the jamming signals [1]. It has
great meaning to investigate miniaturized receiving antenna to form portable
anti-jamming arrays in a great number of platforms that have limited space. To
achieve the demand above, technique [2] has been applied in literature for minia-
turization of GPS antenna operating at the L2 band utilizes capacitance and
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inductance loaded that implements over a permittivity er ¼ 9:8 substrate.
The antenna can realized the size of 30 * 30 mm2. Electromagnetic Band-Gap
(EBG) structures have some special electromagnetic properties such as slow-wave
effect, when utilize in the antenna can miniaturize the antenna size [3]. But the
literature don’t analyze the effect of EBG structure parameters on slow-wave
wavelength.

According to the EBG structure equivalent circuit model, the resonance fre-
quency of the structure is calculated in this paper. When the EBG structure perform
before the resonance frequency, the slow-wave effect occurs. Make use of this
phenomenon to achieve the antenna size reduction. Analyze the influence of EBG
structure parameters on slow-wave wavelength by simulate S parameter perfor-
mance in the wave-guide model. Then calculate the effective permittivity. Consider
the antenna bandwidth and the surface wave effect to assign the optimal EBG
structure size. Four coupled strips connected to the ground by vertical conducting
vias are designed around the squareness patch to achieve the further size reduction.
The proposed antenna in this paper has a size reduction of 45% compared to a
traditional patch antenna fabricated on the same substrate with the size of
25 * 25 * 5 mm3.

2 Antenna Design

2.1 Analyze the EBG Structure

As the “mi” structure illustrated in Fig. 1. When the structure interacts with
electromagnetic waves, currents are induced in the top of the patch, so the currents
accumulate charges on the ends of the two patches, which can be described as a
capacitance. As the charges flow around the patches and the ground through the
shorting pin, which can be described as a inductance. So it can be equivalent as a
LC parallel resonance circuit that is shown in Fig. 2 [4]. The capacitance C and
inductance L equivalent equations are:

C ¼ e0ð1þ erÞa
p

cosh�1ðaþ g
g

Þ ð1Þ

L ¼ l0 � ðH1þH2Þ ð2Þ

where e0 is the permittivity of the free space and l0 is the permeability of the free
space, a is the length of the “mi” structure, g is the gap between the EBG structures.

According to the equation x ¼ 1=
ffiffiffiffiffiffi
LC

p
can calculate the resonance of the EBG

structure.
Simulate the S parameter performance of the EBG structure in the wave-guide

model, the initial parameters are given as follow: the top layer and sub layer both
utilize high permittivity Rogers TMM10i (er ¼ 9:8, tan r ¼ 0:002), the element gap
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g is equal to 0.5 mm, the length of the patch is equal to 3 mm, the width of the
patch is equal to 0.6 mm, the height of the sub layer H1 = 2 mm, the height of the
top layer H2 = 2 mm, the diameter of the shorting pin d = 0.5 mm. As the simu-
lated mode illustrated in Fig. 3, assign the top and sub faces as PEC, assign the
front and back faces as PMC. The simulated magnitude and phase results as shown
in Fig. 4.

As shown in Fig. 4a the resonance of the “mi” structure is 1.42 GHz, we can
also observe that at 1.72 GHz electromagnetic wave forbidden band is emerged.
Figure 4b depict the mutation of the S21 phase performance. In order to analyze
this phenomenon scientific, utilize S parameter formula proving to figure out the

(a)

(b) top layer 

“mi”structure

Shorting pin
H1 

H2 

g 

a

b 

Fig. 1 Geometry of the “mi”
structure

C

L

(a)

(b)

Fig. 2 The circuit model of
the “mi” structure
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Port 1

Port 2

Fig. 3 Computational model
of the EBG structure
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permittivity and permeability of the substrate that loaded with “mi” EBG structures
[5]. S21 and S11 parameters can be expressed as:

S21 ¼ 1
cosðnkdÞ � ði=2Þðzþ Z�1Þ sinðnkdÞ ð3Þ

S11 ¼ i
2
ðz�1 � zÞ sinðnkdÞS21 ð4Þ

where n denotes the refractive index of the substrate, z denotes the wave impe-
dance, k ¼ x=c is the wave vector of the incident wave. Then n and z parameters
can be expressed as:

n ¼ 1
kd

cos�1½ 1
2S21

ð1� S11
2 þ S21

2Þ� ð5Þ

z ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þ S11Þ2 � S212

ð1� S11Þ2 � S212

s
ð6Þ

Transform the function of cos�1 as:

ImðnÞ ¼ �Imfcos
�1½ 1

2S21
ð1� S112 þ S222Þ�

kd
g ð7Þ

ReðnÞ ¼ �Refcos
�1½ 1

2S21
ð1� S112 þ S222Þ�

kd
gþ 2pm

kd
ð8Þ

After figure out the n and z parameters, e and l can be expressed as:

e ¼ n=z l ¼ nz ð9Þ

Figure 5 depict the permittivity and permeability of the substrate that loaded
with “mi” EBG structures. The results show that the real part of the efficiency
permittivity become bigger with the frequency increasing, whereas efficiency per-
mittivity become less than zero at the band of 1.72 GHz. Moreover the real part of
the efficiency permeability increased within the whole band, and decreased rapidly
around the band of 1.72 GHz.

Slow-wave effect occurs when the resonance of the antenna operates before the
electromagnetic wave forbidden band of the “mi” EBG structures. Analyze the
influence of height of EBG structure H1 and height of the top layer H2 on
slow-wave effect and efficient permittivity. The initial value of H1 and H2 are both
set up with 2, while keeping other parameters unchanged. The results are shown in
Tables 1 and 2.
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The results show that the slow-wave wavelength gradually decreased with the
height of EBG structure H1 increased, while the efficient permittivity increased
either. The slow-wave wavelength gradually increased with the height of top layer
H2 increased, whereas the efficient permittivity decreased.
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Fig. 5 Performances of the
EBG structure: a permittivity;
b permeability

Table 1 H1 = 2 mm, the
permittivity and slow-wave
wavelength range with
different H2 values

H2
(mm)

Slow-wave wavelength
(mm)

Efficient
permittivity

1 58.85 16.16

1.5 60.74 15.17

2 62.45 14.35

2.5 64.04 13.65

3 64.85 13.31
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2.2 Antenna Design

As is known in Sect. 2.1, in order to reduce the slow-wave wavelength and increase
the efficient permittivity, the height of “mi” EBG structure should be increased
otherwise reversed to the height of the top layer. Assign the optimal value of
H1 = 3.5 mm, H2 = 1.5 mm after consider the bandwidth and surface wave effect
of the antenna.

The squareness radiation patch of the microstrip antenna realized over the “mi”
EBG structures substrate. In order to obtain a further miniaturization, four coupled
strips connected to the ground by vertical conducting vias that around the radiation
patch are designed. The geometry of the radiation patch is shown in Fig. 6.

The structure of the coupled shorting-termination strips can be equivalent as a
LC series resonance circuit in which the capacitance and the inductance generated
by squareness radiation patch coupled with short-termination strips and the con-
ducting vias, respectively. The quality factor Q of the struture is:

Q ¼ ð1=RÞ
ffiffiffiffiffiffiffiffiffi
L=C

p
ð10Þ

Assign the coupled shorting-termination strips adjacent to the squareness radi-
ation patch for a capacitance enhancement in order to decrease the Q, while to
expand the bandwidth.

Table 2 H2 = 2 mm, the
permittivity and slow-wave
wavelength range with
different H1 values

H1
(mm)

Slow-wave wavelength
(mm)

Efficient
permittivity

1 75.2 9.9

1.5 68.54 11.91

2 62.45 14.35

2.5 57.46 16.95

3 52.39 20.4

3.5 50.2 22.2

l1

w

l

shorting pin

coupled strips 

Fig. 6 Geometry of the
radiation patch
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The size of the proposed antenna is 25 * 25 * 5 mm3, 6 * 6 “mi” EBG structure
arrays fabricated on the sub layer. The computation model of the antenna is shown
in Fig. 7 (Table 3).

The feeding network is implemented over a FR4 substrate (er ¼ 4:4,
tan r ¼ 0:02) and consists of a surface mount quadrature hybrid coupler (RN2,
RCP1500Q03). The antenna is fed through vertical copper pins to realize circular
receiving.

3 Results and Discussion

The proposed antenna fabricated over a ground plane with the size of 80 * 80 mm2.
Simulate the antenna over the same substrate with conventional antenna, only
loaded with “mi” structures, only loaded coupled shorting strips and the proposed
antenna in this paper, respectively. As is shown in Fig. 8, the resonance of the
conventional antenna is 2.14, 1.56 GHz for the only loaded with coupled shorting
strips, 1.4 GHz for the only loaded with “mi” structures and 1.266 GHz for the
proposed antenna. The S11 < −10 dB bandwidths of 22 MHz.

The antenna prototype fabricated using the dimensions of the computational
model that is shown in Fig. 9. The measured VSWR performance is shown in
Fig. 10. Due to the isolated resistance assigned in the feeding network, the VSWR
of the antenna is less than 1.5 over the whole B3 band.

Figure 11 presents the measured and simulated gain and axial ratio at the
elevation angel of 90° when the antenna centered on a 80 * 80 mm2 ground plane.
The measured and simulated AR are both less than 2 dB over the whole band.

Fig. 7 Geometry of the proposed antenna

Table 3 Parameters of the antenna

Parameter a b g H1 H2 d l l 1 w

Value (mm) 3 0.6 0.5 3.5 1.5 0.5 21.8 11.7 0.6
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The frequency of the measured and simulated maximal gain has a little distinction
that can be attributed to the feeding network, fabrication tolerances. The miniature
BD receiving antenna performed 3.3 dBic realized gain at 1.27 GHz with 24 MHz
3 dB gain bandwidths. Figure 12 shows the axial ratio at the frequency of
1.268 GHz, the axial ratio at elevation 20° is less than 8 dB. Figure 13 depicts the
X-Z plane radiation patterns at the 1.268 GHz, in the main radiation direction the
cross polarization levels were 15 dB lower than the polarized gain level. At
elevation 20° the realized gain at 1.268 GHz is −5.2 dBic. The simulated results are
in good agreement with the measured results. Due to the symmetry of the antenna
and ground plane, the simulated and measured radiation patterns in the Y-Z plane
are almost equal to those in X-Z plane, therefore not shown in this paper.
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4 Conclusion

A miniature BD receiving antenna was proposed in this paper. To achieve the goal
of size miniaturization, the antenna simultaneously incorporated slow-wave effect
occurs when the resonance frequency of the antenna operates before the “mi” EBG
structures forbidden band, four coupled shorting-termination strips. The proposed
antenna fabricated over a er ¼ 9:8 substrate with the size of 25 mm * 25 mm *
5 mm that has approximately 45% size reduction comparing with the conventional
microstrip antenna over the same substrate. The measured axial ratio at the ele-
vation 90° is less than 2 dB, the maximal realized gain is 3.3 dBic with 24 MHz
3 dB gain bandwidth. At the elevation 20° the axial ratio is less than 8 dB, the
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realized gain is −5.2 dBic. Solve the disadvantages of narrow band, low gain of the
conventional miniaturized microstrip antenna. The proposed receiving antenna can
act as the element of the portable anti-jamming arrays that has important values in
satellite navigation.
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Main Beam Pointing and Null
Constraint Optimization for Satellite
Navigation Nulling Antenna

Rong Shi

Abstract The power inversion algorithm is usually adopted in the traditional
satellite navigation nulling antenna. The null can be formed on the direction of
jamming with high power so as to decrease its power into the navigation receiver.
The anti-jamming is realized, but receiving performances for navigation satellite
signals have not been considered at all in above methods. In this paper, the pub-
lished navigation satellite almanac and the parameters output from INS in the
platform are fully utilized. The direction of signal arrival about each currently
visible navigation satellite can be calculated in real time in the nulling antenna
coordinate system. According to the LCMP (Linear Constrained Minimum Power)
algorithm, the main beam pointing condition is restricted for each visible satellite in
order to improve the receiving antenna gain for this direction. This is the first beam
forming optimization. Then under the condition that the nulling freedom degree is
within the allowable range, the null constraint conditions of antenna beams are
imposed to the direction of other navigation satellites signals, in which the antenna
gain are relatively larger in the firstly beam forming. This is the second beam
forming optimization in order to reduce the multiple access interference of CMDA
system. Through above two optimizations, it greatly reduces the external oppressive
jamming and mutual interference between different navigation satellites. Finally,
the feasibility and availability of this method are verified by simulations. It is an
important reference for the improvement of anti-jamming performance and engi-
neering application for satellite navigation nulling antenna.

Keywords Satellite navigation � Nulling antenna � Almanac � INS
Main beam pointing constraint � Null constraint � Oppressive jamming
CDMA interference
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1 Introduction

The power of navigation satellite signals received on the ground is very small. For
example, the power of L1 C/A code signal of GPS is about 160 dBW and those of
L1 and L2 P(Y) code are about −163 and −166 dBW respectively [1]. The signals
are so weak and vulnerable to external jamming at the same frequency. Especially
in the modern warfare, the military navigation receiver is inevitable to be jammed
with high power. Therefore, the nulling antenna in satellite navigation is more and
more widely used. It can form antenna beam null automatically to the direction of
arrival for jamming signals and the antenna gain is reduced in this direction. The
received jamming signal is greatly attenuated so as to achieve the purpose of
anti-jamming.

The jamming is suppressed without receiving performance optimization by
current nulling algorithms, whether a minimum mean square error model based on
reference signals or LCMP (Linearly Constrained Minimum Power) model [2, 3].
When its nulls have been formed, the width of null is very large to decrease the
antenna gain about the direction of satellite signal, and the received signal is also
affected at the same time. Although the space-time processing methods have been
put forward in some literatures by the intensity constraint on the satellite signals, the
problem of mutual interference between CDMA signals is not considered in these
approaches. The performance improvement of receiver is still limited.

In this paper the directions of satellite signals arrival at certain time are firstly
calculated according to the almanac for the platform. The accurate directions in the
nulling antenna coordinate system can be converted through the attitude parameters
output by INS. Then two optimization processes are carried out to ensure that the
independent main beam is formed for each desired satellite navigation signal, the
gains of other satellites signal direction are low and the nulls are still retained to the
jamming direction at the time. In this way the mutual interferences among different
satellite signals and jamming are heavily reduced together. It greatly improves the
performance of the satellite navigation receiver.

2 Problem for Traditional Nulling Model

In the satellite navigation receiving array which is consisted of M antenna units, the
input signal vector and the weighted vector are denoted as X ¼ x1; x2; . . .; xMð ÞT,
W ¼ w1;w2; . . .;wMð ÞT respectively. The output signal of this array can be
expressed by the following formula:

y ¼ WHX ð1Þ

where H represents conjugate transpose. Usually satellite navigation signals are
spectrum spread and their powers are very weak under the noise floor in the receiver
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on the ground, while the jamming signal is often above them. So the power
inversion algorithm is utilized to form the null effectively in the direction of jam-
ming signal arrival. According to the theory of array signal processing, the LCMP is
equal to above model [4]. The LCMV (Linear Constrained Minimum Variance)
model is also called in some literatures. Its non-distortion constraint conditions are
as follows:

WHCPI ¼ 1 ð2Þ

where CPI ¼ 1; 0; 0; . . .; 0ð ÞT is the constraint vector withM dimensions. According
to Lagrange multiplier method, the optimal weighted vector can be expressed as

Wcon ¼ argmin
W

WHX
�� ��2 þ b�1 WHCPI � 1

� �h i
ð3Þ

where b1 is a Lagrange multiplier, and * means conjugate operation. Its result is:

Wcon ¼ R�1
xx CPI

� �
= CH

PIR
�1
xx CPI

� � ð4Þ

where Rxx ¼ E XXH
� �

is the autocorrelation matrix of signals received by all
antenna units. The antenna null can be formed in the direction of the jamming when
the optimal weighted vector Wcon is introduced into the beam pattern synthesis
function. The greater the jamming power is, the deeper the null is.

The only one constraint vector CPI is utilized in above traditional model, and the
autocorrelation matrix is mainly composed of jamming signals and noise. When the
null is formed to the direction of jamming, the gains to the direction of normal
satellite signals arrival are not controlled confidently. The null width is so large in
the suppression of jamming signals that the gains of normal signal direction are
reduced at the time. The system performance decreases heavily.

3 Reference Direction of Arrival Based on Almanac
and INS

The direction of navigation satellite signal arrival at certain time and certain place
can be calculated from the almanac and INS to form the new constraint condition.
The functions of the almanac and INS in this process are briefly explained as
follows.

(1) The accurate location of satellites known from almanac
The almanac of navigation satellite is fully open and the new almanac can be
downloaded from internet. For example, the GPS almanac broadcasted by
satellites everyday is open in the webpage www.navcen.uscg.gov. The validity
of almanac is more than half a year. The navigation satellites locations,
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pðiÞs ¼ xðiÞs ; yðiÞs ; zðiÞs
� �T

, i ¼ 1; 2; . . .; L, in the earth fixed coordinate system can

be calculate from the almanac, where the superscript ðiÞ represents the serial
number of satellite and L is the total number of satellites visible for receivers.

(2) The rough position of the platform and the attitude parameters of the nulling
antenna array are obtained by INS
Although there are many defects of INS, such as lower positioning accuracy
than that of the GNSS, it is not affected by the external electromagnetic jam-
ming. It becomes an indispensable role in the integrated navigation application,
and now lots of platforms are equipped with different kinds of INS. The

position pp ¼ xp; yp; zp
� �T

of the platform can be obtained by INS, although the
error of pp is relatively large, the accuracy is enough for the direction estimation
of navigation satellite signals. On the other hand, the INS outputs the heading,
pitch and roll attitude parameters, which also determined the 3 � 3 dimen-
sional rotation matrix Sp between nulling antenna coordinate and earth fixed
coordinate. A detailed calculation about the matrix Sp is described in many
documents [5]. It is not necessary to explained here again.

(3) The unit vector of direction of navigation satellite signal arrival in the nulling
antenna coordinate can be calculated.

The unit vector nðiÞs of direction of navigation satellite signal arrival in the

nulling antenna coordinate can be calculated through the satellites location pðiÞs
obtained by almanac, the platform location pp obtained by INS and the rotation
transform matrix Sp.

nðiÞs ¼ pðiÞs � pp
� �

= pðiÞs � pp
�� �� � Sp ð5Þ

The maximum error of satellite position from almanac within half a year is not
more than 50 km. The maximum error of platform position output from INS within
several hours will not exceed 20 km. The distance between the platform and
navigation satellite is about 20,000 km. Even if there are above errors, the angle
error De of unit vector pointing by formula (5) is expressed as follows:

De\a tan 50þ 20ð Þ=20;000ð Þ � 0:2o ð6Þ

So the unit vector of direction of navigation satellite signal arrival in the nulling
antenna coordinate can be calculated accurately.
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4 Beam Forming via Two Step Constrained Optimization

The antenna array with M antenna units has M � 1 degrees of freedom, and M � 1
constraints can be added at most. The only one constraint as shown in Eq. (2) is in
the traditional nulling antenna model, and the other M � 2 degrees of freedom are
left for the subsequent adaptive null constraints in order to synthesize the beam
nulls automatically to the direction of jamming arrival. With the decrease of cost
and increase of hardware integration, the antenna unit number becomes more than
before gradually, and 7, 9, 19 units are commonly used in the array. So the number
of jamming signals is often far less than M � 2 in many actual applications. The
maximum number of jamming is denoted as NJ. The M � 2� NJ degrees of free-
dom are not effectively restrained after the NJ nulls are formed in the antenna array.
The beam pattern of the antenna array is not completely determined under the
influence of different noise, resulting in the negative impact of receiving gain
decrease and null area expansion in the direction of the normal navigation satellite
signal arrival. In order to solve above problems, it is necessary to improve the
constraint conditions about beam forming.

(1) Main beam constraint and the first optimization of beam forming

The unit vector nðiÞs of direction of navigation satellite signal arrival in the nulling
antenna coordinate is obtained from the almanac and INS. Therefore, the constraint
condition in formula (2) can be modified as the main beam constraint condition for
the direction about the satellite.

WHCðiÞ
s ¼ c ð7Þ

where c is a gain coefficient. CðiÞ
s ¼ cðiÞ1 ; cðiÞ2 ; . . .; cðiÞM

� �T
is the direction constraint

vector for the ith navigation satellite, in which each component is expressed by the
following formula:

cðiÞm ¼ exp j2p pm � p1ð Þ � nðiÞs =k
� �

ð8Þ

where pm, m ¼ 1; 2; . . .;M, is position in the rectangular coordinate system of
nulling antenna. � is the dot product between two vectors. k is the wave length of
navigation signal. The above constraints ensure that the gain of the full array can be
obtained in the direction of the interested satellite navigation signal. After the
substitution condition (2) with constraint (7), the optimal weighted vector WðiÞ

s can
be obtained as follows:

WðiÞ
s ¼ cR�1

xx C
ðiÞ
s = CðiÞ

s
H
R�1
xx C

ðiÞ
s

� �
ð9Þ
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Although the weighted vector WðiÞ
s can ensure that the beam forming has a gain

to the direction of the ith navigation satellite and nulls automatically formed in the
direction of jamming, the gains at directions of other satellites are not controlled so
as to cause these gains to be increased too. Because the satellite navigation systems
are mostly CDMA system, this will increase the multiple access interference
between the satellite navigation signals. Therefore, it is necessary to apply the
remaining degrees of freedom for the null constraint in the direction of other
satellite signals arrival.

(2) Null constraint to the direction of other satellites and the second optimization of
beam forming

After the first optimization, beam forming is carried out by using the weighted
vector WðiÞ

s . The antenna gain in the direction of other satellite signal arrival is GðjÞ,

and M � 2� NJ direction vectors nðkÞs with larger gain are selected and null con-
straint conditions are applied in these directions as follows:

WHCK
n ¼ 0; 0; . . .; 0ð Þ ð10Þ

where the dimension of right part in Eq. (10) is M � 2� NJ, CK
n is direction

constraint vector with M � M � 2� NJð Þ dimensions, whose components are
similar to the Eq. (8). The constraint condition in the second beam forming opti-
mization from (7) and (10) can be expressed as follows:

WHCK
T ¼ gT ð11Þ

where g ¼ c; 0; 0; . . .; 0ð ÞT is the vector with M � 1� NJ dimensions, CK
T ¼

CðiÞ
s ;CK

n

� �
is the M � M � 1� NJð Þ matrix. According to the constrained Lagrange

multiplier method [6], the optimal weighted vector for the ith navigation satellite
signal can be obtained.

WðiÞ
T ¼ gH CðiÞ

T

H
R�1
xx C

ðiÞ
T

� ��1
CðiÞ
T

H
R�1
xx

	 
H
ð12Þ

The vector WðiÞ
T makes the nulls formed to the direction of jamming and main

beam formed to the ith navigation satellite signal, and the beam nulls are formed to
the other satellite directions so as to further reduce the mutual interference among
different satellite navigation signals.

After the completion of the optimal beam forming to a navigation satellite, the
optimal weighted coefficient of the other satellite can be calculated in accordance
with the same process. It is a parallel implementation. In this way, the best beam
reception is achieved for all navigation satellites within the visible range.
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5 Simulations

The simulation scene is set up as a UAV (Unmanned Aerial Vehicle) flying on
space of Changsha, China, at 8 a.m. on September 1, 2017. The UAV is equipped
with GPS nulling antenna array and INS. The position output by INS is east
longitude 113°, north latitude 28° and height 602 m. The attitude parameters output
by INS are heading angle 92.8°, pitch angle 1.5° and roll angle 1.3°. The UAV
loads the GPS almanac data of August 20, 2017 downloaded from the internet. The
angles of GPS signal arrival at the present time can be calculated from the almanac
and INS data, as shown in Table 1. The PRN in the table represents the pseudo
code number of the GPS satellite.

As shown in Table 1, the UAV has received signals from 10 GPS satellites at
this time and place. There are two navigation jammers respectively from azimuth
358°, pitch angle 10°, and azimuth 200°, pitch angle 10° to radiate the large power
suppression jamming signal. According to the traditional power inversion nulling
algorithm shown in Eq. (4), the gain of the antenna beam after optimization is
shown in Fig. 1.

Table 1 The direction of
GPS satellite signals from the
UAV view

No. PRN Azimuth (°) Pitch angle (°)

1 2 304.6018 60.7886

2 5 224.9354 63.9567

3 6 357.5378 28.7272

4 12 139.9462 19.8054

5 13 81.1993 41.5944

6 15 111.3744 17.4211

7 19 57.1425 16.4409

8 20 172.6456 30.6036

9 25 176.2393 16.4805

10 29 226.9076 27.2697

Fig. 1 Antenna beam gain
diagram formed by
conventional power inversion
nulling algorithm
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As shown in Fig. 1, the two nulls are accurately formed in the antenna beam
pattern to the direction of two jammers. After the power inversion process, the
antenna gains for each GPS satellite direction are shown in the third column of
Table 2. The gains in some directions of GPS satellites decrease, for example, the
gain of the GPS satellite with PRN = 6 is only −6.25 dB. The azimuth angle of one
of the jammers is very close to that of the GPS satellite, so the traditional power
inversion nulling algorithm leads to the decrease of signal reception performance in
some directions at the same time. In order to solve this problem, the constraints are
modified to the main beam forming constraint in direction of GPS satellite with
PRN = 6, and then the antenna beam gain diagram is shown in Fig. 2.

After the first optimization, the antenna gains in the direction of each GPS
satellite are shown in the fourth column of Table 2. Although the gain to direction
of the GPS satellite with PRN = 6 is increased to 4.76 dB, the gains to direction of
the other satellites have also been increased, such as the gains to direction of GPS

Table 2 Antenna gain for the direction of GPS satellite signals from the UAV view

No. PRN Antenna gain
(PI algorithm) (dB)

Antenna gain
(1st optimization) (dB)

Antenna gain
(2nd optimization) (dB)

1 2 1.98 −5.04 −29.01

2 5 0.26 −0.21 −18.88

3 6 −6.25 4.76 4.93

4 12 1.45 4.08 −12.06

5 13 −1.12 2.17 −6.69

6 15 −0.55 5.40 −10.61

7 19 0.44 −5.54 −17.38

8 20 −4.37 6.79 −9.66

9 25 −13.13 3.65 −10.06

10 29 0.33 −5.73 −1.24

Fig. 2 Antenna beam gain
diagram with main beam
constraint
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satellites with PRN = 20, 15 and 12 are 6.79, 5.40, 4.08 dB etc. Since GPS satellite
system is a code division multiple access system, there exists inter correlation
interference between GOLD codes. In order to further optimize the receiving per-
formance, null constraint conditions are applied to the direction of the other
satellites by using the left freedom degree according to Eq. (11), and the second
optimization is carried out. The antenna beam gain diagram is shown in Fig. 3.

After the second optimization, the antenna gains in the direction of each GPS
satellite are shown in the fifth column of Table 2. The gain of the antenna is
4.93 dB in the direction of the GPS satellite with PRN = 6, and two nulls are
formed in the direction of the jammers. At the same time, the antenna gains in the
direction of other GPS satellites are lower than 0 dB. This greatly reduces the
external jamming and the internal multiple access interference of the system itself,
and improves the receiving performance. Similarly, the above two steps beam
forming optimizations are carried out respectively for the other GPS satellite. The
high performance can be achieved and it benefits the following position greatly.

6 Conclusions

In the application of satellite navigation, the traditional power inversion nulling
algorithm may cause the antenna gain to decrease in the direction of the satellite,
when the nulls are formed in the direction of the jamming with high-power. The
problem has been solved in this paper. The current directions of visible navigation
satellites are calculated in real time from data of the almanac and INS. For each
satellite, the main beam pointing constraint and the null constraint of other satellites
are independently added, and the weighted vector is obtained by the two steps
optimization process. Not only the external jamming can be reduced, but also the
multiple access interference of the satellite navigation system is reduced and the
receiving performance is improved. The UAV GPS nulling antenna is used as an

Fig. 3 Antenna beam gain
diagram after two
optimizations
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example. The feasibility and effectiveness of the proposed method are verified by
simulations. It is an important reference for the practical engineering application.
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A Novel Multipath Mitigation Method
Based on Fast Orthogonal Search
(FOS) for Short-Delay Multipath
with Zero Doppler Shift Difference

Jun Mo, Zhongliang Deng, Buyun Jia, Xinmei Bian, Wen Liu
and Yuan Sun

Abstract Multipath is the main factor affecting the positioning accuracy
degradation in the Time and Code Division-Orthogonal Frequency Division
Multiplexing (TC-OFDM) system. There is no effective mitigation method for
short–delay multipath with zero Doppler shift difference in indoors. A novel
multipath mitigation method is proposed to solve the problem, which is based on
Fast Orthogonal Search (FOS). The candidate functions are created to represent the
TC-OFDM reference correlation functions with several multipath delays and
amplitudes, and the FOS tries to build a fitting model between the measured
correlation functions and the selected candidate functions. Hence, the receiver can
obtain accuracy direct and multipath estimations. The theoretical expressions of the
proposed method are derived, and the multipath mitigation performances of n-Early
Minus Late (nEML), Early Late Slope (ELS), Multipath Estimating Delay Lock
Loop (MEDLL) are simulated and compared with the proposed method. The
simulation results indicate that the performance of the proposed method is better
than the classical techniques under the short-delay multipath scenarios with zero
Doppler shift difference.

Keywords Multipath mitigation � FOS � TC-OFDM

1 Introduction

Global Navigation Satellite Systems (GNSS) have been widely used in our daily
life. However, the GNSS signal availability and the positioning accuracy dramat-
ically deteriorate in challenging environments, such as indoor environments and
urban canyons [1, 2]. Recently, terrestrial radio positioning systems and their
enhancements to the GNSS have been got increasing attention. This paper mainly
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study a novel terrestrial radio positioning system called Time and Code
Division-Orthogonal Frequency Division Multiplexing (TC-OFDM). The
TC-OFDM system is based on the China Mobile Multimedia Broadcasting
(CMMB) system, which multiplexes the CMMB signal and Pseudorandom Noise
(PRN) codes in the same frequency band [3]. The positioning part of the TC-OFDM
system is a direct-sequence spread spectrum code division multiple access
(DSSS-CDMA) system employing binary phase shift keying (BPSK) modulation,
and Ref. [3] describes the TC-OFDM system in detail. Compared with the GNSS,
the TC-OFDM system has some potential advantages: the TC-OFDM signal
transmission power is stronger and the frequency band is U Band, which contribute
to better indoor propagation than the GNSS of L Band. Due to the reception
sensitivity of the CMMB receiver is −95 dBm [4] and the CMMB system utilizes
single frequency network for signal coverage [5], thus the TC-OFDM receiver
demodulates PRN codes for high-sensitive positioning.

Multipath is the major factor affecting the positioning accuracy degradation in
the TC-OFDM system, and the error caused by multipath can reduce the positioning
accuracy of the receiver more than 60 m in severe cases. The multipath mitigation
techniques in the positioning receiver can be divided into two categories: the
multipath cancellation and the multipath estimation. The multipath cancellation
technique mitigates the impact of multipath on the correlation function by
improving the code loop discriminator, typically n-Early Minus Late (nEML) [6],
Early Late Slope (ELS) [7]. nEML is the basic multipath mitigation technique, and
its implementation is simple. The median-delay and long-delay multipath are
mitigated by narrowing the correlator interval, so nEML is widely used in GNSS
receivers. ELS utilizes the characteristics of the correlation curve slope to mitigate
the impact of multipath, but it is susceptible to noise interference resulting large
pseudorange errors or the tracking loop unlocked. Hence, there is no obvious
breakthrough compared with the nEML. MEDLL is a typical multipath estimation
technique [8, 9]. MEDLL uses a large number of correlators to detect the shape of
the distorted correlation curve, and splits the synthetic curve based on the reference
correlation functions, and obtains the optimal combination parameters of the direct
and multipath signals (including amplitude, delay, phase and multipath number).
However, it cannot mitigate the short multipath below 0.1 chip.

In indoors, the moving speed of the receiver is slow, and the received multipath
Doppler is usually zero. The median-delay and long-delay multipath are mitigated
by the above methods, so the short-delay multipath (below 0.25 chip) with zero
Doppler shift difference is the main reason to reduce the positioning accuracy. This
paper proposes a novel multipath mitigation method based on Fast Orthogonal
Search (FOS) to solve the problem. The FOS is used to model the measured
correlation function and obtain accurate direct and multipath signal estimations. The
candidate functions are created to represent the TC-OFDM reference correlation
functions with several multipath delays and amplitudes. The Gram-Schmidt
orthogonalization is utilized to create a series of orthogonal functions with the
candidate functions. The proposed method tries to build a fitting model between the
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measured correlation function and the selected candidate functions. Simulation
results show the performance of the proposed method is better than these classical
techniques under the short-delay multipath scenarios with zero Doppler shift
difference.

The following of this paper is organized as follows. Section 2 presents the
multipath signal model. The proposed method based on FOS is introduced in
Sect. 3. Section 4 presents the simulation results of the comparison between dif-
ferent multipath mitigation techniques. Finally, Sect. 5 concludes the work.

2 Multipath Signal Model

PRN codes are used for positioning in the TC-OFDM system. After the radio
frequency module and the analog-digital conversion (ADC) module, the received
direct signal from ith base station can be written as:

rðiÞðnTs; sðiÞÞ ¼ AðiÞcðiÞðnTs � sðiÞÞej2pðfIF þ f ðiÞd ÞnTs þuðiÞ
0 þxðiÞðnÞ ð1Þ

where Ts denotes the sampling duration, sðiÞ is the propagation delay, AðiÞ is the

amplitude, cðiÞ is the PRN code, fIF denotes the intermediate frequency, f ðiÞd is

the residual carrier frequency, uðiÞ
0 is the initial phase of the carrier and xðiÞðnÞ is the

additive white Gaussian noise (AWGN) with mean zero and variance, and
rðiÞðnTs; sðiÞÞ ¼ rðiÞðn; sðiÞÞ.

In the TC-OFDM system, multipath signals are usually the attenuation and delay
of direct signals. Ignoring the navigation message, the received signal including
multipath can be expressed as:

rðiÞmultipathðnÞ ¼ rðiÞðn; sðiÞÞ þ
XK
k¼1

aðiÞk rðiÞðn; sðiÞk Þ ð2Þ

where K is the number of multipath signals, aðiÞk is the attenuation of multipath

signals, sðiÞk is the delay of multipath signals. The autocorrelation function of
rðiÞðn; sðiÞÞ can be written as

RðiÞðsÞ ¼ 1
NAðiÞ

XN�1

n¼0

rðiÞðn; sðiÞÞcðiÞL ðnÞ ¼ 1� sj j=Tc
0

�
sj j � Tc
other

ð3Þ

where N is the number of the periodic PRN codes, cðiÞL is the local replica code, and
Tc is PRN code chip duration. When the multipath signal exists, the received signal
correlation curve is distorted, and the distorted correlation curve is the superim-
position of the direct signal and the multipath signal correlation curve, as shown in
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Fig. 1. Under the impact of multipath signals, RðiÞðsÞ is distorted and the pseudo-
range error caused by the code discrimination increase. In addition, the multipath
Doppler shift difference also distorts RðiÞðsÞ, resulting in pseudorange errors with a
rectangular distribution, as shown in Fig. 2. In Fig. 2, when SNR = −20 dB, one
multipath interference signal with a1 ¼ 0:7 and s1 ¼ 0:0625 is added in the first
1–2 s. In the presence of the multipath Doppler shift difference, the multipath phase
changes periodically with Dfm. The distored curve of the direct and multipath signal
will show periodic changes, and the adjustment of the code phase also changes
periodically, eventually leading to periodic jitter pseudorange errors. Due to the
multipath Doppler shift difference is usually zero in indoors, this paper mainly
studies the short-delay multipath with zero Doppler shift difference.

Fig. 1 The distorted
correlation function under the
unlimited bandwidth

Fig. 2 Pseudorange error
caused by the multipath
Doppler shift difference
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3 A Novel Multipath Mitigation Method Based on FOS

The FOS algorithm has a lot of practical applications including spectral model
estimations, time series analysis and nonlinear system control [10–12]. In this
paper, the FOS is used in the multipath mitigation method to solve the short-delay
multipath problem. The structure of the proposed method is shown in Fig. 3. The
corresponding output y(n) of all correlators is as input to the FOS model. The
flowchart of the proposed method is shown in Fig. 4. The proposed method mainly
consists of two parts: the construction of candidate functions and the selection of
appropriate candidate functions. The Gram-Schmidt orthogonalization is utilized in
the selection to build an accuracy multipath estimation model.

3.1 Candidate Functions

The first step of the proposed algorithm is to generate s series of candidate func-
tions. The candidate functions is a set of TC-OFDM ideal autocorrelation functions
RidealðsÞ with several multipath delays and amplitudes.

PvðnÞ ¼ avRidealðsvÞ ð4Þ

where av and sv are the relative amplitude and the relative delay of one multipath
with respect to the direct signal respectively. In practice, a series of Pv is usually
generated after the acquisition is completed and stored in the corresponding
memory. The corresponding multipath parameters can be defined as follows:

�1� av � 1
0� sv � 2Tc

�
ð5Þ

In this paper, the spacing of av is one tenth and the spacing of sv is the correlator
spacing.

PRN
Gennerator Delay Delay

Correlator #1

Correlator#2

Correlator #M

FOS

Candidate 
Functions

Discriminator
& Filter

( ) ( )i
multipathr n

sin( )⋅

cos( )⋅

Fig. 3 The structure of the proposed method
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3.2 Multipath Estimation

The main goal of the proposed method is to create a functional expansion of y(n) by
choosing the best basis functions from all candidate functions PvðnÞ, in order to
minimize the mean squared error (MSE) between the input and the functional
expansion. y(n) can be linear combinations of non-orthogonal candidate features of
the following form:

yðnÞ ¼
XV
v¼0

avPvðnÞþxðnÞ ð6Þ

where V is the number of selected candidate functions, av are the weights of the
functional expansion, and xðnÞ is the model error between the estimation corre-
lations and the measured corrlations.

In order to yield a unique solution for Eq. (6), the orthogonal transform is
applied in the FOS. The new created functional expansion is given by

yðnÞ ¼
XV
v¼0

gvwvðnÞþ eðnÞ ð7Þ

Generate Pv(n), calculate the correlation between 
Pv(n) and Pr(n), successful acquisition

Calculate the correlation between y(n) and Pv(n)

Whether to meet any of the 
three stop conditions ?

Calculate av and built the model 

Gram-Schmidt orthogonalization

No

Yes

Direct and multipath estimations

Fig. 4 The flowchart of the
proposed method
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where gv are the weights of the orthogonal functions wvðnÞ, e(n) denotes the
residual error. wvðnÞ is a set of orthogonal functions derived from PvðnÞ by utilizing
the Gram Schmidt orthogonalization.

wiðnÞwjðnÞ ¼ 0; i 6¼ j ð8Þ

The calculation process is as follows.

w1ðnÞ ¼ P1ðnÞ ¼ 1

w2ðnÞ ¼ P2ðnÞ � b21w1ðnÞ
..
.

wvðnÞ ¼ PvðnÞ �
Xv�1

r¼1

bvrwrðnÞ

ð9Þ

And the the Gram-Schmidt coefficients bvr is

bvr ¼
PvðnÞPrðnÞ

w2
r ðnÞ

ð10Þ

The FOS uses implicit orthogonal method for the convenient calculation, which
only needs to calculate bvr instead of calculating wv point-by-point. In order to
intuitively represent the relationship between the following equations, the
intermediate functions C(v, r) and D (v, r) are designed.

Dð0; 0Þ ¼ 1

Dðv; 0Þ ¼ PvðnÞ
Dðv; vÞ ¼ w2

vðnÞ

Dðv; rÞ ¼ PvðnÞwrðnÞ ¼ PvðnÞPrðnÞ �
Xr�1

i¼0

ariDðv; iÞ

8>>>>>>><
>>>>>>>:

ð11Þ

avr ¼ PvðnÞPrðnÞ
w2
r ðnÞ

¼ Dðv; rÞ
Dðr; rÞ ð12Þ

Cð0Þ ¼ yðnÞ

CðvÞ ¼ yðnÞwvðnÞ ¼ yðnÞPvðnÞ �
Xv�1

r¼0

avrCðrÞ

8>><
>>:

ð13Þ
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gv ¼ CðvÞ
Dðv; vÞ ð14Þ

where v ¼ 1; . . .; V ; r ¼ 1; . . .; v.
At last, av can be found recursively using

av ¼
XV
i¼v

giui ð15Þ

where

ui ¼
1 i ¼ v

�Pi�1

r¼v
birur v\i�V

8<
: ð16Þ

In order to find an efficient model with few terms, each candidate function is
fitted as the first candidate function in the orthogonal model. The candidate function
that reduces the MSE of the model is chosen to be the first estimation in the model.
Next, all the remaining candidate functions are tested as the second estimation in
the model. Again, the estimation function with maximum reduction in MSE is next
fitted in the orthogonal model.

The MSE of the orthogonal function expansion is

e2ðnÞ ¼ y2ðnÞ �
XV
v¼0

g2vw
2
vðnÞ ð16Þ

It then follows that the MSE reduction given by the vth candidate function is
given by

Qv ¼ g2vw
2
vðnÞ ¼ g2vDðv; vÞ ð17Þ

The proposed method is stopped in one of the following three cases:

(1) certain maximum number of terms is fitted;
(2) the ratio of MSE to the mean squared value of the original signal is below a

predetermined threshold;
(3) adding another term to the model reduces the MSE less than adding WGN.

In this paper, we assume that the total number of multipath components is no
more than three, the direct signal has the shortest arrival time and the residual
carrier Doppler shift can be correctly estimated by the carrier loop. Finally, the
output of the proposed algorithm is the direct and multipath estimation.
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4 Simulation and Analysis

In order to verify the performance of the proposed multipath mitigation method, the
proposed method and other multipath mitigation algorithms are compared in two
path static channels with different path amplitude values. Due to the short-delay
multipath scenario with zero Doppler shift difference is generally the most chal-
lenging situation in indoors, the performance comparison of these algorithms
mainly focuses on the scenarios. All the simulations are implemented by MATLAB
R2015a, and repeated 100 times to obtain good statistical properties. The simulation
profile is summarized in Table 1, and Fig. 5 shows the multipath error envelopes
with different multipath delays for two path static channels. In Fig. 5, the curves
above the abscissa correspond to the case when the reflected signal was in-phase
with respect to the direct signal, whereas the curves below the abscissa correspond
to the out-of-phase case. The proposed method outperforms other algorithms, and
the performance of the MEDLL algorithm is better than both the nEML and ELS
algorithm. In addition, the proposed method also has a better capability to mitigate
the median-delay and long-delay multipath.

Then, we further study the effect of the short-delay multipath with zero Doppler
shift difference on the pseudorange measurement of the proposed method. At the
end of the first second, an in-phase multipath signal with delay 0.0625 chip and
amplitude value 0.7, and the multipath signal lasts for one second. The remaining
simulation parameters are shown in Table 1. Figure 6 shown the pseudorange error
comparison under the short-delay multipath with zero Doppler shift deference. It
can be seen that the short-delay multipath mitigation effect of the proposed method
is obviously better than other algorithms, and the short-delay multipath mitigation
effect of MEDLL is second.

Table 1 Simulation profile description

Parameter Value

Channel model Rayleigh fading channel

Path amplitude values 1 and 0.7

Path delay 0–1 chip

Path phase 0 or 180°

SNR −20 dB

Coherent integration 25 ms

Code tracking loop bandwidth 1 Hz

Code tracking loop order 2nd order

Maximum number of FOS 3

nEML spacing 0.1 chip

ELS spacing 0.1 and 0.2 chip

Correlator spacing of the proposed method 0.1 chip
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5 Conclusion

In this paper, a novel multipath mitigation method base on FOS is proposed, which
can estimate the direct and multipath signals under the short-delay multipath with
zero Doppler shift difference. The proposed method builds an accuracy estimation
model to estimate direct and multipath signals in the TC-OFDM system. The
candidate functions are created to represent the TC-OFDM reference correlation
functions with several multipath delays and amplitudes, and the FOS tries to build
the fitting model between the measured correlation function and the selected can-
didate functions. The simulation results demonstrate that the proposed method
outperforms other algorithms under the short-delay multipath scenarios. Although
the proposed algorithm can mitigate the impact of the multipath on the pseudorange
measurement, it requires large computational loads. Therefore, our next step will
focus on how to reduce the computational load of the FOS.

Fig. 5 Multipath error
envelopes with different
multipath delays for two static
path channels

Fig. 6 Pseudorange error
comparison under the
short-delay multipath with
zero Doppler shift difference
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Design of Spaceborne GNSS-R Receiver
Based on Multi-channel Main
Frequency Parallel Rotation Algorithm

Xingyuan Han, Yanguang Wang, Lin Han, Bo Qu and Longlong Li

Abstract GNSS-R uses the reflected signals of navigation satellites to reflect the
physical characteristics and parameters of the reflector. In this paper, a spaceborne
GNSS-R receiver is designed, which is introduced from the aspects of system
design, signal processing flow and method, test verification and so on. The receiver
integrates the functions of direct signal navigation and positioning, reflection point
calculation, and reflection signal fast processing algorithm. In this paper, the
Newton iteration method is introduced for the first time to calculate the reflection
point and deduced by trigonometric function. Compared with the angle bisector
iteration method, the computational efficiency is greatly improved, and the average
calculation time is reduced by more than 10 times. In the process of reflection signal
processing, this paper adopts the algorithm based on the multi-channel main fre-
quency parallel rotation, which improves the computational efficiency of reflected
signal processing from code dimension and carrier dimension, the analysis shows
that when using two main frequency parallel search, the calculation efficiency ratio
is improved by about 3.88 times, compared with the parallel code search algorithm.
Finally, this paper uses the receiver to receive the navigation satellite signal for
reception test, the test results show that the spaceborne GNSS-R receiver can
reliably generate the Doppler (DDM), which lays the foundation for the next step in
carrying test onboard.

Keywords Spaceborne GNSS-R receiver � Direct signal navigation
and positioning � Reflection point calculation � Reflection signal processing
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1 Introduction

Global Navigation Satellite System-Reflection (GNSS-R) is a new type of remote
sensing technology that uses the reflected GNSS navigation signal to invert the
physical characteristics and parameters of the reflector [1]. Inversion using GNSS
reflected signals is one of the current research hotspots in the field of GNSS
applications.

Typical applications of GNSS-R include sea surface wind inversion [2], soil
moisture detection [3], sea ice detection [4], sea surface height [5, 6], sea surface oil
exploration [7], ESA and SSTL are committed to the development of spaceborne
GNSS-R Receiver. NASA’s successful launch of CY-GNSS for hurricane obser-
vations is a multi-joint, on-board receiver system. China’s relevant universities and
research departments [1] also carried out research on GNSS-R equipment tech-
nology, and made important progress.

The main function of the spaceborne GNSS-R receiver is to generate a
time-delay Doppler (DDM), which provides observational data for parameter
inversion. This paper designs a kind of spaceborne GNSS-R receiver, which
introduces the receiver from the aspects of system design, signal processing flow
and method, experiment verification and so on. The receiver integrates the functions
of direct signal navigation and positioning, reflection point calculation, and
reflection signal fast processing algorithm.

The traditional reflection point calculation uses the angle bisecting iteration
method [8], the calculation method is simple, but the calculation efficiency is low,
many times need to iterate more than 10,000, the time cost is large, and can’t meet
the reflection point real-time requirements. The traditional reflection signal pro-
cessing method is mainly parallel code phase search method [9], because GNSS-R
technology requires a wide frequency search range, generally about 5 * 10 kHz,
parallel code phase search method is not good at speed fast Search, which causes
the search to be inefficient.

In order to solve the above two problems, this paper introduces the Newton
iterative method to the reflection point calculation process for the first time, which
greatly improves the computational efficiency compared with the angle bisector
iteration method. In the reflection signal processing, the algorithm based on
multi-channel main frequency parallel rotation is used in this paper to improve the
computational efficiency of the reflected signal processing from the code dimension
and the carrier dimension.

The successful development of the GNSS-R receiver, improved the algorithm of
reflection point and reflection signal processing of the GNSS-R receiver, improved
the computational efficiency and promoted the development of the satellite GNSS-R
receiver technology. This laid the foundation for satellite carrying test in the next
step.
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2 System Design

The GNSS-R receiver is mainly composed of two antennas, two low noise
amplifiers, one RF front end, one baseband processing board and so on. One of the
antennas is installed on the zenith direction and the other antenna is installed on the
opposite direction. Respectively through the low noise and RF front end, the direct
signal and the reflected signal is amplified and converted to IF signal, and is
outputted to the baseband processing board, the baseband processing board com-
pletes the processing of the direct signal and reflected signal. The system compo-
nents of the spaceborne GNSS-R receiver are shown in Fig. 1.

3 Signal Processing Flow and Method

The signal processing of the spaceborne GNSS-R receiver includes direct signal
processing and reflected signal processing. The main purpose of the direct signal
processing is to complete the navigation and positioning, and to provide the current
position information of the local satellite for the reflection point calculation. The
direct signal processing includes capture, tracking, positioning, the process is
shown in Fig. 2.

The reflection signal processing includes the satellite selection of reflection
signal, the reflection point calculation and the reflection signal processing quickly,
first selects a navigation satellite as the object of the reflected signal processing;
secondly uses the navigation satellite, the local satellite, the earth’s relative geo-
metric relation to calculate the reflection point coordinate and reflection signal
parameter; Finally, uses the reflection signal parameters to estimate the value of the
rapid processing of reflected signals to generate DDM. Reflected signal processing
process is shown in Fig. 3.

Direct signal antenna

Low noise 
amplifier Baseband

processing
board

RF front end
Low noise 
amplifier

Reflection signal antenna

Fig. 1 The composition of
the spaceborne GNSS-R
receiver
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3.1 Reflecting Point Calculation Method Based
on Newton Iteration

The reflection point, also known as the specular reflection point, is the point at
which the distance between the transmitter and the earth’s surface-receiver is the
shortest point. The reflection point calculation refers to the process of determining
the signal transmission time of the navigation satellite under the condition of
knowing the receiving time of the reflection signal so as to determine the coordi-
nates of the reflection point, the reflection signal path delay, and the reflection
signal Doppler.

The core idea of the reflection point calculation is that the time interval between
the launch time of the navigation satellite and the reception time of the local satellite
is equal to the propagation delay of the reflected signal. The calculation process is
as follows:

Acquisiton

Tracking

Microblaze 
Processor

FPGA

Position

Fig. 2 Spaceborne GNSS-R
receiver direct signal
processing

FPGA

Reflection point 
calculation

Reflected 
signal selection

Microblaze 
Processor

Reflected 
signal quickly 

processing

Positioning
results

Fig. 3 Spaceborne GNSS-R
receiver reflection signal
processing
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(1) initialize the launch time t tr of the navigation satellite to the receiving time
t re of the local satellite;

(2) Using the ephemeris data of the navigation satellite, calculate the inertial
coordinate X sat of the navigation satellite at the time of transmission t tr, As
shown in point T in Fig. 4; locate the inertia coordinate X re of the local
satellite at the receiving time t re by direct signal navigation, As shown in

point R in Fig. 4; Calculate RT
�!���

���, OR
�!���

���, OT
�!���

���, and then use the cosine

theorem to solve \ROT ¼ h;
(3) In DORP, presumed \POR ¼ a, we can use the cosine theorem to obtain:

PR
�!���

��� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
OP
�!���

���2 þ OR
�!���

���2�2 OP
�!���

��� OR
�!���

��� cos a
r

, which OP
�!���

��� is equal to the

radius of the earth Re. Presumed \MPR ¼ u, we can use the sine theorem to

obtain
PR
�!���

���
sin a ¼

OR
�!���

���
sinu .

(4) in DOTP, presumed \POT ¼ b, and there is b ¼ h� a, we can use the cosine

theorem to obtain: PT
�!���

��� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
OP
�!���

���2 þ OT
�!���

���2�2 OP
�!���

��� OT�!���
��� cos b

r
, According

to the principle of specular reflection, there is \MPT ¼ \MPR ¼ u, and we

can use the sine theorem to obtain:
PT
�!���

���
sin b ¼

OT
�!���

���
sinu ;

Fig. 4 Reflecting point
calculation diagram based on
newton iteration method
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(5) Combine steps (3) and (4), then sinu ¼
OR
�!���

��� sin a
PR
�!���

��� ¼
OT
�!���

��� sin b
PT
�!���

��� , define the

function f ðaÞ ¼ OR
�!���

��� PT
�!���

��� sin a� OT
�!���

��� PR
�!���

��� sin b, b ¼ h� a will be sub-

stituted into f ðaÞ, and derivating f ðaÞ:

f 0ðaÞ ¼ OR
�!���

��� PT
�!���

���cosa� OP
�!���

��� OT�!���
���sinðh�aÞsina

PT
�!���

���

2
4

3
5

þ OT
�!���

��� PR
�!���

���cosðh� aÞ �
OP
�!���

��� OR
�!���

���sina sinðh�aÞ

PR
�!���

���

2
4

3
5

(6) Newton iteration formula can be written as: akþ 1 ¼ ak þ f ðakÞ
f 0ðakÞ, Set the itera-

tion of the initial value a0 ¼ h
2, when

akþ 1�akj j
ak

� 10�10 or the number of iter-
ations Na � 100, stop the iteration, assign â ¼ akþ 1.

(7) â will be substituted into steps (3) and (4), then the reflection path delay

ŝ ¼
PR
�!���

���þ PT
�!���

���
c , where c is the speed of light, modify the navigation satellite

launch time t tr ¼ t re� ŝ;

(8) repeat the steps (2) * (7) of the process, if ŝkþ 1�ŝkj j
ŝk

� 10�10 or the number of
iterations Ns � 5, then stop the iteration, to solve this a ¼ â, s ¼ ŝkþ 1;

(9) In DORM and DOTM, the sine theorem can be used:
RM
�!���

���
sin a ¼

OR
�!���

���
sin\OMR,

TM
�!���

���
sin b ¼

OT
�!���

���
sin\OMT, assign k ¼

RM
�!���

���
TM
�!���

���¼
OR
�!���

��� sin a sin\OMT

OT
�!���

��� sin b sin\OMR
¼

OR
�!���

��� sin a
OT
�!���

��� sin b, then the

inertia coordinates of point M is X m¼ X reþ kX sat
1þ k , so the inertia coordinates

of point P can be obtained: X p¼ X m
X mj j OP

�!���
���;

(10) The reflected signal Doppler can be obtained indirectly by dividing the

reflected signal path by a differential, that is sðt1Þ�sðt0Þj j
t1�t0

¼ � df
f0
, then the

reflected signal Doppler df ¼ � sðt1Þ�sðt0Þj j
t1�t0

f0, the coordinates of reflection point
X p, the reflection signal path delay s, the reflected signal Doppler df all
solved.

In this paper, we use numerical method of angular bisector and Newton iteration
to test the data points of navigation satellite’s five groups of inertial coordinates
respectively. The data of coordinate points are shown in Table 1 (the Z coordinate
is always zero). Regardless of changes in satellite position during reflection signal
propagation, the number of iterations and calculation time are shown in Table 2.
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It can be seen from Table 2 that the number of iterations of the Newton iteration
method is about 5 times, the calculation time is about 0.005 s, reduced by
2.2 * 63.6 times, which is 10 times lower than that of the angle bisector iteration
method above, greatly improving the computational efficiency.

3.2 Reflected Signal Processing Algorithm Based
on Multi—Channel Main Frequency Parallel Rotation

GNSS-R technology requires a narrow range of chip search, only about dozens of
chips; frequency search range is wide, generally about 5 * 10 kHz. The traditional
parallel code phase search method can calculate the correlation values of all the
code phases, and most of the calculation results need to be discarded, the calcu-
lation efficiency is limited, moreover, the method is not good at fast search of the
frequency dimension, resulting in low search efficiency. In this paper, based on
parallel code phase algorithm, the reflected data is block-correlated, which avoids
the FFT calculation of excessive points. In parallel, the multi-channel main fre-
quencies are searched and transformed respectively. The correlation value avoids a
large number of carrier multiplication operations and improves the computational
efficiency of the reflected signal processing from the code dimension and the carrier
dimension.

Table 1 Five sets of coordinate data for the local satellite and the navigation satellite

Coordinate (m) Group no

Group 1 Group 2 Group 3 Group 4 Group 5

Navigation satellite X 42000000 0 23002175 18781197 13280312

Y 0 42000000 13280312 18781197 23002175

local satellite X 7378137

Y 0

Table 2 Number of iterations and computation time of two methods

Iterative performance Group no

Group 1 Group 2 Group 3 Group 4 Group 5

Angle
bisector
method

Number of iterations 2246 90171 8213 13139 24140

Calculating time (s) 0.010452 0.294304 0.029697 0.046373 0.082954

Newton
method

Number of iterations 2 6 5 5 5

Calculating
time

Time(s) 0.004717 0.004627 0.004579 0.005082 0.004787

Multiple
reduced

2.2158 63.6058 6.4855 9.1250 17.3290
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The fast processing algorithm of the reflected signal used in this paper mainly
includes two parts: one is based on the DBZP frequency domain convolution and
the main frequency rotation transformation method [10]; the second is based on the
multi-channel main frequency parallel search method as shown in Fig. 5, The block
and zeroing operations in the DBZP algorithm ensure that the pseudo-code phase
search is sufficient and the repeated calculation is avoided. As shown in Fig. 6, the
main frequency rotation transform reduces the computational complexity of fre-
quency search, and accelerates the calculation speed of frequency dimension search
through multi-channel main frequency parallel search.

According to the Doppler frequency characteristics of the reflected signal, the
required resolution of the DDM and the resources of the FPGA determines the
Doppler frequency range Fd, the main frequency parallel search channel number N,
the frequency rotation transformation step Fn and the Doppler frequency resolution
Fm, Fd need to be an integer multiple of N * Fn, that the number of the main
frequency search is Fd/(N * Fn), each time parallel search N main frequency; Fn
needs to be an integral multiple of Fm, indicating that a single main frequency needs
to perform frequency rotation operations of (Fn/Fm) times.

Compared with the traditional single-channel parallel code phase algorithm, the
fast algorithm reduces the code phase search range by tens of times, reduces the
number of frequency search by Fn/Fm, and increases the number of parallel search
branches by N times.

Sig-block 1 Sig-block Sig-block 

Carr-block 1

Sig-block Sig-block 

Carr-block 2

Code-block 1 0000...000

block 1

Carr-block 2 Carr-block 3

Code-block 2 0000...000

block 2

Carr-block Carr-block 

Code-block 0000...000

block 

……………

…
…

…
…

…

Fig. 5 DBZP correlation algorithm
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Corresponding to the design parameters of the GNSS-R receiver in Table 5, this
paper compares the computational complexity of the fast algorithm and the parallel
code phase algorithm. The results are shown in Table 3.

As can be seen from Table 3, compared with the parallel code phase algorithm,
the computational complexity of the two branch main frequency parallel rotation
algorithm is reduced by 1.94 times, the computational complexity of each branch is
reduced by 3.88 times, effectively reducing the computational complexity and
accelerating the calculation speed.

4 Experimental Verification

4.1 Simulation Analysis

In this paper, we use the fast algorithm to analyse the L1 C/A reflected signal data
of No. 22 GPS satellites collected by the UK Disaster Monitoring Satellite
(UK-DMC) in the Hawaiian Sea at 07:54:53 on November 16, 2004. Simulation
parameters shown in Table 4, the simulation results shown in Fig. 7.

As can be seen from Fig. 7, the shape of the DDM is an arched shape, and the
entire arch has a tailing of about 20 chips in the code dimension, which is consistent

Fig. 6 Multi—channel main frequency parallel search method

Table 3 The computational complexity of the two algorithms

Algorithm Complex
additions

Complex
multiplications

Total
calculation

PCPS 7.3594 � 105 4.0791 � 105 1.1438 � 106

Fast algorithm Two
branches

4.2931 � 105 1.5974 � 105 5.8905 � 105

Each branch 2.1466 � 105 7.987 � 104 2.9453 � 105

Improvement
factor

Two
branches

1.7142 2.5536 1.9418

Each branch 3.4284 5.1072 3.8835

Design of Spaceborne GNSS-R … 309



with the shape of the DDM described in some literatures, indicating that the fast
algorithm used in this paper can effectively generate DDM.

4.2 Test Verification

At present, the GNSS-R receiver has completed the development of the engineering
prototype and has the function of quick processing of the reflected signal.

Table 4 Simulation parameters

Data sampling rate fs 5.714 MHz

Coherent integration time 6000 sampling points/fs
Non-coherent accumulation times 1000

Main frequency parallel search path number N 1

Doppler frequency range Fd ±5 kHz

Frequency rotation step size Fn 500 Hz

Doppler frequency resolution Fm 100 Hz

Number of sub-blocks Nb 6

Sub-block length S 1000

Fig. 7 Delay-doppler mapping
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The receiver adopts two main frequency parallel search design. The main design
parameters are shown in Table 5. In this paper, L1 CA direct signal analog
reflection signal, the signal power is about −130 dbm, with the receiver to test, the
test results shown in Fig. 8.

It can be seen from Fig. 8 that the shape of the direct signal DDM is a spot and
the spot has a slope from the lower left to the upper right because the carrier
Doppler frequency has an effect on the code Doppler, so that the code phase
changes. The results of the test in Fig. 8 are consistent with the results of the direct
signal capture, indicating that the GNSS-R receiver has the exact function of
generating DDM.

5 Conclusion

This paper designs a kind of spaceborne GNSS-R receiver, which introduces the
system design, signal processing flow and method, and test verification.

The receiver integrates the functions of direct signal navigation and positioning,
reflection point calculation, and reflection signal fast processing algorithm. In this
paper, the Newton iteration method is introduced for the first time to calculate the
reflection point and deduced by trigonometric function. Compared with the angle
bisector iteration method, the computational efficiency is greatly improved, and the
average calculation time is reduced by more than 10 times. In the process of
reflection signal processing, this paper adopts the algorithm based on the
multi-channel main frequency parallel rotation, which improves the computational
efficiency of reflected signal processing from code dimension and carrier dimen-
sion, the analysis shows that when using two main frequency parallel search, the
calculation efficiency ratio is improved by about 3.88 times, compared with the
parallel code search algorithm.

Table 5 Spaceborne GNSS-R receiver design parameters

Data sampling rate fs 5.0 MHz

Coherent integration time 4992 sampling points/fs
Non-coherent accumulation times 1000 ms

Main frequency parallel search path number N 2

Doppler frequency range Fd ±10 kHz

Frequency rotation step size Fn 100 Hz

Doppler frequency resolution Fm 25 Hz

Number of sub-blocks Nb 39

Sub-block length S 128
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Finally, this paper uses the receiver to receive the GPS L1CA navigation signal.
The test results show that the GNSS-R receiver can reliably generate the Doppler
(DDM), which lays the engineering foundation for the next step in carrying test
onboard.

Fig. 8 Delay-doppler mapping: (Upper) oblique view, (bottom) top view
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Research of GNSS Spoofer Localization
Using Information Fusion Based
on Particle Filter

Shunshun Shang, Hong Li and Mingquan Lu

Abstract A spoofer localization algorithm using information fusion based on the
particle filter (PF) is proposed. There are many researches about the jammer
localization, but less researches about the spoofer localization. The jamming signal,
whose structure is unknown to us, usually is above the thermal noise. According to
the effect of jamming signal bandwidth on the measuring of time and frequency, we
cannot obtain the precise measurements of TDOA and FDOA simultaneously.
Thus, we usually cannot implement the information fusion of time and frequency in
the jammer localization. Besides, we cannot locate the spoofer directly with the
method of jammer localization, because the spoofing signal is usually below the
noise. However, we can obtain the precise measurements of time and frequency of
the spoofing signal at the same time because the spoofing signal needs to disguise as
the true GNSS signal. Based on this, we propose a localization algorithm using the
information fusion of TDOA and FDOA. We couple the position and velocity
together by the PF, which will not introduce the linearization error. By the analysis
of the CRLB, we find the information fusion can improve the system performance.
To verify the algorithm, we simulate and analyze the results of PF and the weighted
least squares (WLS). Compared to the WLS without information fusion, the PF has
a better performance of locating and tracking, which can work properly under the
circumstances where the spatial layout is poor, the number of base stations is small
and the measuring errors are large.
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1 Introduction

People pay more attention to the security issues of GNSS along with the devices
based on GNSS increasing. A signal transmitter with low power can spoof the
GNSS receiver because of the weakness of GNSS signal. There are many spoofing
techniques which can mislead the receiver, such as self-consistent attack, nulling
attack, estimate-and-replay attack and so on [1]. We need to detect and locate the
spoofer in time to defense against the attack of spoofer. However, there are few
researches on the localization of GNSS spoofer, although there are many researches
on the localization of jammer and detection of spoofer. With regard to the local-
ization of jammer, the measurements of time and frequency are contradictory on the
level of the signal bandwidth, as a result of which, they cannot both be measured
precisely at the same time. Besides, the spoofer cannot be located by the way of
jammer localization, since the power of signal is below the noise. However, we can
easily obtain the time, frequency, power, strength and phase of the spoofer signal
because the signal needs to disguise as the true GNSS signal. After obtaining the
measurements, we can locate the spoofer by the passive location techniques, such as
time of arrival (TOA), time difference of arrival (TDOA), received signal strength,
difference of received signal strength, frequency difference of arrival (FDOA),
direction of arrival and so on [2–5].

We propose a GNSS spoofer location method, which is based on measuring
TDOA and FDOA simultaneously and different from the jammer location. In order
to locate and track the spoofer, we couple the measurements of time and frequency
together by the particle filter (PF), which enables the estimations of position and
velocity to improve each other. The main works of this paper are as follows.

• We establish the GNSS spoofer localization system. It can obtain the precise
measurements of TDOA and FDOA at the same time, which makes the mea-
suring information fusion by the PF practicable.

• We deduce the Cramer-Rao lower bound (CRLB) of position and velocity,
based on which, we analysis and find that the information fusion can improve
the estimated performance of the system. Besides, we prove the errors of
position and velocity are only related to the measuring errors and the difference
of geometric matrix when the spoofer is far from the base stations, which is
about more than 50 meters. Also we prove the difference of geometric matrix
has the same effect on the position and velocity errors. The CRLB is suitable for
both 2-D space and 3-D space.

• We implement the particle filter with information fusion and weighted least
squares without information fusion. After that, we compare and analyze their
performances in different scenarios.

The rest of the paper is organized as follows. Section 2 proposes the model of
the GNSS spoofer localization system. Section 3 deduces the CRLB of position and
velocity. Section 4 provides the implementation details of PF. Section 5 simulates
the performance of PF and WLS. Section 6 concludes the paper.
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2 System Model

2.1 Model of the Spoofer and Base Stations

Firstly, we need to establish the model of the spoofer and base stations. We suppose
there are N static base stations at the positions pi i ¼ 1; . . .; Nð Þ used to locate the
spoofer with a speed of v at the position p. The unit vector ai points from the i-th
base station to the spoofer.

Figure 1 shows the configuration of the spoofer and base stations in the 2-D
space. We need to obtain the estimations of position p̂ and velocity v̂ based on the
known position of base stations and the measuring data.

2.2 The Spoofer Localization System

As shown in the Fig. 2, the spoofer localization system consists of three parts. The
first part is about the spoofing detection. There are many techniques to detect the
spoofer such as power monitoring, distribution analysis of the correlator output,
code and phase rate consistency check, receiver autonomous integrity monitoring
and so on [1, 6]. The second part is about feature extraction of the spoofer signal,
which is about the time and frequency measurements in this paper. The time or
frequency of the spoofer signal could be changed deliberately. So we need to
eliminate the common parts which are brought in by the spoofer before we locate

Fig. 1 Configuration of spoofer and base stations

Fig. 2 Framework of spoofer localization
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the spoofer. In Fig. 2, siN i ¼ 1; . . .; Mð Þ is the difference between the TOA of the
i-th base station and the N-th base station. The difference of FOA is
fiN i ¼ 1; . . .; Mð Þ, M ¼ N � 1. The third part is about the estimating of position
and velocity. In the jammer location, we cannot get both of the precise measure-
ments of time and frequency at the same time because of the signal bandwidth.
Different from this, we can obtain the precise measurements of time and frequency
simultaneously because of the special structure of the spoofer signal. Thus, we can
locate the spoofer by TDOA and FDOA. Because of the complicated linear relation
in the measuring equations, we adopt the PF to reduce linearization error. As
comparison, we also implement the WLS [7].

2.3 Measurement Model of TDOA and FDOA

During the feature extracting of the spoofer signal, we first measure the TOA and
FOA of the spoofer signal. Then we get the TDOA and FDOA after subtracting the
measurements of the N-th base station from the TOA and FOA. We model the
measuring error vessctor of TOA wTOA 2 R

N�1 and the measuring error vector of
FOA wFOA 2 R

N�1 as independent Gaussian distribution. That is to say,
wTOA�N 0; r2TOAIN

� �
;wFOA�N 0; r2FOAIN

� �
in which IN is an N-order identity

matrix. If the measuring error vectors of TDOA and FDOA are wTDOA and wFDOA,
then their distributions can be given as follows

wTDOA�N 0; r2TOA IM þEMð Þ� �
;wFDOA�N 0; r2FOA IM þEMð Þ� � ð1Þ

where EM is a M-order square matrix with all elements are 1. We can see from
Eq. (1) that the elements in wTDOA or wFDOA are not independent.

We need to establish the measuring model for the deduction of CRLB and
implementation of PF and WLS. The measuring vector y 2 R

2M�1 consists of
measurements of TDOA with mean vector lTDOA and FDOA with mean vector

lFDOA. Thus, the mean vector of y can be expressed as l ¼ lTTDOA; l
T
FDOA

� �T
. Based

on Eq. (1), we have y�N l;Cð Þ where C is a block diagonal matrix as below

C ¼ r2TOA IM þEMð Þ
r2FOA IM þEMð Þ

� �
ð2Þ

The measuring equations are

y ið Þ ¼ siN ¼ l ið Þ
TDOAþw ið Þ

TDOA; y
iþMð Þ ¼ fiN ¼ l ið Þ

FDOAþw ið Þ
FDOA ð3Þ
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where y ið Þ; i ¼ 1; . . .; M is the i-th element of y, w ið Þ
TDOA and w ið Þ

FDOA are the i-th

element of wTDOA and wFDOA, respectively. Besides, l ið Þ
TDOA and l ið Þ

FDOA are the
theoretical results of the i-th TDOA and FDOA, which go as below

l ið Þ
TDOA ¼ p� pik k � p� pNk k; l ið Þ

FDOA ¼ f0c
�1 vi � vð ÞTai � vN � vð ÞTaN
� � ð4Þ

In Eq. (4), the unit of l ið Þ
TDOA is in meter. The f0 is the center frequency of the

spoofer signal, which is 1575.42 MHz for the C/A signal. The c is the speed of
signal and vi is the speed of the i-th base station. The FDOA in Eq. (4) is an
approximate result, since the spoofer maybe introduce the frequency bias fb [2].
Thus, the actual frequency of the i-th base station is

fi ¼ vi � vð ÞTaic�1þ 1
� �

f0þ fbð Þ ð5Þ

Because the spoofer is trying to mislead the receiver to track the spoofer signal,
the fb should not exceed the normal Doppler frequency range �5000 Hz [7].
Moreover, the speed of signal is far greater than the velocity of spoofer or base
stations. Then we get

fb � f0; vi � vð ÞTaic�1 � 1 ð6Þ

Thus, Eq. (5) can be approximated as

fi � vi � vð ÞTaif0c�1þ f0þ fb ð7Þ

If we calculate the FDOA according to Eq. (7), then we can get the expression of
FDOA in Eq. (4).

3 Deduction and Analysis of the CRLB

From the measuring model, we can see that the measuring vector y has a Gaussian
distribution y�N l;Cð Þ. We suppose the estimated parameter is h ¼ pT ; vTð ÞT .
According to the reference [8], the fisher information matrix (FIM) of the estimated
parameters is I hð Þ ¼ JTC�1J where J is the jacobian matrix of l about h expressed
as J ¼ @l

@hT
. The block form of J goes as follow

J ¼
@lTDOA
@pT 0

@lFDOA
@pT

@lFDOA
@vT

 !
, A 0

B D

� �
ð8Þ

If the i-line of A is expressed as A½i; :	 i ¼ 1; . . .; Mð Þ, according to the matrix
derivation theory [9], then we have

Research of GNSS Spoofer … 319



A½i; :	 ¼ @l ið Þ
TDOA

@pT
¼ ai � aNð ÞT ; D½i; :	 ¼ @l ið Þ

FDOA

@vT
¼ f0

c
�aiþ aNð ÞT

B½i; :	 ¼ @l ið Þ
FDOA

@pT
¼ f0

c
Fi vi � vð Þ � FN vN � vð Þð ÞT

ð9Þ

in which Fi is expressed as

Fi ¼ p� pik k�1I � p� pik k�3 p� pið Þ p� pið ÞT ð10Þ

where I is an identity matrix. By the equation I hð Þ ¼ JTC�1J and Eq. (8), we can
deduce the inverse of I hð Þ. If we denote the upper-left block matrix of I hð Þ�1 as P11

and the lower-right block matrix as P22, according to the matrix inverse theory [9],
then we have

P11 ¼ r2TOA ATGAþ r2TOAr
�2
FOAB

T G� GD DTGD
� ��1

DTG
� �

B
� ��1

ð11Þ

P22 ¼ r2FOA DT G� GB r2FOAr
�2
TOAA

TGAþBTGB
� ��1

BTG
� �

D
� ��1

ð12Þ

where G ¼ IM þEMð Þ�1.
The diagonal element of the inverse of I hð Þ is the lower bound of the variance

for parameter estimation. By comparing the expression of A and D, we get
D ¼ �f0c�1A. In Eq. (9), the elements of B are inversely proportional to the dis-
tance p� pik k from the spoofer to the i-th base station. The B can be ignored when
the spoofer is far away from the base stations, such as 50 m away. Thus, by
ignoring B in Eqs. (11) and (12), we get the following approximation

P11 � r2TOA ATGA
� ��1

;P22 � r2FOA DTGD
� ��1¼ r2FOAc

2f�20 ATGA
� ��1 ð13Þ

The approximation in Eq. (13) applies to most spoofing scenarios. The row
vector of A is the difference between the two unit vectors, which are only related to
the position of spoofer and base stations. So the matrix A can be called the dif-
ference of geometric matrix. From Eq. (13) we can see that the positions of spoofer
and base stations have the same effect on the estimations of position and velocity.
The position error is affected by the TOA measuring error and the velocity error is
affected by the FOA measuring error. Besides, the estimated errors are not affected
by the velocity of spoofer and base stations. The reference [7] lists the normal
ranges of measuring errors. Since there are not errors of the ionosphere and tro-
posphere, we can suppose the measuring error of TOA and FOA are 6 m and 2 Hz.
According to Eq. (13), the position error is 15.8 times the velocity error.

According to the CRLB of position and velocity, the TOA measuring error will
not affect the position error and the FOA measuring error will not affect the velocity
error. Hence, when the position error increases because of the increasing TOA
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measuring error, we can reduce position error with the assist of FOA. When the
velocity error increases because of the increasing FOA measuring error, we can
reduce velocity error with the assist of TOA. So the performance of the spoofer
localization system can be improved by coupling the position and velocity together
based on the information fusion of TDOA and FDOA. The way to couple the
position and velocity is their physical relation. Even though the WLS without
information fusion locates the spoofer by the TDOA and FDOA, its performance
approaches to the method using only the TDOA. This is because the WLS does not
utilize the physical relation, which results in the failure of coupling between the
position and velocity. In contrast, the location algorithm based on the filter process
contains the physical relation, which can couple the position and velocity together.
Thus, the algorithm based on the filter process using measuring information fusion,
such as PF, should have a better performance than WLS when we can obtain the
TDOA and FDOA measurements at the same time.

4 Theory of Particle Filter

According to the Sect. 3, the filter algorithm integrates the physical relation to the
state transition equations to couple the position and velocity together, which is
called measuring information fusion. Since the measuring equations is nonlinear,
we adopt the PF to locate and track the spoofer in order to improve the precision of
the system model [10].

4.1 Model of Particle Filter

The model of PF consists of the state model and the measuring model. The state
transition equations in the state model contain the physical relation of the spoofer.

In the state model, the state vector is x ¼ pT ; vTð ÞT2 R
2d�1 and d is the space

dimension. We need to introduce the process noise to improve the convergence of

PF. We suppose the position noise is wp�N 0; r2pId
� �

, the velocity noise is

wv�N 0; r2vId
� �

and the acceleration noise is wa�N 0;r2aId
� �

. The Id is a d-order
identity matrix. If the measuring interval is Ts, then we have the discrete state
transition equations as follow [10]

x nþ 1ð Þ ¼ Id TsId
0 Id

� �
p nð Þ
v nð Þ

� �
þ

1
2 a nð ÞT2

s þwp nð Þ
a nð ÞTsþwv nð Þ

� �
ð14Þ

in which n is the measuring time. The Eq. (14) indicates that the state at time n + 1
depends on the state and the process noise at time n. The measuring model in PF is
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similar to the model in Sect. 2.1. The measuring vector is y 2 R
2M�1 and the

measuring equations are

y nð Þ ¼ lTDOA n; x nð Þð ÞþwTDOA nð Þ
lFDOA n; x nð Þð ÞþwFDOA nð Þ

� �
ð15Þ

The measuring equations express the relation between the measurements and
states at time n.

4.2 Algorithm of Particle Filter

The PF is the approximation of the Bayesian filter. If the measurements from time 1
to n is y 1 : nð Þ, then the posterior probability in the Bayesian is p x nð Þ y 1 : nð Þjð Þ,
whose solution is hard to obtain. So we can get its approximate solution by the PF.
The Alg. (1) is the implementation of the PF, which consists of four parts [11]. The
first part is about generating Ns new particles according to the state Eq. (14). The
second part is about updating the particle weights according to the measuring
Eq. (15). The equation of updating weights for the k-th particle is

x kð Þ nþ 1ð Þ ¼ x kð Þ nð ÞpG y nð Þ l;Cjð Þ ð16Þ

where x kð Þ nð Þ represents the k-th particle’s weight at time n and pG y nð Þ l;Cjð Þ is the
probability of Gaussian distribution N l;Cð Þ at y nð Þ. The third part is about the
resampling of particles in order to prevent the particles from gathering in the place
with small weight [11]. Without the resampling, the particle degeneracy will appear
and the weights of particles will not exactly approximate to the posterior proba-
bility. The Alg. (2) is the implementation of resampling [11]. The fourth part is
about the estimation of the state parameters. Having obtained the approximation of
the posterior probability, we can estimate the parameters by the Bayesian minimum
mean square error. According to the reference [8], the estimation of the state is the
mean of posterior probability. That’s

x̂ nð Þ ¼
XNs

k¼1
x kð Þ nð Þx kð Þ nð Þ ð17Þ

Algorithm (1): Particle Filter Algorithm (2): Resampling of Particles

Input: p(0), v(0), particles’ number Ns,
threshold of resampling NT , length of
measurements Nm

Output: Estimation of parameters x̂ nð Þ
1. Initialize
x kð Þ 0ð Þ; x kð Þ 0ð Þ ¼ N�1s ; k ¼ 1; . . .; Ns

Input: State x kð Þ nð Þ, weight
x kð Þ nð Þ; k ¼ 1; . . .; Ns

Output: Results of resampling x kð Þ nð Þ,
x kð Þ nð Þ

(continued)
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(continued)

2. for n ¼ 1! Nm do
3. Generate new particles x kð Þ nð Þ by Eq. (14)
4. Update weights x kð Þ nð Þ by Eq. (16)
5. Normalize:

x kð Þ nð Þ  x kð Þ nð Þ PNs
k¼1 x

kð Þ nð Þ� ��1
6. Calculate the number of equivalent particles

Neff ¼
PNs

k¼1 x kð Þ nð Þ� �2� ��1
7. if Neff\NT then
8. Resample according to Alg. (2)
9. end if
10. Get the output of PF x̂ nð Þ by Eq. (17)
11. end for

1. Calculate the cumulative distribution of
weights
c kð Þ ¼Pk

i¼1 x
ið Þ nð Þ; k ¼ 1; . . .; Ns

2. Randomly select u1 from 0;N�1s

� 	
3. for j ¼ 1! Ns do
4. uj ¼ u1þ j� 1ð ÞN�1s , initialize i = 1
5. while uj [ ci do
6. i iþ 1
7. end while
8. Generate the particles of resampling
x jð Þ
s nð Þ ¼ x ið Þ nð Þ; x jð Þ nð Þ ¼ N�1s

9. end for
10. Denote the resampling particles as
x kð Þ nð Þ, x kð Þ nð Þ

5 Simulation Results and Analysis

The theory analysis in Sect. 3 and positioning algorithm in Sect. 4 are suitable for
both 2-D space and 3-D space. For illustration purposes, we attempt to locate and
track the spoofer in the 2-D space. For comparison, we implement both the PF and
WLS for the spoofer localization. We implement the WLS by expending the
pseudo-range measuring equations in [7] to the TDOA and FDOA measuring
equations. We suppose there are N base stations distributed evenly in the 2-D space
with interval 20 km. We denote the TOA measuring error as rTOA, the FOA
measuring error as rFOA, the initial position of spoofer as p(0) and the spoofer speed
as v. As for the process noise, we set the position noise variance rp to 1 m, the
velocity noise variance rv to 0.1 m/s and the acceleration noise variance ra to
0.05 m/s2.

5.1 Distribution of the CRLB of Position and Velocity

According to the theory result of Sect. 3, we can obtain the distribution of CRLB in
different locations. While simulating, we set N = 4, rTOA ¼ 6 m, and rFOA ¼ 2 Hz.

Figure 3 shows the distribution of CRLB in the 2-D space. The base station is
represented as pentagram. Under the current simulation conditions, the error of
position in the rectangle composed of the four base stations is less than 9 m and the
error of velocity is less than 0.6 m/s. In the corner of the figure, the position error is
about 100 m and the velocity error is about 6.2 m/s. The relation between the
position error and velocity error coincides with the proportional relation of 15.8
times in Sect. 3.

Research of GNSS Spoofer … 323



5.2 Performance of the Algorithm

We implement the PF and WLS for comparison and analyse the errors of the
algorithm under different conditions. According to the results of Sect. 3, we can
obtain the effect factors of errors, including the measuring errors, A, B and D. The
matrix A, B and D are related to the position of the spoofer and base stations.
Besides, B is still related to the velocity of the spoofer and base stations. Moreover,
the number of the base stations affects the dimension of A, B and D. Therefore, we
should consider the effect factors of the algorithm’s performance, including the
relative position of spoofer and base stations, v, rTOA, rFOA and N. There are 6 cases
with different simulation parameters in the Table 1.

The performance of tracking by PF and WLS is simulated in the case 1. As shown
in the Fig. 4, the errors of WLS jitter around the CRLB. The PF needs time to
converge. When the PF is stable, the errors of PF are far less thanWLS and below the
CRLB. The n-th estimation of PF with information fusion is based on the first
n measurements, which is practicable by measuring the TOA and FOA at the same
time, but theWLSandCRLBare only based on the n-thmeasurement. Thus, the errors
of PF are able to be less thanWLS andCRLB. From the figure, we can also see that the
errors of WLS jitter violently because of the independence of estimated process in
time series. On the contrary, the errors of PF jitter slowly because of the filter process
in which the states before and after depend on each other.
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Fig. 3 CRLB of the position and velocity

Table 1 Simulation parameters

Case p (km) v (m/s) rTOA(m) rFOA(Hz) N

1 (10, 10) (5, −5) 10 5 4

2 (10:2:30, 10) (5, −5) 6 2 4

3 (10, 10) (1:3:28, 0) 6 2 4

4 (10, 10) (5, −5) 1:2:19 2 4

5 (10, 10) (5, −5) 6 1:1:10 4

6 (21, 21) (5, −5) 6 2 3:1:9
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The simulated results in the case 2 are shown in the Fig. 5a. It shows the errors
of position and velocity of PF and WLS at different distance between the spoofer
and base stations. The parameter 10:2:30 in the table represents the number selected
from 10 to 30 with interval 2. Along with the increasing of distance, CRLB and the
errors of WLS increase quickly. However, the errors of PF are always below WLS
and increase slowly. Therefore, the PF is better to adapt to the poor geometric
layout when the spoofer is far from the base stations. Besides, the CRLB of position
and velocity have the similar variation trends, which coincides with Eq. (13). The
Fig. 5b shows the errors of PF and WLS with different spoofer velocity in the case
3. We can see that the errors of position and velocity are unrelated to the spoofer
velocity, which is shown in Eq. (13).
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(b) The effect of spoofer velocity
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The simulated results in the case 4 and 5 are shown in the Fig. 6. The Fig. 6a
shows the effect of TOA error on the position and velocity and the Fig. 6b shows
the effect of FOA error. We can see that TOA error is less likely to affect the
velocity error and FOA error is less likely to affect the position error, which
coincides with the Eq. (13). With regard to the WLS, the position error of WLS
gradually deviates from CRLB when TOA error increases and the position error is
close to CRLB when TOA error is small. So is the effect of FOA error on the
velocity error of WLS. As can be seen, under the high SNR condition, the errors of
WLS can approach to the CRLB. With regard to the PF, when the TOA error is
large, we can obtain precise velocity estimation if the FOA error is small. Similarly,
when the FOA error is large, we can obtain precise position estimation if the TOA
error is small. Therefore, the PF improves the performance of the spoofer local-
ization system by coupling the position and velocity together, which enables the
errors increase slowly even though TOA or FOA measuring error increases sharply.
The Fig. 6 verifies that we can observably improve the system location performance
by measuring the time and frequency at the same time.

Figure 7 shows the simulated results in the case 6. From the figure, we can see
that the position and velocity errors decrease with the number of base stations
increasing. The number has a big effect on the WLS when it’s less than 5. However,
the number has a small effect on the PF. Thus, comparing to the WLS, the PF is
more applicable to locate and track the spoofer when the number is small, which
can reduce the resource of the base stations.
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6 Conclusions

We propose an algorithm for the spoofer localization based on the measuring of
TDOA and FDOA simultaneously. And we adopt the PF to improve the precision
of the system model and implement the measuring information fusion. On the basis
of establishing the spoofer localization system, we obtain the expressions of
position and velocity errors according to the CRLB theory. Based on this, we prove
the errors of position and velocity are unrelated to the velocity and only related to
the measuring errors and the difference of geometric matrix when the spoofer is far
from the base stations. We also find the measuring information fusion can improve
the system performance. According to the error expressions, we obtain the effect
factors of error on the position and velocity. Through the simulation under different
conditions, we find that the performance of PF is prior to the WLS. The PF can
track the spoofer stably and relies less on the geometric layout. Also the errors of
PF increase slowly with the measuring errors increasing. The estimated perfor-
mance of the system can be significantly improved by coupling the position and
velocity through the filter process, which needs to measure the TDOA and FDOA at
the same time. It is because the filter process estimates the state at time n based on
the first n measurements. Besides, the PF can gain a better performance than the
WLS even though the number of base stations is small. In the future, we will
implement the proposed algorithm for the spoofer locating and tracking on hard-
ware. We also need to pay attention to the effects of clock synchronization error and
the position errors of base stations on the performance of the proposed algorithm.

Acknowledgements This work was supported by the National Natural Science Foundation of
China (Grant No. 61571255).

References

1. Psiaki ML, Humphreys TE (2016) GNSS spoofing and detection. Proc IEEE 104(6):1258–
1270

3 4 5 6 7 8 9

Number of base stations

0

10

20

30

40

50
Po

si
tio

n 
er

ro
r (

m
) CRLB

PF
WLS

3 4 5 6 7 8 9

Number of base stations

0

1

2

3

4

V
el

oc
ity

 e
rr

or
 (m

/s
) CRLB

PF
WLS

Fig. 7 The effect of the base stations’ number

Research of GNSS Spoofer … 327



2. Amar A, Weiss AJ (2008) Localization of narrowband radio emitters based on doppler
frequency shifts. IEEE Press 56(11):5500–5508

3. Bhatti JA, Humphreys TE, Ledvina BM (2012) Development and demonstration of a
TDOA-based GNSS interference signal localization system. IEEE PLANS 2012:455–469

4. Dempster AG, Cetin E (2016) Interference localization for satellite navigation systems.
Proc IEEE 104(6):1318–1326

5. Liu ZM, Guo FC (2015) Azimuth and elevation estimation with rotating long-baseline
interferometers. IEEE Trans Signal Process 63(9):2405–2419

6. Jafarnia-Jahromi A, Broumandan A, Nielsen J, Lachapelle G (2012) GPS vulnerability to
spoofing threats and a review of antispoofing techniques. Int J Navig Obs (9)

7. Xie Gang (2009) Principles of GPS and receiver design. Publishing House of Electronics
Industry

8. Kay SM (1993) Fundamentals of statistical processing, vol I. Estimation Theory. PTR
Prentice hall

9. Petersen KB, Pedersen MS (2008) The matrix cookbook. Version: Nov 14, 2008
10. Gustafsson F, Gunnarsson F, Bergman N et al (2002) Particle filters for positioning,

navigation, and tracking. IEEE Trans Signal Process 50(2):425–437
11. Van Trees H, Bell K (2007) A tutorial on particle filters for online nonlinear/non-gaussian

bayesian tracking. Wiley-IEEE Press

328 S. Shang et al.



Implementation of a Dual Estimate
Tracking Based Multipath Mitigation
Method on a Software Receiver

Chuhan Wang, Yang Gao, Xiaowei Cui and Mingquan Lu

Abstract Binary Offset Carrier modulated signal, which will widely be used in
next generation Global Navigation Satellite Systems, has multi peaks in the
auto-correlation function. In practical application condition, multipath and ambi-
guity are two main problems that can serious degrade the GNSS receiver ranging
precision due to the feature of multi peaks. To solve the ambiguity problem, we
typically adopt Dual Estimate Tracking (DET) that treats the subcarrier indepen-
dently and tracks it by an additional loop. However, the DET multipath mitigation
structure is not specially considered yet due to the complex features of
two-dimension cross-correlation function. In this paper, we implement a DET based
anti-multipath method for BOC modulated signals, which mitigates the direct
influence by an earlier phase Pseudo-Noise code instead of the prompt for sub-
carrier locked loop and the indirect influence by the Double Delta method for delay
locked loop. A software receiver further proves the achievability of the multipath
mitigation method and the results show that this method can significant reduce the
short and mediate range delay multipath error at the expense of increasing the long
range delay multipath error a little. This method can also achieve the compromise
between multipath and noise performance by adjusting the local Pseudo-Noise code
phase for different application scenarios.
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1 Introduction

The next-generation Global Navigation Satellite Systems (GNSS) will generally use
the Binary Offset Carrier (BOC) signal which provides better multipath mitigation
performance and higher ranging accuracy than the conventional BPSK signal. In all
kinds of BOC signals, the sin-BOC signal have good performance in the real
environment and is therefore widely used.

Traditionally, the multi-peak ambiguity problem and multipath problem of BOC
signals seriously hinder the receiver’s performance. Therefore, there is a variety of
methods proposed, including BPSK-like method [1], Bump-jump method [2] and
PCF-based method [3] to solve the ambiguity problem, and Gating method [4] to
improve the multipath performance. However, with the increasing order of the BOC
signal, the autocorrelation function will include more correlation peaks, which
makes the multi-peak problem and the multipath problem more severe, and the
above method is no longer applicable.

In order to solve the problem of multi-peak ambiguity, Hodgart proposed a 2-D
tracking method, that is, a Dual Estimation Tracking method (DET) [5, 6].
The DET method regards code and subcarrier as two independent parts. The delay
locked loop is used to track the code part of the BOC signal to obtain a
pseudo-range estimation value without ambiguity but with low accuracy. The
subcarrier loop tracks the subcarrier part of the BOC signal to obtain a more
accurate, but ambiguous estimation value. And then a more accurate and unam-
biguous estimate is obtained from the non-linear combination of those two esti-
mation values. This technique has low complexity and is easy to implement on
hardware and software platforms [7]. The experimental results show that it has
better performance of unambiguous tracking for BOC (15, 2.5) signal, without
losing accuracy [8], which can also be extended for tracking alternate binary offset
carrier (AltBOC) signal [9]. However, at present, the design of anti-multipath
method under the DET method is seldom studied, and the main difficulty of the
research is the complexity of 2-D cross-correlation function (CCF).

In order to solve the multipath problem, based on the feature of the 2-D CCF of
sin-BOC signal, Ref. [10] designed the anti-multipath algorithm to solve the
anti-multipath problem of BOC signal, especially high-order BOC signals. Firstly,
based on the ideal 2-D CCF at infinite bandwidth, two multipath effects for sub-
carrier tracking are analysed, namely direct and indirect effects. Then, the basic
structure of the anti-multipath method is proposed and the corresponding parameter
constraints are clarified to reduce the two effects of multipath.

The above studies mostly focus on the theory, and less involved in the imple-
mentation of the anti-multipath algorithm on the receiver. Based on the theory of
DET anti-multipath algorithm, this paper designs the algorithm framework and
gives the details. Then the ranging performance for the BOC (15, 2.5) signal is
analysed by using self-made signal source and the software receiver platform. The
noise and multipath noises in different parameters are analysed.
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The content of this paper is arranged as below: we first gives the 2-D CCF of
sin-BOC signal, and analyses the characteristics of the multipath effect on the DET
structure in Sect. 2. In Sect. 3, we design the frame of multipath algorithm and the
constraints of algorithm parameters. Section 4 evaluates the performance of the
proposed algorithm on software receiver platform to prove the achievability and
effectivity of the proposed method. Section 5 summarizes this paper.

2 DET and Its Anti-multipath Method

2.1 BOC Signal Ideal 2-D Cross-Correlation Function

Double estimation method was first proposed by Hodgart. The core view is to use
the delayed independent cðt � scÞ, sðt � ssÞ instead of pðt � ŝÞ for the CCF of
received signal. The correlation function can be expressed as:

Rðs� sc; s� ssÞ ¼ 1
T

ZT

0

pðt � sÞcðt � scÞsðt � ssÞdt ð1Þ

where sc,ss represent the delay of the local code and subcarrier, respectively. For
example, the function of BOCsð2; 1Þ shown in Fig. 1.

It can be seen that the 2-D CCF presents different characteristics in two
dimensions. In the subcarrier dimension, there are multiple peaks and extend
indefinitely for the period 2Ts; in the code dimension, there is only one peak and the
peak width is 2Tc. Therefore, the receiver can track any one of the peaks at which

Fig. 1 2-D CCF of BOC(2, 1) modulated signal
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the two dimensional delays satisfy sc ¼ s, ss ¼ sþ nTs, where the ambiguity of the
subcarrier dimension (n) is an integer.

2.2 The Anti-multipath Method of DET

The DET anti-multipath algorithm is proposed in [10], and the core idea is to reduce
the direct and indirect effect of multipath on the subcarrier tracking, so as to
enhance anti-multipath performance.

First, we consider the direct effect of multipath. In existing methods, the
acquisition of correlation values A1, A2 exploits the code phase of an punctual path;
therefore, there is a direct effect when the multipath delay is within range ½0; Tc�.
The direct effect of reducing multipath can be equivalent to reducing the multipath
delay range described above. However, due to hysteresis of multipath delay, the
local code of early path can be used to obtain the correlation value, and these
correlation values can be used to discriminate the subcarriers so as to reduce the
multipath delay range that is directly influenced.

Second, we consider the indirect effects of multipath. To reducing the indirect
effect is equivalent to reducing the effect of multipath on the code dimension. As
can be seen from Fig. 1, in the DET structure, the code dimension can be first
approximated as tracking the correlation peak of a BPSK signal. Therefore, in
theory, anti-multipath algorithms designed for BPSK signals can be directly used.
Here, the Double Delta (DD) method with better anti-multipath effect and lower
complexity is selected [11].

In view of the above thought, correlation values used for phase discrimination of
code and subcarrier are shown in Fig. 2.

In Fig. 2, phase discriminations of subcarrier are represented by C1, C2; D1, D2,
D3 and D4 represents phase discriminations of code. These correlation values can
be expressed as:

Fig. 2 Illustration of the
proposed method
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C1 ¼ Rðsc � TE; ss þ TDS
2
Þ

C2 ¼ Rðsc � TE; ss � TDS
2
Þ

8><
>: ð2Þ

D1 ¼ Rðsc � TDC; ssÞ
D2 ¼ Rðsc þ TDC; ssÞ
D3 ¼ Rðsc � TDC

2
; ssÞ

D4 ¼ Rðsc þ TDC
2

; ssÞ

8>>>>>>><
>>>>>>>:

ð3Þ

Here, TE is the local early code phase for subcarrier phase discrimination. TDC
and TDS represent E-L spacing of the code and subcarrier, respectively. The con-
straint parameters can refer to the literature [10].

3 Implement of the Anti-multipath Algorithm

The following figure shows the anti-multipath algorithm framework based on DET.
Similar to the traditional DET architecture, the frame map can be roughly divided
into two parts: the correlator on the left and the discriminator and filter on the right.
In the software receiver, the correlator’s algorithm is implemented on GPU, while
the algorithm of discriminator and filter is implemented on CPU. The intermediate
frequency signal rIF is correlated with the local code, subcarrier, and then a total of
8 correlator outputs feed into the discriminator and filter unit, to correct the three
NCOs, and finally form three independent tracking loops, namely, delay locked
loop (DLL), subcarrier phase locked loop (SLL), carrier phase locked loop
(PLL) (Fig. 3).

Different from the traditional DET architecture, we adopt the early local code of
the subcarrier discriminator, so the code generator Cs takes the place of the CP to
generate the correlation value C1, C2 for the subcarrier discrimination. We use DD
method, so the code generator increases the CVE and the CVL, resulting in corre-
lation values D1, D2 for the code discrimination.

The filter and discrimination unit is also different from the traditional DET. The
three loop equations are given below.

ec ¼ ðD3 � D4Þ � 0:5 � ðD1 � D2Þ
es ¼ C2 � C1

eu ¼ atan2ðQP; IPÞ

8><
>: ð4Þ

The carrier phase discriminator eu uses a pure PLL four-quadrant arctangent
discriminator, which can achieve a gain of 6 dB than the Costas loop. Code
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discriminator ec and subcarrier discriminator es avoid the square loss caused by
non-coherent discriminator. The outputs of these discriminators are respectively fed
into three loop filters to smooth the noise. The filtered outputs of discriminators are
finally used to drive NCOs of code, subcarrier and carrier, respectively.

The accuracy of code locked loop measurement is low but unambiguous, and the
accuracy of subcarrier locked loop measurement is high but ambiguities. So one
natural idea is to combine the code measurement with the subcarrier measurement
to form an unambiguous and high-precision measurement. Below we give the
combined expression.

ĉs ¼ ŝþ roundðĉ� ŝ
k

Þ � k ð5Þ

where k represents the subcarrier wavelength, ŝ represents the subcarrier mea-
surement and ĉs represents the combined measurement. When the precision of code
measurement ĉ is less than k=2, we can achieve high-precision, unambiguous
measurement.

4 Experiment and Discussion

This article uses Matlab 2014b software to generate BOC (15, 2.5) signal. In order
to facilitate the algorithm debugging, this paper developed the corresponding
real-time software receiver. The device configuration parameters used in this article
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Fig. 3 The tracking architecture of the algorithm
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are: Intel (R) Core i5-4570 CPU, clocked at 4.00 GHz, memory 16.0 GB, NVIDIA
GeForce GTX 750 Ti GPU.

Aiming at the BOC (15, 2.5) signal generated by the signal generator and the
anti-multipath DET algorithm implemented in the software receiver, we design 9
experiments to analyze the noise performance and multipath performance of the
new algorithm compared with the ordinary DET algorithm. Nine experiments are
divided into two dimensions. The first dimension includes the multipath scene
without noise, the noise scene without multipath, the noise and the multipath scene.
The second dimension includes: the ordinary DET algorithm, 1/2 and 5/6 early code
phase for the subcarrier discriminator. It should be noted that in the case of the
ordinary DET algorithm, we use the narrow-correlation code discriminator instead
of Double-Delta discriminator.

The parameters are configured as follows: carrier-to-noise ratio 45 dB/Hz,
front-end bandwidth 40 MHz, multipath power ratio −6 dB, multipath error from 0
to 1.5 chips. The loop parameters include the PLL bandwidth 4 Hz, the SLL
bandwidth 1 Hz, the DLL bandwidth 1 Hz, the code E-L spacing 1/12 chips, the
subcarrier E-L spacing 1/12 chips, coherent integration time 10 ms.

Experiment one: noise-free, multipath power ratio −6 dB, respectively, TE is 0,
1/2 and 5/6 chips. Other parameters can been seen in the previous section.
Multipath error envelope of subcarrier is as follows.

Fig. 4 Multipath error in different TE a TE ¼ 0 b TE ¼ 1
2 c TE ¼ 5

6
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As can be seen from the Fig. 4, the early local code can suppress multipath
noise, which is reflected in two aspects: one is to eliminate multipath noise with a
delay of more than 0.5 chips, the other is to compress multipath noise within 0.5
chip. On the other hand, we can compare the area and peak of the error envelope in
different TE. The specific results are as follows (Table 1).

As the TE envelopes decreases, the area and the peak value of the multipath
envelope decreases. However, when TE is too small, although the peaks and areas
of the envelopes do not change much, the anti-multipath performance will not be
promoted. The above experiment shows that the new algorithm can effectively
reduce SLL noise and effectively suppress multipath.

Experiment two: carrier to noise ratio of 45 dB/Hz, no multipath, respectively,
TE is 0, 1/2 and 5/6 chips. See the previous section for other parameters. The
subcarrier measurements in different TE are as follows (Fig. 5; Table 2).

Table 1 Results of
experiment 1

TE ¼ 0 TE ¼ 1
2 TE ¼ 5

6

Area 1.2182 0.6994 0.715

Peak/[m] 2.4753 2.3964 2.3304

Fig. 5 Noise error in different TE a TE ¼ 0 b TE ¼ 1
2 c TE ¼ 5

6
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We can compare the standard deviation of the ranging errors in the three graphs.
The specific results are as follows.

Three sets of data from experiment two show that the early local code will cause
an increase in the error of phase discriminator, that is, the new algorithm adds the
thermal noise error.

Experiment three: the carrier to noise ratio of 45 dB/Hz, multipath power ratio
−6 dB, TE 0, 1/2 and 5/6 chips, respectively. The subcarrier measurements in
different TE are as follows (Fig. 6).

Experiment three can be seen as a combination of experiment one and two,
which is close to the real scene. We can also compare the error envelope area and
the peak, and analyze anti-multipath performance in noisy conditions. The specific
results are as follows (Table 3).

Table 2 Results of
experiment 2

TE ¼ 0 TE ¼ 1
2 TE ¼ 5

6

Standard deviation/[m] 0.0141 0.0215 0.1001

Fig. 6 Multipath and noise error in different TE a TE ¼ 0 b TE ¼ 1
2 c TE ¼ 5

6
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The results show that: firstly the receiver can track the signal with 45 dB/Hz
noise in the multipath scene; secondly, this algorithm replaces the thermal noise
performance in exchange for multipath rejection. The real receiver needs to com-
promise between multipath and noise errors and take the appropriate parameters.

5 Summary

BOC signal processing faces two issues of ambiguity and multipath. This problem
is especially noticeable in higher-order BOC signals. Based on DET anti-multipath
algorithm, this paper refers to the characteristics of 2-D CCF for anti-multipath
design, and realizes the algorithm implementation in receiver and the test of
receiver performance.

The method above can improve the anti-multipath performance for BOC mod-
ulated signal, but with the position of the subcarrier discriminator constantly
prepositioned, the receiving chance will sacrifice the thermal noise performance.
The algorithm can also achieve the compromise between multipath performance
and noise performance through the adjustment of the local code phase of the
receiver so that the algorithm can be applied to different application scenarios.

Research on anti-multipath algorithms of high-order BOC or AltBOC signals is
still in its infancy, and the next step can be to try to achieve other designs to deal
with such signals to better meet different application requirements.
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BDS-3 Spaceborne Receiver Design
Applying to Space Service Volume

Chen Zhou, Shuren Guo, Yinan Meng, Dingxi Xiong
and Chengeng Su

Abstract With the increase activities in space, the demand for navigation capa-
bility of space vehicles is also been stressed importantly. The application of
spaceborne receiver can make space vehicles get rid of the limitation of geometric
influence of ground observation, and have a high precision positioning result.
However, the capture capability of the receiver is the key of the performance of the
space service volume (3000–36000 km height). In this paper, we study the influ-
ence of the minimum receiving power of receiver on the performance of BDS-3
space service volume by simulation. Through the satellite visibility, visible time
and position dilution of precision, the paper provides BDS-3 space service capa-
bility and demonstrates the importance of the exist of sidelobes. Finally, combining
the BDS-3 and GPS navigation system, a minimum sensitivity of –175 dBW design
is proposed, which can achieve a great navigation and positioning ability. The
results of this paper provide important reference for the design of spaceborne
receiver and antenna of space vehicle.

Keywords Satellite navigation � Space service � Volume � Receiver
BDS-3 � GPS

1 Introduction

With the potential economic benefits and scientific development, space activities
and space missions are becoming more and more frequently. Through the National
Space Administration statistics, in the next 20 years, about 40% of space missions
need to be transported in the Medium Earth Orbit (MEO), geosynchronous orbit
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(GEO) and elliptical high orbit (HEO). As a result, the demand for navigation
capabilities in the space service volume (SSV) is constantly improving. There are
two kinds of navigation and positioning methods for space vehicles, which are
ground observation technology and satellite borne navigation technology. The
traditional method of ground observation is to build a set of fixed observations on a
very long baseline. Sometimes influenced by the restriction of geography, we also
have to utilize unfixed devices, such as measuring ships, measuring cars, etc. The
distribution of the observations results to the quality of this technology. Taking into
account the political and economic reasons, it is difficult for us to deploy overseas
monitoring station. So sometimes ground observation technology is not very con-
venient and useful. The second is the satellite navigation system, like the global
navigation satellite system, such as GPS of the United States, the
Russian GLONASS, European GALILEO and Chinese Beidou navigation system.
Through the extended application of those navigation satellites, the navigation
space can be extended to the Space Service Volume (SSV) [1] 3000–36000 km
height, which also effectively solve the problem of ground observation. The GNSS
are well distributed in space, good in geometry and long visible time, which makes
up for many defects of ground observation technology [2].

A lot of researches have been done on the definition of space service volume and
space navigation experiments. Bauer [3] defines the service performance of the GPS
space, and study the signal availability, pseudorange error and signal power of GPS;
Jing [4] analyses Beidou signal availability, and based on the conclusion, simulate
the lunar mission; Li [5] analyses and evaluates the GNSS service capabilities based
on the main lobe of the antenna. Because the performance of the SSV is not only
affected by the geometric visibility of the space, but also affected by the power of
the signal. In terms of signal power, there are few studies on the design and
requirements of the receiver for the Beidou SSV.

Chinese global navigation satellite system BeidouIII (simplified as BDS-3) is
expected to be completed in 2020. It consists of 24 MEO, 3 GEO and 3 IGSO.
BDS-3 Interface Control Document on signal B1C, B2a [6] is also announced in
2017 September. With the development of BDS-3 system and weak signal capture
technology, the spaceborne receiver capability can gradually achieve the require-
ments from the LEO to the HEO [7–9]. Due to the different height of space vehicles
and position to BDS-3 constellation, the requirements of receiver are different. In
the case of LEO, the main lobe signal received by the antenna is strong, and the
requirement of the receiver design is not that strict. In the case of HEO, the main
lobe of the receiver is weak due to the large transmission loss. In this time, side lobe
signals need to be taken into account. However, because of the weak side lobe
signal, the visibility of the space vehicle has a very strict demand for the receiver
(Fig. 1).

Therefore, in this paper, we discuss the performance of BDS-3 SSV through
different receiver parameters design by software simulation and calculation under
different environments. Then put forward effective designing suggestion, so as to
achieve the purpose of optimizing resources and saving costs in engineering.
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2 BDS-3 Constellation Modeling

2.1 Basic Parameters and Modeling

Utilize a simulation platform based on STK and MATLAB. Take STK as the core
of link computing, and use MATLAB to analyse and simulate the model [10]. The
simulation parameters and time settings are shown in Table 1.

Fig. 1 Sketch map of space service volume

Table 1 BDS-3 constellation simulation parameters

BDS-3

24MEO 3GEO 3IGSO

Sources of data Walker (24/3/1) 80E/110.5E°/140E° Walker (3/3/2)

Inclination 55° 0° 55°

Orbit height 21528 km 35786 km 35786 km

Periodic regression 7/13 sidereal day − –

Number of satellites 30

Simulation start time (UTCG) 2017-09-26 04:00:00

Simulation stop time(UTCG) 2017-09-27 04:00:00

Total time 24 h
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2.2 Antenna Calculation

The received power of antenna reflects the absolute intensity of the signal. The
receiver’s ability of signal acquisition and tracking sensitivity is usually measured
by the minimum received signal power of the antenna. The transmission formula of
signal transmitting in free space is Friis equation:

PR ¼ PT þGT þGR þ 20 log
c

4pdf

� �
� LA ð1Þ

where PR represents received power of the antenna, PT is launching power of the
satellite, GT is gain of launching antenna of a specific angle, GR is gain of receiving
antenna of a specific angle, c represents velocity of light, d is the distance between
satellite and receiver, f is frequency of the signal, LA represents the atmospheric loss
usually taken as 0.5 dB (Fig. 2).

The peak value of the antenna B1C signal can be obtained by calculating the
spatial geometric relationship.

Re

sin a
¼ Hs þRe

sinðhþ 90�Þ ð2Þ

d ¼ Re cosðaþ hÞ
sin a

ð3Þ

PMEO ¼ PR � GT � GR þ LA � 20 lg
c

4pdf

� �
¼ 16:5 dBW ð4Þ

PGEO ¼ PR � GT � GR þ LA � 20 lg
c

4pdf

� �
¼ 18:0 dBW ð5Þ

Fig. 2 Stellate elevation angle
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The peak value of the B1C signal on the MEO and GEO heights is calculated,
and the general antenna pattern of BDS-3 is obtained, as shown in Fig. 3.

Therefore, we can calculate the limit distance of antenna power transmission
under the given receiver sensitivity, as shown in Fig. 4, under the sensitivity of
−170 dBW.

Through the antenna data, main lobe angle and side lobes angles can be con-
cluded in Table 2.

3 Receiver Design

3.1 Sensitivity Design

Suppose that a spacecraft flies at the altitude of 3000 km in equator, and the number
of satellites visible in the simulation period is as follows (Fig. 5):

Under the sensitivity of −170 dBW, the average number of visible satellites in
different height during the simulation period is calculated. It can be found that with
the increase of height, satellite visibility increases slightly; when the height con-
tinues to increase; the number of visible satellites sharply reduce; at the height about
25,000 km, there will be some fluctuations in visibility because of the sidelobe
signals; the visibility of the edge of SSV at 36,000 km will converge to the min-
imum (Fig. 6).

Fig. 3 Antenna pattern
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Fig. 4 Antenna transport distance

Table 2 Angle of main lobe and side lobes

Main lobe First side lobe Second side lobe Third side lobe

MEO antenna 0°–22° 26°–40° 45°–55° 60°–70°

GEO antenna 0°–21° 24°–36° 45°–55° –

Fig. 5 3000 km number of accesses
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In order to study the limit of BDS-3 space service volume, we design the
receiver sensitivity by taking the height at the boundary height of SSV. That is, the
number of visible satellites at 36,000 km is greater than 4, and then we can tell the
capability of SSV is excellent. By adjusting the receiver sensitivity, the relationship
between the availability and sensitivity of the satellite can be obtained in Table 3.

Figure 7 shows that the greater the sensitivity is, the better the SSV capability is.
With the increase of the sensitivity, −183 dBW shows the maximum availability,
and then visible period no longer increase. Although the visible number of satellites
is increasing, it is unnecessary to continue to increase sensitivity at the expense of a
high price. At −173 to −180 dBW, the visibility does not increase with the increase
of sensitivity, and it can be known that the performance improvement of this

Fig. 6 Visibility varies with height

Table 3 Visibility varies with receiver sensitivity

Sensitivity/
dBW

Average
visible
satellites

Maximum
visible
satellites

Minimum
visible
satellites

Visible time
of all
simulation
period/%

Maximum
visible
time/s

Maximum
invisible
time/s

−170 1.34 4 0 12.88 5381.07 45469.58

−171 2.87 6 0 25.53 8736.88 28753.37

−173 4.40 8 2 69.13 15535.72 4256.31

−175 4.40 8 2 69.13 15535.72 4256.31

−178 4.40 8 2 69.13 15535.72 4256.31

−180 4.40 8 2 69.13 15535.72 4256.31

−182 6.34 10 2 79.45 49574.67 2875.40

−183 8.17 12 2 99.69 86131.81 268.19

−185 11.90 17 5 100 86400 0

−187 12.64 19 5 100 86400 0

−190 14.24 21 5 100 86400 0
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segment can reflect below 36,000 km. Because the sidelobe signal does not extend
to the GEO orbit, so the performance of the GEO does not increase.

Because of the increase of sensitivity, the sidelobe signals can be used, and the
number of visible satellites becomes more. It is obvious that the side lobe signal is
very important to the visibility of BDS-3. Now, we study the influence of the
sidelobe signals from the visible time, the visible number of satellites and the
position dilution of precision (PDOP) (Fig. 8).

When the main lobe signal and sidelobe signals are both used in the simulation
in 36,000 km height, the service capability fills the entire space; when only use the
main lobe signal, the satellite visibility is discontinuous, and it’s unable to offer
service. Even if the receiver sensitivity is improved, the problem cannot be solved.

Under the condition of −183 dBW sensitivity, Fig. 9 compares the average
number of visible satellites using main lobe signal with both main lobe and sidelobe
signals at GEO altitude. With the existence of sidelobe signals, the number of
visible satellites is significantly improved.

In navigation, the concept dilution of precision (DOP) is generally used to
represent the magnification of error. The DOP can be obtained from the coefficient
matrix.

G ¼
� cos hð1Þ sin að1Þ � cos hð1Þ cos að1Þ � sin hð1Þ 1
� cos hð2Þ sin að2Þ � cos hð2Þ cos að2Þ � sin hð2Þ 1

� � � � � � � � � � � �
� cos hðNÞ sin aðNÞ � cos hðNÞ cos aðNÞ � sin hðNÞ 1

2
664

3
775 ð6Þ

hðnÞ and aðnÞ are elevation angle and azimuth angle of each satellite respectively.

Fig. 7 Visibility varies with receiver sensitivity
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Fig. 8 Main lobe and side lobes visibility varies with time
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Expressions of PDOP and position error are as follow:

PDOP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h11 þ h22 þ h33

p
rp ¼ PDOP � rURE

ð9Þ

Through the Eq. (9), the value of PDOP in space can be calculated. From
Fig. 10, it is found that the PDOP values of the main lobe signals are larger than
that of main lobe and side lobe signals. The fluctuation of main lobe signal is also
larger and unstable. However, the PDOP value is decreased a lot by adding side-
lobes in, which indicates the positioning error diminished, and the positioning
accuracy is improved. Further verify the importance of sidelobe signals.

Fig. 9 Main lobe and side lobes visibility varies with time
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3.2 Receiver Gain Design

In order to study the design of receiver antenna, this paper simulated and analyzed
the direction of received power of antenna on geosynchronous orbit. The average
received power is also calculated (Fig. 11).

Fig. 10 Main lobe and side lobes influence on PDOP

Fig. 11 Receiver power angle
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Due to the block of the earth geometry, there is no signal received under 8.49°.
Because BDS-3 is composed of MEO, GEO and IGSO, the orbit is different. As a
result, the received power can be different in the same direction. The average power
is calculated as below.

According to the direction characteristics, the following points should be taken
into account in the design of receiver antenna:

(1) The antenna is affected by the earth within 8.49°, so there is no need to design
antenna gain, or we can design the spaceborne receiver antenna more flexible in
this period;

(2) The signals received by the receiver are mainly concentrated in the range of
10°–40°. In the medium and high orbit, the receiver antenna should be designed
as narrow beam;

(3) There will be a trough in the received power of the antenna at 10°–20°, and the
antenna gain can be appropriately improved in the design of this period of
antenna gain.

3.3 Receiver Design Combined GPS with BDS-3

In 2015, under the support of Lockheed Martin technology, GPS announced the
GPS Block IIR and IIR-M satellite antenna pattern. The detailed data of the gain
and phase of each satellite antenna of L1 and L2 band are given. It can be used for
the task analysis and receiver design reference of GPS SSV users. Combining
BDS-3 and GPS constellation, the increase of the number of satellites can improve
the space service capability [11] (Table 4).

Through modeling and simulation, the GEO coverage in the case of joint GPS
and BDS-3 is obtained.

It can be obtained from Table 5, the GPS SSV capability is a little inferior
compared with BDS-3. This is due to the GEO/IGSO satellites of BDS-3, that
improves the service performance. However combined GPS and BDS-3, the

Table 4 GPS constellation
simulation parameters

GPS

Sources of date Broadcast ephemeris

Inclination 55°

Orbit height 20,200 km

Periodic regression 1/2 sidereal day

Number of satellites 31

Simulation start time (UTCG) 2017-09-26
04:00:00

Simulation stop time (UTCG) 2017-09-27
04:00:00

Total time 24 h
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requirement of receiver sensitivity design is more loose and flexible. Combined
system can supply service with a low sensitivity of −175 dBW only.

For the spaceborne receiver in geosynchronous orbit, when the receiver sensi-
tivity reaches −175 dBW, GPS/ BDS-3 combined system can ensure the service all
the time. But even if the sensitivity increased to −183 dBW, GPS still cannot offer
this kind of service.

4 Conclusion

In this paper, the software STK is used as the core of link computing. By using the
analysis function of MATLAB, the design of BDS-3 spaceborne receiver in the
space service volume is studied. And the following conclusions can be obtained:

(1) The application of spaceborne BDS-3 receiver is feasible, and the sensitivity of
it should be above −183 dBW.

(2) The receiver antenna applying for the space service volume should be designed
as a narrow beam and high gain pattern. The center beam gain is not required
due to the block of the earth, and the antenna gain should be increased in the
region of 10°–20°.

(3) The sidelobe signal of BDS-3 is very important under the condition of high
earth orbit, so sidelobe signals must be considered in the simulation and design
of the receiver.

(4) GPS is unable to meet the demand of SSV entirely even at a high sensitivity.
However, utilizing BDS-3/GPS combined system can reduce the sensitivity
requirement of the spaceborne receiver. And it can cover the whole space
service volume in −175 dBW only.

Table 5 Visibility varies with different constellation

GPS GPS + BDS-3

Sensitivity/
dBW

Average
visible
satellite

Visible time
of all
simulation
period/%

Minimum
visible
satellites

Average
visible
satellite

Visible time
of all
simulation
period/%

Minimum
visible
satellites

−170 1.17 10.24 0 2.31 36.34 0

−173 3.43 65.23 0 4.74 57.69 2

−175 3.43 65.23 0 5.85 100 4

−177 3.43 65.23 2 6.08 100 4

−180 4.80 79.90 2 7.20 100 5

−183 6.14 97.55 2 12.31 100 5
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A Low Complexity Algorithm for Code
Doppler Compensation Using
FFT-Based Parallel Acquisition
Architecture

Ping Tang, Xiangming Li, Shuai Wang and Ke Wang

Abstract With the increasing competition in Global Navigation Satellite System
(GNSS), the development of satellite navigation industry has become a big chal-
lenge for our country in recent years. Focusing on the development trend and
effective demand of BeiDou system (BDs), a low complexity algorithm for code
Doppler compensation using FFT-based parallel code searching architecture is
proposed to correct Pseudo-Random Noise (PRN) code phase migration, which is
caused by the code Doppler in the acquisition process of navigation signal in high
dynamic and low Carrier-Power-to-Noise-Density Ratio (C/N0) environment. The
new algorithm that is named as “Modified Estimation and Circular Shift of Code
Phase (MECS-CP)” could cut down the influence of code Doppler on accumulation
peak so as to increase the acquisition performance effectively. The MECS-CP
algorithm is presented on the foundation of FFT-based full parallel acquisition
algorithm. Firstly, the direction and magnitude of PRN code phase migration are
estimated by the linear relationship between carrier Doppler and code Doppler in
the process of correlation and coarse carrier Doppler compensation. Then, the PRN
code correlation results are circularly shifted in phase dimension according to the
estimation results, and then all corrected correlation outputs are kept in a
three-dimensional array for later use. Finally, fine carrier Doppler compensation
and coherent accumulation are carried out. This paper verifies the accuracy of code
Doppler compensation, acquisition performance and computational complexity of
the proposed MECS-CP algorithm by theoretical analyses and Monte-Carlo sim-
ulations. Both results show that the new algorithm could efficiently compensate the
code Doppler and sharpen the accumulation peak of weak navigation signals in
high dynamic environment, thus improving the peak-to-average power ratio
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(PAPR) and detection rate. Numerically, it is found that the proposed algorithm can
achieve a detection rate of 0.9 and a false alarm rate of 10–5 at C/N0 = 31dBHz
during a coherent accumulation time of 32 ms in simulation.

Keywords High dynamic � Low C/N0 � FFT-based full parallel acquisition
algorithm � Code Doppler compensation

1 Introduction

With the development of satellite navigation technology, the GNSS, which has
been widely used in various fields, shows its great military, economic and social
benefits. BDs is an independent construction and operation satellite navigation
system in China. Improving the application performance of BDs in complex scenes
is an urgent practical demand for Chinese satellite navigation system [1]. On
account of the increasing sophisticated technology of navigation signal processing
and the growing application of GNSS in the environment, where signal quality
suffers serious attenuation, such as high-rise city streets, viaducts and mountain
areas etc., high sensitivity receiver has become a research hotspot in recent years.
Long accumulated time is necessary for high sensitivity receiver to acquire weak
signals, while the code phase migration between the local PRN code and received
signal caused by code Doppler, leads to the shift, broadening and attenuation of
accumulation peak [2]. The impact of code Doppler would be more obvious when
the Doppler is large [3]. If the code phase migration is more than 4/3 chips, the
longer accumulation time is, the lower gain and worse acquisition performance will
be [4]. Therefore, code Doppler compensation is great important for GNSS recei-
vers in low C/N0 and high dynamic environment.

The code Doppler can be compensated by searching the code Doppler directly to
eliminate the phase migration, but the calculation is complicated for introducing
another dimension into the two-dimensional search of navigation signal [4].
Another intuitive method is to change the local PRN code frequency while
changing the carrier Doppler search step using the proportional relationship
between the carrier Doppler and code Doppler [5]. However, the change in local
PRN code frequency brings about variation on the code length. Consequently, the
filter coefficients of Digital Match Filter (DMF) and the operation points of the
FFT-based circular correlation need refreshing constantly, which makes the hard-
ware implementation of parallel code acquisition algorithm become extremely
difficult [6, 7]. The code Doppler can also be compensated by correcting the
migration of PRN code phase, such as spectral peak tracking, Hough transform
method and so on, but these algorithms are only suitable in high C/N0 situation [8].

The MECS-CP algorithm proposed in this paper could efficiently compensate
the code Doppler and sharpen the accumulation peak of weak navigation signals in
high dynamic environment, thus improving the acquisition performance. Moreover,
the computational complexity of the new algorithm is so low that it is easy to
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implement. Firstly, on the foundation of the system model, the MECS-CP algorithm
is described in detail. Then, the accuracy of code Doppler compensation, acquisi-
tion performance and computational complexity of the new algorithm are analysed
theoretically, and verified by Monte Carlo simulations. Finally, a conclusion is
made.

2 System Model

Figure 1 is the block diagram of the FFT-based full parallel acquisition algorithm.
sðiTsÞ denotes the I/Q baseband data of sampled signal through orthogonal
down-conversation and low-pass filter, and the expression is,

sðiTsÞ ¼ AcðiTs � sþ niTsÞejð2pfd iTs þ h0Þ þ n0ðiTsÞ ð1Þ

where A > 0 is the amplitude of the signal and cð�Þ is a PRN code, Ts ¼ 1
fs
is the

sampling period. We further assume cð�Þ has Lc chips. Given the chip duration of
cð�Þ denoted by Tp, the length of the PRN code is Tc ¼ TpLc. Furthermore, s
represents the delay of the received signal with respect to the local replica of the
PRN code, n ¼ fd

fr
is the normalized code Doppler, fr is the carrier frequency, fd is

Fig. 1 Block diagram of the FFT-based full parallel acquisition algorithm [9]
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the carrier Doppler frequency offset, and h0 2 [0, 2p] is the random initial phase.
Finally, n0ðiTsÞ stands for a discrete, complexed-valued, circularly-symmetric
additive white Gaussian noise (AWGN) process with zero mean and a variance of
r2n. To explain clearly, we assume the sampling interval of the received signal is
half of the chip duration, namely Ts ¼ 0:5Tp, which is sufficient for the subsequent
tracking loop to take over. So there are L ¼ 2Lc samples in one PRN code period.

3 Description and Implementation of New Algorithm

3.1 Description of New Algorithm

The FFT-based full parallel acquisition algorithm contains three stages, as illus-
trated in Fig. 1, namely Stage (1) Correlation and coarse carrier Doppler com-
pensation; Stage (2) Fine carrier Doppler compensation and coherent accumulation,
and Stage (3) Signal detection by threshold test [9].

In stage (1), the correlation is done in frequency domain by FFT, and the coarse
carrier Doppler compensation is accomplished by circularly shifting the input signal’s
Fourier coefficients forwards and backwards. In order to facilitate the computation of
FFT, the input length NFFT of each correlation operation is typically an integer power
of 2. On the other hand, the input data is essential to last for at least two complete code
periods to improve the accuracy of coarse carrier Doppler compensation, thus
reducing the sinc loss is by 3 dB. In addition, since the local PRN code replica
includes one complete period of the PRN code, only the first L entries of the IFFT
output are valid correlation results, which need storing in a three-dimensional array for
later use. The mathematical expression of the valid correlation results is

xðl; v; uÞ ¼ ARðqÞ sin cðpDfdTcÞej/l;v;u þ n1ðl; v; uÞ ð2Þ

Note that each x(l, v, u) is the correlation output by integration over a time span
of Tc; l = 0, 1, …, L − 1; v = 1, 2, …, V; u = 1, 2, …, U; V represents the times
of coherent accumulation; U denotes the number of circular shift in coarse carrier
Doppler compensation; and in the above formula, q is the fractional part of s

Tp
and

|q| < 1; Dfdj j\ 1
4Tc

stands for the residual carrier Doppler offset, /l,v,u denotes the
phase of the complex-valued correlation output, and n1(l, v, u) is the noise term in
the correlation output.

Given the chip rate of cð�Þ denoted by fc, the relationship between carrier Doppler
and code Doppler fcd is fcd ¼ fc

fr
fd. As the correlation time is Tc, the PRN code phase

migration caused by code Doppler is wc ¼ Tcfcd chips, and the corresponding
migration of sampling points is ws ¼ Tp

Ts
Tcfcd. For the vth correlation results, the PRN

code phase migration is wc
v ¼ vTcfcd chips and ws

v ¼ Tp
Ts
vTcfcd sampling points. In the

FFT-based parallel acquisition algorithm, the valid results of parallel correlation show
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the same phenomenon of phase migration, for the reason that the input data of each
correlation operation last for two continuous periods of PRN code and this ensure the
implementation of circular correlation. On the basis of above analysis, the proposed
MECS-CP algorithm does not perform frequency compensation or phase correction
directly on the local PRN code replica or input signal, but corrects the position of
correlation peak by shifting parallel correlation results x(0:L-1, v, u)circularly
according to the estimation of PRN code phase migration, thus eliminating the
influence of the code Doppler on the acquisition performance.

In the process of coarse carrier Doppler compensation, the number of circular
shift U is determined by the range of carrier Doppler and the accuracy of coarse
compensation. As described in reference [9], the sign of u� Uþ 1

2

� �
indicates the

shift direction and its magnitude stands for the number of shift bits. The physical
meaning of circular shift is that the carrier Doppler frequency compensation for the
signal is u� Uþ 1

2

� �
1
2Tc

. Hence, the code Doppler compensation is f̂cd ¼
fc
fr

u� Uþ 1
2

� �
1
2Tc

accordingly, and then the phase required for correction for v-th

correlation results is ŵc
v;u ¼ vTc f̂cd chips, that is the estimation of code phase

migration is wc
v;u ¼ �ŵc

v;u chips. In the hardware implementation of MECS-CP
algorithm, all the signal processing objects are sampled discrete data and the cir-
cular shift is fixed-point operation. On one hand, the value of phase correction for

(v, u)th correlation results at sampling rate is ŵs
v;u ¼ vTpfc

2Tsfr
u� Uþ 1

2

� �
, and the

direction of circular shift is also determined by the sign of u� Uþ 1
2

� �
. On the other

hand, rounding is essential for ŵs
v;u to implement the operation of circular shift.

There are two categories of rounding methods in common use: rounding to the
nearest integer and rounding to the integer in a certain direction. If the method of
rounding to the nearest integer is applied, the correlation peaks through phase
correction will jump back and forth in two adjacent phases along with the accu-
mulation time, and then two adjacent peaks whose amplitudes are almost equal
appear in the accumulation results, as shown in Fig. 2. The two accumulation peaks
almost share the signal power equally, so that the PAPR is reduced about 3 dB.

Fig. 2 Trajectory of correlation peak after phase correction and normalized coherent accumu-
lation result without noise (rounding to the nearest integer)

A Low Complexity Algorithm for Code Doppler Compensation Using … 359



Therefore, the method of rounding to the nearest integer is not suitable to modify
the value of phase correction, and then the rounding method is chosen from the
category of rounding to integer in a certain direction: rounding toward positive
infinity, rounding toward negative infinity and rounding toward zero. Considering
the symmetry in positive and negative direction, the last one, namely rounding
toward zero, is adopted in the MECS-CP algorithm, and represented by the symbol
of fix[��.

3.2 Implementation of New Algorithm

In summary, the implementation steps of the proposed algorithm of MECS-CP are
as follows,

(1) For the (v, u)th parallel correlation results x(0:L-1, v, u), the magnitude and
sign of phase required for correction are calculated according to formulas f̂cd ¼
fc
fr

u� Uþ 1
2

� �
1
2Tc

and ŵs
v;u ¼ Tp

Ts
vTc f̂cd. And then ŵs

v;u is rounded toward zero
resulting in integer, that is fix½ŵs

v;u�. In accordance with the aforementioned
operations, V � U modified values of phase correction are calculated succes-
sively, and all pre-stored in the memory at the corresponding address (v, u), as
shown in Fig. 3.

Fig. 3 Flow chart of MECS-CP algorithm
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(2) In the process of correlation and coarse carrier Doppler compensation, the
modified value of phase correction fix½ŵs

v;u� is taken out from the mapped
address space when the (v, u)th correlation results x(0:L-1, v, u) are exported.
The correlation ouput x(0:L-1, v, u) are circularly shifted according to the value
of fix½ŵs

v;u�, and the results x0ð0 : L-1; v; uÞ are saved in the three-dimensional
array preparing for the next stage of accumulation.

4 Performance Analysis and Simulation Results

4.1 Compensation Performance

The accuracy of code Doppler compensation is closely related to the accuracy of
coarse carrier Doppler compensation for the proposed the MECS-CP algorithm.
The accuracy of coarse compensation of FFT-based full parallel acquisition algo-
rithm is 1

2Tc
, so then the accuracy of code Doppler compensation is fc

2Tcfr
.

The phase correction accuracy is also an effective index for the algorithms,
which compensate the code Doppler by correcting the phase migration, because this
index influences the shape of accumulation peak and the acquisition performance in
direct. The phase correction accuracy of the proposed MECS-CP algorithm is
generally determined by the ratio of the sampling rate to the chip rate of PRN code,
which is Ts

Tp
chips. It has been assumed earlier in the article about Ts ¼ 0:5Tp, so the

accuracy of phase migration is 0.5 chips.
Next, MATLAB simulations are done to analyze and evaluate the performance

of the MECS-CP algorithm which employs parallel code searching architecture.
The input signal is shown as Eq. (1), and main parameters are the carrier frequency
fr ¼ 1268:52 MHz, the chip rate of PRN code fc ¼ 10:23 MHz [10], the length of
PRN code Lc ¼ 1023, the correlation time Tc ¼ 0:1 ms, the carrier Doppler fd ¼ 10
kHz, and the sampling rate fs ¼ 20:46 MHz.

Hence, the code Doppler is fcd � 80 Hz, and the phase migration during one span
of Tc is wc ¼ Tcfcd � 0:008 chips. If the whole accumulation time is 32 ms, the
phase migration of the 320th correlation results is ws

32 ¼ 2� 320wc � 5 samples,
namely 2.5 chips. It is obvious that the accumulation time of 32 ms is far greater
than the optimal accumulation time [4]. If no measures are executed to compensate
the code Doppler or to correct the phase migration, multiple adjacent peaks will
appear in the accumulation results. It can be observed visually from Fig. 4 that the
position of correlation peak migrated along with time, and the trajectory shows a
downward trend. Without phase correction, the main-lobe broadening and peak
reduction occur in the result of coherent accumulation.

Whereas, the Fig. 5 illustrates the trajectory of correlation peaks and accumu-
lation peak when the proposed algorithm of MECS-CP is adopted. Since the new
algorithm corrects the phase migration of PRN code correlation results in direct,
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which eliminates the offset of the correlation peak position, the trajectory of cor-
relation peaks is approximately parallel to the X-axis. Moreover, it is noticeable that
the accumulation peak is sharper, and is far higher than that of Fig. 4 due to the fact
that the signal power is concentrated at the peak.

In order to further verify the performance of MECS-CP algorithm, Monte Carlo
simulations of the PAPR and detection rate Pd under different C/N0 are conducted.
It is required that the false alarm rate Pfa ¼ 10�5 and the estimation error of PRN
code phase is less than 1 chip. The simulation results are shown in Fig. 6.

When the coherent accumulation time is 16 ms, the phase migration is about 1.3
chips. Then, the signal can still be acquired by increasing the C/N0 instead of
compensating the code Doppler, and the performance is about 3 dB worse than that
of the case with phase correction as shown in the Fig. 6. For the case with phase
correction, the PAPR when the coherent accumulation time is 32 ms is about 3 dB
larger than that when the coherent time is 16 ms, and the detection rate is about
3 dB better as well. Furthermore, the simulation curves through phase correction

Fig. 4 Trajectory of correlation peak and normalized coherent accumulation result without phase
correction and noise

Fig. 5 Trajectory of correlation peak after phase correction and normalized coherent accumu-
lation result when MECS-CP algorithm is adopted and noise is absent
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when the carrier Doppler is 10 kHz are almost coincided with the curves without
code Doppler compensation when the carrier Doppler is 1 kHz, respectively. The
above results illustrate that the MECS-CP algorithm is able to correct the phase
migration caused by code Doppler effectively, so that the weak signal can be
accumulated during a long time without introducing additional loss. It can be seen
from the Fig. 6 that Pd of the proposed algorithm can reaches 0.9 when Pfa ¼ 10�5

and C/N0 = 31 dBHz during a coherent accumulation time of 32 ms in simulation.

4.2 Computational Complexity

The MECS-CP algorithm presented in this paper is based on code parallel acqui-
sition architecture in terms of the previous description and analysis. The phase
correction is realized primarily by circularly shifting the PRN code correlation
results, so as to correct the phase migration resulting from the code Doppler. The
estimation and modification of the phase migration are accomplished on computer
in advance, and pre-stored in memory. In hardware implementation, the modified
value of phase correction fix½ŵs

v;u� is taken out from the mapped address space in the
light of (v, u). The operation of circular shift is combined with the stored procedure
of correlation results, thus consuming no logic resources. In a word, the main
consumption of MECS-CP algorithm is memory resources, and the size of storage
space is VUNbit, in which Nbit is the bit width of fix½ŵs

v;u�.

5 Conclusions

This paper presents a low complexity algorithm, namely MECS-CP, to solve the
problem of PRN code phase migration caused by code Doppler in the acquisition
process for navigation receiver under the condition of large dynamic and low C/N0.

Fig. 6 Relationship between PAPR, Pd and C/N0, where “noCC” denotes there are no methods of
code Doppler compensation adopted in acquisition
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The new algorithm is carried out on the parallel code searching architecture. The
phase required for correction is calculated according to the formulas

ŵs
v;u ¼ vTpfc

2Tsfr
u� Uþ 1

2

� �
, and ŵs

v;u is modified by rounding toward zero. Most

importantly, the position of correlation peak is corrected by circularly shifting the
parallel correlation results. The accuracy of code Doppler compensation of
MECS-CP algorithm is fc

2Tcfr
, and the phase correction accuracy is Ts

Tp
chips. The

simulation results demonstrate that, the new algorithm could efficiently correct the
phase migration of parallel correlation results and sharpen the accumulation peak,
thus improving the PAPR and detection rate. In particular, it is found that the
FFT-based full parallel acquisition algorithm with code Doppler compensation can
achieve a detection rate of 0.9 and a false alarm rate of 10−5 at C/N0 = 31dBHz
during a coherent accumulation time of 32 ms in simulation. In addition, only
memory resources are consumed in hardware implementation, MECS-CP algorithm
is proved to be a simple but efficient code Doppler compensation method.
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Non-binary LDPC APP-Based Decoding
for BDS Navigation Data

Jiaju Song

Abstract Non-binary low density parity check (LDPC) codes over GF(64) are
applied to channel coding scheme for navigation data in Beidou system (BDS) open
service signal B1C and B2a. This paper reviews non-binary LDPC Extended
Min-Sum (EMS) soft decision decoding algorithms, and several equivalent
implementations of the decoder due to different definitions of log-likelihood ratio.
Considering the characteristics of the ultra-sparse regular code used by BDS, the
structure of the decoder can be simplified. Then a posteriori probability
(APP) based decoding method for non-binary LDPC code is proposed, in which a
posteriori probability is used not only for decision output, but also as the message
input in next iteration. So complete storage of the messages between the variable
and check nodes is not necessary, less memory is required, and variable node
update processing is simplified. Finally, the performance of several decoders is
evaluated.

Keywords Non-binary low density parity check decoders � APP decoding
Iterative decoding � Belief propagation

1 Introduction

Beidou satellite navigation system (BDS) open service signal B1C and B2a use
Non-binary Low-density Parity-check (NB-LDPC) codes in channel coding scheme
[4]. Compared with binary LDPC, NB-LDPC has better performance, better
anti-burst error ability and lower error floor, especially for medium or short code
length. But it also brings engineering issues such as algorithm complexity and
memory usage. Up to now, three different NB-LDPC code are deployed in BDS
navigation data channel, with code length N = 200, 88 and 96. All three NB-LDPC
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codes are regular codes, have same column weight dc = 4 and row weight dv = 2,
constructed over Galois field GF(64) with primitive polynomial p(x) = 1 + x + x6.

NB-LDPC is a generalization and extension of binary LDPC over Galois fields.
There are two types of decoding algorithms: bit flipping (BF) and belief propa-
gation (BP). It results in a large number of different decoding algorithms, by
applying different implementations, improvements and simplifications on BF and
BP. As a simplification of the BP method called Sum-Product algorithm (SPA), the
log-domain min-norm algorithms family, including the Min-Sum (MS) algorithm
and the Min-Max algorithm, with its excellent performance, has been widely used
in binary LDPC decoding [10].

However, both SPA and log-domain min-norm algorithms family have
encountered time and space complexity issues during extension to non-binary sit-
uation. To reduce complexity, fast Fourier transform (FFT) is used to process
convolution in SPA [10], and Declercq proposed the Extended Min-Sum
(EMS) [5]. In the EMS algorithm, probability messages over GF(q) are truncated
to size nm, where nm << q. By ignoring q − nm obviously impossible elements in a
message, NB-LDPC can eventually be deployed in a real-time communication
system.

A posteriori probability (APP) decoding is derived from a posteriori probability
iteration of one-step majority-logic decoding. The prior probabilities of all possible
values of the codeword elements are obtained from the soft-decision sequence, and
the corresponding posterior probabilities are calculated by decoder. Then, the set of
posterior probabilities is used as new a prior probability, and the decoding process
is repeated.

During APP decoding iteration, a posterior probability has correlation with the
initial value, which causes performance degradation [8]. In order to avoid this
correlation, the BP algorithm introduces a large amount of memory for storing
probability data. In literatures about binary LDPC decoding algorithm, the
min-norm algorithm family, especially the Min-Sum algorithm, which are con-
structed on the APP and the BP decoding, are often referred to as “APP-based” and
“BP-based” algorithm [3, 6].

For NB-LDPC, we can combine the idea of truncating message in EMS with the
APP iteration. In the second section, the NB-LDPC logarithmic domain Min-Sum
algorithm is reviewed, and then the message truncation is applied to implement the
EMS algorithm. In the third section, we use a posterior probabilities column
accumulation to replace the check node data processing, to derive the NB-LDPC
APP-based EMS decoding algorithm. The performances of MS, EMS and APP
algorithms are simulated in the fourth section. Besides, the Galois field operations,
which used by NB-LDPC decoder, are given as an appendix.
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2 Log-Domain Min-Sum Algorithm

2.1 Iteration Process

The log-domain Min-Sum algorithm uses logarithms of probabilities as a likelihood
measurement in order to simplify the calculation and avoid the error floor caused by
numerical precision. The decoding process essentially is the propagation of like-
lihood information on the edge of the Tanner graph defined by the parity check
matrix. The algorithm steps are as follows [2, 5, 10]:

Initialization

Initialize a prior likelihood ratio of the n-th codeword taken symbol a as
cnðaÞ ¼ fcnða1Þ; . . .cnðaqÞg. There are q (q = 64) possible values for each code-
word symbol, which form the vector a ¼ fa1; . . .aqg.

Select the most likely symbol as the first decision:

zn ¼ argmax
a

cnðaÞ½ � ð1Þ

Messages form variable nodes (VN) to check nodes (CN) u are initialized
simultaneously:

un;mðaÞ ¼ cnðaÞ ð2Þ

Iteration

(1) Row Processing

During row processing, messages v passed from CN to VN are calculated
row-by-row form messages u. It can be completed in three steps:

(1-1) Galois field elements in u are rearranged by multiplying each element with
the corresponding item in the parity-check matrix. The Galois field element vector a
is rearranged to vector ~a:

un;mð~aÞ ¼ un;mðahn;mÞ ¼ fun;mða1hn;mÞ; . . .; un;mðaqhn;mÞg ð3Þ

The multiplication here is defined over the Galois field.
(1-2) Calculate v:

vn;mð~bÞ ¼ min
~b2C

X
t 2 Rm

t 6¼ n

ut;mð~aÞ ð4Þ
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where Rm represents the VNs connected to the m-th CN, that is, the set of column
numbers of the non-zero elements in the m-th row in the check matrix. C is called a
configuration set, which is a set of sequences of all finite field elements satisfying
the condition

P
t 2 Rm

t 6¼ n

~at ¼ ~b. This step is implemented by forward-backward

(FB) algorithm and the elementary check node (ECN) processing unit [1, 4].
(1–3) Galois field elements in messages v are also rearranged by dividing with

the same item in (1-1).

vn;mðaÞ ¼ vn;mð~ah�1
n;mÞ ð5Þ

(2) Column Processing

Calculate new messages u column by column:

un;mðaÞ ¼ cnðaÞþ
X
t 2 Sn
t 6¼ m

vn;tðaÞ ð6Þ

where Sn represents the CNs connected to the n-th VN, also the set of row numbers
of the non-zero elements in the n-th column in the check matrix. Considering BDS
LDPC check matrices have a fixed row weight dv = 2, rewrite is as:

un;m0 ðaÞ ¼ cnðaÞþ vn;mðaÞ ð7Þ

where m′ is the other non-zero element’s row number in the n-th column. Therefore,
we can store new un;m0 ðaÞ into the address of un;mðaÞ, which not used anymore, then
swap m and m′ between twice iteration, to reduce memory by half.

(3) A Posterior Probability Calculation and Decision

While performing variable node processing, a posterior probability of the n-th
codeword is calculated:

ĉnðaÞ ¼ cnðaÞþ
X
t2Sn

vn;tðaÞ ð8Þ

And codeword decision:

zn ¼ argmax
a

ĉnðaÞ½ � ð9Þ

So far a decoding iteration is completed. Repeat the iteration until success or
exceeds the maximum number of iterations.
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2.2 Equivalent Decoders

There are different definitions of a priori likelihood information in several equiv-
alent implementations of the Min-Sum algorithm, and their VN processing equa-
tions Eq. (6) are also different [7, 9].

In binary channel, the n-th codeword xn taken the value of a, The corresponding
binary bits compose vector a, and the soft decision data output by the receiver form
a vector y. Suppose the components of y are statistically independent, binary
channel modulation function is B(x) = (−1)x, and the variance of additive white
Gaussian noise (AWGN) in the channel is r2. Initialization and variable node
processing steps of two equivalent implementations are as follows:

2.2.1 Standard Min-Sum

Define the likelihood information as the negative logarithm of probability:

cnðaÞ ¼ � ln Prðxn ¼ ajyÞ½ � ¼ � ln
Yp
t¼1

PrðatjytÞ
" #

¼ �m ln
1ffiffiffiffiffiffi
2p

p
r
þ 1

2r2
Xp
t¼1

BðatÞ � yt½ �2
ð10Þ

Omitted the DC components in Eq. (10) where do not affect the cumulative and
minimum operations, the likelihood information is initialized as:

cnðaÞ ¼
1
2r2

Xp
t¼1

BðatÞ � yt½ �2 ð11Þ

2.2.2 Log Likelihood Ratio Min-Sum

Specify a Galois field element â as the basis for likelihood information, define
likelihood information as logarithmic likelihood ratio (LLR):

cnðaÞ ¼ � ln
Prðxn ¼ ajyÞ
Prðxn ¼ âjyÞ ¼

1
r2

Xp
t¼1

yt BðatÞ � BðâtÞ½ �

¼ 2
r2

Xp
t¼1

ytj j at � âtð Þ
ð12Þ

where � represents binary XOR, â can be any element in the Galois field. Usually 0
or the most likely element in this codeword is chosen as â. Correspondingly,
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the normalization operation should also be introduced in the VN processing, replace
Eq. (6) with following two equations:

u0n;mðaÞ ¼ cnðaÞþ
X
t 2 Sn
t 6¼ m

vn;tðaÞ ð13Þ

un;mðaÞ ¼ u0n;mðaÞ � u0n;mðâÞ ð14Þ

If the â is the most likely element, as the direct decision of channel data, then
Eq. (14) is replaced by:

un;mðaÞ ¼ un;mðaÞ � min
a2fag

u0n;mðaÞ
h i

ð15Þ

At this time, all likelihoods information is always nonnegative and the LLR of
the most probable element is fixed to zero.

2.3 Extended Min-Sum (EMS)

The huge amount of data in row processing steps restricts NB-LDPC applications.
For each non-zero element in parity-check matrix, the decoder row processing unit
needs to perform Galois field multiplication and division each of q (dc − 1) times,
calculates qdc�1 summation results, and selects the minimum values for q configu-
ration sets. Here, dc is the weight of the row where the element is located, and q is
for GF(q).

In Extended Min-Sum (EMS) algorithm, the amount of computation is reduced
form q to nm by sorting and truncating the likelihood information. If a truncated
element needs to be referenced in the decoding process, a sum of a constant offset
and the maximum likelihood in the element will be taken as the truncated element’s
likelihood information, indicating that its probability is lower than all the reserved
elements.

3 APP-Based EMS Algorithm

Comparing Eqs. (6) and (8), the difference between them is only whether the
accumulation process contains the likelihood ratio message of the current edge
itself.

Equation (6) calculates the VN to CN message, which defines the possibility of
current variable match with each Galois field element, under the conditions of other
variables in the parity check equation are specified, and the check equation is
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satisfied. Equation (8) obtains the most probable value of the variable after this
iteration, which includes not only the information calculated in Eq. (6), but also the
variable node prior information.

If we substitute the result of Eq. (8) for the Eq. (6), we get the APP-based EMS
algorithm. At this point, Eq. (13) is replaced by:

u0n;mðaÞ ¼ ĉnðaÞ ¼ cnðaÞþ
X
t2Sn

vn;tðaÞ ð16Þ

Column operations are reduced to a column-by-column accumulation, which can
be decomposed and assigned in the row processing, saves a lot of memory and time.
But the approximation also introduces additional performance degradation (Fig. 1).

In EMS, VN to CN and CN to VN data each stores nz sets of truncated LLR
messages, where nz is the number of non-zero elements in the parity check matrix.
In the APP-based EMS algorithm, the data needs to be stored is APP likelihood
ratio, and its accumulating cache. The total number of truncated LLR messages
need to be stored is reduced from 2nz to 2N.

Following figures show the structure of the MS/EMS decoder and APP decoder.
They have exactly the same initial likelihood ratio memory (Initial LLRs) and row
processing module, but the CN to VN data memory and column processing module
of the EMS decoder are replaced by a posterior likelihood ratio accumulator in the
APP decoder. The channel data enters the decoder from the initial LLRs memory.
During iteration, the data flows counterclockwise between the modules, until the
decoding succeeds or reaches the maximum number of iterations (Fig. 2).

Scalar multiplication and offset can compensate the LLR overestimate, which
caused by the Min-Sum algorithm itself, and improve the decoding performance
[10]. These techniques can also be applied to EMS and APP-based EMS algorithm.

4 Performance Simulation

The three NB-LDPC codes used by Beidou system are simulated by Monte-Carlo
method, and the decoding performance curves under several algorithms are
respectively obtained.

(b)

(b)

Fig. 1 Min-Sum (1) and APP (2) decoder check node processing structures
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The channel model used in simulation is additive white Gaussian noise
(AWGN). The soft decision data is quantized to 4 bits, the length of information
truncation nm = 10 and the maximum number of iterations is limited to 100
(Fig. 3).

Concisely, only the curves of LDPC used by B1C subframe II (N = 200) are
shown in figure, and the other two codes each has *0.5 dB performance degra-
dation due to the shorter codeword length N.

Min-Sum (MS) and Offset Min-Sum (Offset-MS) have the best performance,
Extended Min-Sum (EMS) have acceptable complexity and little performance loss.
The two curves of the APP algorithm are the decoding performance of decoder
parameter nLLR = 10 and 64, when nm = 10. Where nm is the number of GF domain

Fig. 2 Min-sum (1) and APP (2) LDPC decoder structures
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Fig. 3 Decoding performance, including the bit error rate (BER) (1) and frame error rate
(FER) (2), to the signal noise ratio. The BER performance of uncoded BPSK modulation is also
plotted as a reference, while the uncoded FER is always close to unity
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elements participating in row processing operations, and nLLR is the number of GF
domain elements storing in a posteriori likelihood ratio accumulator.

5 Conclusion

Using SPA, or offset MS algorithms, the BDS NB-LDPC codes can obtain the
performance approaching the Shannon limit. The complexity and performance
needs to be balanced in a receiver, and EMS algorithm provides a flexible solution:
choosing a suitable data truncation length based on resource and performance
requirements.

APP-based EMS algorithm simplifies the column processing, accomplishes
column-by- column accumulation at the same time as row processing, and elimi-
nates VN to CN and CN to VN data memory. It requires less memory, and is easier
to implement. However, it has decoding performance degradation about 2 dB. So it
is suitable for consumer receivers, soft decoders and other applications with strict
resource limitation.

Appendix: Operations Over Galois Field

In the decoding algorithm, using unsigned p bits represent the p binary coefficients
of the polynomial elements in GF(2p). The addition and subtraction is equivalent to
the bitwise XOR of the polynomial coefficients. And there are two alternative
implementations of multiplication and division: Logarithmic and shift register
method.

Logarithmic method requires four steps, with fixed time-consuming:

• Obtain the logarithms of two operands by a look-up table;
• Add or subtract two logarithms over Integral Ring;
• Modulo 2p − 1;
• Complete the exponential operation by another look-up table, and get the result

of multiplication or division.

The shift register method does not require look-up tables, but needs more and
unfixed time. BDS using Galois field GF(64) based on the primitive polynomial p
(x) = 1 + x + x6, the multiplier/divider consists of two 6-bit shift registers and the
primitive polynomial decides its feedback, as shown in following figure.

In a multiplication operation, the factor a is loaded into the shift register A and
the number 1 is loaded into the other shift register B. Then the two LSBs are
XORed with the MSB in each shift cycle. Until the value in the shift register B
equals the other factor b, the result in the shift register A is the product ab.
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In a division operation, the dividend a is loaded into the shift register A while the
divisor b is loaded into the shift register B. Perform the same shift operation as in
multiplication, until the value in the shift register B equals 1. Then the result in shift
register A is the quotient a/b (Fig. 4).
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An Improved RAIM Algorithm
and Hatch-Type Filter Smoothing
Strategy

Si-long Luo, Li Wang, Rui Tu, Ya-bing Zhang and Wei-qi Zhang

Abstract An improved RAIM algorithm is proposed against the inaccurate of
small outlier detection and identification, which based on the standard deviation of
the unit weight in the positioning solution and in the form of an iterative selection
of satellites. At the same time, the RAIM algorithm is applied to the positioning
data preprocessing stage while the cycle slips only detect without repair. It solves
the problem of the failure of the Hatch-type smoothing during the initial period,
because of satellite fault or cycle slips. The results show that the new data pro-
cessing method combined with Hatch-type filtering and RAIM algorithm can not
only solve the divergence problem of Hatch-type filtering, but also can detect and
identify 20 m small outlier satellites in different situations, which improve the
integrity and positioning accuracy.

Keywords SPP � Hatch-type filter � RAIM � Small fault � Missing detection
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1 Introduction

Single Point Position (SPP) accuracy based on the double-frequency
ionosphere-free model is generally about 10 m [1] and is mainly used for
non-precision positioning and navigation. The precision of non-differential preci-
sion single-point positioning using high-precision carrier phase observation is
higher, but its convergence time is longer and needs to deal with carrier ambiguity
and cycle slips with more complex process. Carrier phase smoothing pseudo-range
is a method which weighing the high-precision carrier phase observations and
pseudo-ranges to improve the accuracy of single-point positioning [2–5]. The
commonly used smoothing methods are Hatch filtering [3], elevation-angle-based
Hatch [4], weighted smoothness of observation [5] and so on. This kind of filtering
needs the accurate initial value of filtering to ensure the reliability of the subsequent
pseudo-range of the satellite. Therefore, it is necessary to detect and identify the
satellites in the epoch.

Receiver Autonomous Integrity Monitoring (RAIM) refers to the monitoring of
the integrity of the localization solution using only the redundant observations of
user receivers, and a large number of studies have been conducted [6–9]. However,
the traditional RAIM algorithm is insensitive to minor faults of about 20 m or
smaller, which makes it hard to detect and identify completely, resulting in missing
detection and decrease the positioning accuracy.

To solve the defect that Hatch Filter failure because satellite fault in initialization
phase or cycle slips in satellite, as well as the problem that RAIM algorithm is not
sensitive to the small fault, this paper proposes a data processing method which
combines Hatch filtering and RAIM algorithm to simulate the original data two
kinds of fault situations, and use this method for experimental analysis. The results
show that SPP after the combination of Hatch filtering and RAIM algorithm, which
not only can detect and identify the fault of 20 m fault satellites, but also can
properly correct the pseudo-range deviation or rejection of the faulty satellites,
greatly reducing the missed detection rate to improve the integrity and positioning
accuracy.

2 Algorithm Principle

2.1 Hatch-Type Filter

Except the ionospheric delay, multipath effect and observed noise term, the other
types of error terms are the same in GPS pseudo-range observation equation and
carrier phase observation equation. Thus the two types of observation equations
without considering the same error can be expressed as [1]:
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Pj ¼ Rj þ c tR � t js
� �þDj

ion þDj
mp þ ep ð1Þ

U j ¼ k u j þN j
� � ¼ Rj þ c tR � t js

� �þDj
ion þDj

mp þ eu ð2Þ

In the above formula, P j is the pseudorange observation of the jth satellite; R j is
the geometric distance from the satellite to the receiver; tR, tS is the receiver clock
error and the satellite clock error; Dj

ion is the ionospheric delay; Dj
mp;D

j
mu for the

corresponding pseudorange and phase multipath delay; U j for the phase pseudor-
ange; k j for the carrier wavelength; uj for the corresponding phase observation; N j

is integer ambiguity; e is observed noise;
Hatch filtering weighted-smoothing formula [3] can be obtained by making the

difference between (1) and (2) in epoch tk and tk-1.

Pj
LC 1ð Þ ¼ Pj

LC 1ð Þ ð3Þ

Pj
LC ið Þ ¼ 1

i
P j
LC ið Þþ 1� 1

i

� �
i� 1ð ÞþDU j

LC i; i� 1ð Þ� �

Hatch filtering is simple and easy. When i = 1, pseudoranges have the heaviest
weight, and then reduce the weights of the pseudoranges in smoothing time to make
full use of high-precision carrier phase observations. However, it is also found that
the Hatch filter relies heavily on the correctness of the smoothed initial epoch
satellite pseudorange. If the initial epoch satellite is fault, that is, the value of PLC

j is
abnormal, the satellite will transmit the fault offset in subsequent epochs, so that the
smoothed value deviates from the actual value even diverges. Based on this, this
paper combines RAIM algorithm before ephemeris smoothing to detect and identify
faults.

2.2 RAIM Algorithm

Adopting the RAIM algorithm based on the least squares method [9], the GPS
pseudorange observation equation is given as:

y ¼ Gxþ e ð4Þ

where y is the pseudorange observation value of n available satellites, G is the
observation matrix of dimension n � 4, formed by the geometry vectors of n
available satellites and a column of clock error vectors; x is the vector of navigation
solutions dx dy dz dt½ �T; e is the n-dimensional observation of the pseudo-range
noise vector, if there is deviation, then represent as e + b.
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The unit weight’s standard deviation of the pseudorange residual vector obtained
by least-squares principle is:

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VTPV=ðn� 4Þ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SSE=ðn� 4Þ

p
ð5Þ

Wherein, V is the pseudorange residual vector, P is the observation of the weight
matrix. Assuming that the pseudo-range residual limit is rT under normal condi-
tions, r[ rT indicates that a satellite fault can be detected and the user can be
alerted. Afterwards, the fault satellite can be identified using the Baldar data
detection method [12], which constructs the statistics based on the least square
residual vector:

di ¼ jvij
r0

ffiffiffiffiffiffiffi
Qvii

p ð6Þ

According to the statistical theory, di obeys the normal distribution whose mean
value is zero when there is no fault. The threshold Td is calculated according to the
parameters of the approach phase, and the statistic di of each satellite is compared
with Td respectively. If di > Td, it indicates that the ith satellite is faulty. In addition,
the RAIM algorithm must be given its integrity assurance. We uses Horizontal
Protection Level (HPL) value as RAIM usability standards. Before the RAIM
algorithm is performed, the Horizontal Alert Limit (HAL) is calculated from the
non-precision phase parameters of the aircraft, and the HPL is compared with the
HAL. If HPL\HAL, the RAIM algorithm is available, otherwise unavailable.
The fault detection and identification are based on the selection of stars based on
the change of error in the unit weights.

3 Hatch and RAIM Combined Strategy

The SPP data processing method with Hatch filtering and RAIM algorithm com-
bination shown in Fig. 1.

As can be seen from Fig. 1, the data processing with RAIM and Hatch com-
bination has the following characteristics:

(1) Pseudo-range smoothing is performed after SPP and detecting the fault first.

Considering the importance of Hatch filtering in fault detection and recognition at
the beginning of smoothing, the RAIM algorithm and the star selection iterative
method based on the change of error in the unit weights are given priority to detect
and identify the epochs. Then the epochs are smoothed by Hatch filtering Ensure
the smoothness of the correctness.
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(2) Detection of small fault using satellite selection iterations based on changes in
the unit weights.

The satellite selection iterative method based on the change of error in unit weight
as a supplement to RAIM. If the fault value is larger, the faulty satellite can be
successfully identified by the RAIM algorithm; otherwise, based on the variation of
error in the epoch unit weight, the jth visible satellite is sequentially eliminated
from the n available satellites, and the remaining n−1 visible satellite to locate and
solve the value of rj so as to obtain n Drj value. This paper draws to take DrT ¼
5m as the recognition threshold. If Drj [DrT , it indicates that the j-th satellite has
poor positioning performance and is regarded as a fault identifier.

(3) Fault satellite processing.

For the faulty satellite detected and identified, if the satellite is normally involved in
Hatch filtering in the previous epoch, then the smoothing of the epoch is continued
using the smoothing pseudo-range value of the previous epoch; if the satellite does
not exist in the previous epoch or the previous epoch is a fault satellite, then be
removed. In addition, the satellite is also removed in the event of a cycle slip. For
the current case of redundant observation of GPS, it is feasible to eliminate some
satellites with poor positioning performance to improve the integrity and posi-
tioning accuracy.

Fig. 1 Hatch-type filter and RAIM algorithm combination processing flow
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4 Experimental Analysis

4.1 Experimental Data and Schemes

GPS observation data of the first day of 2017 of the IGS BJFS station with a
sampling interval of 30 s are used, and all the epochs between 3:00 and 11:00 are
selected for the example analysis.

Two different satellite fault scenarios were simulated. Case 1: Satellite simula-
tion of random failures, that is, an interval of 10 epochs is added with a deviation of
20 m on the pseudo-range observations of the 3rd satellite of each observation
epoch. Since the faulty satellite is uncertain and non-existent, so the situation is
random and sudden. Case 2: Simulation of medium and long term sustained failure
of satellites, that is, a specific numbered satellite (PRN14) is selected as a fault
satellite, and 20 m deviation is added to its pseudo range observation, the situation
is specific and continuous.

Figure 2 shows the availability of the RAIM algorithm. During the experimental
period, the number of available satellites for the RAIM algorithm is between 6 and
12, and its availability is 100% (HPL < HAL). Since the RAIM usability standard
HPL is only related to non-precision approach phase parameters and satellites
geometry locations, the HPL values are equal in two cases.

The following solutions are designed for the two kinds of fault cases, two aspects
of positioning accuracy and RAIM performance are analyzed.

• Direct Pseudo Range Point Positioning (SPP)
• RAIM Algorithm Processing (RAIM)
• Hatch filter processing (Hatch)
• RAIM algorithm processing after Hatch filtering processing (H_R)
• Hatch/RAIM combined data processing (HR).

Fig. 2 RAIM algorithm
availability graph
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4.2 Experiment 1: Random Satellite Burst Failure Situation

Figure 3 shows the epoch sigma sequence processed by different schemes for 20 m
deviation on the pseudo-range. It can be seen from the figure, under the
pseudo-range offset of 20 m, there will be a large number of sigma < sigmaT of the
epoch when only use the RAIM algorithm, resulting in missing detection. If only
the Hacth filtering is used to smooth the pseudo-range, It only detects the cycle slip
and does not repair it, so there are still some unsmooth satellite positioning solvers
between 300–350 and 620–750 epoch, resulting in a large sigma value; if the RAIM
algorithm is performed after the Hatch filtering, the effect is obviously better than
the first two, in fact, it can be seen as a combination of two independent repair
processes, but there are still some epoch that has not improved; When the com-
bination of Hatch/RAIM is used, the defect of scheme four is made up. and
accuracy is improved by eliminating satellites with poor positioning performance. It
should be pointed out that the height angles of PRN12, PRN13 and PRN14 are not
enough to reach the elevation angle of 10° at the pseudoranges of 140–221, 350–
510 and 650–690 epochs and thus are not reflected in sigma sequence of the figure.

Figure 4 shows the residual sequences and RMS plots of E, N, and U axes under
different schemes with the bjfs station’s high-precision coordinates as true values. It
can be seen from the figure that the residuals of E, N and U after Hatch/RAIM
combination processing are the smallest, but their RMS values are not as good as
the simple RAIM algorithm and RAIM algorithm processing after Hatch filtering
processing in the U direction. The reason is that the false distance repair value of the
fault satellite is less than its pseudo range deviation value, so the positioning effect
is still not as good as directly removing the faulty satellite.

Fig. 3 Sigma values for
different scenarios under fault
situation 1
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4.3 Experiment 2: Specific Satellites Continued Fault
Situation

Figure 5 shows epoch sigma value sequence after adding 20 m pseudo-range
deviations to PRN14 under the fault of case 2. It can be seen from the figure, only the
case 3, which is Hatch filtering processing, clearly reflects the defects of distortion in
the epoch of satellite fault under the initial Hatch smoothing,, so that RAIM algo-
rithm processing after Hatch filtering processing results are similar to the RAIM
algorithm; And when using Hatch/RIAM combination of programs to deal with,
glitches play a better detection, thus the Sigma value is improved. Therefore, with
enough redundant observations to be located, it is entirely possible to eliminate
glitch satellites or poorly positioned satellites to improve accuracy and integrity.

Figure 6 shows the residual sequences and RMS plots in E, N and U directions
after processing of different schemes. It can be seen from the figure that for the fault
case 2, the residual E, N and U residuals obtained after the satellite is removed are
smaller than other schemes because the faulty satellite identified by the Hatch/RAIM
detection can not perform pseudo-range smoothing repair. At the same time, it can be
seen from the RMS plots of each scheme that the positioning scheme combined with
Hatch/RAIM also has higher positioning accuracy than other schemes.

Fig. 4 E/N/U direction residual and various solutions RMS accuracy under fault situation 1
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Fig. 5 Sigma values for different scenarios in case of fault situation 2

Fig. 6 E/N/U direction residual and various solutions RMS accuracy under fault situation 2
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Table 1 shows the RAIM results of experimental data processed by different
schemes in two fault situations. It can be seen from the table, after the Hatch/RAIM
fusion process for the original data, 194 poorly positioned satellites are still
removed from the epoch.

For fault Scheme 1, 34 fault epochs can be detected by using RAIM algorithm,
and the fault detection rate is 45.3%. After Hatch smoothing, the RAIM algorithm
is used to reduce the fault detection rate to 12% by restoring the pseudo-range bias
of some satellites. After the combination of Hatch/RAIM, the detection rate can
reach 290.7%, which shows that this algorithm also performs the star removal for
the epoch that has not artificially added.

For fault Scheme 2, only the fault detection rate of RAIM algorithm is 49.2%,
and a considerable number of faulty satellites fail to identify. However, the RAIM
algorithm fault detection rate is 51.4% after performing Hatch filtering smoothing
for each epoch, indicating that for a specific in the case of satellite failure, Hatch
filtering not only does not play the role of pseudo-range smoothing, but also
increases the pseudo-range discrepancy of the faulty satellite in the later epoch for
the smooth. When the combination of Hatch/RAIM is adopted, the Hatch filtering
can successfully detect and identify 658 failed satellites, detection rate of 134%.

5 Conclusion

The proposed Hacth/RAIM positioning data processing method can effectively
solve the initial defects of Hatch filtering under different fault conditions. In view of
the shortcoming that the miniaturization of RAIM algorithm is hard to identify, this
paper adopts the star selection iterative method based on mean square error of unit
weight to perform small Fault detection as a supplement, you can fully identify the
deviation of 20 m, reduce the risk of missed inspection to improve the positioning
accuracy and integrity.

Table 1 RAIM performance results under different schemes

Schemes Detection
number

Identification
number

Detection rate
(*100%)

Identification rate
(*100%)

R_0_R 0 0 0 0

R_0_H_R 0 0 0 0

R_0_HR 194 194 194/0 194/0

R1_20_R 34 34 34/75 33/34

R1_20_H_R 9 9 9/75 9/9

R1_20_HR 218 218 218/75 75/218

R2_20_R 241 241 241/490 241/241

R2_20_H_R 252 251 252/490 251/252

R2_20_HR 658 658 658/490 490/658
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With the rapid development of GNSS system, GNSS Multi-System positioning
is more practical and the probability of multiple faults will also increase. In this
paper, we only study the single-fault location of GPS. The next step will focus on
the data processing and satellite optimization of multi-satellite faults. Improving the
existing algorithms at the same time so that the algorithm can adapt to real-time
location and integrity monitoring in a variety of situations
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The Performance Assessment on Lunar
Navigation for GNSS

Bo Qu, Tao Yan, Xingyuan Han, Yanguang Wang, Longlong Li
and Yansong Meng

Abstract With the gradual implementation of China’s lunar exploration project,
the ground monitoring and control network also has to complete a large number of
lunar monitoring and control tasks. In order to alleviate this pressure, lunar
spacecraft needs to employ other methods to finish its positioning and timing tasks.
Global navigation satellite system is designed to provide positioning and timing
service for terrestrial users. Because of the improvement on GNSS receiver, it has
been used on LEO satellites and spacecraft. However, the signal power of navi-
gation satellites in GNSS is weak, and GDOP of visible satellites is bad, which is a
big challenge for the design of GNSS receiver on lunar orbit. In this paper, the lunar
navigation performance of GPS and BDS III is evaluated. We analyzed the prop-
agation attenuation loss of GPS and BDS III signals on the moon, and gave the
propagation attenuation of these signals at different frequencies. In addition, we
investigated the power variation characteristic, the number variation, visible time,
and GDOP of navigation satellites in GPS and BDS, which can improve the design
of GNSS receiver for lunar mission.

Keywords GNSS � Lunar � Receiver � Visible satellite � GDOP

1 Introduction

Recent years, the demand for navigation and positioning on the moon increases
gradually with the further implementation of lunar space exploration activities in
China. In order to improve the autonomy, reliability and safety of lunar space
vehicle, it is necessary to investigate new navigation and positioning methods as
backup means [1].

Global navigation satellite system (GNSS) was initially designed for terrestrial
users to provide location and timing services. However, with the study on spatial
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characteristics of global positioning system (GPS) and the performance improve-
ment of GNSS receiver, more and more spacecraft and LEO satellites are equipped
with GNSS receivers to realize autonomous navigation and positioning.

However, there is a big challenge for GNSS receiver to use in lunar space
mission. Because the altitude of lunar spacecraft is higher than that of GNSS
satellites whose antenna points to the earth, lunar spacecraft can only receive GNSS
signals from the other side of the earth. The main lobe signal from the antenna on
the GNSS satellite is blocked by the earth, which decreases the beam angle of the
signal from a visible satellite. The number of visible GNSS satellites is smaller,
which degrades the geometric dilution of precision (GDOP). In order to improve the
GDOP and increase the number of visible satellites, the GNSS receiver has to
receive the side lobe signal of the antenna on navigation satellites [2]. However, the
side lobe signal power of GPS satellites is 20 dB less than that of main lobe signal
[3]. The receiver requires the higher sensitivity to acquire and track the side lobe
signal. In addition, the distance between the spacecraft on lunar orbit and GNSS
satellites is far greater than the distance between the ground receiver and GNSS
satellites, so the power attenuation of the navigation signal received in lunar mis-
sion is larger than that of the navigation signal received by terrestrial users, which
results in the requirement on the high sensitivity of GNSS receiver.

In recent years, there have been some literature on the above problems.
Reference [2] designed a high orbit GPS receiver, and simulated its performance in
geostationary earth orbit (GEO) and lunar space mission. The performance of GPS
antenna sidelobe signal on a high orbit satellite was analyzed and discussed in [3].
GPS navigation performance on the Earth-Moon transfer track is analyzed in [4].
Reference [5] designed a high sensitivity receiver for GPS L1CA signals for lunar
missions. However, the above literature mainly analyzed the GPS navigation per-
formance for GEO or lunar mission, and didn’t analyze the lunar navigation per-
formance of Beidou navigation satellite system (BDS).

The navigation and positioning performance of GPS and BDS in lunar mission
has been analyzed in this paper. The variation characteristic of the navigation
satellite power is simulated. Besides, we have investigated the number of visible
satellites and the variation characteristics of GDOP under different receiver sensi-
tivities, which supports the development and design of lunar GNSS receiver.

The paper is organized as follows: In the Sect. 2, GPS and BDS are briefly
introduced. Section 3 describes the principle of GNSS signal reception in lunar
missions and the signal propagation attenuation analysis. Section 4 shows the
assumptions and conditions of the simulation, and analyzes the power variation, the
number of visible satellites and the GDOP variation of GPS and BDS. Finally,
conclusions are drawn in Sect. 5.
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2 Introduction on GPS and BDS

GPS is a global navigation satellite system developed by the United States. Its core
constellation consists of 24 medium earth orbit (MEO) satellites in order to ensure
that the number of visible satellites is more than 4 at anywhere and any time. At
present, GPS has about 31 satellites whose orbit height is about 20,000 km. These
satellites are distributed on 6 orbital planes, and there are about 4–6 satellites on
each orbital plane. The angle between the orbital plane and Earth equator is 55°,
and the difference between the ascending node longitude and the adjacent orbital
planes is 60°. The orbit period of GPS satellites is about 11 h and 58 min [6, 7].

GPS signals mainly include L1C/A signals, L2C signals, and L5 signals. All of
GPS satellites are transmitting L1C/A signals, but only part of GPS satellites are
transmitting L2C signals and L5 signals. The minimum power level of L1C/A
signal is −158.5dBW, and that of L2C signal is −160 dBW [6, 8].

BDS is the Beidou satellite navigation system developed by China. Its con-
struction and development are divided into three stages. The first stage is called as
Beidou-I, the second stage is Beidou-II, and the third stage is Beidou-III. Beidou-III
constellation consists of three geostationary earth orbit (GEO) satellites, three
inclined geosynchronous orbit (IGSO) satellites, 24 MEO satellites and several
backup satellites. The orbit height of GEO satellites is 35,786 km, and the longitude
of three GEO satellites is 80°, 110.5° and 140° respectively. The orbit height of
IGSO satellites is also 35,786 km, and the angle between the IGSO orbital plane
and Earth equator is 55°. The orbit height of MEO satellites is 21,528 km, and the
angle between the orbital plane of MEO satellites and Earth equator is also 55° [9].
The MEO constellation of BDS contains three orbital planes, and the phase of MEO
satellites is selected from the Walker24/3/1 constellation. The IGSO satellites are
distributed in three orbital planes, whose difference of the right ascension of
ascending node (RAAN) is 120° [10].

At present, BDS signals mainly consists of B1I, B2I, B1C and B2a signals. The
B1C and B2a signals are transmitted by MEO and IGSO satellites in BDS-III. If the
elevation of the BDS satellites is about 5° and the BDS receiver with the 0dB right

Table 1 Minimum receiving
power level of BDS signals

Signal Satellite Type Minimum power level
(dBW)

B1I GEO, MEO,
IGSO

−163

B2I GEO, MEO,
IGSO

−163

B1C MEO −158.5

IGSO −160.3

B2a MEO −155.5

IGSO −157.3
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circularly polarized antenna, the minimum power level of the navigation signal
from the BDS satellites is shown in Table 1[9, 11].

It can be seen from Table 1 that the minimum power level of B1I and B2I
signals is −163 dBW, which is 4.5 and 2.7 dB smaller than that of B1C signal
transmitted by MEO and IGSO satellites, respectively. The minimum power level
of B1I and B2I signals is 5.7 and 7.5 dB smaller than that of B2a signal transmitted
by MEO and IGSO satellites, respectively. The B1C and B2a signals transmitted by
IGSO satellites are 1.8 dB weaker than those transmitted by MEO satellites. The
moon is far away from the earth which causes large propagation attenuation. B1C
and B2a signals have higher power than B1I and B2I signals, which can reduce the
sensitivity requirement on lunar receiver for signal acquisition and tracking.

Comparing the constellations of GPS and BDS, we can see that MEO satellites
of GPS are distributed in 6 orbital planes, while MEO satellites of BDS is dis-
tributed in 3 orbital planes. In addition, BDS has 3 IGSO, which causes that BDS
and GPS has different coverage characteristics and affects the visibility of these two
navigation systems on the moon. From the point of view in signal power, the
minimum power level of L1C/A signal is −158.5 dBW and higher than that of B1I
and B2I signals, but L1C/A signal has the same minimum power level as B1C
signal from MEO satellites and its minimum power level is 3 dB weaker than that
of B2a signal. Therefore, in the situation of the same propagation loss, the power of
B2a signals on the moon is higher than that of L1C/A signals and B1C signals.

3 Principle and Link Analysis of Signal Reception
on Lunar Orbit

In this section, we introduce the principle of GNSS signal reception on lunar orbit
and analyze the propagation loss of different navigation signals.

3.1 Principle of GNSS Signal Reception on Lunar Orbit

The distance between the lunar vehicle and the earth is much larger than the height
of the GNSS satellites. The lunar vehicle needs to receive the GNSS satellite signals
from the other side of the earth, as shown in Fig. 1. The main lobe signal of GNSS
satellites is blocked by the earth, and the beam angle from visible satellites is small,
which leads to the shorter visible time, the smaller number of visible satellites, and
the worse GDOP in the moon space mission.

In order to increase the number of visible navigation satellites, it is necessary for
the lunar receiver to receive the side lobe signal from the antenna on GNSS
satellites. We can get the relative gain table of the side lobe gain relative to the gain
of 15° antenna angle of GPS Block IIR satellites in Ref. [3]. When the
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antenna angle is greater than 69°, the antenna gain relative to that of the 15° antenna
angle is smaller than −20.61 dB. When the sensitivity of the lunar receiver is high
enough to receive the signal from the 69° antenna angle, the beam angle of navi-
gation satellites can be increased, which effectively increase the visible time of
navigation satellites. However, the high sensitivity increases the difficulty in the
design of a lunar receiver.

3.2 GNSS Link Analysis on Lunar Orbit

The distance between the lunar spacecraft and the earth is about 380,000 km, and
the orbit height of GNSS satellites is about 20,000 km, so the signal transmission
distance is assumed to be 400,000 km. We can calculate the free space propagation
loss of the GPS and BDS signals at the lunar distance.

From the Table 2, we can see that the propagation loss of L1CA, B1I, and B1C
signals is more than 208 dB. When the signal frequency is reduced to around
1200 MHz, the free space propagation loss of L2C and B2I signals is reduced to
206 dB. The propagation loss of L5 and B2a signals is further reduced to
205.89 dB. Because the signal received by lunar receiver is very weak, the decrease
of the space propagation loss can decrease the sensitivity of lunar receiver, which
can reduce the difficulty in the design of a lunar receiver.

SatelliteMoon main lobe signal

side lobe signal

Earth

Fig. 1 Diagram of lunar
GNSS signal reception
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4 Simulation Results

4.1 Simulation Conditions and Assumptions

In order to compare the signal power and coverage characteristics of GPS and BDS
constellations, L1C/A and B1C signals, which have the same minimum power level
and frequency, are assumed to be received in simulation. Due to the lack of BDS
antenna characteristic data, Both GPS and BDS adopt GPS BLOCK IIR antenna.
Besides, the GNSS receiver antenna gain is set to be 11 dB.

We need the positions of GPS and BDS navigation satellites and spacecraft at
different times to calculate the power, visible time, number of GPS and BDS visible
satellites. In simulation, satellite tool kit (STK) is used to simulate GPS and BDS
constellations to obtain the above information.

STK software has GPS constellation, which can be used directly. However, BDS
constellation needs to be set up. The B1C signal is only transmitted by IGSO and
MEO satellites, so BDS constellation didn’t contain GEO satellites in the simula-
tion [8]. The types and quantities of GPS and BDS satellites used in the simulation
are shown in Table 3.

BDS satellites have not yet been fully deployed, and we can’t obtain the specific
orbit of all 24 BDS MEO satellites. According to the Ref. [10], BDS MEO con-
stellation uses Walker24/3/1 in simulation. There are five IGSO satellites in Ref.
[11], but the constellation of BDS III contains only three IGSO satellites [9]. We
remove one satellite from the orbital planes having two IGSO satellites and another
one from the orbital planes having three IGSO satellites so that the number of IGSO
satellites decreases to three and meets the constellation design of BDS III.

Table 2 Propagation loss of
GPS and BDS signals

System Signal Frequency
(MHz)

Propagation loss
(dB)

GPS L1C/
A

1575.42 −208.43

L2C 1227.6 −206.26

L5 1176.45 −205.89

BDS B1I 1561.098 −208.35

B2I 1207.140 −206.12

B1C 1575.42 −208.43

B2a 1176.45 −205.89

Table 3 Type and quantity
of navigation satellites in
simulation

System Satellite type Quantity

GPS MEO 31

BDS IGSO 3

MEO 24
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4.2 Simulation Analysis

This section focuses on the power variation of GPS and BDS satellites, the visibility
of navigation satellites, the number of visible satellites and the GDOP under dif-
ferent receiver sensitivities. Figures 2 and 3 show the power variations of GPS and
BDS satellites on lunar orbit. We can see from Figs. 2 and 3 that the power of GPS
L1C/A signals and BDS B1C signals at most of the time is in the region between
−182 dBW and −190 dBW. The sensitivity of GNSS receiver needs to reach
−190 dBW in order to receive most of the navigation satellite signals. Considering
that the power of B2a signal is 3 dB higher than that of L1C/A signals and B1C
signals and its path propagation loss is 2.54 dB lower than that of L1C/A signals
and B1C signals, the sensitivity of GNSS receiver receiving B2a signals is 5.54 dB
lower than that of GNSS receiver receiving L1CA signals and B1C signals.

Figures 4 and 5 show the number variation of visible satellites in GPS and BDS
at different reception sensitivities. The simulation time is 24 h in these figures.
When the number of visible satellites isn’t less than 4 satellites, GNSS receiver can
be located. It can be seen from Fig. 4 that the number of visible satellites in either
GPS or BDS can’t be more than four at any time when the receiver sensitivity is
−185 dBW, which means that GNSS receiver can’t get its position at any time. In
order to improve the visibility of navigation satellites, the joint reception of GPS
and BDS signals can be used to increase the number of visible satellites. It can be
seen that the number of visible satellites can be no less than 4 at any time under the
−185 dBW receiver sensitivity, after employing the joint reception.
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As shown in Fig. 5, either GPS or BDS can guarantee that no less than 4
satellites can be visible at any time, when the receiver sensitivity is increased to
−188 dBW. The number of BDS visible satellites in the region between 0 and 10 h
is more than that in the region between 10 and 24 h. This is because that the signal
of IGSO satellites in China can cover the moon area, which increases the number of
BDS visible satellites. When the signals from these IGSO satellites are unable to
cover the moon area, the number of BDS visible satellites decreases. Although one
of GPS and BDS can guarantee 4 satellites visible at any time, the number of
redundant satellites is still small. When receiving GPS and BDS jointly, the number
of visible satellites can be greatly increased.

GDOP is an important indicator to measure the positioning precision of GNSS.
Figures 6 and 7 show GDOP variations under different receiver sensitivities. As
shown in Fig. 6, when the receiver sensitivity is −185 dBW, the GDOP value of
GPS and BDS is between 500 and 4000. At some time, the GDOP value of GPS
and BDS can reach more than 8000. This is because that only 4 satellites in GPS or
BDS is visible at this time and the distance between two of these satellites is very
close. When receiving GPS and BDS jointly, the GDOP decreases to about 1000
due to the increase of visible satellites.

As shown in Fig. 7, when the receiver sensitivity is −188 dBW, the GDOP
value of GPS and BDS is reduced to the region between 500 and 2000. When
receiving GPS and BDS jointly, the GDOP can be reduced to about 500. Reducing
the GDOP can effectively improve the positioning accuracy of the GNSS receiver.
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5 Conclusions

This paper analyzes the navigation performance of GPS and BDS on the lunar
distance. In this paper, we analyze the path propagation loss of GPS and BDS
signals on the moon distance. With the navigation signal frequency decreases from
L1 and B1 frequency to L5 and B2 frequency, the signal propagation loss is
reduced by 2.54 dB, so the sensitivity of GNSS receiver receiving L5 or B2 fre-
quency signal can be 2.54 dB lower than that receiving L1 or B1 frequency. In
addition, the transmitting power of B2a signal is 3 dB higher than that of B1C
signal, which can further reduce the receiver sensitivity for B2a signal. This can
reduce the complexity of GNSS receiver design. According to the antenna char-
acteristics and the power of L1CA signal and B1C signal, we analyze the power
change, the number variation, and the GDOP value of visible satellites in GPS and
BDS under different receiver sensitivities. It is shown that the joint reception of
GPS and BDS can effectively increase the number of visible and reduce the GDOP,
which provides the basis for the design of GNSS lunar receiver.

Acknowledgements This work is supported by National Natural Science Foundation of China
(Grant 91438107; Grant 61627817).

References

1. Miller J (2011) Enabling a fully interoperable GNSS space service volume. In: The 6th
International Committee on GNSS(ICG), Tokyo, Japan

2. Winternitz LM, Bamford WA, Heckler GW (2009) A GPS receiver for high-altitude satellite
navigation. IEEE J Sel Top Signal Process 3(4):541–556

3. Martzen P, Highsmith D (2015) GPS antenna characterization experiment(ACE): receiver
design and initial results

4. Capuano V, Blunt P, Botteron C, Tian J, Wang Y, Leclere J, Farine P (2014) GNSS to reach
moon. In: The 65th International Astronautical Congress, Toronto, Canada

5. Capuano V, Blunt P, Botteron C, Tian J, Leclere J, Wang F, Basile F, Farine P (2016)
Standalone GPS L1 C/A. Sensors 16:347

6. ICD-GPS-200F Navstar GPS Space Segment/User Segment Interfaces (21 Sept 2011)
7. Xie G (2014) Principles of GPS and receiver design. Publishing House of Electronics

Industry, Beijing
8. Kou Y (2012) Understanding GPS: principles and applications, 2nd edn. Publishing House of

Electronics Industry, Beijing
9. China Satellite Navigation Office (2017) BeiDou navigation satellite system signal in space

interface control document for B1C and B2a (Test Version)
10. China Satellite Navigation Office (2013) Specification for open service performance of

Beidou satellite navigation system (Version 1.0)
11. China Satellite Navigation Office (2016) BeiDou Navigation satellite system signal in space

interface control document (Version 2.1)

The Performance Assessment on Lunar Navigation for GNSS 397



The Development of Real-Time Vector
Receiver on Hardware Platform
and the Assessment of Anti-spoofing
Capability

Xinran Zhang, Hong Li, Chun Yang, Li He and Mingquan Lu

Abstract Anti-spoofing technology is currently a hot spot in the field of naviga-
tion. In comparison with the traditional GNSS receiver, vector receiver takes the
advantage of the coupling of satellite signals in a combining way regarding the state
of receiver. Limited to attack conditions and implementation complexity, spoofing
signals are generally not coupled with authentic satellite signals. This means that
vector receiver is likely to have anti-spoofing capability. To validate this concep-
tion, we develop a real-time GNSS vector receiver on FPGA platform and test its
response to spoofing signals. The experimental results show that the vector receiver
is insensitive to the spoofing attacks when the number of satellites is four. While if
the number is five, some loops of the vector receiver will lose lock on the condition
that spoofing signals delays are greater than 2*15 ls. It demonstrates preliminarily
that the vector receiver can detect spoofing attack to a certain extent. Moreover, we
also investigate the influence of satellite geometrical distribution, spoofing signal
delay and other factors on the anti-spoofing capability of vector receiver.

Keywords Vector receiver � Real-time � Spoofing attack � Anti-spoofing

1 Introduction

Global Navigation Satellite System (GNSS) has been widely used around the
world. Nevertheless, navigation system is vulnerable to spoof due to low signal
power as remote transmission, open structure of civil signals, and slow updating of
navigation message. Spoofing is a kind of deliberate interference, in which the
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spoofer provides the receiver with erroneous position, velocity and time solutions
by sending spoofing signals. This type of attack is more than subtle and the receiver
is usually unaware of spoofing which might lead to extremely severe consequences
[1]. Therefore, to prevent spoofing interference and improve user security has
become an urgent topic in the field of navigation.

The traditional GNSS receiver adopts scalar receiving mode that each channel
tracks a satellite signal respectively, then the receiver performs a PVT
(Position-Velocity-Time) calculating by combining the observations from satellite
signals to get a receiver state, including position, velocity and clock correction. But
in fact, satellite signals have some couplings with each other instead of being
completely independent. Vector receiving technique utilizes the coupling to track
all satellite signals in a combining regarding the receiver state, which can signifi-
cantly enhance tracking performance [2].

The concept of vector tracking was first proposed in Ref. [2]. It points out that
the vector tracking algorithm can improve tracking performance by combining
satellite signals together. Afterwards, a vector tracking structure based on Kalman
filtering is proposed [3]. In which traditional scalar loop is replaced by Vector
Delay Locked Loop (VDLL) and Vector Frequency Locked Loop (VFLL), and the
simulation result shows that the vector tracking algorithm can reduce signal
recapturing time and improve tracking performance. Receivers based on vector
tracking structure also have advantages in anti-interference ability that the receiver
can quickly recover the signal tracking after the interference is suppressed [4, 5]. In
general, the vector receiver is superior to the traditional scalar receiver in terms of
tracking performance and anti-interference ability. The development of vector
receiver is also a hot spot at present.

Considering that the authentic satellite signals are always coupled with each
other. While limited to attack conditions and implementation complexity, spoofing
signals are generally not coupled with authentic satellite signals. This means that
vector receiver is likely to have anti-spoofing capability. To validate this concep-
tion, we develop a real-time GNSS vector receiver on FPGA platform and test its
response to spoofing signals. Moreover, we also investigate the influence of satellite
geometry, spoofing signal delay and other factors on the anti-spoofing capability of
vector receiver. The experimental results demonstrate that the vector receiver is
insensitive to the spoofing attacks when the number of satellites is four. While if the
number is five, some loops of the vector receiver will lose lock on the condition that
spoofing signals delays are greater than 2–15 ls. For different satellite geometrical
distributions, the minimum delay that leads to loss of lock is different. And the
greater the amount of delay, the more likely the vector receiver is to lose lock. It
demonstrates preliminarily that the vector receiver can detect spoofing attack to a
certain extent. The research results can be used as reference for further GNSS
anti-spoofing technology research and the development of GNSS customer terminal
with anti-spoofing capability.

The rest part is arranged as follows. The second section introduces the principle
and structure of vector receiver. The third section discusses the anti-spoofing
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capability of vector receiver. The fourth section presents the anti-spoofing experi-
ments and analyses of the results. The last section concludes the paper.

2 Vector Receiver

2.1 Satellite Signals Coupling

In the traditional GNSS scalar receiver, each channel separately tracks each satellite
signal to obtain the carrier Doppler, code phase and other observations, as well as
the satellite ephemeris. Afterward the receiver combines the observations of at least
four satellite signals to get position, velocity and clock correction. In the process of
tracking carrier Doppler and code phases, all the channels operate independently
(Fig. 1).

In practice, however, the carrier Doppler and code phase of each satellite signal
are directly relevant to the position, velocity, and clock correction of the receiver as
shown in Eqs. (1) and (2) [6]:

fn ¼ � xu � xnð Þ vxu � vxnð Þþ yu � ynð Þ vyu � vynð Þþ zu � znð Þ vzu � vznð Þ
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xu � xnð Þ2 þ yu � ynð Þ2 þ zu � znð Þ2

q ð1Þ

Cn ¼
fc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xu � xnð Þ2 þ yu � ynð Þ2 þ zu � znð Þ2

q
þ s

� �

c
ð2Þ

Among them, xu; yu; zu; vxu; vyu; vzuð Þ and xn; yn; zn; vxn; vyn; vznð Þ represent the
three-dimensional position and velocity of receiver and satellite of the channel n
respectively. And s denotes the receiver’s clock correction. The carrier Doppler fn

Sat1: (x1, y1, z1)

Sat3: (x3, y3, z3)

SatN: (xN, yN, zN)

User: (xu, yu, zu, τ )

...

Sat2: (x2, y2, z2)

Sat4: (x4, y4, z4)

Fig. 1 GNSS positioning principle
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can be derived from the relative velocity between receiver and satellite. We define k
to be the wavelength of the satellite signal. The code phase Cn is relevant to the
pseudorange from receiver to each satellite, where fc is the code rate and c is the
velocity of light. That is, the satellite signals received are relevant to the receiver
state. In the known ephemeris conditions, provided that the receiver’s position,
velocity, clock correction and other information are completely exact, carrier
Doppler and code phase calculated by Eqs. (1) and (2) are exact too. Conversely, if
the receiver’s state is incorrect, the calculated carrier Doppler and code phase would
very likely be erroneous.

2.2 Vector Tracking Algorithm

Since vector tracking algorithm requires a receiver state to start, the vector receiver
we designed has a process of transition from scalar to vector mode [7]. The vector
receiver adopts scalar mode at startup until a PVT solution is achieved. Once the
receiver’s position, velocity, clock correction and other information are obtained,
the receiver switches to vector mode. The structure of vector mode receiver is
shown in Fig. 2 [8].

In vector mode, the outputs of discriminator no longer update tracking loops
directly, but adjust the carrier Doppler and code phase firstly:

Fig. 2 The structure of vector mode receiver
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fn ) fn þDfn ð3Þ

Cn ) Cn þDCn ð4Þ

Then the adjusted carrier Doppler fn and code phase Cn are used as the obser-
vations of Kalman filter to update receiver state. Finally, carrier Doppler and code
phase calculated by the corrected receiver state update tracking loops with dis-
criminator outputs [9].

2.3 Kalman Filter

Kalman filter is the principle part of the vector tracking algorithm. The main idea is
that whenever the system obtains a set of observations, the state of the system is
corrected so that the system state estimation reaches the minimum mean square
error [6]. In the Kalman filtering of the vector tracking algorithm, system state X is
the state of the receiver, including three-dimensional position and velocity, clock
correction and clock drift. The system observation Y contains code phases and
carrier Doppler measurements of all receiving satellite signals adjusted by the
discriminators [8, 9].

X ¼ xu vxu yu vyu zu vzu su bu½ �T ð5Þ

Y ¼ C1 C2 � � � CN f1 f2 � � � fN½ �T ð6Þ

Assume that the state vector of the receiver is obtained at time k:

Xk ¼ xuk vxuk yuk vyuk zuk vzuk suk buk½ �T ð7Þ

Firstly, we estimate the receiver state at time kþ 1:

X̂k ¼ AXk ð8Þ

In Eq. (8), A is the state transition matrix and the transfer cycle is 1 ms (taking
the GPS L1 C/A signal as an example). Subsequently, code phases and carrier
Doppler of all receiving satellite signals are estimated through the receiver state
according to Eqs. (1) and (2).

h X̂k
� � ¼ Ĉ1k Ĉ2k � � � ĈNk f̂1k f̂2k � � � f̂Nk

� �T ð9Þ
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Finally, receiver state is corrected by the difference between the observed value
Yk and estimated value h X̂k

� �
of code phases and carrier Doppler:

Xkþ 1 ¼ X̂k þKk � Yk � h X̂k
� �� � ð10Þ

And Kk is the gain matrix of Kalman filter [9].
After Kalman filtering is accomplished and corrected receiver state Xkþ 1 is

obtained, the difference between the estimated value h Xkþ 1ð Þ and observed value
Yk of code phases and carrier Doppler is combined with the outputs of
discriminators DC1 DC2 � � � DCN Df1 Df2 � � � DfN½ �T to update track-
ing loops. It is the entire process of vector tracking algorithm, which strengthens the
tracking performance by combining satellite signals of all channelswith receiver state.

3 Anti-spoofing Capability Analysis

Spoofing attack, no matter self-generated spoofing, or forwarding spoofing, aims to
distort the PVT solution of the receiver.

As shown in Fig. 3, Urt : xut; yut; zut; vxut; vyut; vzut; stð Þ indicates the real
three-dimensional position, velocity and clock correction of receiver. When one or
more satellite signals are replaced by spoofing signals, the PVT solution Urs :
xus; yus; zus; vxus; vyus; vzus; ssð Þ deviates from the actual value. According to the
GNSS positioning principle:

Sat1

Urt
Ture Position

Sat2

Sat3 Sat4

SatN

Urs
Wrong Position

Spoofing 
Source

...

Fig. 3 Principle of spoofing
attack
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xu � x1ð Þ2 þ yu � y1ð Þ2 þ zu � z1ð Þ2

q
þ s ¼ q1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xu � x2ð Þ2 þ yu � y2ð Þ2 þ zu � z2ð Þ2
q

þ s ¼ q2

..

.
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xu � xNð Þ2 þ yu � yNð Þ2 þ zu � zNð Þ2

q
þ s ¼ qN

8>>>>>><
>>>>>>:

ð11Þ

The position and clock correction deviation from the true value in the presence
of spoofing signals can be formulated as follows [10, 11]:

ex
ey
ez
es

2
664

3
775¼

xus � xut
yus � yut
zus � zut
ss � st

2
664

3
775 � GTG

� ��1
GT

Dq1
Dq2
..
.

DqN

2
6664

3
7775 ð12Þ

In Eq. (12), matrix G is called geometric matrix that relates merely to the
distribution of satellites relative to the receiver. Pseudorange deviation
Dq1 Dq2 � � � DqN½ �T can be expressed as Dqn ¼ c� Dtn, which is the speed of
light cmultiplies spoofing delayDtn. When the signal is true satellite signal,Dqn ¼ 0.
While if the signal is false, Dqn 6¼ 0. Analysis reveals that the deviations of receiver
position and clock correction are related to the matrix G and the spoofing delay.

Postulating that the Doppler shift of the spoofing signals relative to the true signals is
small that the velocity deviation due to the Doppler shift can be neglected. (In fact, The
Doppler shift cannot be neglected in reality environment. The neglect here is to facilitate
the derivation. It happens only with perfect spoofing, and considering Doppler shift
should make the spoofing detection more sensitive and effective.) Thereafter the
deviation of the velocity in the presence of the spoofing signals can be expressed as:

evx

evy

evz
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The velocity is expressed as the rate of position shift. The true position of the
receiver is from UrtA : xutA; yutA; zutA; stAð Þ to UrtB : xutB; yutB; zutB; stBð Þ in time Dt.
While under the condition of spoofing signals, the position result is from UrsA :
xusA; yusA; zusA; ssAð Þ to UrsB : xusB; yusB; zusB; ssBð Þ. Assuming that the shift of
pseudorange deviation is small enough, the deviation of velocity is mainly deter-
mined by the matrix G and its rate of shift, as well as the deviation of pseudorange.

From the structure of vector receiver, we can find that if the receiver state is
incorrect, then the estimated carrier Doppler and code phases are likely different to
the measurements from the received signals. When the deviation between the
estimated value and the measured value reaches a certain threshold, the loss of lock
will occur. This abnormal loss of lock in the loop is due to the disturbed coupling of
the tracked signals and this disturbance comes from spoofing signals. This means
that vector receiver is capable of detecting the presence of spoofing signal.

From all the analysis above, it is clear that the deviations of receiver position,
velocity and clock correction in the presence of spoofing signals are relevant to the
matrix G and its rate of shift, as well as the spoofing signals delays (deviation of
pseudorange). While the deviations of receiver position, velocity and clock cor-
rection solution will give rise to the deviations of carrier Doppler and code phase
estimations. Therefore, the anti-spoofing capability of vector receiver is also rele-
vant to these factors.

4 Experimental Test and Result Analysis

To validate the conception that vector receiver possesses anti-spoofing capability,
we develop a real-time GNSS vector receiver on FPGA platform and test it with
GPS L1 C/A code signals.

4.1 Testing Platform

The testing platform is shown in Fig. 4.
The testing platform contains signal source simulator, transmitting antenna,

receiving antenna, vector receiver and data displayer. The signal source simulator
can simulate satellite RF signals at different times and scenarios, and can simulate
the process of forwarding spoofing by adding delays to signals. The simulated
signals are emitted from the transmitting antenna, received by the receiving antenna
and transmitted to the downconverter. Then the vector receiver processes the down
converted signals and the calculation results are displayed on the data displayer.
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4.2 Testing Results and Analysis

Taking into the account that the limited computation capacity of the
hardware-based test platform, we mainly test the response of receiver under dif-
ferent satellite geometrical distributions and spoofing delays for four or five
satellites. The signal source simulator uses GPS ephemeris on November 16, 2017,
and the signal power at the down converter is around −120dBm.

4.2.1 Four Satellites

The vector receiver is insensitive to the spoofing signals when the number of
satellites is four. After the receiver switches to vector mode, it takes time for the
loops to lose lock. The loss of lock times in different satellite combinations and
different spoofing delays are tested respectively for No. 11 and No. 28 satellite. The
testing results are shown in Table 1.

The results show that when four satellites, the vector receiver can respond to
spoofing signals with delays roughly greater than 1 ms. After a period of time some
of the loops will lose lock. And the greater the amount of delay, the faster the vector
receiver loses lock.

Four satellites situation is special to the vector receiver. When all four satellite
signals are true, the code phases C1t C2t C3t C4t½ �T estimated by the actual
receiver position and clock correction Urt : xut; yut; zut; stð Þ, are equal to the code

Fig. 4 GNSS vector receiver testing platform
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phases fc�q1
c

fc�q2
c

fc�q3
c

fc�q4
c

h iT
measured from the signal [according to the

Eq. (11)]:

Cnt ¼
fc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xut � xnð Þ2 þ yut � ynð Þ2 þ zut � znð Þ2

q
þ st

� �

c
¼ fc � qn

c
ð14Þ

Considering the existence of spoofing signals. Take the case that only one
satellite signal is false as an example. It is assumed that the deviation of pseudo-
range due to spoofing delay is Dq1. As shown in equation set (15):

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xus � x1ð Þ2 þ yus � y1ð Þ2 þ zus � z1ð Þ2

q
þ st ¼ q1 þDq1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xus � x2ð Þ2 þ yus � y2ð Þ2 þ zus � z2ð Þ2
q

þ st ¼ q2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xus � x3ð Þ2 þ yus � y3ð Þ2 þ zus � z3ð Þ2

q
þ st ¼ q3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

xus � x4ð Þ2 þ yus � y4ð Þ2 þ zus � z4ð Þ2
q

þ st ¼ q4

8>>>>>>><
>>>>>>>:

ð15Þ

There are discrepancies between the solutions Urs : xus; yus; zus; ssð Þ of Eq. (15)
and the true values Urt : xut; yut; zut; stð Þ. The code phase Cns estimated by Urs :
xus; yus; zus; ssð Þ can be expressed as:

Cns ¼
fc

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xus � xnð Þ2 þ yus � ynð Þ2 þ zus � znð Þ2

q
þ ss

� �

c
ð16Þ

Table 1 Loss of lock time under different delays for four satellites

Delay

Satellite Number

10ms 5ms 1ms 500us

(11,3,1,17) 2min 3min 11min Long enough

(11,3,6,28) 1min 1min 8min Long enough

(11,1,6,22) 1min 1min 8min Long enough

(28,1,3,17) 1min 1min 7min Long enough

(28,6,3,11) 1min 2min 6min Long enough

(28,11,17,1) 0.5min 5min 10min Long enough
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While the measured values of the code phases obtained from the signal are:

fc q1 þDq1ð Þ
c

fc�q2
c

fc�q3
c

fc�q4
c

h iT
ð17Þ

It can be seen from the Eq. (15):

C1s C2s C3s C4s½ �T¼ fc q1 þDq1ð Þ
c

fc�q2
c

fc�q3
c

fc�q4
c

h iT
ð18Þ

For four satellites, there are four unknowns (three-dimensional position and clock
correction of the receiver) and four equations of the GNSS positioning system. The
calculation results satisfy each equation. Therefore, even if the calculated receiver
state deviates from the true value due to the spoofing signals delays, the subsequent
code phases estimated by the erroneous receiver state and the measurement results
obtained from the signals are still basically equal. Therefore when four satellites, the
deviations of code phases are not enough to cause the loss of lock in code loop.

Spoofing delays will not only lead to the deviation of receiver’s position and
clock correction, but also add a velocity that is caused by the shift of matrix G and
can keep stable over a period time. And this velocity deviation is proportional to the
delays. Therefore, when the spoofing delays reach a certain value, the vector
receiver loops may lose lock.

4.2.2 Five Satellites

Spoofing delay gives rise to the deviations of receiver state. Unlike the case of four
satellites, in a five satellites scenario, there must be code phase discrepancy between
the estimations from erroneous receiver state and the measurements from received
signals. The receiver loops will lose lock when the deviation reaches a certain
threshold. Therefore, when the number of satellites is more than four, the sensitivity
of vector receiver to spoofing signals increases greatly.

Testing on the condition of five satellites. Situation 1: one satellite signal is false
and the other four satellite signals are true. Add spoofing delay to No. 3, No. 17 and
No. 28 satellite separately in different satellite combinations. Situation 2: two
satellite signals are false and other three satellite signals are true. Add spoofing
delay to No. 3 with No. 17 satellites, and No. 8 with No. 11 satellites separately in
different satellite combinations. And T donates the vector receiver keeping working
normally while S donates losing lock after the receiver witches into vector mode.
All test results are presented in Tables 2, 3, 4, 5 and 6.

Table 2 shows the working status of vector receiver in different satellite geo-
metrical distributions and spoofing delays for the No. 3 satellite. Normal working
(T) of the vector receiver indicates that no spoofing has been detected, while the
case of loss of lock (S) indicates that the vector receiver has response to spoofing
signals. Detecting spoofing critical delay is the minimum amount of delay that can
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Table 2 Response to the spoofing attack of the satellite 3

delay(us)

Satellite Number

2 3 4 6 8 10 12 15 30 Critical

delay

(3,11,7,8,1) T T T T T S S S S 10us

(3,7,28,19,11) T S S S S S S S S 3us

(3,8,28,7,19) T T S S S S S S S 4us

(3,17,8,1,11) T T T T T T S S S 12us

(3,6,22,17,19) T S S S S S S S S 3us

(3,6,22,1,28) T T S S S S S S S 4us

Table 3 Response to the spoofing attack of the satellite 17

delay(us)

Satellite Number

2 3 4 6 8 10 12 15 30 Critical

delay

(17,11,7,8,1) T T T T T T S S S 12us

(17,28,19,7,3) T T S S S S S S S 4us

(17,19,1,8,3) T S S S S S S S S 3us

(17,8,11,7,28) T T T T T S S S S 10us

(17,6,22,19,1) T T T T T S S S S 10us

(17,6,22,28,3) T T T S S S S S S 6us

Table 4 Response to the spoofing attack of the satellite 28

delay(us)

Satellite Number

2 3 4 6 8 10 12 15 30 Critical

delay

(28,11,7,8,1) T T T S S S S S S 6us

(28,3,7,19,11) S S S S S S S S S 2us

(28,3,17,8,19) T S S S S S S S S 3us

(28,17,8,1,11) T S S S S S S S S 3us

(28,6,22,7,19) T T T S S S S S S 6us

(28,6,22,1,3) T T T S S S S S S 6us
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lead a vector receiver to lose lock. Tables 3 and 4 are the testing results for
No. 17 and No. 28 satellite. Tables 5 and 6 are the testing results of two spoofing
satellite signals.

The experimental results show that when the number of satellites is five, vector
receiver can detect the spoofing attack that spoofing delay is greater than 2–15 ls.
For different satellite geometrical distributions, the minimum delay that can be
detected is different. And for the same satellite geometrical distribution, the greater
the amount of delay, the more likely the vector receiver is to lose lock. When the
number of satellites is more than five, due to the computational burden, the current
platform cannot work normally. The follow-up effort will solve the platform’s
problems. Then we can test the anti-spoofing capability of vector receiver in the
case of more satellites to further improve the test system.

But on the whole, through theoretical analysis and experiments, it demonstrates
preliminarily that the vector receiver indeed has anti-spoofing capability.

5 Conclusion

In this paper, we study the structure of vector receiver and analysis that the carrier
Doppler and code phase estimated by the erroneous receiver state as spoofing
signals are likely different to the measurements from signals. When the deviation

Table 6 Response to the spoofing attack of the satellite 8 and 11

delay(us)

Satellite Number

2 3 4 6 8 10 12 15 30 Critical

delay

(8,11,3,17,1) T S S S S S S S S 3us

(8,11,6,28,1) T S S S S S S S S 3us

(8,11,17,6,28) T T T S S S S S S 6us

Table 5 Response to the spoofing attack of the satellite 3 and 17

delay(us)

Satellite Number

2 3 4 6 8 10 12 15 30 Critical

delay

(3,17,1,11,8) T T S S S S S S S 4us

(3,17,6,11,8) S S S S S S S S S 2us

(3,17,1,8,28) T S S S S S S S S 3us
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between them reaches a certain value, the tracking loops of vector receiver will lose
lock. Furthermore, we demonstrate that due to its nature, the vector receiver cannot
work normally in the presence of spoofing signals. Thus, we propose the conception
that vector receiver has anti-spoofing capability. Through developing a real-time
vector receiver on FPGA platform, we carried out series of experiments to
demonstrate this conception. Moreover, we also investigate the influence of satellite
geometry, spoofing signal delay and other factors on the anti-spoofing capability of
vector receiver. For different satellite geometrical distributions, the minimum
spoofing delays triggering loss of lock are different. As for the same satellite
geometrical distribution, the greater the amount of delay, the more likely the vector
receiver is to lose lock. The research results can be used as reference for further
GNSS anti-spoofing technology research and the development of GNSS customer
terminal with anti-spoofing capability.

Acknowledgements This study is funded by the National Natural Science Foundation of China
(61571255).
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Applying Probabilistic Graphical
Models in a GNSS Software Receiver

Xin Zhang, Lingxiao Zheng and Xingqun Zhan

Abstract A probabilistic graphical modelling approach to the parameter and state
estimation problems in a GNSS receiver is proposed. This method turns out to be
universal and comprehensive since as a framework it can accommodate both a
traditional software receiver with scalar tracking loop (STL) and one with a vector
tracking loop (VTL). It can even be extended to a multi-sensor integration setting
and serves as a candidate software architecture for All Source Positioning and
Navigation (ASPN).

Keywords PGM � GNSS � INS � Integration � Sensor

1 Introduction

Probabilistic graphical model (PGM) is a graph-theoretic framework for represen-
tation, inference, and learning [1–7]. This paper reviews those PGM-based methods
that are suitable for different stages of signal processing in a contemporary scaler or
vector GNSS software receiver.

Traditionally, signal processing in a Global Navigation Satellite System (GNSS)
software receiver focuses on (i) understanding explicit relationship between con-
secutive parts of the processing stages including acquisition, tracking, and navi-
gation solution; (ii) closed-form, non-probabilistic solutions to each of these stages
subject to certain simplifications or assumptions. Here ‘non-probabilistic’ refers to
inexplicit inclusion of any conditional probabilities in equations.

This work tries to consider the parameter and state estimation problems
encountered in a GNSS receiver from a different viewpoint. A framework based on
PGMs will be explored wherever possible. Previous researches have been dedicated
to one or several stages of the signal processing chain, either in a pure GNSS

X. Zhang (&) � L. Zheng � X. Zhan
School of Aeronautics and Astronautics, Shanghai Jiao Tong University,
Shanghai, China
e-mail: xin.zhang@sjtu.edu.cn

© Springer Nature Singapore Pte Ltd. 2018
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2018
Proceedings, Lecture Notes in Electrical Engineering 499,
https://doi.org/10.1007/978-981-13-0029-5_36

413

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0029-5_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0029-5_36&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0029-5_36&amp;domain=pdf


receiver or multi-sensor integration setting. The current attempt is expected to
facilitate improvements of information utilization within a receiver. The reason why
this approach should possess a decent performance is the data-centric trends in
modern computing. Several possible candidates of PGM are readily available from
modern machine learning. In particular, PGM combines the power of machine
learning with its unique strength in modeling the independencies (or dependencies)
between random variables.

The paper is structured as follows. The theoretic and application background of
this research is first introduced in this section. This is followed by the second part
where the framework of PGM is summarized and those results that both reside in
this framework and are important for the parameter and state estimation problems in
a contemporary GNSS receiver is given in proper orders. In particular, results
related to template model and independence preservation and evolution will be
presented, which are the keys to facilitating the current tracking problem. In the
third section, PGM application in signal tracking will be examined. This is fol-
lowed by examples of PGM application in in a vector GNSS receiver in the fourth
part and an example of PGM application in multisensor integration of GNSS with
other sensors in the fifth part. The final part provides some discussions on its direct
or indirect applications and concludes the paper.

2 Probabilistic Graphical Models (PGM) Framework

Estimation problems in navigation and in particular, GNSS and INS/GNSS inte-
gration can be modelled and solved using the framework of PGM. This section
summarizes the basic set of rules that will be useful in later development of esti-
mator equations.

2.1 Representation

Throughout the paper, we will mainly deal with Dynamic Bayesian Networks
(DBN). Specifically, the estimation problems, as we shall show later, belong to a
class of temporal modelling and inference problem. A typical unrolled DBN
(or ‘ground network’ [8]) is shown in Fig. 1. Here ‘unrolled’ means temporal

S0 S1 S2 S3

O1 O2 O3

Fig. 1 A typical DBN for a
parameter/state estimation
problem
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repetition of a template. This network can also be considered as Hidden Markov
Model (HMM). S(t), t = 1, 2, … is the hidden state (vector).

A list of symbols used in later development of inference paradigm is given here
for easy reference. This list also includes some of the symbols present in Fig. 1.

t Current epoch.
S(t) state vector at time t.
O(t) observation vector at time t.
O(1:t) observation (vector) from time 1 (time at which the

first observation is obtained) through t (including
time t).

r(t)(S(t)), P(S(t)|o(1:t)) the belief state at time t of current state S(t) given
observations up to the current time, i.e. time t. In P(�),
symbol S is uppercase because this is a random
variable while symbol o is lowercase because this is
considered observed here.

r(�t+1)(S(t+1)), P(S(t+1)|o(1:t)) the belief state at time t + 1 of current state S(t+1)

given observations up to the previous time, i.e. time t.

To distinguish between these two categories of nodes easily in Fig. 1, the always
observed node ‘o(t)’ (lower case ‘o’) is grayed.

2.2 Inference

Using the DBN model shown in Fig. 1, inference can be accomplished in four
steps, which in turn could be summarized as two equations.

Step 1. Unroll the template model (either DBN or plate model) to obtain the
ground (unrolled) temporal network.

A typical 2-TBN is shown in Fig. 2, where a robot localization problem is used
as an example. The states at each time epoch include robot’s acceleration, velocity,
and position, in addition to modeled sensor failure and weather conditions. The
inter-relationships between these variables within one time slice and between two
consecutive time slices are shown at the right side of Fig. 2. The left side of Fig. 2
shows the necessary initial condition.

Figure 3 shows the unrolled 2-TBN from Fig. 2 and is named ground or
unrolled network. In this example, only variables at time t = 0, 1, 2 are shown.

Now assume we are in the middle of the iterative estimation process. Steps 2
through 4 describes how to propagate the current state to the next.

Step 2. Input belief state obtained from last step, i.e. r(t)(S(t)).
Step 3. Belief state propagation: use r(t)(S(t)) to output r(�t+1)(S(t+1)).
Step 4. Output belief state: use r(�t+1)(S(t+1)) to output r(t+1)(S(t+1)).
Steps 2 through 4 can be summarized as two equations [8].
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rð�tþ 1Þ Xðtþ 1Þ
� �

¼ P Xðtþ 1Þ��oð1:tÞ� �
¼
X
XðtÞ

PðXðtþ 1Þjoð1:tÞ;XðtÞÞPðXðtÞjoð1:tÞÞ

¼
X
XðtÞ

PðXðtþ 1ÞjXðtÞÞrðtÞðXðtÞÞ:
ð1Þ

which is belief state forward propagation and

rðtþ 1ÞðXðtþ 1ÞÞ ¼ PðXðtþ 1Þjoð1:tÞ; oðtþ 1ÞÞ

¼ Pðoðtþ 1ÞjXðtþ 1Þ; oð1:tÞÞPðXðtþ 1Þjoð1:tÞÞ
Pðoðtþ 1Þjoð1:tÞÞ

¼ Pðoðtþ 1ÞjXðtþ 1ÞÞrð�tþ 1ÞðXðtþ 1ÞÞ
Pðoðtþ 1Þjoð1:tÞÞ :

ð2Þ

which is conditioning or re-normalization
As shown in later sections. These two equations can be rewritten in many

different forms among which the most easy-to-understand one is the Kalman filter
[10], and it will be shown that the prediction and update of a Kalman filter cor-
respond exactly to (1) and (2), respectively.

Accelera on0

Velocity0

Posi on0

Failure0

Weather0

Observa on0

Accelera on

Velocity

Posi on

Failure

Weather

Accelera on’

Velocity’

Posi on’

Failure’

Weather’

Observa on’

Fig. 2 A 2-TBN example
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3 Applying PGM to GNSS SDR

Estimation problems, whether a DLL or PLL, can be readily fitted into the
framework. Two common implementations take place here. One is scale tracking
loop (STL), and the other is vector tracking loop (VTL).

3.1 STL

Step 1. Representation.
In case of STL, what is estimated is a fixed variable, h, using the received signal r.
In case of PLL, h is carrier phase, while in DLL, h is code phase. Usually a LSQ
estimator is used. In this case, the transition model that is characteristic of an HMM
is nullified (the transition probability is 1, since we consider h is a constant in a
relatively small interval around the linearization point of the S-curve), and hence
our model will degenerate into a Naïve Bayes model (NB), shown in Fig. 4.
Steps 2, 3, & 4. Inference & Probabilistic Independence
In the right-hand side of Fig. 4, r1 through rn are mutually independent given the
parameter, h. This is a typical application of the concept of ‘active trail’ in PGM

Accelera on1

Velocity1

Posi on1

Failure1

Weather1

Accelera on2

Velocity2

Posi on2

Failure2

Weather2

Observa on2Observa on1

Accelera on0

Velocity0

Posi on0

Failure0

Weather0

Observa on0

Fig. 3 Unrolled 2-TBN from Fig. 2
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framework. Here the trail between every pair of ri and rj, i 6¼ j, is not active given h
and this means that probabilistic influence cannot flow from ri to rj, if h is given.
This property is called probabilistic independence. Whether or not this property is
preserved will be essential in deriving different forms of PGM model and its cor-
responding inference algorithms.

Let’s assume a pure carrier (i.e. code wipe-off is complete) and the received
signal is

rðtÞ ¼ xðt; hÞþ nðtÞ ¼ A cosð2pfctþ hÞþ nðtÞ ð3Þ

where n(t) is white Gaussian noise (with power spectrum ofN0/2 over the bandwidth).
The receiver can observe r(t) for a given time interval from t = 0 to t = t0 and is trying
to estimate h. Using techniques similar to that ofGram-Schmidt orthonormalization, it
is possible to find a basis of K orthonormal signalsWk(t), which should be guaranteed
complete (the method of choosing this set however, is beyond the scope of this paper)
for x(t, h) (for all the possible values of h) for t ∊ [0, t0]:

xðt; hÞ ¼
XK
k¼1

xkðhÞwkðtÞ; t 2 0; t0½ � ð4Þ

Then the signal x(t, h) can be represented through vector x(h), and the useful part
of r(t) can be represented through vector

r ¼ xðhÞþ n ð5Þ

where n is a vector of K statistically independent Gaussian random variables with
zero mean and variance equal to N0/2. Given h, the conditional probability density
function for r, encoded by the model as shown in the right-hand side of Fig. 4 is

frjhðrjhÞ ¼ 1

ðpN0ÞK=2
exp � r� xðhÞk k2

N0

 !
ð6Þ

The ML synchronizer outputs the estimate ĥ of h that maximizes frjhðrjhÞ for the
received r:

θ

r0 r1 rn

θ

r

Fig. 4 The Naïve Bayes
model used for STL
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ĥML ¼ max�1
h ½frjhðrjhÞ� ð7Þ

Solving (7) we can obtain the structure of our desired tracking loop including
Numerically Controlled Oscillator (NCO), loop filter and discriminator function.
Solutions can be easily found in a classical PLL textbook [9].

3.2 VTL

In case of VTL, the model takes the usual form of HMM. An example unrolled
network is shown in Fig. 5.

Here Pi is the position at time i, Oi the observation, and Sj the presence of
satellites. The subscript of Si represents PRN number assigned to this satellite. As
an example, only GPS satellites are considered here, so Sj ranges from S1 through
S32. In this particular setting, at time 1 and 2, satellites 1, 2, and 32 are visible while
at time 3, only satellites 2 and 32 are visible.

4 Extended Framework for Multisensor Integration

As we have shown in the previous three examples, what PGM describes can be the
probabilistic independence between state and observed variables and signal
parameters. In this regard, this framework can be readily suitable for solving
multi-sensor integration problems. An example of INS/GNSS Integration is shown
in Fig. 6.

P0 P1 P2 P3

O1 O2 O3

S1

S2

S32

Fig. 5 Unrolled network for
VTL

Applying Probabilistic Graphical Models in a GNSS … 419



Here bi (i = 1, 2, 3, …) is the bias at time epoch i. IMUi is the IMU readings
(usually rate) at the same epoch. This is a simple illustration of how PGM can
integrate two sensors (i.e. INS and a GNSS receiver). Integration of more than two
sensors can be easily accommodated into this framework by adding nodes repre-
senting parameter, state variables, or observables carefully in an epoch by epoch
manner. An example of INS/GNSS integration using DBN and sampling methods
can be found in [11].

5 Conclusions

As shown in Sects. 2 through 4, PGM can be considered as a universal framework.
It is universal because

(1) It can describe an estimation problem. Moreover, the modelled problem can
be solved using various existing algorithms (e.g. EKF) or other algorithms based on
graph theories (for example, A*, Dijkstra’s, or even Convolutional Neural
Networks (CNNs)). The latter is extremely resourceful. This is the primary
advantage that this framework can offer and this is especially promising in
multi-sensor fusion since a whole bunch of sensors of different nature, and

P0 P1 P2 P3

O1 O2 O3

S1

S2

S32

IMU1

b1 b2 b3

IMU2 IMU3

Fig. 6 Model extended for
INS/GNSS integration
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inference algorithms, and machine learning algorithms can be unified in a same
framework and thus solved, using existing proved algorithms.

(2) It is theoretically important since it provides an intuitive way to explain the
probabilistic relationships within statistical estimation problems that once seem to
be different. Whether the probabilistic independence property is preserved with the
temporal evolution of the model will be essential in deriving different forms of
PGM model and its corresponding inference algorithms.

In this paper, a PGM framework is suggested to describe and solve estimation
problems in multisensor avigation. This approach turns out to be universal since it
can accommodate estimation problems of different nature, whether it is a two-stage
problem (i.e. tracking and navigation in a GNSS receiver) including both parameter
and state estimation or it is a multisensor integration problem trying to fuse sensors
of different natures. It can be considered as a promising candidate to the general
problems of All Source Positioning and Navigation (ASPN).

Acknowledgements This work is supported by National Natural Science Foundation of China
(No. 61403253) “A plug-and-play solution to All Source Positioning and Navigation problems
based on factor-graph.”

References

1. Sahawneh LR, Brink KM (2017) Factor graphs-based multi-robot cooperative localization: a
study of shared information influence on optimization accuracy and consistency. In:
Proceedings of the 2017 international technical meeting of the institute of navigation (ION
ITM 2017), Monterey, California, January 2017, pp 819–838

2. Chen W, Zeng QH, Liu JY, Chen LJ, Wang HZ (2016) Research on the multi-sensor
information fusion method based on factor graph. In: Proceedings of IEEE/ION PLANS
2016, Savannah, GA, April 2016, pp 502–506

3. Chen D, Gao X (2015) Robust MAV state estimation using an M-estimator augmented sensor
fusion graph. In: Proceedings of the 28th international technical meeting of the satellite
division of the institute of navigation (ION GNSS + 2015), Tampa, Florida, September 2015,
pp 841–848

4. Chen D, Gao X (2015) Simultaneous state estimation of UAV trajectory using probabilistic
graph models. In: Proceedings of the 2015 international technical meeting of the institute of
navigation (ION ITM 2015), Dana Point, California, Jan 2015, pp 804–810

5. Trinh NH, Zhou X, Chiu HP, Samarasekera S, Kumar R (2013) A general approach to online
sensor calibration for navigation using factor graphs. In: Proceedings of the 2013 international
technical meeting of the institute of navigation (ION ITM 2013), San Diego, California, Jan
2013, pp 901–908

6. Kaess M (2008) iSAM: incremental smoothing and mapping. IEEE Trans Robot 24(6)
7. Kaess M (2011) iSAM2: incremental smoothing and mapping with fluid relinearization and

incremental variable reordering. In: IEEE international conference on robotics and automation
(ICRA 2011), May 2011

8. Koller D, Friedman N (2009) Probabilistic graphical models, 1st edn. The MIT Press, London

Applying Probabilistic Graphical Models in a GNSS … 421



9. Myer H, Moeneclaey M, Fechtel SA (1997) Digital communication receivers, synchroniza-
tion, channel estimation and signal processing. 1st edn. Wiley-Interscience

10. Kalman RE (1960) A new approach to linear filtering and prediction problems. Retrieved on 4
Oct 2017 at https://www.cs.unc.edu/*welch/kalman/media/pdf/Kalman1960.pdf

11. Zhang X, Zhan X (2017) Graphical approach to representation and inference in multi-sensor
state estimation, In: Proceedings of the 30th international technical meeting of the satellite
division of the institute of navigation (ION GNSS + 2017), 25–29 Sept 2017, Portland, OR,
USA. pp 2603–2611

422 X. Zhang et al.

https://www.cs.unc.edu/%7ewelch/kalman/media/pdf/Kalman1960.pdf


GNSS Spoofing Mitigation Method After
Despreading

Zhenglin Geng, Yangbo Huang, Huaming Chen and Feixue Wang

Abstract GNSS spoofing signals have the same signal structure as authentic sig-
nals, so it is difficult to mitigate the spoofing in time and frequency domains, and
space domain processing has become one of the most powerful methods for
spoofing cancelation. But most of the existing spoofing mitigation methods are
implemented before signal despreading and their computational complexity is
generally low, but their mitigation performance deteriorates seriously as the
spoofing power decreases. To solve the problem, a spoofing mitigation method after
signal despreading is proposed in this paper. Simulation results show that the
proposed method is practicable and outperforms the methods before signal dis-
preading in a large variation range of spoofing power.

Keywords GNSS � Spoofing mitigation � Despreading

1 Introduction

Spoofing mitigation is the most powerful GNSS anti-spoofing method because it
can effectively eliminate the impact of spoofing and restore the availability of the
receiver [1]. In 2007, McDowell proposed a spoofing detection and mitigation
system based on the spatial correlation of spoofing signals [2]. The system uses the
signal electronic angle to distinguish the spoofing and can eliminate the spoofing
and jamming simultaneously, but hardware modification is required to apply the
method for a conventional receiver. Subsequently, Daneshmand proposed a
low-complexity spoofing mitigation method in 2011 [3] and improved it in 2012
[4], which utilizes the cyclical characteristic of the GPS C/A signal PRN code and
the uncorrelation of noise on different antenna to estimate the spatial signature
vector (SSV) of the spoofing. And then the orthogonal subspace of the spoofing is
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calculated and the received signals are projected into the orthogonal subspace. In
literature [5], eigenvalue decomposition method is used to estimate the subspace of
noise then the received signals are projected into the noise subspace.

In addition, the space-time processing approaches are used to cancel the spoofing
in literature [6] and [7]. However, the above methods are seriously affected by the
power of the spoofing, and the mitigation performance deteriorates significantly
when the spoofing power is low. In order to ensure the spoofing cancelation per-
formance under the condition of relatively low power of spoofing, this paper
proposes a method to mitigate the spoofing after signal despreading.

2 Signal Model

In order to present a credible navigation solution to the receiver, a spoofer is
required to transmit at least 4 GNSS spoofing signals simultaneously. It is generally
assumed that the spoofing signals are transmitted from a single antenna due to the
restriction of cost and engineering implementation, so, they arrival the receiving
antenna in the same direction [8]. Considering GPS L1 C/A code, the signals
received by a NAnt-element antenna-array receiver can be expressed as

r nTsð Þ ¼ ASa nTsð ÞþBSs nTsð Þþ g nTsð Þ ð1Þ

where,

A ¼ a1 � � � aNAuth½ � ð2Þ

B ¼ b1 � � � bNSpoof

� � ð3Þ

Sa nTsð Þ ¼

ffiffiffiffiffi
pa1

p
Fa
1 nTsð Þ
..
.

ffiffiffiffiffiffiffiffiffiffi
paNAuth

p
Fa
NAuth

nTsð Þ

2
64

3
75 ð4Þ

Ss nTsð Þ ¼

ffiffiffiffiffi
ps1

p
Fs
1 nTsð Þ
..
.ffiffiffiffiffiffiffiffiffiffiffi

psNSpoof

q
Fs
NSpoof

nTsð Þ

2
664

3
775 ð5Þ

g nTsð Þ ¼
g1 nTsð Þ

..

.

gNAnt
nTsð Þ

2
64

3
75 ð6Þ
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where,

Fa
m nTsð Þ ¼ dam nTs � sam

� �
cam nTs � sam
� �

ej/
a
m þ j2pf amnTs ð7Þ

Fs
q nTsð Þ ¼ dsq nTs � ssq

� �
csq nTs � ssq

� �
ej/

s
q þ j2pf sq nTs ð8Þ

where, Ts is the time interval, NAuth and NSpoof are the number of authentic signals
and spoofing signals respectively. am and bq are the SSVs [3] of the authentic and
spoofing signals respectively. The g nTsð Þ is the complex additive white Gaussian
noise vector with covariance matrix r2I, where, the I is an identity matrix. p, /, f
and s are the signal power, carrier phase, Doppler frequency and code delay of the
received signals respectively. d nTsð Þ and c nTsð Þ represent navigation data bits and
PRN code. The superscripts ‘a’ and ‘s’ represent the authentic and spoofing signals,
and the subscripts ‘m’ and ‘q’ represent the m-th authentic and q-th spoofing signal
respectively. /a

m and /s
q are the carrier phases of the m-th authentic and q-th

spoofing signal at the reference antenna.
Because the spoofing signals with different PRN numbers have the same arrival

angle and the influence of signal wavelength on SSV bq is negligible, the subscripts
‘q’ is omitted. Equation (1) can be rewritten as

r nTsð Þ ¼ ASa nTsð Þþ bl1�NSpoof S
s nTsð Þþ g nTsð Þ ð9Þ

where, l1�NSpoof is an all one vector.

3 Spoofing Suppression Method

The spoofing mitigation methods before signal despreading are generally based on
the spatial correlation of the spoofing, and rely on the presence of a dominant
spatial power in order to extract the spoofing SSV or calculate the subspace of the
spoofing. So, the decrease of the spoofing power will significantly deteriorate their
performance. To improve the spoofing mitigation performance under the condition
of low spoofing signal power, a method after despreading is proposed in this paper,
and its block diagram is shown in Fig. 1. This method can be mainly divided into 4
steps, namely signal parameter estimation, array signal dispreading, spoofing
identification and spoofing mitigation.
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3.1 Signal Parameter Estimation

In this step, a reference channel is selected among the plurality of channels firstly,
and the parameters of all the signals received by the reference channel can be
estimated after signals fully tracked.

Take the signal with pseudo random noise (PRN) code i for example, the
parameters include the code delay ŝi, carrier Doppler frequency f̂i, navigation data
bit d̂i and carrier phase /̂i.

3.2 Array Signal Despreading

After signal parameter estimation, the authentic and spoofing signal can be
despreaded according to the estimated parameters. dsai and ds

s
i are constructed based

on the parameters which belong to the authentic and spoofing signal. Superscripts
‘a’ and ‘s’ are used to indicate the authentic and spoofing signal.

dsai nTsð Þ ¼ d̂ai nTs � ŝai
� �

cai nTs � ŝai
� �

e�j/̂a
i �j2pf̂ ai nTs ð10Þ

dssi nTsð Þ ¼ d̂si nTs � ŝsi
� �

csi nTs � ŝsi
� �

e�j/̂s
i�j2pf̂ si nTs ð11Þ

The authentic and spoofing signals after despreading can be expressed as

xai kð Þ ¼
XL
n¼1

r k � 1ð ÞLTs þ nTsð Þ � dsai k � 1ð ÞLTs þ nTsð Þ ð12Þ

RF
DownConverter

/Digitizer

Ch1
Ch2
ChN

RF Front-end

Signal parameter 
estimation

Spoofing
mitigation

Spoofing
free

signals

Despreading
Spoofing detection 

classification &
Weights generationDespreading

Spoofing detection Classification & Mitigation

Fig. 1 Block diagram of the proposed method
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xsi kð Þ ¼
XL
n¼1

r k � 1ð ÞLTs þ nTsð Þ � dssi k � 1ð ÞLTs þ nTsð Þ ð13Þ

Using xi kð Þ to express the correlator output, and the L is the data length of
correlation, if the authentic signal is captured,

xi kð Þ ¼ xai kð Þ � ai
ffiffiffiffiffi
pai

p
Lþ ~gai kð Þ ð14Þ

and if the spoofing signal is captured,

xi kð Þ ¼ xsi kð Þ � b
ffiffiffiffi
psi

p
Lþ ~gsi kð Þ ð15Þ

where,

~gai kð Þ ¼
XL
n¼1

gi k � 1ð ÞLTs þ nTsð Þ � dsai k � 1ð ÞLTs þ nTsð Þ ð16Þ

~gsi kð Þ ¼
XL
n¼1

gi k � 1ð ÞLTs þ nTsð Þ � dssi k � 1ð ÞLTs þ nTsð Þ: ð17Þ

3.3 Spoofing Identification

The spoofing identification can be implemented from two aspects, namely signal
power and signal direction of arrival (DOA) [9, 10]. On the one hand, in order to
drag the tracking loop to the spoofing signal effectively, the spoofing signal needs
higher power than the authentic one, so that spoofing could be identified from the
signal power. On the other hand, the spoofing signals with different PRN numbers
are usually transmitted by a single antenna, so they arrive at the receiver in the same
direction, which can be used for spoofing classification.

(1) Power identification. Construct a test statistic p ¼ 1
K

PK
k¼1 x

H
i kð Þxi kð Þ, which

denotes the signal power after despreading. Set a binary hypothesis. ‘Th’ is the
detection threshold.

H0: p\Th; H1: p[ Th
H0: Authentic signal; H1: Spoofing signal

(2) DOA identification. Construct a test statistic ai ¼ \ 1
K

PK
k¼1 xi kð Þ, where, \�

denotes the phase angle calculation. Without loss of generality, the first element
of ai is selected as a reference, which is denoted by ai;1, calculate the phase
difference bi, bi ¼ ai � ai;11, 1 is an NAnt � 1 all 1 vector. When the phase
difference of different signals are obtained, we calculate the difference cij
between tow arbitrary signals, where, cij ¼ bi � bj. If at least one of the two
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signals compared is an authentic signal, the signal phase difference cij is usually
nonzero, and if the two signals compared are both spoofing signals, each ele-
ment of cij approximates zero. Set test statistic rij ¼ cHij cij, then rij can be used
for spoofing identification. Where, ‘Th’ is the detection threshold.

H0: rij [ Th; H1: rij\Th
H0: At least one of the two compared signals is an authentic signal;
H1: Both compared signals are spoofing signals
Through the two methods above, the spoofing could be distinguished effectively,

then, it can be mitigated by the following methods.

3.4 Spoofing Mitigation

After spoofing identification, the correlator output xi kð Þ can be divided into
authentic and spoofing categories, and represented by xai kð Þ and xsi kð Þ. And in
spoofing mitigation, the key point is to generate a weight to mitigate the spoofing
signals by multiplying with the received signals, and 3 different approaches can be
used for weights generation, which are described as follow.

(a) Subspace Projection

In the subsection, the SSVs of spoofing and authentic signals are estimated and
the subspace projection method [4] is used for weights generation. The details are
described as follow. The estimation of b is indicated by b̂.

b̂ ¼ 1
K

XK
k¼1

xsi kð Þ � b
ffiffiffiffi
psi

p
L ð18Þ

The orthogonal subspace of b̂ is denoted by

P? ¼IN � b̂ b̂
H
b̂

� ��1
b̂
H

¼IN � b
ffiffiffiffi
psi

p
L bH

ffiffiffiffi
psi

p
Lb

ffiffiffiffi
psi

p
L

� ��1
bH

ffiffiffiffi
psi

p
L

¼IN � b bHb
� ��1

bH

ð19Þ

Obviously, P? is also the orthogonal subspace of b, and P? ¼ PH
?. Furthermore,

arbitrary NAnt � 1 unit vector h satisfies the relation W ¼ P?h 2 P?. Where, W
denotes the weight. Then, signal after weighting is denoted by v nTsð Þ as
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v nTsð Þ ¼WHr nTsð Þ ¼ hHPH
?r nTsð Þ

¼
XNAuth

m¼1

hHPH
?am

ffiffiffiffiffiffi
pam

p
Fa
m nTsð Þþ hHPH

?g nTsð Þ ð20Þ

It can be seen that the spoofing is cancelled after weighting, and when
h ¼ PH

?am
	
PH
?am



 

, the m-th authentic signal power is maximized. am can be
estimated in the same way, and be denoted by âm.

âm ¼ 1
K

XK
k¼1

xam kð Þ � am
ffiffiffiffiffiffi
pam

p
L ð21Þ

Then,

h ¼ PH
?âm

	
PH
?âm



 

 � PH
?am

ffiffiffiffiffiffi
pam

p
L
	
PH
?am

ffiffiffiffiffiffi
pam

p
L



 

 ¼ PH
?am

	
PH
?am



 

: ð22Þ

(b) Eigenvalue Decomposition

In this subsection a method based on eigenvalue decomposition [5] is discussed.
The covariance matrix Rxx can be calculated using xsi kð Þ and expressed in the form
as Eq. (23).

Rxx ¼ E xsi kð ÞxsHi kð Þ� � ¼ v U½ � psi L
2 þ r2n 0
0 r2n

� �
vH

UH

� �
ð23Þ

where, v is the eigenvector corresponding to the maximal eigenvalue, and U is the
other eigenvectors namely the noise subspace. The received signals can be pro-
jected into the noise subspace to mitigate the spoofing. Using W denotes the
weight, where,W ¼ Uh 2 U and h is an arbitrary NAnt � 1ð Þ � 1 unit vector. Signal
after weighting can be written as

v nTsð Þ ¼WHr nTsð Þ ¼ hHUHr nTsð Þ

¼
XNAuth

m¼1

hHUHam
ffiffiffiffiffiffi
pam

p
Fa
m nTsð Þþ hHUHg nTsð Þ: ð24Þ

Obviously, the output power of m-th authentic signal can be maximized when
h ¼ UHam

	
UHam


 

, we can use the âm to calculate the h.

h ¼ UH âm
	
UH âm


 

 ¼ UHam

ffiffiffiffiffi
pai

p
L
	
UHam

ffiffiffiffiffi
pai

p
L



 

 ¼ UHam
	
UHam


 

 ð25Þ
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(c) PI and MVDR Technique

The covariance matrix of the despreaded spoofing signal Rxx can be written in
another form as Eq. (26).

Rxx ¼E xsi kð ÞxsHi kð Þ� �
¼E b

ffiffiffiffi
psi

p
Lþ ~gsi kð Þ� �

bH
ffiffiffiffi
psi

p
Lþ ~gsHi kð Þ� �� �

�bpsi L
2bH þ I~r2

ð26Þ

where, ~r2 is noise variance after despreading, weight according to the power
inversion (PI) technique [11] is

WPI ¼ R�1
xx b

bHR�1
xx b

ð27Þ

where, b ¼ ½1; 0; . . .; 0�T . If the spatial signature vector of authentic signal is
known, minimum variance distortionless response (MVDR) technique can be used
[12], according weight is

WMVDR ¼ R�1
xx am

aHmR
�1
xx am

: ð28Þ

Replacing the am with âm, then

WMVDR ¼ R�1
xx âm

âHmR
�1
xx âm

¼ R�1
xx am

aHmR
�1
xx am

1ffiffiffiffiffi
pai

p
L

ð29Þ

In the performance comparison of the three methods above, the weights are
normalized and multiply with the SSV of the spoofing signal, and their normalized
inner products are used to measure their spoofing suppression performance.

4 Simulation Results

In this section, the proposed method is simulated and its performance is compared
with the spoofing mitigation methods before signal despreading which are descri-
bed in literature [4] and [5]. A set of spoofing and authentic signals in intermediate
frequency with random DOAs are generated and used to calculate the weights
according to the proposed method. The detailed parameters are shown in the Tab.1.
Where, fs, fc, fRF and fIF are sampling frequency, code frequency, radio frequency
(RF) and intermediate frequency (IF) of the carrier, respectively. Bw represents the
bandwidth of the IF filter.
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First, the spoofing identification methods described above are simulated. The
receiver operating characteristic (ROC) curves are used as a measure of spoofing
identification performance and obtained from 30000 Monte Carlo runs as shown in
Fig. 2. In this figure, 10 ms signal are used for spoofing identification. And the
power of each spoofing signals is 3 dB higher than the authentic one’s and the
DOAs of spoofing and authentic signals randomly distribute in elevation angle 0°–
90° and azimuth angle 0°–360° in these simulations.

It is observed that the spoofing can be effectively distinguished by the power
identification method and DOA identification method when the power of spoofing
is 3 dB higher than the authentic one’s or spoofing signals are transmitted from one
antenna.

Subsequently, the normalized inner products of the weights and the SSVs of
spoofing and authentic signals are used to measure the spoofing suppression per-
formance and authentic signal power maximization performance respectively. And
the simulation results are shown in Figs. 3 and 4. The spoofing mitigation per-
formance of the proposed method is compared with the spoofing mitigation
methods before signal despreading which are described in literature [4] and [5].

Table 1 Simulation
parameters

Parameter Value

NAuth 9

NSpoof 9

fs 38.192 MHz

fc 1.023 MHz

fRF 1575.42 MHz

fIF 9.548 MHz

Bw 8.184 MHz

Authentic CNR 45 dB Hz

Spoofing CNR 41–50 dB Hz
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GNSS Spoofing Mitigation Method After Despreading 431



41 42 43 44 45 46 47 48 49 50

10
-2

10
-1

CNR of Spoofing Signal (dBHz)

N
or

m
al

iz
ed

 In
ne

r P
ro

du
ct

 o
f  

 W
  a

nd
 b

Fig. 3 Normalized inner
products of weights and SSV
of spoofing

Fig. 4 Normalized inner
products of weights and SSVs
of authentic and spoofing
signal before and after
authentic signal power
maximization

432 Z. Geng et al.



In Fig. 3, curves ①, ② and ③ denote the proposed methods with different
weights generation approaches subspace projection, eigenvalue decomposition and
PI technique, curves ④ and ⑤ denote the methods described in literature [4] and
[5] respectively.

In Fig. 4a, the curves ①, ②, ③ and ④, ⑤, ⑥ indicate the normalized inner
products of spoofing SSV and the weights generated based on the proposed method
with different weights generation approaches before and after authentic signal
power maximization respectively, and Fig. 4b, the curves ①, ②, ③ and ④,⑤, ⑥
indicate the normalized inner products of authentic SSV and the weights generated
based on the proposed method with different weights generation approaches before
and after authentic signal power maximization respectively.

It can be seen that the spoofing suppression performance of the method after
signals despreading outperforms the methods before signals despreading, and the
suppression performance improves as the spoofing power increasing. However, the
mitigation of spoofing potentially causes attenuation of the authentic signals before
power maximization, and after beamforming in the direction of the authentic signal,
the impact to the authentic signal significantly reduced, meanwhile, the spoofing
mitigation performance is almost unaffected.

5 Conclusion

In this paper, a spoofing mitigation methods by space processing after signal
despreading is proposed. This approach is less affected by the power of spoofing,
and a beam in the direction of the authentic signal can be formed to effectively
enhance the power of authentic signals. But, because it is necessary to capture and
track all received signals, and distinguish the authentic and spoofing signals, the
computational complexity of the methods are much higher than those before
despreading.
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Design of Tracking Loop for Single
Antenna Satellite Navigation Receivers
Under the Situation of Rotation

Dan Song, Shengqun Geng, Zhigang Huang and Shuaiyong Zheng

Abstract It is necessary to measure the real-time rotation speed and the roll angle
of a projectile relative to the geodetic coordinate system in order to achieve accurate
guidance. To obtain the rotation speed of the projectile, a single antenna satellite
receiver is used to receive the satellite signal. Since the received signal can provide
amplitude modulation information relative to the roll characteristic of projectile, the
signal can be demodulated to determine the rotation speed of the projectile.
According to this principle, a real-time tracking loop of the satellite receiver which
consists of a rotation tracking loop and a traditional tracking loop is designed to
track satellite signal. Simulations under different rotation speed of projectile with
single antenna satellite receiver were carried out. The mean values of relative error
of projectile rotation speed are 5 and 3%, respectively, when the rotation speed of
the projectile is 20 and 100 r/s, which can meet general engineering requirements. It
is suited for the rotation speed (angle) measurement of a rotating object. The main
contributions of this paper are a reference for the receiver tracking loop de-sign of
military artillery and a method to measure the rotation speed of a rotating object.

Keywords Projectile � Rotation speed � Tracking loop � Single antenna satellite
receiver

1 Introduction

Projectile trajectory correction is a kind of technology which is used to correct
trajectory of a projectile in real-time during its flight. It aims to improve the hit rate
and firing accuracy of projectiles [1]. It has been widely used in modern battlefield
to strike a target accurately.
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As is known to all, the projectile often flies in high dynamic motion, in the
meantime rotating at a certain speed. In detail, the rotation speed of rocket is less
than 20 r/s. As for wing-stabilized projectiles, their rotation speed ranges from 4 to
40 r/s. As for the stabilized rotating projectiles like cannon, their rotation speed can
reach up to 200–300 r/s [2]. Rotation of projectile can guarantee its stability.
Meanwhile, the guidance system can adjust its canard according to its rotation
speed to make itself drift sideways and correct the horizontal ordinate of touch-
down. Therefore, the measurement of rotation parameters is one of the core tech-
nologies of trajectory correction.

With the development of satellite navigation, single satellite receiver
antenna-based rotation parameter measurement has become a key method of the
projectile trajectory correction. In principle, the single antenna of projectile receiver
can receive satellite navigation signal which contains the information of carrier
amplitude and phase modulation associated to the rotation (or roll) of the projectile.
The rotation modulation signal has characteristics of cosine and periodicity which
can be used to analyse the rotation speed of a projectile by tracking and demod-
ulating this signal [3].

There are some single satellite receiver antenna-based methods of rotation
parameter measurement of a target. In [4], the roll rate and roll angle of a spinning
platform is measured by a single GPS antenna. In [5], Doctor Li proposed a method
to determinate the rolling angle of a spinning vehicle according to single antenna
GPS carrier amplitude. In addition, Rockwell Collins also released its Advance
spinning vehicle navigation receiver (ASVN) in 2003.

Unfortunately, few of the existing methods can be used to measure the rotation
angle of a projectile perfectly. In this paper, the authors propose a single satellite
receiver antenna-based method to measure the rotation parameters of a projectile by
design a tracking loop of the satellite receiver according to the characteristics of the
rolling amplitude modulation signal. Compared to traditional receiver, a rolling
demodulation processor is added to measure the rolling speed and rolling angle of
the projectile. The main contributions of this paper are a reference for the receiver
tracking loop design of military artillery and a method to measure the rotation speed
of a rotating object.

2 Design of the Tracking Loop for Receivers Under
the Situation of Rotation

First, the characteristics of amplitude modulated signal received by single antenna
rotation are analysed, then the receiver tracking loop is researched, and the rolling
demodulation loop is added to the traditional artillery-borne receiver to track and
estimate the rolling speed of the projectile.
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2.1 Model of Single Antenna Receiving Signal Under
the Situation of Rotation

Figure 1 shows the schematic of single antenna receiving satellite signal, which can
be used to analyse the effect of rotation.

The antenna is mounted on the side of the projectile, and the antenna coordinate
system is defined as o� xyz. The ox axis is the rotating shaft of the projectile and
oy axis points to the antenna phase center. The ox, oy, oz axis is mutually per-
pendicular following to the right hand rule. Si is the satellite, and a straight line m is
the projection of the satellite signal on the YOZ plane. a is the angle between the
incident signal and the ox axis, which is called the pitch angle. b is the angle
between the line m and the oz axis and called the azimuth.

As shown in Fig. 1, we can make a conclusion that the power density Preða; bÞ
of the received signal can be expressed as [6]:

Preða; bÞ ¼ k
4pr

� �2

G1ða; bÞGiPin ð1Þ

where r denotes inter antenna distance, Gi denotes antenna gain, G1ða; bÞ denotes
gain direction function of receiving antenna, Pin denotes transmit antenna power,
Preða; bÞ denotes receiving signal power, k denotes signal wavelength.

From the formula (1), we can see that the intensity of the received signal
Preða; bÞ is positively correlated with the gain of the receiving antenna G1ða; bÞ
knowing the parameters such as the transmitted signal power Pin and the transmit
gain Gi. Taking the microstrip antenna as an example, the antenna pattern is related
to the pitch angle and has nothing to do with the azimuth angle. Antenna electric
field pattern function is:

G1ðaÞ ¼ sin a cos
hL

2 sin a

� �
ð2Þ

where h is the wave number, h ¼ 2p=k, L is the effective length of antenna.
It can be seen that the received signal power presents a periodic sine and cosine

rule change during the rotation of the antenna, and the modulation characteristic of
the signal is proportional to the change of the incident signal to the pitch angle.

If the antenna’s direction is symmetry about the antenna axis, then the amplitude
of the GPS signal is the largest. The amplitude of the signal will change as the

x

z

y

β

α

m

Fig. 1 Schematic diagram of
receiving satellite signal by
single antenna
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carrier rolling, and be minimized when the position of the antenna is just back to a
satellite [7]. Figure 2 is the influence of single antenna rotation on the received
signal amplitude; we can see that the satellite carrier signal amplitude will change as
well as the rolling angle change. Signal modulation characteristic increases with the
increase of the pitch angle of incident signal [8].

2.2 Design of Improved Tracking Loop

According to the characteristics of the amplitude modulation signal received under
rotation condition, this paper improved the design of tracking loop. Upper the
dotted line is the part of the traditional tracking loop, and below the dotted line is
the part of the new rotation tracking loop. The input of rolling loop is the traditional
tracking loop integral cleaner results, after DC integral rotation extraction the power
signal, and then generating rolling loop I/Q signal. Rolling loop is consisting of
rolling phase discriminator, loop filter and rolling NCO (Fig. 3).

In high dynamic environment, in order to improve the speed of carrier phase
tracking, carrier loop use the second-order frequency locked loop (FLL) assisting the
third-order phase locked loop (PLL). When the local carrier and the input signal
frequency are in large difference, FLL help system implement fast frequency trac-
tion. Besides, the carrier tracking loop assists the code ring in real-time, to eliminate
most of the dynamics [4, 9, 10]. Therefore, the order of the code loop does not need
to be too high. The traditional tracking loop adopts the second order loop.

The amplitude modulation signal can be expressed as

uiðtÞ ¼ A cosðxrtþ hrÞþ sinðxitþ hiÞ ð3Þ

Fig. 2 The relationship between antenna rotation angle and the amplitude of received satellite
signal
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uosðtÞ ¼ A0 sinðx0tþ h0Þ ð4Þ

uocðtÞ ¼ A0 cosðx0tþ h0Þ ð5Þ

where uiðtÞ is received signal, A is the amplitude of signal, wi is the frequency of
signal, hi is initial phase of signal, uosðtÞ, uocðtÞ are local replicated branch signal
and quadrature branch signal, A0 is the amplitude of local replicated signal, x0 is
the frequency of replication signal, hr is the initial phase of replication signal, xr is
the modulation frequency of carrier signal, hr is the rolling phase. By mixing the
received signal, and make integral operation with time T , we can get the results of
coherent integral, where K ¼ A � A0.

Ir ¼
Zt1 þ T

t1

� 1
2
� K cosðxrtþ hrÞðcosððxi þx0Þtþ hi þ h0Þ

� cosððxi � x0Þtþ hi � h0ÞÞdt ð6Þ

Qr ¼
Zt1 þT

t1

� 1
2
� K cosðxrtþ hrÞðsinððxi þx0Þtþ hi þ h0Þ

þ sinððxi � x0Þtþ hi � h0ÞÞdt ð7Þ

Fig. 3 Block diagram of tracking loop
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Through further calculation:

Ir � K
1
2xeT

sin
1
2
xeT þxrt

� �
cos ðxe þxrÞ t1 þ 1

2
T

� �
þ he

� �
ð8Þ

Qr � K
1
2xeT

sin
1
2
xeT þxrt

� �
sin ðxe þxrÞ t1 þ 1

2
T

� �
þ he

� �
ð9Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2r þQ2

r

q
¼ K

ffiffiffi
2

p
1
2xeT

sin
1
2
xeT þxrt

� �
� K

ffiffiffi
2

p
1
2xeT

sinðxrtÞ ð10Þ

The I/Q integral power of the correlator is
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2r þQ2

r

p
, however, because of the

influence of rolling, the amplitude is no longer a fixed value. It reflects the speed
and angle of the rotation. The power of integral cleaner can be used to extract so as
to get power signal whose phase value is rolling angle information [11].

The initial phase of the local phase is calculated by aiding from the external data,
rolling phase is mixed with real input signal after sine transform and cosine
transform. And then it will be integrated to get Irot;Qrot. According to the principle
of phase locked loop, rolling tracking loop tracks the rolling angle information to
achieve closed-loop control. The rolling phase of the rolling PLL output is the
signal generated by local phase mixer. With the loop tracking the input signal, the
PLL makes the local output signal share the same frequency and phase with it, and
then realizes the locking of the loop, and finally outputs the local rolling phase
/locked and rolling rate /̂locked .

According to the characteristics of IQ signal, the phase detector is designed to
two quadrant inverse tangent function of the phase detector which performs best
both at high SNR and low SNR. In addition, output of the phase slope is the line
and it has nothing to do with the amplitude of the signal. The phase discriminator
output of the two quadrant inverse tangent function is:

/e ¼ arctan Qrot; Irotð Þ ð11Þ

where Irot;Qrot denote the output results of the phase integrator and the orthogonal
integrator.

Rolling tracking loop uses second-order PLL to track rolling phase, and the loop
filter is second-order filter. The below figure is the design diagram of the filter. The
loop filter input is phase error of discriminator, and the output is NCO frequency
word. k1, k2 are the loop filter coefficient (Fig. 4).

1k

2k

1
S

1
S

Phase Error NCOFig. 4 Principle of tracking
loop
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k1 ¼ x2
n ð12Þ

k2 ¼ axn ð13Þ

xn ¼ 8Bln

1þ 4n2
ð14Þ

In the formula, Bl is the loop bandwidth, n is damping coefficient, xn is inherent
frequency of the system. The design of rolling NCO is similar to the traditional
carrier NCO, which is no longer described in detail.

3 Performance Analysis of the Tracking Loop

3.1 Simulation Design

The rolling modulated satellite signal is generated by simulator, and the new
tracking loop is applied to adjust the loop coefficient to adapt to different speed
measurement range. In the simulation, the pitching angle is set to 45°, the frequency
of intermediate frequency is 9.55 MHz, the sampling frequency is 38.192 MHz,
and the speed is designed to be 20 and 100 r/s. The traditional tracking loop integral
time of the receiver is 1 ms. As shown in the modulation results under different
rolling rates, the results of I/Q integral generated under rotation condition show
modulation corresponding to the speed (Fig. 5).

The original rolling satellite signal is processed by software receiver and the
generated IQ integral value is used as the input of the rolling demodulation module.

3.2 Verification of Result

The I/Q result is used as the input of the phase-locked loop, and different loop
parameters are designed to tracking the speed of the projectile. Figure 6 shows the
result of the satellite signal demodulation under different rolling rate. The
abscissa axis represents the processing time and the longitudinal axis is the rate of
rolling.

From the figure, we can know that the tracking loop designed in this paper can
demodulate the rolling rate of the missile in real time. Through Error calculation
formula (15) and (16), it can be calculated that the tracking error can be controlled
within 5 and 3%, which can be well meet the requirements of most practical
applications.
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ni ¼
n̂i � nij j
ni

ði ¼ 1; 2; 3. . .mÞ ð15Þ

n ¼ 1
m

Xm
i¼1

ni ð16Þ

where ni and n̂i stand for the ground truth and estimation of rotation speed of
projectile, respectively.

4 Conclusion

The projectile trajectory correction requires real-time information of rotation speed.
According to the amplitude characteristics of the received signal, a real-time
tracking loop of the satellite receiver which consists of a rotation tracking loop and
a traditional tracking loop is designed to track satellite signal. Rotation tracking
loop uses the power output by the integral cleaner of the traditional tracking loop as
its input, and at the same time uses two order phase locked loop to track satellite
signal. By this way, projectile speed can be analysed and output in real-time.

Simulations under different rotation speed of projectile with single antenna
satellite receiver were carried out. The mean values of relative error of projectile
rotation speed are 5 and 3% when the rotation speed of the projectile is 20 and
100 r/s. The improved tracking loop can achieve high accuracy positioning and
effectively solve the rotation speed of the projectile. Results show that the perfor-
mance of our tracking loop is satisfactory.

As for application, our method can be used to measure the rotation speed and
rotation angle of the projectile whose rotation speed varies from 20 to 100 r/s. It can
solve the problems of the rotation speed measurement of a rotating object. The main
contributions of this paper are a reference for the receiver tracking loop design of
military artillery and a method to measure the rotation speed of a rotating object.
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A Stable DOA Tracking Method
Using FDPM and Kalman Filter

Gangqiang Guan, Deyong Xian, Zhou Yi and Weihua Xie

Abstract To solve the problems that eigenvalue decomposition of the covariance
matrix is computationally intensive and the target moving can cause a spatial
spectrum spread in the GNSS (global navigation satellite system) interference
detection and localization system using antenna array, in this paper we propose a
low-complexity GNSS signal DOA tracking algorithm using a Kalman filter
implementation. This method firstly utilizes an improved FDPM (fast data pro-
jection method) for noise subspace tracking, and sets the DOA estimation predicted
by Kalman filter as the initial value of Newtown iteration, then using the iteration
result as a new DOA observation the sate vector of the Kalman filter is updated and
calibrated, therefore a stable and effective DOA tracking loop is achieved.
Simulation results show that using the method the performance of DOA tracking
can be significantly improved while the computational burden is reduced
simultaneously.

Keywords Subspace tracking � DOA tracking � Newton iteration
Kalman filter

1 Introduction

Interference detection and location is crucial for high reliability GNSS applications
in complex electromagnetic environments. When the interference is detected, how
to achieve DOA estimation and DOA tracking of the moving target efficiently and
stably is still worth further studying. Until now there are a large number of liter-
atures on this subject, such as multiple signal classification (MUSIC) algorithm [1]
and estimation of signal parameters via rotational invariance technique (ESPRIT)
algorithm [1, 2], etc. Although super resolution can be achieved using these
methods, they are difficult to implement in engineering for their heavy computation
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burden. Moreover, when the target signal is rapidly maneuvered, multiple received
data snapshot to estimate its covariance matrix may cause spatial spectral spread,
which seriously reduces the DOA estimation performance [3]. Some
low-complexity subspace tracking algorithms such as Projection Approximate
Subspace (PAST) algorithm and its improved algorithm [4–10], data projection
algorithm (DPM) and so on can significantly reduce the complexity of subspace
real-time computation [11]. The convergence rate of these algorithms is not suitable
for DOA tracking of fast maneuvering sources, and it also faces the problem of
spatial spectrum extension. In order to solve these problems, this paper presents a
combined Kalman filter and an improved fast data projection algorithm
(Wang-FDPM). Finally, the performance of this algorithm is verified through
several typical application scenarios.

2 Signal Model for DOA Tracking Using Kalman Filter

As shown in Fig. 1, the DOA tracking model of the Kalman filter implementation
structure is mainly divided into the prediction and correction processes. The DOA
observations used in the correction process are provided by the Newton iteration
algorithm, while the subspace estimation required by the initialized Newton itera-
tion algorithm through the Wang-FDPM algorithm. The initial value of the required
signal DOA is obtained by the prediction process [8–10]. The Kalman filter can
make the corrected DOA state vector have the least mean square error by synthe-
sizing and balancing the predicted and observed DOA signals.

The DOA state vector in the Kalman filter is defined as yk ¼ hk; _hk; €hk
h iT

where

hk, _hk and €hk are signal DOA, angular velocity and angular acceleration at time k
respectively. Then the state equation can be written as

System Model Observation 
Model  GainSystem Model Observation 
Model  Gain

Subspace tracking
DOA estimation 
using Newton's 

iteration algorithm 

Delay

Kalman Filter

predictive process correction process

Subspace tracking
DOA estimation 
using Newton's 

iteration algorithm 

Delay

Kalman Filter

predictive process correction process

Fig. 1 DOA tracking signal model based on Kalman filter
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ykþ 1 ¼ Fyk þwk ð1Þ

where wk is the process noise vector with zero mean and variance Qk, which
represents the random noise error generated within the system [8, 9]. The state
transition matrix is

F ¼
1 T T2

�
2

0 1 T
0 0 1

2
4

3
5 ð2Þ

where T is the update cycle. The observation equation of Kalman filter is

hkþ 1 ¼ hykþ 1 þ vkþ 1 ð3Þ

In the above formula, h = [1 0 0] is the observation matrix, vk+1 is the mea-
surement error and observation noise with 0 mean at the k + 1 time.

Let ŷk kj and Pk kj be the state vector estimate time and its error covariance matrix
at the k, respectively. Then the predictive process of the Kalman filter which
predicts the state value at the next moment using the state equation based on the
state estimate of the previous moment [12] can be expressed as

ŷkþ 1 kj ¼ Fŷk kj
Pkþ 1 kj ¼ FPk kj FT þQk

ð4Þ

where ŷkþ 1 kj , Pkþ 1 kj represents the estimated value of the state vector and the error
covariance matrix at time k + 1. The correction process uses the DOA measure-
ments to update the prior estimate and the error covariance matrix [12] predicted by
the previous step and can be written as

Kkþ 1 ¼ Pkþ 1 kj h
T hPkþ 1 kj h

T þ r2v;kþ 1

� ��1

ŷkþ 1 kþ 1j ¼ ŷkþ 1 kj þKkþ 1 ĥkþ 1�hŷkþ 1 kj

� �

Pkþ 1 kþ 1j ¼ I � Kkþ 1hð ÞPkþ 1 kj

ð5Þ

In the above formula, Kkþ 1 is the gain of Kalman filter, ĥkþ 1 is the DOA
observation calculated by the subspace tracking algorithm and Newton iteration
algorithm at the k + 1 time.
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3 DOA Observation Estimation Based on Low Complexity
Subspace Tracking Algorithm

3.1 Newton’s Iteration Algorithm

The Kalman filter for DOA tracking needs subspace tracking algorithm and Newton
iteration algorithm to provide accurate observations ĥkþ 1. Otherwise the Kalman
filter gain matrix and state vector estimation parameters will not reach their optimal
value, or even cause the filter to diverge. The objective function when used MUSIC
algorithm for DOA estimation is

f hð Þ ¼ aH hð ÞPa hð Þ ð6Þ

where a(h) is the steering vector of the array and P is the projection matrix of the
noise subspace. Provided that f′(ĥ) = 0 the optimal DOA estimation can be
achieved by minimizing objective function. As a linearization method, Newton’s
iterative algorithm can be used to solve the DOA estimation that satisfies the
derivative constraints to simplify the computation of the objective function search
process. At the first moment, the Newton’s iterative formula is [11]

ĥkþ 1 ¼ ĥk � f 0 ĥk
� �.

f 00 ĥk
� �

ð7Þ

where f′(ĥk) and fʺ(ĥk) are the first derivative and the second derivative of the
objective function f at ĥk respectively. Supposing the signal subspace at the time k
is Ûs;k, the corresponding noise projection matrix estimated is P̂k ¼ I � Ûs;kÛH

s;k,
then

f 0 ĥk
� �

¼ Re dH hð ÞP̂ka hð Þ� �
h¼ĥk

��� ð8Þ

f 00 ĥk
� �

¼ Re d0H hð ÞP̂ka hð Þ
h i

þ dH hð ÞP̂kd hð Þ h¼ĥk

��� ð9Þ

where d hð Þ ¼ @a hð Þ
@h , d0 hð Þ ¼ @2a hð Þ

@2h . Although Newton’s iterative method has higher
convergence rate, it requires more accurate initial conditions. In order to ensure the
convergence of the iterative process, the updated signal subspace Ûs;kþ 1 and the a

priori DOA estimation ĥkþ 1 kj ¼ hŷkþ 1 kj of the Kalman filter prediction process are

used as the iterative initial values. In this case, the calculation formula of the DOA
observation using the Newton iteration can be written as

ĥkþ 1 ¼ ĥkþ 1 kj � Re dH hð ÞP̂kþ 1a hð Þ� �

Re d0H hð ÞP̂kþ 1a hð Þ� �þ dH hð ÞP̂kþ 1d hð Þ h¼ĥkþ 1 kj

��� ð10Þ
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3.2 Subspace Tracking Algorithm Based on Wang-FDPM

Using the receive data vector to update signal or noise subspace estimation in real
time can effectively reduce the computational complexity of subspaces. In partic-
ular, the low-complexity subspace tracking algorithm has become the hot topic in
array signal processing, and many improved algorithms with excellent performance
appear. PAST algorithm, PASTd algorithm can effectively track the signal subspace
vector, but they are only suitable for signal subspace tracking with a computational
complexity of 3NL + O(L2), where N is the number of array elements, L is the
number of signals. While the PAST algorithm can not guarantee the standard
orthogonalization of subspace basis, the improved OPAST algorithm orthogonal-
izes the subspace in each iteration, which guarantees the orthogonality of subspace
and improves the convergence performance of the algorithm. However, The
computational complexity is increased to 4NL + O(L2) [9, 10].

In order to further improve the robustness and real-time performance of the DOA
observations in the Kalman filter, as shown in Table 1, this section adopts the
improved data projection algorithm proposed in [14], i.e. the Wang-FDPM algo-
rithm, for subspace tracking. The algorithm can track the signal subspace or the
noise subspace simultaneously, and is insensitive to the rounding error and has
numerical stability. The computational complexity is 3NL + O (N) [11, 14].

Therefore, the noise subspace projection matrix after subspace tracking is

P̂kþ 1 ¼ Ûn;kþ 1ÛH
n;kþ 1 ¼ I � Ûs;kþ 1ÛH

s;kþ 1 ð11Þ

where Ûs;kþ 1 and Ûn;kþ 1 are signal subspace and noise subspace estimation
respectively.

4 Simulation

In this section, the performance of the DOA tracking algorithm based on Kalman
filter is studied using a uniform linear array with 12 omnidirectional elements
spaced at half the carrier wavelength. The simulation process temporarily considers

Table 1 Wang-FDPM algorithm

Suppose that the subspace estimation at the current moment is Uk and the data vector is xk

1. r kð Þ ¼ UH
k x kð Þ

2. g kð Þ ¼ UH
k r kð Þ

3. w kð Þ ¼ g kð Þ r kð Þk k�1
2 þ ax kð Þ r kð Þk k2

4. q kð Þ ¼ w kð Þ w kð Þk k�1
2 �g kð Þ r kð Þk k�1

2

5. Ukþ 1 ¼ Uk þ q kð ÞrH kð Þ r kð Þk k�1
2

where a is the step factor, a > 0 is set to track the signal subspace, otherwise to track the noise
subspace.
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only the DOA tracking of a single interference source, assuming that the signals
DOA of two consecutive moments are known as ĥ�1 and ĥ0, then the Kalman filter
system state vector can be initialized to

ŷ0 0j ¼ ĥ0; T
�1 ĥ0 � ĥ�1

� �
; 0

h iT
ð12Þ

The corresponding initial error covariance matrix of the state vector P0 0j and the
process noise covariance matrix Qk are initialized by

P0 0j ¼
1 T�1 0

T�1 2T�2 0

0 0 0

2
64

3
75r2v

Qk¼
T4

�
4 T3

�
2 T2

�
2

T3
�
2 T2 T

T2
�
2 T 1

2
64

3
75r2w

ð13Þ

Assuming the noise variance r2v ¼ 0:1, r2w ¼ 0:0001, the initial signal DOA is
0°. Moreover, the rate of signal DOA change is 1° per second due to the target
moving, the sampling interval of the array receiving data is 20 ms, and the number
of the receiving data snapshots is 60. The step factor of Wang-FDPM algorithm in
the simulation process is set as a = 0.01 and the state vector of the Kalman filter is
ŷ0 0j ¼ ½h0; 0; 0�T .

The simulation time is set to 60 s and the number of snapshots of received data
per second is 10. The performance of the DOA tracking algorithm is studied by
using two simulation scenarios and the DOA of two signals incident on the array in
the simulation scenario 1 is set at (20°, 80°)–(80°, 20°). The DOA of the third signal
is sinusoidal with an initial value of 30°. The DOA of signal 1 in scenario 2 remains
unchanged at 18°, but the Kalman filter has an initial estimate of 16° and signal 2
has a DOA of 16° with a jump of 3° at 15 and 20 s. Simulation results show that the
DOA tracking results based on the Wang-FDPM subspace tracking algorithm are
shown in Figs. 2 and 3, respectively. It can be seen from the figure that the algo-
rithm can realize the tracking of signals of different fast trajectories DOA is stable,
and its DOA can be tracked when the signal DOA changes or the initial DOA has
error. Figure 4 shows the RMSE of DOA tracking Kalman filter when using dif-
ferent subspace tracking algorithms. It can be seen from the figure that the com-
bination of the Wang-FDPM algorithm and the Kalman filter can improve the DOA
tracking performance at a low SNR.
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It can be seen from the above simulation results that the DOA tracking tech-
nology based on Kalman filter proposed in this paper can achieve the stable
tracking of signal DOA and the tracking error of DOA using Wang-FDPM sub-
space tracking algorithm is smaller than OPAST algorithm, The algorithm can
reduce the amount of computation while maintaining subspace tracking
orthogonality.

Fig. 2 DOA tracking results
using Wang-FDPM method

Fig. 3 DOA tracking result
using Wang-FDPM method
when a DOA jump appears
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5 Conclusion

In the engineering application of array antenna to detect and locate GNSS inter-
ference sources, DOA estimation obtained by subspace tracking technology and
Newton iteration algorithm is taken as the observed value of DOA tracking Kalman
filter. This method can realize the DOA tracking stably and efficiently. The simu-
lation verification process in this paper compares the DOA tracking performance of
two commonly used low-complexity subspace tracking algorithms, Wang-FDPM
and OPAST. The simulation results show the effectiveness of the proposed method.
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GNSS Spoofing Detection with Single
Moving Antenna Based
on the Correlation of Satellite
Transmit Time Residual

Zhiyuan Chen, Hong Li and Mingquan Lu

Abstract GNSS spoofing detection method has been widely discussed recently.
Most of the detection methods assume that spoofing signal is transmitted by a single
source rather than distributed sources. The detection methods mainly fall into three
categories: multi-antenna, moving antenna and cloud based method. The existing
moving antenna method is based on monitoring the variation of measurements. In
this paper, a spoofing detection method based on the pairwise correlations of
satellite transmit time residual with a single moving antenna is proposed.
Authentic GNSS signals with various elevation and azimuth angles have different
propagation paths. However, it should be noted that counterfeit GNSS signals
emitted by a single source have the same propagation path from the spoofing
emitter to the receiver antenna. Consequently, the correlation results between the
spoofing measurements with the same delay are higher than those of the authentic
ones. The detection metric to measure the correlation is offered in this paper. The
detection metric is the mean value of all the pairwise correlation coefficients. This
method combines the PVT solution tracking level and the satellite transmit time in
navigation level. Therefore, this spoofing detection method can cover a wide range
of situations.

Keywords Spoofing detection � Moving antenna � Transmit time
Correlation coefficient

1 Introduction

Global Navigation Satellite Systems (GNSS) provide position and timing for
numerous critical infrastructures. The low power of GNSS signals means that they
are vulnerable. Therefore, defending against jamming and spoofing becomes an
essential element. Jamming declines accuracy or denies service. What’s more,
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Spoofing counterfeits position, velocity, and timing (PVT) solution. It is a hazard
that generally receivers cannot realize they are counterfeited. The spoofing signals
may be generated by a simulator or repeater. Limited by cost and technical feasi-
bility, spoofing is usually transmitted by a single source rather than distributed
sources [1].

The single source spoofing detection techniques utilize the spatial feature
between different satellite signals. Research on various approaches to acquire
spatial feature mainly includes multi-antenna, moving antenna and cloud based
method [2]. The multi-antenna method needs to use antenna array and afford par-
allel processing for each antenna. The receiver checks the consistency of direction
of arrival (DOA) between estimation values measured by antenna array and cal-
culation values derived by ephemeris [8]. However, the antenna array is large and
expensive and the algorithm is complicated. The moving antenna method involves
space-time processing as the receiver is moving. The spoofing detection techniques
can be implemented in navigation level and tracking level. In Ref. [5], a spoofing
detection technique in navigation level is proposed. This proposed method is based
on analyzing the clock bias variation. In addition, the performance relies heavily on
the frequency stabilization. Current methods need to learn clock parameters in
advance. In Ref. [3], a spoofing detection technique in tracking level is proposed.
This proposed method is based on monitoring the amplitude and Doppler corre-
lations of different satellite signals. It does not consider the phase correlation. In
Ref. [9], the carrier phase is taken into consideration. The spoofing detection
method is effective depending on an intentional high-frequency antenna motion.
These tracking level methods cannot handle the situation in which the spoofer
fabricates counterfeit signals with random variations of amplitude, position, and
velocity. The cloud based method needs communication links to connect the spa-
tially distributed receivers. It works by checking the consistency of the double
differences of observations or PVT solutions. In Ref. [6], the double difference of
carrier phase is considered. This measurement is time-variant in an authentic scene,
but time-invariant in a spoofing scene.

In this paper, we propose a spoofing detection method which can be imple-
mented in a receiver with a single moving antenna based on the correlation of
satellite transmit time residual. The satellite transmit time residual is defined as the
difference between the measurement and estimation. The measurement is the
satellite transmit time. The estimation is calculated by the clock drift and the
distance between the satellite and the receiver. The single-source counterfeit GNSS
signals mean that the GNSS signals of different PRNs are combined before the
spoofing emitter. The fundamental is that counterfeit GNSS signals emitted by a
single source have the same extra propagation path from the spoofing emitter to the
receiver antenna. Therefore, the correlations of satellite transmit time residual have
the distinguishable characteristics between the authentic and spoofing scenes.

The main contributions of this paper are as follows. The correlation of satellite
transmit time residual is proposed as a supplement to amplitude and Doppler
correlation. A new elimination approach of the satellite transmit time has been
proposed. This improvement enables the spoofing detection method to still work

456 Z. Chen et al.



when the spoofer fabricates counterfeit signals with random variations of mea-
surements. In addition, this method can detect the partial channel spoofing for either
moving scene or static scene. The partial channel spoofing means that both the
authentic signals and the spoofing signals are in the tracking channels. This method
can actually be used in a receiver which extracts the satellite transmit time from the
code phase. This paper is organized as follows: Sect. 2 details the fundamental of
measurements and metrics, Sect. 3 introduces the experiment results. Finally,
Sect. 4 summarizes the paper.

2 Fundamental

2.1 Satellite Transmit Time Model

A simplified authentic model for the ith satellite transmit time at receiver time t can
be expressed as Eq. (1.1) [4].

titran tð Þ ¼ t � Dtu tð Þ � Dtir tð Þþ dir tð Þ=c� �þ nir tð Þ ð1:1Þ

where Dtu tð Þ is the user receiver clock bias. Dtir tð Þ is the ith satellite clock bias. dir tð Þ
is the distance between the ith satellite transmit antenna and the user receiver
antenna. c is the speed of light in the atmosphere. nir tð Þ is the ith satellite transmit
time noise. The ith satellite signal troposphere and ionospheric delays are small and
change slowly. Therefore, it is reasonable to ignore them.

A similar spoofing model for the ith satellite transmit time can be written as
Eq. (1.2).

titran tð Þ ¼ t � Dtu tð Þ � Dtir tð Þþ dir tð Þ=c� �� Dts tð Þþ ds tð Þ=cf gþ nir tð Þ ð1:2Þ

where Dtu tð Þ, dir tð Þ and nir tð Þ in Eq. (1.2) are the spoofing variables corresponding
to each in Eq. (1.1). Dts tð Þ is the spoofer clock bias. ds tð Þ is the distance between
the spoofing transmit antenna and the user receiver antenna.

Authentic GNSS signals with various elevation and azimuth angles have dif-
ferent propagation paths. These features can be simulated in spoofer before
broadcasting the signals. However, it should be noted that the single-source
counterfeit GNSS signals have the same propagation path from the spoofing emitter
to the receiver antenna. As time goes on, the satellite transmit time changes along
with not only the clock features but also the satellite and receiver motions in the
authentic scene. In addition, the satellite transmit time also changes along with the
spoofer and receiver motions in the spoofing scene.

The variable dir tð Þ=c in Eq. (1.2) is caused by the geometric positions of the ith
satellite and user receiver. The variable ds tð Þ=c in Eq. (1.2) is introduced by the
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relative position between spoofer antenna and receiver antenna. In order to high-
light the influence which is introduced by the relative position between the spoofer
and receiver, we should eliminate the influence which is introduced by the relative
position between the satellite and receiver. In Ref. [9], the observation is the carrier
phase difference between two antennas. It works well for two-antenna spoofing
detection method, but we need another elimination approach for a single-antenna
receiver. The GPS satellite motion is an ellipse with an orbital period of 11 h and
58 min. The variation mapping to the satellite transmit time or carrier phase is a
curve with small radian in a short time. In Ref. [10], the observation is the dif-
ference between the carrier phase and the 2-order polynomial curve fitting of carrier
phase. However, the carrier phase residual changes along with both the relative
position of the spoofer and the relative position of the satellite. It means that this
approach may not work as the spoofer fabricates counterfeit signals with random
variations of position.

2.2 Satellite Transmit Time Residual Model

The authentic model of ith satellite transmit time residual is defined and shown as
Eq. (1.3).

eitran s; t0ð Þ ¼ titran t0 þ sð Þ � titran t0ð Þ� �
� d̂ir t0 þ sð Þ � d̂ir t0ð Þ� �

=c

� D̂_tu t0ð Þþ D̂_tir t0ð Þþ 1
n o

� s
ð1:3Þ

where t0 is the reference time. s is the elapsed time since the reference time.
d̂ir t0 þ sð Þ and d̂ir t0ð Þ are the estimated distances between the ith satellite transmit
antenna and the user receiver antenna at different time. The real user receiver
position is replaced by the estimated value. The estimated receiver position can be

obtained from the received pseudo-range using the iterative method. D̂_tu t0ð Þ is the
receiver clock drift. Similarly, the estimated one can be obtained from the received

Doppler frequency using the iterative method. D̂_tir t0ð Þ is the ith satellite clock drift.
The SV Clock Correction af 1 can replace the satellite clock drift and it is given in
the navigation message [7].

Substituting Eq. (1.1) into Eq. (1.3), we obtain the authentic model, which is
given in Eq. (1.4).
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eitran s; t0ð Þ ¼ Dtu t0 þ sð Þ � Dtu t0ð Þf g � D̂_tu t0ð Þ � s
þ Dtir t0 þ sð Þ � Dtir t0ð Þ� �� D̂_tir t0ð Þ � s
þ dir t0 þ sð Þ � d̂ir t0 þ sð Þ� �

=c

þ dir t0ð Þ � d̂ir t0ð Þ� �
=c

þ nir t0 þ sð Þ � nir t0ð Þ� � ð1:4Þ

The authentic model is simplified as Eq. (1.5)

eitran s; t0ð Þ ¼ nir s; t0ð Þ ð1:5Þ

where nir s; t0ð Þ represents the expression on the right side of Eq. (1.4). It is the sum
of various errors and noises. It contains the error between the real receiver clock
bias and the estimated one, the error between the real ith satellite clock bias and the
estimated one, the error between the real distance and the estimated one, and the
difference of the two noises at different time. nir s; t0ð Þ is supposed to be additive
white Gaussian noise (AWGN) and is distributed as N 0; r2i

� �
.

Substituting Eq. (1.2) into Eq. (1.3), we obtain the spoofing model, which is
given in Eq. (1.6).

eitran s; t0ð Þ ¼ Dtu t0 þ sð Þ � Dtu t0ð Þf g � D̂_tu t0ð Þ � s
þ Dts t0 þ sð Þ � Dts t0ð Þf g
þ Dtir t0 þ sð Þ � Dtir t0ð Þ� �� D̂_tir t0ð Þ � s
� dis t0 þ sð Þ � dis t0ð Þ� �

=c

þ dir t0 þ sð Þ � d̂ir t0 þ sð Þ� �
=c

þ dir t0ð Þ � d̂ir t0ð Þ� �
=c

þ nir t0 þ sð Þ � nir t0ð Þ� � ð1:6Þ

where D̂_tu t0ð Þ is the calculated clock drift. However, it is the estimation of
D_tu t0ð ÞþD_ts t0ð Þf g. D_tu t0ð Þ is the receiver clock drift and D_ts t0ð Þ is the spoofer

clock drift. They cannot be distinguished in the calculated value.
Similarly, the spoofing model can be approximated as Eq. (1.7)

eitran s; t0ð Þ ¼ td s; t0ð Þþ nir s; t0ð Þ ð1:7Þ

where td s; t0ð Þ represents � dis t0 þ sð Þ � dis t0ð Þ� �
=c. It is the propagation delay of

spoofing signals. nir s; t0ð Þ in Eq. (1.6) which is similar to the one in Eq. (1.5),
represents the rest of the expression on the right side. It is the sum of various errors
and noises. The spoofing signals which are generated by the simulator and repeater
both can use the above signal model for the simple spoofing attack mode. The extra
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delay keeps common among all satellites for the single-source spoofer. It is
impossible to compensate propagation delay in non-cooperative mode. The satellite
transmit time residuals are usually random variables with zero-mean in the
authentic scene, but with an extra common delay in the spoofing scene. The
common delay is changing over time when the spoofer antenna and receiver
antenna is moving. The spoofing correlation of different satellite transmit time
residual is higher than the authentic one.

2.3 Statistical Detection Metric

The statistical detection metric in Ref. [3] is also suitable for this paper. The
pairwise correlation coefficients between the ith satellite and the jth satellite is
defined as Eq. (1.8).

qij ¼
E eitran � E eitran

� �� �
e jtran � E e jtran

� �� �� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E eitran � E eitran

� �� �2n o
E e jtran � E e jtran

� �� �2n or ð1:8Þ

where Ef�g is the symbol of expectation and E � � Eð�Þ½ �2
n o

is the symbol of

variance. eitran is the random variable of the ith satellite transmit time residual. The
mean value of all the pairwise correlation coefficients qij is regarded as the detection
metric in Eq. (1.9).

metric ¼
PM

i¼1

Pi�1
j¼1 qijPM�1

m¼1 m
ð1:9Þ

The detection metric is obvious and natural to measure the correlation of satellite
transmit time residual in this paper. It can detect all channel spoofing scene as well
as the partial channel spoofing scene. In next section, the experiments are designed
and implemented to validate the proposed metric.

3 Experiment

GPS L1 C/A signals are employed to test and verify the proposed method in the
experiments. A real-time hardware receiver with 12 independent channels is
adopted. The receiver clock is an oven-controlled crystal oscillator (OCXO) with a
frequency stability 10−9 s at one second. The down converter (DC) and analog to
digital converter (ADC) use the same clock. This condition is demanded by the
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carrier phase smoothing. In order to reduce the jitter of PVT solution, the carrier
phase smoothing pseudo-range is used to solve PVT solution. The measurement
sample rate is 1 Hz and the processing interval is 1 s. The detection processing
interval is set as 60 s.

The experiment configurations are depicted in Fig. 1. The experiment equipment
is depicted in Fig. 2. In the authentic scene, the signals were received by a ran-
domly moving antenna outdoors. Seven satellite signals including PRN10, PRN15,
PRN18, PRN20, PRN21, PRN24, and PRN32 were in tracking channels. In the all
channel spoofing scene, the signals were generated by an Agilent E4438C simulator
and received by a randomly moving antenna indoors. Seven satellite signals
including PRN02, PRN04, PRN05, PRN13, PRN23, PRN25, and PRN27 were in
tracking channels. In the partial channel spoofing scene, the signals were received
by a static antenna outdoors. There are five authentic signals (PRN04, PRN16,
PRN23, PRN26 and PRN31) and four spoofing signals (PRN08, PRN09, PRN21
and PRN27) with 10 ls delay in tracking channels. The random motion is in the
horizontal plane. The distance of the back and forth movement is about 10 m. The
distance variation of 10 m is equivalent to the time variation of 3.3356 ns, as
electromagnetic waves travel with the speed of light.

Fig. 1 Experiment configurations

GNSS Spoofing Detection with Single Moving Antenna Based … 461



3.1 Authentic Scene

Figure 3 shows the satellite transmit time residuals and the pairwise correlation
coefficients for different PRNs in the authentic scene. The satellite transmit time
residuals for different PRNs have different variations in (a). The pairwise correlation
coefficients for different PRNs are small in (b). The value of detection metric is
0.032643. It means that there is few correlation the measurements of between
different PRNs.

Fig. 2 Experiment equipments
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3.2 All Channel Spoofing Scene

Figure 4 shows the satellite transmit time residuals and the pairwise correlation
coefficients for different PRNs in the all channel spoofing scene. The satellite
transmit time residuals for different PRNs have similar variations in (a). The
pairwise correlation coefficients for different PRNs are large in (b). The value of
detection metric is 0.94438. It means that there is a strong correlation between the
measurements of different PRNs and the correlation is significant.

Fig. 3 a The satellite transmit time residuals and b the pairwise correlation coefficients for
different PRNs in the authentic scene

Fig. 4 a The satellite transmit time residuals and b the pairwise correlation coefficients for
different PRNs in the all channel spoofing scene
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3.3 Partial Channel Spoofing Scene

Figure 5 shows the satellite transmit time residuals and the pairwise correlation
coefficients for different PRNs in the partial channel spoofing scene. The satellite
transmit time residuals for different PRNs have constant slopes in (a). The pairwise
correlation coefficients for different PRNs are not small in (b). The value of
detection metric is 0.9104. It means that there is a significant correlation between
the measurements of different PRNs and the slope of the satellite transmit time
residuals (a) is caused by the inconsistency of the PVT solution.

4 Conclusions

This paper proposes a method based on the pairwise correlations of satellite
transmit time residual, which can be implemented in a single moving antenna
receiver. This method combines the information of tracking level and navigation
level. The PVT solution obtained in navigation level and the satellite transmit time
obtained in tracking level are jointly utilized to calculate the satellite transmit time
residuals. This operation helps receiver to get rid of clock parameters learning.
Besides, this method is still valid when the spoofer fabricates counterfeit signals
with random variations of position. The detection metrics represent the correlation
of satellite transmit time residuals which extracted from the code phase measure-
ments. The detection metrics in the spoofing scene are higher than the one in the
authentic scene. The proposed method is an effective and reliable spoofing detection
algorithm for the single-source spoofing attack. This method can be used in not only
the all channel spoofing scene but also the partial channel spoofing scene.

Fig. 5 a The satellite transmit time residuals and b the pairwise correlation coefficients for
different PRNs in the partial channel spoofing scene
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The Divergence Analysis of Kalman
Filter Phase Lock Loop and Unbiased
Correction of Frequency

Liwei Zhang, Dongqing Zhao, Shaolei Peng, Caijie Zhu
and Zhongpan Li

Abstract In software receiver, the signal tracking is an important pre-step in
demodulation of the satellite signals and positioning. The signals tracking is com-
posed of the carrier tracking loop and the C/A code tracking loop, which can be used
to track the carrier component and the C/A component. In this paper, the Kalman
filter used in carrier tracking loop is studied in depth, and aimed at the phenomenon
of divergence caused by the increasing phase-difference in the Kalman phase lock
loop with the increase of the tracking time, the causes of this phenomenon is ana-
lyzed and the divergence function that can be used to predict the size of the diver-
gence is posed. Then the tracking loop filter under Kalman adjusts the gain model
frequency correction unbiased algorithm is put forward. Experiments show that the
divergence function can correctly predict the divergence of the original tracking
loop, and the divergence problem of standard Kalman filter can be solved. The same
frequency and phase tracking of high stability and high accuracy is always kept in
the carrier tracking loop by this method.

Keywords Kalman � PLL � Tracking � Divergence function � Unbiased correction
Software receiver

1 Introduction

In the process of satellite signals acquisition, the software receiver can obtain the
accurate carrier frequency and code phase through coarse and fine acquisition. In
tracking stage, the pseudo-code tracking loop and the carrier tracking loop are
tightly coupled by carrier frequency and code phase. The stripping operation of
pseudo-code and carrier is implemented by continuously updating loop parameters.
Finally, the bit data of the navigation message can be obtained by In-Phase
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(I) branch of the tracking loop. At the same time, the carrier phase observations can
be calculated by Doppler frequency. Research suggests that the code loop is more
robust than the carrier loop. Therefore, the carrier tracking loop is important for the
positioning accuracy and dynamic performance of the GNSS software receiver [1].

With the development of society, GNSS receivers are used widely. Now there
are great demand of positioning in a variety of severe environment, such as weak
signal environment, high dynamic environment, etc. The traditional tracking loop
has good performance in low dynamic and high signal-to-noise ratio environment,
but the tracking performance is worse in hash environments. Kalman filter algo-
rithm can be employed in the harsh environment [2, 3]. Zeng used Kalman filter
tracking algorithm for tracking in weak signal environment, and the result indicated
a lower 4 dB signal tracking compared to the traditional PLL/DLL tracking loop
[4], another adaptive Kalman tracking PLL is proposed by Zhang which can be
applied in the realization of signal tracking in high dynamic environment by
adjusting the observation noise. But there is a defect in this algorithm that long time
stable tracking cannot be realized. As the tracking time increases, divergence and
losing lock will appear [5, 6]. In 2015, Gao analyzed the two algorithms of fading
Kalman filtering and adaptive Kalman filtering, and proposed an improved adaptive
extended Kalman filter tracking algorithm for residuals. The algorithm is effective
in suppressing the divergence phenomenon, but the divergence problem is not
solved well [7]. Therefore, I this paper the cause of the problem is theoretically
analyzed and an unbiased model is solved to the problem.

2 Kalman Filter Phase Lock Loop

The carrier tracking loop is divided into PLL (Phase Lock Loop) and FLL
(Frequency Locked Loop). Carrier phase measurement value is more accurate by
PLL compared with FLL, but its stability is poor and it is easy to loss lock. FLL is
not very sensitive to the frequency difference. Different frequency discriminator has
different frequency pulling range, usually from 50 to 100 Hz. In the beginning of
tracking stage, FLL is utilized in frequency pulling to lessen the frequency differ-
ence, then the signal tracking of the same frequency and phase is achieved by PLL.

2.1 The Equation of Kalman Filter

The equation of state and measurement equation of Kalman filter algorithm is
written as [8]:
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Xk ¼ UXk;k�1 þCk;k�1Wk�1

Zk ¼ HkXk þVk

�
ð1Þ

where Xk is the state vector at k moment, Zk is the observation vector at k moment,
U is the state transition matrix of the system, Vk is the vector of observation noise,
Wk is the vector of system process noise, Hk is the observation matrix, Ck is the
noise input matrix.

Five basic equations are used to estimate the state of the next time:

(a) State prediction equation:

X̂k;k�1 ¼ Uk;k�1X̂k�1 þBUðkÞ ð2Þ

(b) Prediction equation of error:

Pk;k�1 ¼ Uk;k�1Pk�1U
T
k;k�1 þCk;k�1Qk�1C

T
k;k�1 ð3Þ

(c) Filter gain matrix:

Kk ¼ Pk;k�1H
T
k HkPk;k�1H

T
k þRk

� ��1 ð4Þ

(d) Estimation the variance matrix of error:

Pk ¼ I � KkHk½ �Pk;k�1 ð5Þ

(e) Estimation state:

X̂k ¼ X̂k;k�1 þKk½Zk � HkX̂k;k�1� ð6Þ

According to these five basic equations, the state estimation vector X̂k of k
moment can be obtained as long as the observation value Zk of k moment is known.

2.2 State Model and Measurement Model of Third-Order
PLL

At k moment, the phase difference between the locality carrier and the satellite
signal carrier is xu. The Doppler frequency of satellite signals is xx. The Doppler
frequency acceleration of the satellite signal is xa. Then the state vector of k
moment is Xk ¼ ½xu; xx; xa�Tk . When the sampling interval Dt is very small, the
relationship between this time interval can be expressed as follows:

The Divergence Analysis of Kalman Filter Phase … 469



xxðkþ 1Þ ¼ xaðkÞDtþ xxðkÞ ð7Þ

xuðkþ 1Þ ¼ xuðkÞþ 2pxxðkÞDtþ pxaðkÞDt2 � 2pxNðkÞDt ð8Þ

where xxðkþ 1Þ, xuðkþ 1Þ is the Doppler frequency and phase difference of the
satellite signal at k + 1 moment respectively, and Dt is 1 ms.

Therefore, state transition equation of carrier phase is:

xu
xx
xa

2
4

3
5
kþ 1

¼
1 Dt Dt2

0 1 Dt
0 0 1

2
4

3
5 xu

xx
xa

2
4

3
5
k

�
Dt
0
0

2
4

3
5xN ð9Þ

where variables xu, xx, xa, xN are measured by rad.
In contrast to formula (2):

U ¼
1 Dt Dt2

0 1 Dt
0 0 1

2
4

3
5 ð10Þ

B ¼
Dt
0
0

2
4

3
5 ð11Þ

U ¼ xN ð12Þ

So the state transition equation can be expressed as:

X̂k;k�1 ¼ Uk;k�1X̂k�1 þBUðkÞ ð13Þ

The measured value of the measurement model is computed by the phase dif-
ference value between the local signal and the satellite signal, and the phase dif-
ference value is obtained by the two quadrant arctan function because the function
is not affected by the navigation data bit flip.

uk ¼ � arctanðQP=IPÞ ð14Þ

where uk is the phase difference value between the local signal and the satellite
signal at k moment, QP, IP is orthogonally integral prompt value and the in-phase
integral prompt value after the mixing.

The phase difference value can also be expressed as:

u ¼ xu þ xx
Dt
2

þ xa
Dt2

6
� xN

Dt
2

ð15Þ
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So the measurement model of the PLL can be written as:

ukþ 1 ¼ 1 Dt
2

Dt2
6

h i xu
xx
xa

2
4

3
5
k

�Dt
2
xN þ vkþ 1 ð16Þ

The parameters are set up as follows [9]: xu0, xx0 is obtained in the acquisition
stage, xa0 is set to 0 Hz/s, the standard deviation rv of measuring white noise vk is
0:114 rad.

3 Unbiased Correction of Doppler Frequency in Kalman
Filtering PLL

Kalman filtering algorithm is an optimal estimation algorithm for system state,
which minimizes the mean square deviation between the predicted value and the
state vector, that is, Xk � X̂k reaches the minimum value. Therefore Kalman filtering
algorithm has better tracking performance compared with the traditional PLL.

When the state vector Xk�1 of the k − 1 moment is obtained, the frequency value
of the Xk�1 state vector is exploited to update the frequency of the local carrier, that
is xNðkÞ ¼ xxðk � 1Þ. The value of xa is considered unchanged within 2 Dt of the
adjacent loop update cycle. However, due to the hysteresis of the filtering algo-
rithm, there is a tiny difference between the frequency of the local carrier and the
frequency of the input signal carrier. This difference depends on acceleration of
frequency xa. This tiny frequency difference value will cause minimal phase dif-
ference in one cycle. When the xa remains the same, the phase difference will
unceasingly accumulate as time goes on until losing lock. The phase difference Du
can be represented by a divergent function (the xu, xx, xa, and xN in this section are
expressed in cycle).

Du ¼
ZDt

0

ZDt

0

xadtdt ¼ 1
2
xaDt

2 ð17Þ

From the divergence function, we can see that when the PLL is used to track for
short time, the tracking can proceed normally, and the navigation message can also
be demodulated, but the integral value of the in-phase will slowly decrease. When
using the PLL for long time tracking, the phase difference between the local signal
and the satellite signal will continue to expand at a minimum speed, and the speed
magnitude in the normal observation environment is about 100=s. After long time
tracking, with the decrease of the integral value of the in-phase, the tracking loop
will lose lock. In addition, because of the difference of frequency, the carrier phase
observation will be more and more inaccurate.
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In order to solve this problem, this paper novelly uses feedback adaptive
under-regulation gain to correct the frequency estimation value obtained by Kalman
filter PLL to ensure that the phase difference obtained at the next phase discrimi-
nation will not continue to expand and stabilize in a reasonable range.

The phase difference obtained by the phase discriminator is used as the input
signal of the gain correction, and the correction model is expressed as follows:

Df ¼ a � q � Du
Dt

ð18Þ

where a is an under-regulation factor; q is a gain factor.

q ¼
Duj j=3r
Duj j=r
1

Duj j[ 3r
Duj j\r
� � �

8<
: ð19Þ

where r is the standard deviation of the phase difference.
After the state vector Xk�1 is obtained at k − 1 moment, the frequency of the

local replicating carrier at k moment is modified to xxðk � 1ÞþDf from the
original algorithm’s xxðk � 1Þ (The under-regulation factor a is set to 0.01).

4 Experiment

Digital intermediate frequency (IF) sampler was used outdoors for data sampling
(IF is 2.5 MHz, sampling frequency is 10.0 MHz) in November 9, 2017. The
sampled data is processed by the software receiver. The Doppler frequency and the
code phase of the satellite are obtained in the process of acquisition. The acquisition
results are shown in Figs. 1 and 2. Take PRN10 satellite as example, its code phase
is 882, and its Doppler frequency is 57.86 Hz.

In order to compare the phase difference between two tracking loops more
intuitively, the phase difference cosine value is used instead of phase difference to
map, that is, cosðDuÞ. In Fig. 3, we present the phase difference cosine output
diagram of the standard Kalman filter tracking algorithm and the unbiased Kalman
filter tracking algorithm.

As we all know, the output value of the in-phase I in the tracking stage [10] is

IðkÞ � ADT cosðDuÞ ð20Þ

where A is the signal magnitude, D is the navigation message bit, T is the integral
time. With the increase of Du, the output value of the branch I will become smaller
and smaller.

It can be concluded from Fig. 3 that after 300 s tracking, the tracking loop based
on standard Kalman algorithm has been divergent, and the tracking loop based on
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correction Kalman filtering algorithm proposed in this paper can still achieve stable
tracking of the satellite signal and did not show any signs of divergence. From
Fig. 4, it is clearly shown that the integral value of branch I is getting smaller and
smaller, because the phase deviation is larger and larger with the increase of
tracking time.

Figure 5 shows the carrier frequency at each time. From the figure, it can be
calculated that the frequency changes about −180 Hz in 300 s, and the change rate
is about −0.6 Hz/s (−180 Hz/300 s). From the divergent functional expression (17)
Du ¼ 1

2 xaDt
2, It can be obtained that the phase variation caused by the frequency

deviation is 6p� 10�7 in 1 ms updating cycle period, and the phase difference
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caused by the slight frequency offset is 0:18p in 300 s. Therefore, phase difference
cosine value of the tracking algorithm based on standard KF should be cosð0:18pÞ,
that is about 0.84. Accordingly, the branch I output value and the phase difference
cosine value obtained by the standard KF algorithm should be 0.84 times of the
output value of the unbiased correction algorithm.

It can be seen from Table 1: that at the 300 s, the phase difference cosine
obtained by unbiased correction tracking algorithm is 0.9973 and the phase dif-
ference cosine obtained by standard KF is about 0.8369. The difference is only
0.1% from the predicted value 0.8377 (0:9973� 0:84). The integral value of the
branch I is 1.133 � 104 through unbiased correction algorithm. The branch I
integral value of the uncorrected tracking algorithm is 0.9519 � 104, the difference
is only 0.02% from the predicted value 0.9517 � 104. Therefore, it can be con-
sidered that the branch I integral output value and the phase difference cosine value
obtained by the standard KF algorithm fully conform to the theoretical prediction
value.
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Table 1 The between the output values of the unbiased tracking algorithm and the traditional
tracking algorithm

300 s Correction
KF

Standard
KF

Predicted
value

The difference between the predicted
value and the measured value (%)

Phase
deviation
cosine value

0.9973 0.8369 0.8377 0.1

Branch I
output value

1.133 0.9519 0.9517 0.02
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5 Conclusions

In this paper, the third-order Kalman filter PLL algorithm is studied deeply. The
problem of divergence is analyzed with the increase of tracking time and the cause
of divergence is found. After that, the divergence function is derived through
theoretical analysis. Then, this paper proposes a self-adaptive Kalman filtering PLL
unbiased correction algorithm based on under-adjustment gain model. Finally, the
experimental results show that the algorithm can solve the divergence problem of
standard Kalman filtering algorithm and more stable tracking of the satellite signal
is achieved.
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A Method of Carrier Phase Multipath
Mitigation Based on Punctual Code
Correlation Reference Waveform

Chunjiang Ma, Xiaomei Tang, Yingxiang Liu, Zhibin Xiao
and Guangfu Sun

Abstract Carrier phase multipath is one of the main sources of error for
high-precision GNSS applications. In an urban environment with severe multipath
fading, multipath effects can cause centimeter-scale shifts in carrier phase mea-
surements. The carrier multipath is related to the location of the receiver, the
variation of static multipath error is mainly affected by the satellite motion, showing
the deviation characteristic, which is difficult to eliminate by using the existing
differential technique or multipath error model. This paper defines the concept of
carrier multipath peak-to-peak ratio in carrier correlator and uses it to measure the
effect of multipath signal on carrier phase measurement. Considered the charac-
teristics that multipath signals always lag behind direct signals, this paper presents a
method of reference waveform design for on-time codes. The asymmetric cross-
correlation function constructed by this method can suppress the cross-correlation
of lag signals and improve the anti-carrier phase multipath capability. Through
theoretical analysis and simulation, the proposed method of carrier phase multipath
reduction can reduce the envelope area of carrier phase multipath error by about
49% when the gate width of the reference waveform is 1/4 chip, effectively
increasing the receiver carrier multipath rejection.

Keywords Carrier phase � Multipath peak to peak ratio � Code reference
waveform � GNSS

1 Introduction

In Global Navigation Satellite Systems (GNSS), high-precision positioning tech-
nologies such as Real Time Kinematic (RTK) and Precise Point Position
(PPP) provide users with centimeter-level positioning services by using carrier
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phase [1]. Carrier phase multipath is one of the main sources of errors in
high-precision positioning, especially in urban environments where the multipath
fading is severe. Multipath effects can cause centimeter-scale dispersion in carrier
phase measurements [2].

High-precision positioning technology can reduce the influence of tropospheric
delay, ionospheric delay and clock error on carrier phase measurement through
differential or modeling. However, the multipath errors are not the same due to the
same satellite signals received at different locations or different satellite signals
received at the same location. Therefore, the differential and modeling methods are
generally effective in dealing with multipath errors. For static or low dynamic users,
the variation of multipath error is mainly affected by the satellite motion, showing
the characteristics of slow time-varying deviation [3]. This makes it difficult to
repair carrier multipath errors in a short period of time even with data filtering
methods.

At present, there are lots of literatures which researched on pseudo-range mul-
tipath [4–10]. Compared with pseudo range multipath, the effect of carrier phase
multipath is small, but the processing is more difficult, so research on carrier
multipath is still relatively small. However, the current high-precision positioning
technology mainly uses the carrier phase, so the influence of carrier multipath error
on high-precision users is particularly prominent.

The anti-multipath antenna is mainly suitable for stationary high-precision users,
which can effectively suppress the multipath error of the carrier phase. For receiving
antennas placed in a more open environment, the multipath signal is mainly inci-
dent from a negative elevation angle. Patch antennas [4] and Fire Wheel Antennas
[5], etc. are all aimed at reducing the antenna’s negative gain as much as possible
while ensuring the visibility of the antenna to satellites above horizontal.

The Maximum Likelihood Estimation (MLE) method [6] estimates the ampli-
tude and phase of multipath signals based on the maximum likelihood principle,
and compensates for the carrier phase multipath errors by using the signal parameter
estimation. In addition, in order to improve the computational efficiency, a series of
parameter estimation methods based on maximum likelihood are proposed, such as
the Multipath Estimation Delay Lock Loop (MEDLL) [7], the Maximum
Likelihood Delay Estimation Reduced Searching Space Maximum Likelihood
(RSSML) technology [8] and Fast iteration Maximum-Likelihood Algorithm
(FIMLA) algorithm [9]. Parameter estimation method can estimate the parameters
of multipath signals accurately, but its calculation is relatively complex and sen-
sitive to noise. Some algorithms have fuzzy estimation, and additional information
needs to be introduced to assist decision.

In 1999, Gary’s proposed High Resolution Correlator (HRC) technique [10] is a
multi-correlator carrier multipath suppression technique that uses three sets of
correlators (lead, punctual and lag) to track the carrier. However, this method not
only increases the thermal noise variance of the carrier phase but also is severely
affected by multipath signals near one chip.

Based on the idea of HRC technology, this paper proposes a carrier phase
multipath suppression method based on Punctual Code Reference Waveform
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(PCRW). The concept of multipath peak to peak ratio (MPPR) is proposed and
MPPR is used to guide the design of reference waveform of punctual code
according to the theoretical formula of multipath error of carrier phase. Compared
with the HRC method, the PCRW method has better carrier phase multipath sup-
pression capability under the same SNR loss.

2 Carrier Phase Multipath Error

Multipath error refers to the deviation of the measurement of the direct signal due to
the received reflected or scattered replica signal. For N-path multipath model,
ignoring the effects of noise and other disturbances, the received signal can be
expressed as:

r tð Þ ¼ a0e�jh0 x t � s0ð Þþ
XN
i¼1

~aie�j~hi x t � s0 � ~sið Þ
" #

ð1Þ

where a0 is the signal amplitude, ~h0 is the initial phase of the signal carrier phase, s0
is the signal delay, ~ai, ~hi and ~si are the amplitude attenuation, phase offset and delay
of the multipath signal, respectively.

When the receiver performs the matching correlation, the correlation function of

the local reference signal e�jĥx tð Þ and the received signal r tð Þ of the on-time
tributary may be expressed as:

�R sð Þ¼a0e
�j h0�ĥð Þ R s� s0ð Þþ

XN
i¼0

~aie�j~hiR s� s0 � ~sið Þ
 !

ð2Þ

Among them,

R sð Þ¼
Z

x tð Þx tþ sð Þdt ð3Þ

Assuming that the difference between the local carrier phase and the received

signal carrier phase is u ¼ h0 � ĥ
� �

, that is, the true value of the carrier phase

measurement. Due to multipath signal caused by carrier phase measurement
deviation, that is, carrier phase multipath error ue can be expressed as:

ue ~a; ~h;~s
� �

= arctan

PN
i¼0 ~ai sin ~hi

� �
R �~sið Þ

R 0ð Þþ PN
i¼0 ~ai cos ~hi

� �
R �~sið Þ

2
4

3
5 ð4Þ
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It is assumed here that the code phase tracking error is negligible. Deformation
on the type, we can get:

ue ~a; ~h;~s
� �

= arctan

PN
i¼0 ~ai sin ~hi

� �
R �~sið Þ=R 0ð Þ

1þ PN
i¼0 ~ai cos ~hi

� �
R �~sið Þ

.
R 0ð Þ

2
4

3
5 ð5Þ

The ratio of the multipath peak-to-peak ratio of the carrier multipath is defined as
the ratio of the correlation peak of the multipath signal to the direct signal, and then
the multipath peak-to-peak ratio of the multipath of the multipath signal of the i-th
path can be calculated as follows:

r ~sið Þ ¼ R �~sið Þ=R 0ð Þ;~si [ 0 ð6Þ

According to Eq. (5), the carrier phase multipath error is directly related to the
size of carrier multipath peak-to-peak ratio. The larger the carrier multipath
peak-to-peak ratio, the more serious the multipath signals will affect the carrier
phase.

The carrier phase multipath error envelope is composed of the maximum and
minimum values of carrier phase multipath error, which can reflect the average
effect of different delayed multipath signals on carrier phase measurement. The
maximum and minimum values of carrier phase multipath errors are calculated as
follows:

umin ~a;~sð Þ ¼ min
~hi 2 0; 2pð �
i ¼ 1; � � � ;Nð Þ

ue ~a; ~h;~s
� �

ð7Þ

umax ~a;~sð Þ ¼ max
~hi 2 0; 2pð �
i ¼ 1; � � � ;Nð Þ

ue ~a; ~h;~s
� �

ð8Þ

The carrier phase error envelope can be given by umin;umax½ �.

3 Punctual Code Reference Waveform

In order to reduce the impact of multipath signals on the carrier phase measurement,
this paper designs the code reference waveform of the punctual branch. By reducing
the multipath peak-to-peak ratio of the punctual branch (carrier) correlator, the
receiver can improve the carrier multipath mitigation ability.

As shown in Fig. 1, the local code waveform of the traditional all-match
receiving method is exactly the same as that of the spread spectrum. The HRC
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method for the multiple correlator combination can be equivalent to the HRC code
reference waveform given in the figure. The carrier phase multipath method pro-
posed in this paper is achieved by designing the PCRW code reference waveform.

The reference code waveform can be described by the following formula:

w tð Þ ¼
X1
k¼0

g t � kTC þ 1
2
TC

� �
ck tð Þ ð9Þ

where g tð Þ is the reference waveform symbol, ck tð Þ is the spreading code symbol,
TC is the spreading code symbol width, and W is the reference waveform gate
width.

Receiver block diagram using PCRW technology shown in Fig. 2. The PCRW
reference code generator will generate a local code reference waveform w(t) of the
on-time branch based on the local replica code generator.
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Since the early code and the late code are directly derived from the output of the
local code generator and are independent of the PCRW reference code. Therefore,
PCRW technology can only suppress carrier multipath and has no direct effect on
pseudorandom multipath. While using PCRW technology to suppress carrier phase
multipath, code phase multipath can still be suppressed by using narrow correlation
(NC) or Code Cross Reference Waveform (CCRW).

Where, C represents the amplitude of the received signal, NIW and NQW are
Gaussian noise, the noise variance is:

r2XW ¼ E N2
IW

� � ¼ E N2
QW

� �
¼ RWW 0ð ÞN0=T ð13Þ

where N0 is the noise power spectral density of the input signal and T is the
coherent integration time.

Because multipath signals always lag behind the direct signals in time, the
PCRW technique designs an asymmetric cross-correlation curve to suppress the
correlation values of the lagging portions and reduce the influence of multipath
signals on the direct signals in the correlation domain.

Under the condition of infinite bandwidth, the cross matching function of full
match reception, HRC method and PCRW method proposed in this paper is shown
in Fig. 3, where the gate width W of the punctual reference waveform takes 1/4
chip. As can be seen from the figure, the PCRW method can suppress multipath
signal correlation values delayed by more than 1/4 chip, while the HRC method is
sensitive to multipath signals near one chip delay.

In addition, as can be seen from Fig. 3, since the HRC method and the PCRW
method only partially match the reference code, there is a certain amount of related
loss, which is analyzed in detail in Part 4 of the article.

The MPPR of the cross-correlation curve between the received signal and the
local reference waveform directly determines the multipath suppression capability

Fig. 3 Several reference
waveforms correspond to the
cross-correlation function
(B = ∞, W = 1/4)
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of the carrier correlator. Figure 4 shows the MPPR corresponding to several ref-
erence waveforms. It can be seen that the PCRW method is consistent with the
anti-multipath performance of HRC for multi-path signals with 0–0.75 chips delay,
and both are superior to fully matched receiver method. The PCRW method
completely suppresses multipath with a signal delay greater than 1/4 chip, while the
HRC method is more sensitive to multipath signals with a delay of 0.75–1.25 chips.

The received signal is orthogonally demodulated by a carrier to obtain an
in-phase component zi and a quadrature component zq, respectively, both of which
are related to a local code signal w(t), and then integrated to obtain IPS and QPS.

The cross-correlation function that defines the received signal and the PCRW
reference code is:

SIF ¼
ffiffiffiffiffiffi
2C

p
XðtÞ exp j x0 þxdð Þtþ heð Þ½ � þ nðtÞ ð10Þ

The in-phase integrated value IW eð Þ and the quadrature integrated value QW eð Þ
of the on-time correlator can be expressed as:

IW eð Þ ¼
ffiffiffiffiffiffi
2C

p
RXW eð Þ cosuþNIW ð11Þ

QW eð Þ ¼
ffiffiffiffiffiffi
2C

p
RXW eð Þ sinuþNQW ð12Þ

To facilitate the analysis of the problem, consider only one case of signal
multipath and assume that the multipath to direct ratio (MDR) of the multipath
signal is −6 dB. Figure 5 shows the multipath error envelopes for several reference
waveforms under infinite bandwidth conditions. The full-match receiving method
has the largest multipath error envelope area, and the PCRW method proposed in
this paper has the smallest multipath error envelope area. The PCRW method
reduces the envelope area of multipath error by 75% compared with the full match
receiving method, and decreases by 49% when compared with the HRC method.

Fig. 4 The multipath
peak-to-peak ratio of several
reference waveforms (B = ∞,
W = 1/4)
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In the case of infinite bandwidth, reducing the gate width W of the reference
waveform can further reduce the error envelope area of carrier phase multipath and
improve the suppression of carrier multipath. For an actual receiver, the limited
bandwidth will distort the signal correlation peak, reduce the peak-to-peak ratio of
carrier multipath, and reduce the suppression of carrier phase multipath. Figure 6
shows the carrier phase multipath error envelope corresponding to the PCRW
reference codes of different gate widths when receiving the GPS C/A code when the
front-end bandwidth of the radio frequency is 5 MHz. It can be seen that when
using the PCRW method for receiving, it is also necessary to combine the specific
radio frequency front-end bandwidth and select a suitable gate width.

Fig. 5 Carrier phase
multipath error envelope
corresponding to several
reference waveforms (B = ∞,
W = 1/4, MDR = −6 dB)

Fig. 6 Carrier multipath
error envelopment with
different gate widths under
limited bandwidth
(Fc = 1.023 MHz,
MDR = −6 dB)
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4 Tracking Jitter

Since both PCRW and HRC are a partially matched reception method, there is
energy loss when the local code is correlated with the received signal.

In the following, a multiplicative phase detector is taken as an example to
analyze the loop thermal noise of the carrier tracking loop based on the PCRW
method. Combined with Eqs. (11) and (12), the carrier phase error can be expressed
as:

d heð Þ ¼ IW 0ð Þ � QW 0ð Þ
¼ CR2

XW 0ð Þ sin 2uþ
ffiffiffiffiffiffi
2C

p
RXW 0ð ÞNQW cosu

þ
ffiffiffiffiffiffi
2C

p
RXW 0ð ÞNIW sinuþNIWNQW

ð14Þ

When the carrier loop is locked, u � 0, therefore, cosu � 1. The phase iden-
tification function is linearized:

d uð Þ ¼ g0uþN ð15Þ

where g0 is the phase-contrast gain, and N is a Gaussian white noise with mean
zero. g0 and N can be expressed as:

g0¼ 2CR2
XW 0ð Þ ð16Þ

N ¼
ffiffiffiffiffiffi
2C

p
RXW ð0ÞNQW þNIWNQW ð17Þ

Among them, the variance of noise N can be expressed as:

r2N ¼ 2CR2
XW 0ð ÞRWW 0ð ÞN0=T þR2

WW 0ð Þ N0=Tð Þ2 ð18Þ

According to the linearization model of carrier phase discrimination function, the
normalized steady-state carrier tracking error is:

r2 ¼ 2BLTr2N
g20

¼ BLRWW 0ð Þ
R2
XW 0ð ÞC=N0

1þ RWW 0ð Þ
2R2

XW 0ð ÞC=N0T

� �
ð19Þ

where BL represents the unilateral noise bandwidth of the code tracking loop.
Under the condition of infinite bandwidth, the auto-correlation peak of PRWR

and the cross-correlation peak of PRWR with the input signal are the same in size
and equal to the gate width of the reference waveform, that is, the correlation peak
can be expressed as:
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RWW ð0Þ ¼ RXW ð0Þ ¼ GW ð20Þ

The fully matched receive method is equivalent to the PCRW method with a gate
width equal to one chip, whereas the thermal noise performance of the HRC method
is exactly the same as the PCRW method. Figure 7 shows the variation of the
thermal noise of PCRW carrier phase with the carrier-to-noise ratio of the loop
under W = 1, W = 1/2, W = 1/4 and W = 1/8 respectively.

It can be seen that the smaller the gate width of the reference waveform, the
greater the variance of the carrier loop thermal noise. Reduce gate width by half the
size, which can be equivalent to loss of 3 dB input signal power.

After the above analysis shows that the carrier multipath suppression perfor-
mance improvement at the expense of receiving SNR at the expense. However, for
stationary or low dynamic receivers, the relatively fixed carrier phase multipath drift
has a greater impact on the positioning result, while the loop thermal noise can still
be suppressed by increasing the integration time or data filtering.

5 Conclusion

In this paper, a carrier phase multipath suppression method based on PCRW is
proposed. The concept of MPPR is defined, and MPPR is used to guide the design
of local code reference waveform by deriving a formula of carrier multipath error.
Analysis shows that when the gate width of the local punctual branch code refer-
ence waveform is 1/4 chip, the reception SNR loss of the PCRW receiving method
is the same as that of the HRC method, but the anti-multipath performance is
improved by about 49%.

Fig. 7 The standard
deviation of loop thermal
noise based on different gate
widths (BL = 2 Hz,
T = 20 ms)
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Maximum Correntropy Criterion
Based Robust Kalman Filter

Liansheng Wang, XingWei Gao and Lijian Yin

Abstract In this paper, a novel filter based on maximum correntropy criterion
(MCC) and M-estimate theory is proposed. The MCC based Kalman filter (MKF) is
developed by combining the MCC and the M-estimate theories into the framework
of the classical Kalman filter (CKF). In this way, the measurement outliers can be
suppressed. In addition, since the dynamic model of the filter is consistent with the
real movement of the vehicle, the proposed MKF performs better than Huber
function based Kalman filter (HKF) and the CKF in state estimations. The per-
formance of the proposed filer is proved by the numerical simulation of a moving
vehicle with constant velocity and real GNSS static positioning results.

Keywords Robust Kalman filter � Maximum correntropy criterion
M-estimate theory � Huber function

1 Introduction

The Kalman filter (KF) type estimators have been extensively applied in the area of
navigation. However, a problem of these kinds of estimators is that they are sen-
sitive to outliers, because they rely on weighted least-squares (WLS) criteria or ‘2
norm estimation procedure which is susceptible to outliers. Thus robust Kalman
filter should be applied to process the data contaminated by outliers.

Among the robust estimators, the most popular one is the M-estimate theory
proposed by Huber in [1, 2]. From a Bayesian maximum likelihood perspective,
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by introducing the Huber function to modify the cost function of the classical
Kalman filter (CKF), the outliers’ bad effect from both observations and updated
parameters can be mitigated by appropriate initial values based iterations [3, 4]. In
[5], the robust estimators are categorized as: M-LS filter when outliers only exist in
observations, LS-M filter when outliers only exist in updated parameters, and M-M
filter when outliers exist both in updated parameters and observations. However, to
employ the robustness of the filter, the dimension of measurements should be larger
than that of states.

To suppress the bad effect of contaminated measurement noises or outliers, the
information theoretical tool called correntropy was proposed and a maximum
correntropy criterion (MCC) was proposed and applied in engineering applications
[6]. In [7], a robust information filter based on MCC is proposed. Although the
proposed filter is also robust to measurement outliers and can reduce the estimation
errors, unfortunately, only the robustness to contaminated Gaussian measurement
noises is highlighted. Additionally, in order to pursue the Gaussian efficiency, the
more complicated information filter has to be employed.

In this paper, the maximum correntropy criterion (MCC) combining the
M-estimate theory is applied to form a novel kind of robust Kalman filter. When the
state model of the filter is consistent with the real movement of the vehicle, its
robustness to measurement outliers and performance in estimations are investigated.

2 Brief Review of M-Estimate Theory and Maximum
Correntropy Criterion

2.1 Overview of M-Estimate Theory

In this section, the linear regression model of the form is considered:

y ¼ Hxþw ð2:1Þ

where y 2 Rm is the is the measurements with dimension m, x 2 Rn is the variable
to be estimated with dimension n, H 2 Rm�n is the design matrix, w represents the
random measurement errors.

To solve the problem, Huber introduced the generalized maximum likelihood
method in 1964, also known as the M-estimation theory [1]. In this method, the
following cost function of residuals is sought to be minimized:

JðxÞ ¼
Xm
i¼1

qðeiÞ ð2:2Þ
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where e ¼ Hx� y is the measurement residuals, q is a differentiable function. The
solution to the generalized maximum likelihood problem can be found from the
implicit equation

Xm
i¼1

/ðeiÞ @ei
@x

¼ 0 ð2:3Þ

where /ðeiÞ ¼ q0ðeiÞ. By defining the function wðeiÞ ¼ /ðeiÞ=ei, and the matrix
W ¼ diag½wðeiÞ�, the implicit Eq. (2.3) can be written in matrix form as

HTWðHx� yÞ ¼ 0 ð2:4Þ

In generalized maximum likelihood estimation, the function q can be chosen to
yield an estimator x̂ with certain desirable properties. The q, /, w functions are
sometimes known as the score, influence and weight functions, respectively.

2.2 Review of Maximum Correntropy Criterion

The correntropy between two arbitrary scalar random variables X and Y is defined
by Liu et al. [8]

VrðX; YÞ ¼ E½jrðX � YÞ� ð2:5Þ

In practice, the joint probability density function (PDF) is unknown and only a
finite number of data ðxi; yiÞNi¼1 are available, leading to the sample estimator of
correntropy

V̂N;rðX; YÞ ¼ 1
N

XN
i¼1

jrðxi � yiÞ ð2:6Þ

where jrðxi � yiÞ is the kernel function, r is the kernel width or bandwidth.
Correntropy of the following error can be used as a new cost function, which is
called maximum correntropy criterion (MCC) [8]:

minJMCC ¼ min
XN
i¼1

qMCCðeiÞ ð2:7Þ

Here qMCCðeiÞ ¼ 1� 1ffiffiffiffi
2p

p
r

� �
exp � e2i

2r2

� �
is the score function of MCC. jr ¼

1ffiffiffiffi
2p

p
r
exp � e2i

2r2

� �
is known as Gaussian kernel function.
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3 Derivation of the Proposed Filter

The solution of CKF consists of two parts: the prediction from dynamic model and
the correction from measurements.

xk ¼ Fk�1xk�1 þ vk�1

yk ¼ Hkxk þwk
ð3:1Þ

where x 2 Rn is the state variable, y 2 Rm is the measurement variable, F is the state
transformation matrix, H is the measurement matrix,v and w are uncorrelated
Gaussian white noises, whose covariance is Q and R respectively. The solution of
CKF from a Bayesian maximum likelihood estimation perspective can be obtained
by minimizing the following cost function:

x̂k ¼ argminð xk � x̂k k�1j
�� ��2

P�1
k=k�1

þ Hkxk � ykk k2R�1
k
Þ ð3:2Þ

where xk k2A¼ xTAx, x̂k and x̂k=k�1 are predictive state and updated state respec-

tively. Pk=k�1 is the covariance matrix of x̂k=k�1. Let ex;k ¼ P�1
2

k=k�1ðxk � x̂k=k�1Þ and
ey;k ¼ R�1

2
k ðHkxk � ykÞ, the Eq. (3.2) can be written as following

x̂k ¼ arg min
Xn
i¼1

e2x;k;i þ
Xm
j¼1

e2y;k;j

 !
ð3:3Þ

where ex;k;i is the ith component of ex;k and ey;k;j is the jth component of ey;k . From
Eq. (3.3), it can be noted that the q function for both prediction and measurement
part of CKF is ‘2 norm:

q‘2ðeiÞ ¼ e2i ð3:4Þ

To suppress the measurement outliers, the measurement part of the cost function
above is modified with MCC as:

x̂k ¼ arg min
Xn
i¼1

q‘2ðe2x;k;iÞþ
Xm
j¼1

qMCCðe2y;k;jÞ
 !

ð3:5Þ

According to the M-estimate theory, the solution can be obtained by following
formula

P�1
k=k�1ðxk � x̂k=k�1ÞþHT

kR
�T=2
k WyR

�1=2
k ðHkxk � ykÞ ¼ 0 ð3:6Þ
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where

Wy ¼ diag½wðey;k;jÞ� wðey;k;jÞ ¼ 1ffiffiffiffi
2p

p
r3
exp � e2y;k;j

2r2

� �
ð3:7Þ

Define

R
^

k ¼ R
1
2
kW

�1
y R

T
2
k ð3:8Þ

Equation (3.6) can be reformed as:

P�1
k=k�1ðxk � x̂k=k�1ÞþHT

kR
^�1

k ðHkxk � ykÞ ¼ 0 ð3:9Þ

which is the solution for the following minimization problem:

x̂k ¼ argminð xk � x̂k=k�1

�� ��2
P�1
k=k�1

þ Hkxk � ykk k2
R
^

�1

k

Þ ð3:10Þ

It can be seen that Eq. (3.10) is similar with Eq. (3.2). The only difference is the

reformed measurement error covariance matrix R
^

k expressed in (3.8). The explicit
solution of Eq. (3.10) is that:

x̂k ¼ x̂k=k�1 þKk½yk � Hkx̂k=k�1�Kk ð3:11Þ

Kk ¼ Pk=k�1HT
k ðHkPk=k�1HT

k þR
^

kÞ�1bPk ð3:12Þ

P̂k ¼ ðIn �KkHkÞPk=k�1 ð3:13Þ

It can be observed that the solution from (3.11) to (3.13) is similar with the

solution from CKF except the modified measurement covariance matrix R
^

k

obtained by MCC, which is robust against measurement outliers. Therefore, in this
paper, we call this robust filter as MKF. When the Wy equals to identity matrix, the
MKF degrades to the CKF. Note that, in calculating the weighting matrix W, a
solution of the filter should be know in advance. In this paper, the first solution is
set as x̂k=k�1 at the assumption that the dynamic model is consistent with the real
movement of the vehicle. By iterations, a converged solution can be obtained
because the w function is nonincreasing [9].

Maximum Correntropy Criterion Based Robust Kalman Filter 495



4 Performance Analysis of MKF, HKF and CKF

The popular Huber function is as follows:

qHuberðeÞ ¼ 0:5e2; jej � c
cjej � 0:5c2; jej[ c

�
ð4:1Þ

where c is the modulating parameter, which is generally set between 1:0 and 2:0
[1]. It can be seen that the Huber function is a combination of ‘1-norm and ‘2-norm.
Recalling from the M-estimation theory, the weighting function of Huber function
is

wHuberðeÞ ¼
1; jej � c
c
jej ; jej[ c

�
ð4:2Þ

Recalling the score function of MCC and the ‘2 norm function employed by
CKF, their weighting functions are

wMCCðeÞ ¼
1ffiffiffiffiffiffi
2p

p
r3

exp � e2

2r2

� �
ð4:3Þ

wl2ðeÞ ¼ 1 ð4:4Þ

The parameter c ¼ 1:345 is suggested when the measurement noise is Gaussian.
To pursue the Gaussian efficiency, r is set to be 3.75. However, in this situation, the
weight is very small even if the measurement error is zero. And when the error
become a little large, the weight is so tiny that the more complicated information
filter has to be employed. In this paper, to make the weight value to be 1 when the

error is zero, r ¼ ð2pÞ�1=6 is suggested according to Eq. (4.3).
Suppose only one measurement is obtained at a time. Figure 1 shows the

weighting functions of MCC, Huber and ‘2 norm with different errors in which

c ¼ 1:345, r ¼ ð2pÞ�1=6. Rrespectively. From Fig. 1, it can be seen that, with the
increasing of errors, the weight function of MCC decreases, which means that the
filter can reduce the weight of the measurements with large errors. So does HKF
when the errors exceed the bound c. That’s why MKF and HKF have robustness
against measurement outliers. One advantage of MKF over HKF in resisting
measurement outliers is that the MKF can totally discarding the measurements with
large errors, while the HKF still employs partially the measurements with large
errors. As for the weight function of ‘2 norm function, it remains unchanged no
matter what value of the errors. Therefore the ‘2 norm function based CKF is
susceptible to measurement outliers. In addition, it can be seen that the weight of
MCC is smaller than that of Huber function and ‘2 norm function with same errors
all the time. It means that the measurement part of MKF contributes less to the
estimation results than that of HKF and CKF. Looking backward of Eq. (3.11), the
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filtering results rely on two parts: prediction and measurement. So the MKF will
have a better performance in estimations when the dynamic model is consistent
with the real movement of the vehicle.

5 Simulation and Tests

In this section, the performance of the MKF is verified by numerical simulations
and GNSS static positioning results. The constant velocity (CV) model is used.
Under CV model, the state variable x ¼ ½p; v� which means position and velocity,
the only measurement is the position. The state transformation matrix F and the
measurement matrix H is therefore expressed as:

F ¼ 1 T
0 1

	 

; H ¼ 1 0½ � ð5:1Þ

where T is the sampling intervals.

5.1 Numerical Simulations

In some engineering applications, the measurement noise is contaminated to be not
Gaussian distribution, but a mixture of Gaussian distribution or heavy-tailed dis-
tribution defined by the probability density function (PDF) like:
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Fig. 1 Weighting functions of MCC, Huber and ‘2 norm
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f ðekÞ ¼ 1� e

r1
ffiffiffiffiffiffi
2p

p
� �

exp � e2k
2r21

� �	 

þ e

r2
ffiffiffiffiffiffi
2p

p
� �

exp � e2k
2r22

� �	 
 ð5:2Þ

where r1 and r2 are the standard deviations of the individual Gaussian distribu-
tions, and e is a perturbing parameter that represents error model contamination. In
this part, this kind contaminated noises are modeled as measurement errors to test
the effectiveness of the proposed filter. Here let r1 ¼ 1 and r2 ¼ 5. To model the
worst case, e is set to be 0.5. Under the PDF (5.2), the parameter c ¼ 0:4363 is
optimal for HKF [2, 7].

A vehicle moves 1500 s with constant velocity is modeled. The prior mea-
surement covariance is set to be 9, which means that the measurement error is 3 m.
100 Monte Carlo simulations are carried out. The root mean square error (RMSE)
of every epoch about position and velocity is presented as in Fig. 2. It can be
obtained that the MKF is better than HKF and HKF performs better than CKF in
estimation performance. The reason is explained in Sect. 4.

Fig. 2 RMSE comparison of the filters under mixture Gaussian distribution
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5.2 GNSS Static Positioning Tests

In this part, the data was collected from HD8020 chip of Allystar Technology
(Beijing) CO. Limited. The HD8020 chip supports GPS and GNSS multiple sys-
tems positioning. The antenna is located on the roof of the building of HuaDa
Electronics Design CO. Limited. The available measurements are C/A code with
1 s sampling rate. The single point positioning results are processed. For simplicity,
only the x-axis result is presented. To investigate the outliers’ resistance of the
proposed algorithm, four measurement outliers are added to the measurements from
single point positioning results: y100 ¼ y100 � 25, y500 ¼ y500 þ 35,
y900 ¼ y900 � 45, y1300 ¼ y1300 þ 55. The positioning results obtained by CKF,
HKF and MKF are depicted as in Fig. 3, from which it can be observed that the
MKF (red line) has better performance than HKF (green line) and CKF (blue line)
in both position and velocity estimations. And the MKF and HKF has robustness
against measurement outliers (in 100, 500, 900 and 1300 s), while the CKF is
susceptible to measurement outliers. In addition, it can be observed that, the
positioning results of HKF almost coincide with that of CKF except the mea-
surement outliers epoch. This is expected because when the measurement standard
errors are in the scope of c ¼ 1:345, the weight equals to 1, which can be seen from
Fig. 1. In this situation, the HKF degrades to the CKF.

Fig. 3 Comparison of the filters’ performance for static GNSS positioning
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6 Conclusion

In this paper, the MCC and M-estimate theory based MKF is proposed for state
estimations. The performance of MKF, HKF and CKF is analyzed and why MKF
performs better is explained. By simulations and real GNSS static positioning, the
performance of the proposed filter is illustrated.
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Gradient Boost Decision Tree
Fingerprint Algorithm for Wi-Fi
Localization

Yanxu Liu, Zhongliang Deng and Lu Yin

Abstract Location Based Services (LBS) is require the indoor and outdoor
seamless positioning that providing real-time, stable and high-accuracy localization
and navigation. Mobile devices can be positioning by using Wi-Fi signals based on
correlation between Wi-Fi signals strength and coordinates. And Wi-Fi signals are
common in modern buildings, so there needn’t deploy equipment. But there are still
some drawbacks, such as poorly positioning accuracy and too long online com-
puting time during using Wi-Fi signals to localization. For this reason, we proposed
a Gradient Boosting Decision Tree (GBDT) fingerprint algorithm for Wi-Fi
localization, this algorithm adopt a linear combination of multiple decision trees to
obtain an approximate model of the coordinates and received signal strength (RSS).
Experiment shows that about 13% increases in positioning accuracy and 65%
reduces in online computation time compares with AdaBoost-based algorithm.

Keywords LBS � RSSI � Fingerprint algorithm � Gradient boosting decision tree

1 Introduction

Nowadays, the development of smart devices (e.g., tablet computer, smartphones)
plays an important part in the growth of fields, such as Location Based Services
(LBS) and Internet of Things Applications (IOTA) [1]. About three-quarters (74%)
of smartphone owners are active uses of LBS [2] (Pew Research 2013). Indoor
localization information plays an important part in people’s daily life, which
improving people’s quality of lifestyle.

However, indoor positioning technologies are still difficult in providing the same
level of positioning accuracy, continuity and reliability as outdoor [3]. Global
Navigation Satellite Systems (GNSS) are frequently used for outdoor positioning
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and it work well. Unfortunately, GNSS technology is hardly operational indoor due
to heavy signal attenuation and block by the buildings. Such flaws will lead to poor
positioning accuracy and meet the demand of indoor positioning impossibly. And
because of disturbed by furniture, pedestrians and walls, the indoor signals are
easier interfering by non-line-of-sight (NLOS) and multi-path. Therefore, GNSS
cannot achieve the seamless localization of indoor and outdoor. Most public places
such as shopping malls, stations, schools etc. have deployed multiple Wi-Fi nodes,
so there is no necessary for additional equipment to locate by Wi-Fi signals.

Bahl and Padmanabhan [4] proposed the RADAR system, which use the access
points (AP) in wireless local area networks (WLANs), is the first system using
fingerprint to positioning. The RADAR system adopts the nearest neighbor method
to localize and the accuracy of positioning is poor [5]. Feng et al. proposed the
improved adaptive boosting (AdaBoost) fingerprint algorithm for Wi-Fi indoor
localization, was improved positioning accuracy by removing the isolated points
from the training set data [6]. Simon et al. from the bottom layer of the wireless
fingerprint positioning, compared the method of fingerprint map, grid size and the
density of the AP on the positioning accuracy [7].

To address aforementioned shortcomings, we proposed Gradient Boosting
Decision Tree algorithm to realize the matching of the RSS with the coordinate.
Compared with the AdaBoost-based method, GBDT has lower sensitivity of noise
and shorter online computing time.

The remainder of this paper is organized as follows: A detailed description of
fingerprint-based indoor localization system is presented in Sect. 2. In Sect. 3, the
experimental results and evaluation are listed. Finally, Sect. 4 concludes the paper.

2 Fingerprint-Based Indoor Localization System

The proposed fingerprint algorithm consists of two phase: an offline phase and an
online phase. During the offline phase, RSS readings and its orientation that the
mobile device are facing are collected on grid of reference points(RP), and then the
RSS readings and its orientation are stored in fingerprint database. The online phase
consists of the mobile devices measuring RSS, and positioning estimation by
proposed algorithm.

2.1 Building Fingerprint Map

In the offline training phase, the RSS readings are collected at known positions,
which referred to as the reference points (RPs), by pointing the mobile devices to
four diverse orientations (north, south, east, west). The raw set of RSSI samples

collected form AP i at RP j with orientation o denote as cðoÞi;j ðtÞ, t ¼ 1; 2; . . .; T ,
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where the T representing the total number of time RSSI collected. Then, the average
of total samples at one RP in diverse orientations is calculated and stored in fin-
gerprint map. Such fingerprint map can be represented by MapðoÞ:

MapðoÞ ¼

cðoÞ1;1 cðoÞ1;2 � � � cðoÞ1;N

cðoÞ2;1 cðoÞ2;2 � � � cðoÞ2;N

..

. ..
. ..

. ..
.

cðoÞL;1 cðoÞL;2 � � � cðoÞL;N

2
66664

3
77775

where cðoÞi;j ¼ 1
T

Pq
t¼1 c

ðoÞ
i;j ðtÞ denotes the average of RSSI over time domain from AP

i at RP j with orientation o, for i ¼ 1; 2; . . .;L, j ¼ 1; 2; . . .;N, and
o 2 fnorth; sourth; east;westg. L is the total number of RPs in the localization area
and the N is the number of APs that can be detected in the building. The algorithm
chooses the maximum RSSI value in RP at diverse orientation as training set during
the offline training phase. During the online localization phase, RSSI measurement
vector is denote as:

Xr ¼ ½X1;r;X2;r; . . .;XL;r�

where fXk;r; k ¼ 1; 2; . . .; Lg is the RSS readings at RP r. Then, we choose the
maximum RSS as the GBDT algorithm prediction of standard.

2.2 GBDT Algorithm

Classifier ensemble and feature selection are two common methods for improving
classification performance in machine learning [8]. And the Gradient Boosting
Decision Trees (GBDT) belong to the former. In theory, Classifier ensemble can
boost strong learning algorithm from weak learning algorithm, and the weak
leaning algorithm is only a little bit better than random guessing. And strong learner
is linear combination of a series of weak learners. GBDT algorithm adopt decision
tree as basis function, and it is a simple yet very effective method for learning linear
and non-linear function by linear combination of a series of decision trees [8]. The
model of GBDT is represent by a series of decision trees additive model [9]:

fMðxÞ ¼
XM
m¼1

DTmðxÞ

where DTmðxÞ denotes the decision tree, and x ¼ ½x1; x2; . . .; xL� denotes the RSS
vector. M is the number of decision tree.

During the offline training phase, the GBDT algorithm takes as input training set
T. We assumed T ¼ fðx1; y1Þ; ðx2; y2Þ; . . .; ðxN ; yNÞg, xi 2 v�R

L, yi 2 f�R
2,
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each xi belongs to input space v that spanned by column vectors of fingerprint
map. yi belongs to output space f and represents position coordinate of the 2
dimensional plane. and if the input space v is divided into K disjoint regions
R1;R2; . . .;RK , and each region has a constant output ck , then the decision tree can
be expressed as:

DTðxÞ ¼
XK
k¼1

ckIRkðxÞ

where IRkðxÞ is an indicator function, defined as:

IRk ðxÞ ¼ 1 if x 2 Rk

0 else

�

We recursively construct a binary decision tree to generate each decision tree by
Least Squares Regression Tree algorithm in the Classification and regression tree
(CART) algorithm. A regression tree corresponds to a partition Rk of input space
and the output value ck on a partition cell. And we take square errorP

xi2Rk
ðyi � f ðxiÞÞðyi � f ðxiÞÞT as loss function after determining input space, and

then finding the optimal output value on each cell with making square error min-
imum. Obviously the best value of ĉk on a cell Rk is the average of the output yi
corresponding to all the input instances xi of the cell Rk , so the ĉk becomes:

ĉk ¼ 1
K

XK
i¼1

ðyijxi 2 RkÞ

We choose the jth input data xðjÞ and the value s as a splitting variable and
splitting point, and the two regions define as:

R1ðj; sÞ ¼ fxjxðjÞ � sg;R2ðj; sÞ ¼ fxjxðjÞ [ sg

Then the optimal splitting variable and splitting point is found by solving
Eq. (1).

This leads to the following algorithm for Least squares regression tree:

Algorithm 1: Least squares regression tree
Input: training set D
Output: regression tree DTðxÞ
(1) Traverse the variable j, scanning splitting point s by fixing splitting

variable j, and choose ðj; sÞ to make the Eq. (1) minimum:
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min
j;s

½min
c1

X
xi2R1ðj;sÞ

ðyi � c1Þðyi � c1ÞT þ min
c2

X
xi2R2ðj;sÞ

ðyi � c2Þðyi � c2ÞT �

ð1Þ

(2) Dividing the region by ðj; sÞ and calculating the output value

R1ðj; sÞ ¼ fxjxðjÞ � sg;R2ðj; sÞ ¼ fxjxðjÞ [ sg

ĉ ¼ 1
Nk

X
xi2Rkðj;sÞ

yi; x 2 Rkðj; sÞ; k ¼ 1; 2

(3) Continue with two sub-regions using steps (1), (2) until the stop condition
is met.

(4) The input space is divided into R1;R2; . . .;RK ,and the decision tree as:

DTðxÞ ¼
XK
k¼1

ĉkIRkðxÞ

end Algorithm

At each iteration of the algorithm, a new decision tree model is built based on the
residuals of the previous decision tree. The residual can be calculated by Eq. (2).
But for the general loss function, the algorithm uses the value of the negative
gradient of the loss function in the current model as an approximation of the
residual, as shown in Eq. (3). The GBDT algorithm flow is shown in Algorithm 2.

r ¼ y� fm�1ðxÞ ð2Þ

Algorithm 2: Gradient Boosting Decision Trees

f0ðxÞ ¼ argmin
c

XN
i¼1

Lðyi; cÞ

For m = 1 to M do:

rmi ¼ �½@Lðyi; f ðxiÞÞ
@f ðxiÞ �f ðxÞ¼fm�1ðxÞ; i ¼ 1; 2; . . .;N ð3Þ

Gradient Boost Decision Tree Fingerprint Algorithm … 505



DTmðxÞ¼
PK

k¼1 cmkIRmk ðxÞ, (using algorithm 1 to calculate cmk and Rmk by
input training set is ðxi; riÞ; i ¼ 1; 2; . . .;N)

fmðxÞ ¼ fm�1ðxÞþDTmðxÞ

endFor
end Algorithm

During the online localization phase, the L-dimensional vector Xr of the RSSI
collected by the mobile terminal is substituted into the fMðxÞ, and the fMðXrÞ is the
current position coordinates.

3 Experiment Result and Evaluation

3.1 Experiment Platform Building

During the offline training phase, fingerprint map was collected by the
Signal-acquiring device shown in Fig. 1, which measures the RSSI of APs by
RAK476 module. The positioning area was selected at the room 1015, National
University Science Park, Beijing University of Posts and Telecommunications, the
total dimension of the room was 5.6 � 7.2 m. The room is equipped with Wi-Fi
environment. In this experiment environment, we collected 13 reference point in the
centrality of each grid, and select the maximum value. In 4 orientations, the RSSI
was collected from 6APs for a period of 120 s over 13 RPs with the average grid
spacing of 1.7 m. And determine the orientation of the Signal-acquiring device by

Fig. 1 Signal-acquiring device
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compass sensor of JY901 module. In the online localization phase, 30 independent
known points were select as test points to evaluate the performance of the GBDT
algorithm by Python 2.7 on Tsinghua Tongfang Computer (operating system Arch
Linux, i5-6400 CPU).

3.2 Performance of the GBDT Algorithm

In this paper, we compared the computing time and positioning accuracy of GBDT
with NN, KNN and AdaBoost algorithms in the same data. We collected 20 RSSI
data at each test point.

Figure 2 illustrates that the cumulative distribution function (CDF) of the
positioning errors for the four algorithms. From Fig. 2 and Table 1, we can get the
localization accuracy of GBDT fingerprint algorithm with the probability of 67% at
2.05 m, and the localization accuracy is the highest among the four algorithms. And
compared with AdaBoost algorithm, the localization accuracy of GBDT algorithm
is improved by about 13%.

Table 2 shows the calculation time of the four algorithms in the offline phase and
the online phase.

It can be seen that the GBDT algorithm takes longer computing time at offline
phase relative to the other three algorithms. On the contrary, computing time at

Fig. 2 CDF of localization errors with diverse algorithms

Table 1 Localization
accuracy with the probability
of 67%

GBDT AdaBoost KNN NN

Localization
errors (m)

2.05 2.306 2.787 3.748
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online localization phase is shorter than other algorithms. The online computation
time of the GBDT algorithm is greater than NN, KNN algorithms, but the corre-
sponding localization accuracy has greatly improved.

4 Conclusion

We proposed GBDT fingerprint algorithm for WiFi localization in this paper, that
improved the accuracy of the position estimation. The proposed algorithm boosts
the decision tree to a strong predictor with stronger predictive ability. Compared
with the based on AdaBoost fingerprint algorithm for positioning, location accuracy
of the algorithm improved about 13%, and online positioning calculation time
reduced to about 60% of the former. In the future, we plan to improve the algorithm
to use in the bigger fingerprint map and more complex building with many floors.
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The Geomagnetic Filtering Algorithm
Based on Correlative Probability
Density Add-Weight

Yang Chong, Hongzhou Chai, Wei Liu, Yulong Kong, Zongpeng Pan
and Jie Chen

Abstract To overcome the linearizated errors from the state equation and obser-
vation equation based on Extended Kalman Filter (EKF), a Unscented Kalman
Filter (UKF) matching algorithm using geomagnetic anomaly based on probability
weighted was proposed. For the problem that the quasi observations might be arose
by choosing the same weight coefficient as the UT transformation, the geomagnetic
anomaly UKF filtering algorithm associated with probability density function to
assign weight for the sampled observation has been researched. The two experi-
ments have been carried out in the South China Sea from the Earth Magnetic
Anomaly Grid 2 (EMAG2), it is shown that the problem mentioned above could be
overcome based on probability weighted, the drifting errors of inertial navigation
system in longitude and latitude can be reduced by the modified algorithm, and the
positioning accuracy and reliability of the modified algorithm is obviously superior
to that of the traditional UKF algorithm and the Inertial Navigation System (INS).

Keywords Correlative probability density � Geomagnetic aided inertial navigation
Unscented kalman filtering � Add-weight � Nonlinear

1 Introduction

Autonomous navigation technology of long duration and high-precision becomes
the main factor that restricts the development of autonomous underwater vehicle
(AUV). Inertial navigation system (INS) has been core navigation equipment for
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AUV. However, due to the existing shortcomings that the navigation error increases
with time, the INS cannot meet the AUV’s mission. Geomagnetic matching tech-
nology can provide passive external resource of correction information for AUV,
which improves the INS’s long voyage navigation accuracy. Hence this technology
has been widely studied by many researchers in recent years. It is focused on key
techniques of underwater geomagnetic matching navigation, including geomagnetic
field mapping construction, correction of geomagnetic surveying data, match-
filtering algorithm, and suitability evaluation on geomagnetic map. Matching
algorithm is the core of the geomagnetic aided inertial navigation system. The
observation noise is caused by uncertain problems, and higher demand in the
robustness and usability of matching algorithm put forward [1, 2].

Filter matching algorithm has been put into practical in gravity matching navi-
gation, such as general gravity module (UGM) in matching computer. The essence
is a kind of optimal estimation algorithm based on extended kalman filter.
Extending Kalman filtering is the most common method for solving nonlinear filter
problems [3]. EKF algorithm was first used by Psiaki to conduct low orbit
spacecraft based on magnetic scalar strength [4]. NASA Goddard space center
carried out a lot of work on underwater geomagnetic navigation, and completed the
verification test on the ground in great quantities. EKF algorithm was used to
estimate the attitude and position of the spacecraft, and the precision reaches 1 and
4 km [5]. Armstrong, from the Idaho University, has adopted EKF algorithm to
improve the navigation accuracy during geomagnetic disturbance, and verified the
effectiveness of the algorithm through a series of simulations and experiments [6].
Wang and Tian [7] used Matlab to simulate the autonomous navigation system
based on the geomagnetic field, and introduced EKF algorithm, so that the navi-
gation accuracy of the system with geomagnetic field vector was significantly
improved. However, when the nonlinear system is more serious, the estimation of
EKF algorithm is not accurate, and the computation amount is relatively large. The
Unscented Kalman filtering is also an extension of Kalman filter, which is an
improved algorithm based on EKF algorithm. The error effect caused by the lin-
earization of EKF was reduced and the linear distribution was approximated by
sampling method [8]. In recent years, UKF algorithm and adaptive UKF algorithm
have been successfully applied to GPS/INS combined navigation and gravity
anomaly matching navigation [9–13].

When considering predicted observations, using the same weight coefficients as
state prediction, the selection criteria of weight coefficient in the state prediction are
based on the Sigma sampling sample and state random quantity have the same
mean and variance. In the field of geomagnetic anomaly matching, the analytical
model of geomagnetic field usually does not have a fixed form, which would lead to
the predicted observation value being the quasi observation. According to the above
problem, from the perspective of probability density, this paper puts forward a
geomagnetic anomaly UKF filtering algorithm with weighted sampling observation
value of correlation probability density, which improves the accuracy of the UKF
filtering solution.
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2 Methodology of UKF Algorithm

By the inertial navigation error equation, the filter equation is given,

Xk¼ Uk;k�1Xk�1 þWk ð1Þ

where state vector is X ¼ [du,dk,dh,dve,dvn,dvu,dh,dc,dw]T , containing position
errors of Autonomous Underwater Vehicles (AUVs) (du,dk,dh), three direction of
the velocity error (dve,dvn,dvu), and attitude error (dh,dc,dw). Uk;k�1 is the state
transition matrix, Wk is matrix of process noise.

To establish the observation equation related to the geomagnetic anomaly, it is
important to establish analytical function mode of local geomagnetic field. It is a
good choice that double quadric model is proposed to approximate the local geo-
magnetic field [14], and the observation equation of filtering as below

DTðu; kÞ ¼
X2

n¼0

1
n!

Xn

r¼0

anrC
r
n u� u0ð Þn�r k� k0ð Þr ð2Þ

where ðu0; k0Þ is waiting-for-matched point. The coefficients are obtained by least
square method.

The basic idea of UKF algorithm is that the amount of some special sample
points (Sigma point) are produced by the mean and variance of estimated state
quantity. Symmetric sampling strategy of sigma points are 2mþ 1, and m is the
dimensions of state vector.

Calculation steps of UKF as below,

(1) State parameter initialization

X̂0 ¼ E[X0] ð3Þ

RX̂0
¼ E[(X0 � X̂0)(X0 � X̂0)T ] ð4Þ

(2) Calculation of Sigma point

vk�1 ¼ [X̂k�1,X̂k�1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(mþ k)RX̂k�1

q
,X̂k�1 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(mþ k)RX̂k�1

q
] ð5Þ

where m is the number of state parameter, k ¼ a2ðmþ jÞ � m is scale factor. a is
the distance between Sigma point and mean value. j is constant, and its value is
j ¼ 3� m.
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(3) Time update

�vk ¼ f (vk�1,wk) ð6Þ

�Xk ¼
X2m

i¼0

Wm
i �vk;i ð7Þ

R�Xk
¼

X2m

i¼0

Wc
i (�vk;i � �Xk)(�vk;i � �Xk)T þRwk ð8Þ

where �Xk is forecast values of state vector, and R�Xk
is covariance matrix of state

vector. Weight coefficient of UT conversion should meet the given constraint
conditions.

Wm
0 ¼ k=(mþ k) ð9Þ

Wc
0 ¼ k=(mþ k)þ (1� a2 þ b) ð10Þ

Wm
i ¼ Wc

i ¼ 0.5=(mþ k) i ¼ 1, . . ., 2m ð11Þ

(4) Measurement update

yk ¼ g(�vk , ek) ð12Þ

L̂k ¼
X2m

i¼0

biyk;i ð13Þ

R~Lk~Lk ¼
X2m

i¼0

bi(yk;i � L̂k)(yk;i � L̂k)T þRk ð14Þ

RXkLk ¼
X2m

i¼0

bi(�vk;i � �Xk)(yk;i � L̂k)T ð15Þ

X̂k ¼ �Xk þKk(Lk � L̂k) ð16Þ

RX̂k
¼ R�Xk

� KkR~Lk~LkK
T
k ð17Þ
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3 Probabilistic Data Association Matching Algorithm

In the probabilistic data association, effective echo of given target at any time is
often more than one under the noise environment, considering the influence of
random factors. Each echoes are likely from the right echo, and the only distinction
is the possibility of correct echo. Therefore, probability density function can indi-
cate the nondeterminacy. From the Probability Data Association Filter (PDAF),
state variable turn into state samples values after sigma sampling [15–17]. The
determined forecast quantity of geomagnetic anomaly observation is based on the
probability. Assuming that the collections of geomagnetic anomaly prediction in
epoch k are defined as:

DTðkÞ ¼ �LjðkÞ
� �sðkÞ

j¼1 ð18Þ

Meanwhile, assuming that hjðkÞ denotes gjðkÞ is correct event derived from
target, and h0ðkÞ denotes no one is correct event. Therefore, probability density
function of geomagnetic anomaly prediction �LjðkÞ derived from certain event is as
below.

bjðkÞ ¼ PðhjðkÞ
��DTðkÞÞ ð19Þ

h0ðkÞ; h1ðkÞ; . . .; hsðkÞðkÞ
� �

is an incompatible complete event of event space, and
we obtain:

XsðkÞ

j¼0

bjðkÞ ¼ 1 ð20Þ

�LjðkÞ is derived from expectation estimate of real observation under the condition
that L̂jðkjkÞ denotes event hjðkÞ occurrence.

L̂jðkjkÞ ¼ EðLðkÞjhjðkÞ;DTðkÞÞ ð21Þ

From law of total probability,

L̂ðkjkÞ ¼ EðLðkÞjDTðkÞÞ

¼
XsðkÞ

i¼0

EðLðkÞjhjðkÞ;DTðkÞPðhjðkÞ
��DTðkÞÞ

¼
XsðkÞ

j¼0

L̂jðkjkÞbjðkÞ

ð22Þ
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where bj denotes the probability of determined sampling values from actual mea-
sured value. In practical engineering applications, each predicted observations may
be derived from measured value, and the reason that leads to this difference should
be the possibility. Related degree of two geomagnetic anomalies are chose to
determine the probability value bj. Relative value is smaller, the corresponding
sampling values from the probability of measured values is higher.

From Eq. (20) we obtain:

sbj ¼ 1=p Jðkj;ujÞ ð23Þ

sumsbj ¼
XsðkÞ

j¼1

sbj ð24Þ

bj ¼ sbj=sumsbj ð25Þ

where p Jðkj;ujÞ is related degree of observation forecast �Lj and observation Lk,
which is determined by Mean Absolute Deviation (MAD) algorithm.

p JMADðkj;ujÞ ¼ �Lj � Lk
�� �� ð26Þ

Therefore, based on the weighted forecast observation from the above, it can
ensure the reliability of observation forecast in a certain extent. The problem that
the false observations might be arose by choosing the same weight coefficient as the
UT transformation is mitigated.

4 Experiments and Results Analysis

4.1 Geomagnetic Anomaly Grid Map

Geomagnetic background databases are the most fundamental elements of the
geomagnetism aided navigation system. In this research, geomagnetic anomaly grid
map is selected as the databases. The Earth Magnetic Anomaly Grid (EMAG2) was
released by National Geographic Data Center (NGDC) in March 2009; EMAG2 is
specified as a global 2-arc-minute resolution grid of the anomaly of the magnetic
intensity. It was compiled from satellite, marine, aeromagnetic and ground magnetic
surveys [18]. Therefore, the EMAG2 geomagnetic anomaly grid map with 2′ � 2′
resolution was chosen for geomagnetism aided navigation in this paper. And the
experimental region is selected from 10° to 15° in latitude, and from 108° to 113° in
longitude which is situated in the South China Sea. Geomagnetic anomaly maps for
simulation is illustrated in Fig. 1.
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4.2 Simulation Experiment A

In simulation experiment A, it is assumed that gyro three axis constant drift is 0.01°/
h, acceleration bias drift is 10−5 g, initial latitude and longitude error are all 0.135 n
mile. INS initial point is (109.5°E, 10.5°N), yaw angle is 50°, AUV velocity is
9.7 n mile/h, and experiment period length is 4.12 h. Simulation track in the
experimental area and the variation of geomagnetic anomaly between the inertial
navigation and the reference track are illustrated in Figs. 2 and 3, respectively.

From Fig. 3, it can be seen that geomagnetic anomaly of experimental area range
−30 nT from 40 nT. In the filtering, the filter step is 741 s, the solution step of
inertial navigation is 1 s. The selecting principle of filter step is guaranteed that the
navigation distance exceed one geomagnetic map grid in the filtering period.
According to the initial state information estimation, initial state variance is
0.018 n mile2. On the basis of the precision of magnetometer and geomagnetic
anomaly map, the initial observation noise variance is 10 nT2, and initial process
observation noise variance is 10°2. Based on geomagnetic anomaly UKF filtering
algorithm of probability weighted, filter matching experiment is carried out.
Especially, UKF filtering algorithm of probability weighted denoted by improved
UKF method, and filtering algorithm of same weight coefficient as the UT trans-
formation denoted by traditional UKF method. It can be seen from Fig. 4 that INS
position errors accumulate with time. And the latitude and longitude matching
errors with improved UKF method is shown in Fig. 5.

Longitude(degree)

La
tit

ud
e(

de
gr

ee
)

108.5 109 109.5 110 110.5 111 111.5 112 112.5

10.5

11

11.5

12

12.5

13

13.5

14

14.5

-120

-100

-80

-60

-40

-20

0

20

40

60

80

100

Fig. 1 Geomagnetic anomaly grid map

The Geomagnetic Filtering Algorithm Based on Correlative … 517



Compared with traditional UKF method, the INS position errors can be corrected
more effectively by improved UKF method. For further quantitative analysis, the
statistics of absolute matching errors are listed in Table 1.

It can also be seen from Table 1 that the performance of improved UKF method
is much better than traditional UKF method. Moreover, serious mismatch occurred
in matching results using traditional UKF method. The position accuracy is raised
to 0.35 and 0.21 n mile in latitude and longitude directions respectively.
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The position accuracy of integrated navigation system controls at 0.68 n mile.
However, the position accuracy of INS reaches 1.78 n mile.

4.3 Simulation Experiment B

In order to further validate this improved algorithm in different geomagnetic feature
region, the INS initial point’s latitude and longitude are changed to (111.5°E, 10.5°N).
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Fig. 4 The matching track in simulation experiment A

0 5000 10000 15000
-2

-1.5

-1

-0.5

0

0.5

1

Navigation time(s)

La
tit

ud
e 

er
ro

r(
n 

m
ile

)

INS Error

Matching Error

0 5000 10000 15000
-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

Navigation time(s)

Lo
ng

itu
de

 e
rr

or
(n

 m
ile

)

INS Error

Matching Error

(a) The latitude matching errors (b) The longitude matching errors 

Fig. 5 The matching errors along latitude and longitude in simulation experiment A
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But other simulation parameters remain unchanged and referred as simulation
experiment B (Figs. 6 and 7).

From Figs. 8 and 9, we can also find that improved UKF method is more
accurate and robust. And it is also shown in Table 2 that mean position accuracy is
raised to 0.35 and 0.37 n mile in latitude and longitude directions through
improved UKF method. It is confirmed that improved UKF method is more stable
in the combined navigation system.

Table 1 The statistics of absolute matching errors in simulation experiment A (unit: n mile)

Maximum Minimum Mean MSE

Latitude INS error 1.78212 0.13500 1.19305 1.33320

Traditional matching error 98.63499 0.23887 41.09391 47.88795

Improved matching error 0.68547 0.00202 0.25275 0.34678

Longitude INS error 1.21560 0.08970 0.37658 0.47872

Traditional matching error 102.28693 0.08740 69.80426 72.33497

Improved matching error 0.52920 0.00372 0.27136 0.20869
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5 Conclusions

When dealing with forecast observation, UKF filtering algorithm of probability
weighted could give forecast observation varying degrees of “trust” in terms of
probability. By replacing weight coefficient calculated through traditional algorithm,
it can ensure the reliability of observation forecast in a certain extent. From two
simulation results, it also can be seen that the improved UKF method can boost the
accuracy of matching navigation effectively. When using weight coefficient same
with status update, serious mismatch occurred in matching results using traditional
UKF method. The plausible reason for this could be due to the fact that forecast
observation is consist of quasi observation through traditional weight coefficient. The
filter results based on quasi observation are fed back to integrated navigation system
constantly, which leads to matching position not to be trusted at the filter moment.

UKF filtering algorithm has a strong dependence on the initial state value, and it
is more susceptible to the uncertain system noise and perturbation errors from state
model. As a consequence, further research is needed to assess the improved UKF
filtering algorithm, providing for the reference of geomagnetic aided inertial
navigation.
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Fig. 9 The matching errors along latitude and longitude in simulation experiment B

Table 2 The statistics of absolute matching errors in simulation experiment B (unit: n mile)

Maximum Minimum Mean MSE

Latitude INS error 1.78212 0.13500 1.19305 1.33320

Traditional matching error 114.57436 0.02890 69.89076 88.23783

Improved matching error 0.63019 0.00132 0.25275 0.34608

Longitude INS error 1.21560 0.08970 0.37658 0.47872

Traditional matching error 231.43650 0.07652 150.68350 193.46721

Improved matching error 0.65099 0.02395 0.31198 0.37420
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INS-Aided Single-Frequency Cycle-Slip
Detection for Real-Time Kinematic
GNSS

Lingxuan Wang, Yu Gan, Erhu Wei, Lifen Sui and Xuexi Liu

Abstract GNSS ambiguity fixed solution can greatly improve the accuracy of
GNSS/INS integrated system. But it is difficult to achieve perfect real-time dynamic
single frequency cycle-slip detection merely by GNSS observations especially in
complex environment. Inertial assisted cycle-slip detection terms (DTs) based on
station-satellite double-differences and satellite single-difference observations are
derived. The error characteristic of the DT is analyzed emphatically. The DT error
is affected by the drift of INS error. In addition, the magnitude of the influence on
different satellites is related to the angle between its station-satellite vector and that
that vector of the reference satellite. Thus, it is important to select reference satellite.
It is proposed that two group of DTs can be used together by selecting two different
reference satellites. The threshold of detection is estimated in a sliding window,
where the DTs, whose INS error is submerged in GNSS error, are removed in order
to reflect INS error. The method of threshold estimating has stronger
self-adaptability.

Keywords GNSS/INS � Cycle-slip � Single frequency � Reference satellite
Sliding window � Azimuth

1 Introduction

GNSS cycle-slip detection and ambiguity resolution are both key issues in
high-precision GNSS/INS integrated position and orientation system for the using
of GNSS carrier phase observation. There are many research results about the
GNSS cycle-slip detection. Among them, the representative methods such as
Polynomial fitting, high-order difference [1, 2], Doppler integration [3] and
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triple-difference [4], are not suitable for dynamic situations. And the combination of
the MW method [5], the ionospheric residual method [6] and the combined
triple-frequency method [7] cannot directly detect the single frequency cycle-slip.
In addition, the pseudo-range phase combination method [8] couldn’t detect small
cycle-slip. Although the adoption of dual-frequency combination, but this need a
joint solution to determine each frequency cycle-slip. Furthermore, the noise level
of ð1;�1Þ combination is still high [9]. Some researchers estimate the current epoch
ambiguity by carrier phase observations with the auxiliary of the position solution
of INS [10, 11]. But when GNSS is out of lock for a long time, the accuracy of
ambiguity estimation will decrease due to the influence of INS error drift. Which
would lead to a decreased performance of the DTs. Colombo [12] proposed the DTs
by making epoch difference with the position increment calculated from approxi-
mate formula. Obviously, this method would bring extra errors. Then scholars put
forward many inertial assisted terms in the context of Precise Point Position
(PPP) [13, 14]. A series of solutions have been proposed in succession [15–20]. But
still do not have in-depth analysis of the error characteristics in INS-aided GNSS
cycle-slip DTs, and cannot reflect the detailed impact of INS error. Thus there is no
specific threshold estimation algorithm can be used.

In this paper, we deduce the INS-aided GNSS single-frequency cycle-slip DTs
based on station-satellite double-difference as well as satellite single-difference. The
error characteristics of DTs are analysed emphatically. It is very important to
choose reference satellite. This paper presents a method of choosing two reference
satellites to constitute the DTs which in order to reduce the errors caused by
azimuth. According to conclusions, we recommend single-difference DTs in inte-
grated system (even in relative-positioning applications). The method of threshold
estimation by sliding window is proposed, which can fully reflect the influence of
INS error and adaptively adjust the detection threshold. Finally, the calculation and
analysis of experiments verify the high performance of INS-aided real-time
dynamic GNSS single-frequency cycle-slip detection algorithm.

2 INS-Aided GNSS Cycle-Slip Detection Terms

Satellite single-difference could be deduced from the subtracting between two
GNSS observation equations:

krUp;q
j ¼ rqp;qj � krNp;q

j �rdtp;q �rdI þrdT þ erU ð1Þ

where, k is the wavelength, qqj is the distance between receiver j and satellite q, Uq
j

denotes carrier phase observation value, Nq
j is the integer ambiguity, dtj is the

receiver clock error, dtq is the satellite clock error, dI and dT are atmospheric
refraction delay, eqU;j is the receiver noise. Record reference satellite as p, and r
denotes satellites difference operator.
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Station-satellite double-difference observation equation could be deduced from
the difference between single-difference observation equations of two stations:

krDUp;q
i;j ¼ ðrqp;qj �rqp;qi Þ � krDNp;q

i;j �rDdI þrDdT þ erDU ð2Þ

where, D denotes stations difference operator. Take the INS position parameter into
rqp;qj in formula (2) and omit the subscript symbol, which can be written as:

rDU�rDqI=kþrDN ¼ �rDdI=kþrDdT=kþ erDU ð3Þ

where, the units of erDU is cycle, which denotes double-difference noise. Suppose
that it has fixed integer ambiguity rDN in previous epoch tm. While the INS
assisted cycle-slip DTs in current epoch tk could be written as follows:

DTdd ¼ rDU�rDqI=kþrDNtm ð4Þ

Using this DT needs to restore fixed GNSS integer ambiguity resolution rDNtm
at the epoch of tm. But, for the vulnerability of GNSS, the integer ambiguity is
difficult to be accurately fixed under complicated environment which may lead to a
performance reduction of the DTs. Furthermore, three-difference observation
equation can be deduced by epoch difference of Eq. (2):

drDU ¼ ðdrqj � drqiÞ=k� drDdI=kþ drDdT=kþ edrDU ð5Þ

where, d represents epoch difference operator. However, influenced by tremen-
dously variation of receiver coordinates, this method is no longer suitable for
detecting small cycle-slip in dynamic positioning and navigation.

INS provides us extra position parameters. So we can substitute the INS posi-
tion, XI;k�1 at the epoch of tk�1 and XI;k at the epoch of tk, into Eq. (5):

drDU ¼ drqI=k� drqi=k� drDdI=kþ drDdT=kþ edrDU ð6Þ

Thus the GNSS double-difference cycle-slip DTs with INS-aided
epoch-difference could be written as:

DTdd ¼ drDU� drqI=kþ drqi=k ð7Þ

The position parameter XI;k�1 is corrected by GNSS/INS combination at epoch
of tk�1. So IMU drift errors will be partially eliminated by the difference between
epoch tk and epoch tk�1. We simulate 5 s partial loss of lock at each 120 s interval
to evaluate the performance of each cycle-slip DT. The integer ambiguity cannot be
fixed during the loss of lock. As shown in Fig. 1, the method of epoch difference
still has good detection performance without the INS being timely corrected by high
precision carrier phase observation.
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If satellite single-difference observations are adopted, the epoch-difference
observation equation could be deduced from Eq. (1):

drU ¼ drqj=k� drdt=k� drdI=kþ drdT=kþ edrU ð8Þ

INS-aided cycle-slip DT could be written as:

DTsd ¼ drU� drqI=k� drdt=k ð9Þ

Similarly, INS-aided cycle-slip DT for non-difference observations could also be
deduced from epoch difference:

DTud ¼ dU� dqI=k� drdt=k ð10Þ

However, unlike satellite single-difference and station-satellite double-difference
observations, receiver clock error, which include the effects of low-cost quartz
clock’s speed error and drift error, could not be eliminated in non-difference
observations. Furthermore, this effect typically cannot be eliminated by modeling.
In other word, INS-aided non-difference DT won’t be capable to effectively detect
cycle-slip due to the influence of GNSS receiver clock error.

3 Error Analysis of Cycle-Slip Detection Terms

Except the GNSS observational environment and carrier phase measurement
accuracy, the performance of the INS-aided GNSS cycle-slip DTs will be limited by
the accuracy level of IMU. Therefore, it is necessary to analyze the specific
influence of satellite observation value on INS error. The single-antenna operation
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Fig. 1 a Represents current epoch cycle DT and b represents epoch-differenced DT, both of them
are belong to the same satellite
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mode, such as PPP, can only use the DTs of satellite single-difference observation.
On the other hand, relative positioning mood needs to pick over the two kinds of
DTs between satellite single-difference and station-satellite double difference.

The error propagation process of the geometrical relationship between the
receiver and the satellite is analyzed. Record ~rk�1 and ~rk as the space vectors
between receivers to GNSS satellite respectively at epoch tk�1 and epoch tk;~Sk and
d~Xk represent the position increment of GNSS satellite and receiver respectively.
Therefore, the dq, distance difference between the front and back epochs, can be
written as:

dq ¼ qk � qk�1 ¼ lk � rk � lk�1 � rk�1

¼ �lk � dXk þðlk � rk�1 � lk�1 � rk�1 þ lk � SkÞ ð11Þ

In above formula, lk represents unit vector (direction cosine vector). Set:

oðXI;k�1Þ ¼ lk � rk�1 � lk�1 � rk�1 þ lk � Sk ð12Þ

Regardless of the influence of ephemeris error, the error of this term is mainly
caused by the error of INS position XI;k�1:

K½oðXI;k�1Þ� ¼ ðlk � lk�1Þ � K½XI;k�1� ð13Þ

Here, K½� indicates true error. Taking GPS satellites as an example, the average
height above Earth’s surface of satellites in GPS constellation is 2:0� 107m, and
the average speed of motion is 3800 m/s. According to the sampling rate of inte-
grated system receiver, usually above 1 Hz, the angle of station-satellite vector of
adjacent epochs can be estimated as:

a � 3800= 2:0� 107
� � ¼ 1:9� 104 ð14Þ

lk � lk�1j j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 2lk � lk�1

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� 2 cos a

p
� 1:9� 10�4 ð15Þ

According to Eq. (15), assuming that K½XI;k�1� reaches a hundred meters level,
the influence on dq is only on the order of centimeters. Namely, the absolute
position drift error of IMU only has a weak influence on the distance difference.
Therefore, it can be said that the error of the distance difference is mainly deter-
mined by the integral increment dXk between the epochs obtained by the IMU
measurement. Hence, it can be inferred that when dXk reaches a certain accuracy
requirement, the inertial-aided cycle-slip DT could still achieve good detection
performance even if the ambiguity is not fixed for a period of time.

Then the drq term, which need to be solved for both satellite single-difference
and station-satellite double-difference, is analyzed. According to Eq. (11):

INS-Aided Single-Frequency Cycle-Slip Detection for Real-Time … 529



drq ¼ rð�lk � dXk þ oðXI;k�1ÞÞ ¼ �rlk � dXk þ oðXI;k�1Þ ð16Þ

Therefore, the error of drq can be recorded as:

K½drq � ¼ �rlk � K½dXk� ¼ �ðlqk � lpkÞ � K½dXk� ð17Þ

The model of rlk can be deduced from Eq. (15):

rlkj j ¼ lqk � lpk
�� �� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2� 2 cos b
p

ð18Þ

In above equation, the angle between the ground-satellite vectors of receiver to
satellite p and receiver to reference satellite q is represented by b. It can be seen that
the error of cycle-slip DT of GNSS carrier phase observation is mainly determined
by the Angle of b. Compared with altitude angle, azimuth angle has a bigger
influence on b. So the error of DT will be tiny if the difference of azimuth angles of
receiver to satellite p and receiver to reference satellite q is small. Therefore, the
selection of the reference satellite during the cycle-slip detection is crucial and
requires additional consideration of the azimuth factor.

If only one reference satellite is selected, the error of the cycle-slip DTs of
visible satellites which with a large azimuth angle difference from the reference
satellite will be magnified. Considering use two reference satellites for cycle-slip
detection, and each of the visible satellites selects a relatively small noise DT.
Therefore, the selection strategy of reference satellite for cycle-slip detection can be
summarized as follows: Firstly, a good quality reference satellite is determined by
selected principles such as altitude angle, signal-to-noise ratio and so on; In order to
weaken the influence of azimuth, another satellite, served as the second reference
satellite, is determined by the azimuth which differs significantly from the first
reference satellite (which difference should be almost 180°).

From the above analysis, the error of INS-aided GNSS cycle-slip DT mainly
includes the carrier phase observation noise and the error of the increment of IMU
position. That is, the error of INS-aided cycle-slip DT for station-satellite
double-difference observation can be expressed as:

rDT ;dd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2ðdrDUÞþ r2ðdrqI=kÞ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8r2U þ r2ðdrDda

k
Þþ r2ðdrqI

k
Þ

r
ð19Þ

In the above formula, rðdrDda=kÞ represents residual error of atmospheric
refraction delay. In the same way, the error of INS-aided GNSS cycle-slip DT for
satellite single-difference observation can be expressed as:

rDT ;sd ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2ðdr UÞþ r2ðdrqI=kÞ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4r2U þ r2 ðdrda

k
Þþ ðdrdt

k
Þþ ðdrqI

k
Þ

� �s

ð20Þ
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Similarly, rðdrda=kÞ represents the residual error of atmospheric refraction
delay. Compared with Eqs. (19) and (20), the error level of DTsd would lower if
following formula is valid:

r2ðdrda
k

Þþ r2ðdrdt
k

Þ\4r2U þ r2ðdrDda
k

Þ ð21Þ

As shown in Fig. 2, the results indicates that noise level of DTsd is lower than
that of DTdd . Therefore, GNSS/INS integrated navigation system, due to the factors
such as high sampling and the high correlation errors between adjacent epochs, is
recommended to use the DT of satellite single-difference, even in relative posi-
tioning conditions such as GNSS RTK/INS integration.

In addition, it is worth noting that in the experiments of Fig. 2, the average
altitude angle of PRN15 during the observation period is about 49° and the average
altitude angle of PRN29 is about 41°, but the noise level of PRN15 is obviously
higher than that of PRN29. This is because the difference of azimuth angle of
receiver to PRN29 and PRN10 is small, which leads to the small angle of the
station-satellite angle b, and the DT error is not amplified by the error of INS
position increment.

4 The Threshold Determination of Cycle-Slip
Detection Terms

Relatively speaking, error magnitude of GNSS carrier phase observation is much
smaller than that of IMU position increment. If the threshold of cycle-slip DT is
determined from 4 times the mean square error of DT, the detection of small
cycle-slip such as 1cycle will need 4rDT;sd\1. Thus, the error of IMU increment
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Fig. 2 SD and DD Detection Term respectively belong to PRN15 and PRN29. Here only PRN10
satellite is selected as one reference satellite according to the principle of altitude angle,
signal-to-noise ratio
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should at least satisfy drqI=k\0:25. The requirement of the detection for L1
frequency is higher than that of L2 frequency. So taking L1 frequency as an
example, which requires:

drqI\0:0476 ð22Þ

Using two sets of reference satellites to form cycle-slip DTs proposed in this
paper, the rlkj j will be less than 1 in most cases. Therefore, if the error of INS
position increment is less than 4:76 cm between the two epochs, a small cycle slip
can be detected successfully.

However, the error factor of IMU is complicated, which is influenced by the
movement of the vehicle and the accuracy of the inertial components. And residual
uncorrected errors of IMU navigation parameters will affect IMU position incre-
ment error. So it is necessary to consider the additional usage of a sliding window
ðtk�m; tk�1Þ with the width of m and to estimate the threshold of cycle-slip DT.

The standard deviation of the GNSS noise contained in the INS-aided
single-difference detection term DTsd can be recorded as redrU ¼ 2rU, and the
value mainly falls within the interval � 4rU; 4rU½ � (about 95% confidence level).
INS increment error is greater than GNSS noise, which is the main reference of
threshold estimation. However, when the dynamic degree is tiny in some epochs or
the error of the previous epoch is weakened to be more “clean” by the combination
filtering, that INS errors in these epochs are submerged by GNSS noise throughout
the sliding window, which make it impossible to extract valid INS information. In
this case, in order to fully reflect the influence of INS errors, all the terms that
satisfy DTsdj j � 4rU should be eliminated, and the rest should be reserved to
estimate the threshold. If the value of DT in the window all falls within the scope of
� 4rU; 4rU½ �, the DT is considered to be mainly affected by the GNSS error, and the
threshold value should be estimated by all the data in the window. In conclusion,
the threshold of DT can be determination by this equation:

TDTsd ¼
4rDTsd ðDTsdÞ maxð DTsdj jÞ � 4rU
4rDTsd ð DTsdj j4rUÞ else

�
ð23Þ

5 Calculation and Analysis

Taking GPS/INS combination system as an example. The vehicle-bone experiment
with GPS/INS integrated navigation is carried out in Wuhan. The average number
of visible satellites is about 6 * 8; the receiver sampling rate is 1 Hz; and the INS
sampling rate is 100 Hz. The INS gyro zero bias is 1°/h and the accelerometer bias
is 0:1 mg (nominal value), which can meet the requirement of position increment
error for cycle-slip DT. In order to verify the method of this paper, the original GPS
data has been preprocessed to detect and fix the cycle-slip. The carrier phase
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observations of the three satellites PRN2, PRN15 and PRN29, which are uniform
distributed at the zenith, are respectively added small cycle-slip of 1 cycle every
30 s. The azimuth angles of the station-satellite vectors belong to the PRN2, PRN15
and PRN29 are about 99°, 199° and 298°, respectively. According to the reference
star selection strategy described above, reference stars are selected as PRN10 and
PRN26. And PRN10 and PRN26 have azimuth angles of about 10° and 189°,
respectively. The detection was performed using the two sets of satellite
single-difference DTs, and the detection threshold was estimated using the sliding
window with a width of 30 epochs. Experiment results are shown in Fig. 3.

Analyzing the above results of cycle-slip detection, it can be concluded that:

1. For the three selected PRN2, PRN15 and PRN29 satellites, the performance of
INS-aided GNSS cycle-slip DT presented in this paper is favorable, and all the
small cycle-slips are detected. The smaller IMU error will be submerged by the
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Fig. 3 a, b and c Shows GPS cycle-slip detection by INS-aided DT of PRN2, PRN15 and PRN29
with PRN10 as reference satellite; d Shows GPS cycle-slip detection by INS-aided DT of PRN15
with PRN26 as reference satellite. The blue asterisk “*” in the figure indicates the value of the
cycle-slip DT, and the solid red line indicates the threshold obtained from sliding window
estimation. Detection results of PRN26 and PRN29 with PRN10 as reference satellite are not as
good as those of the PRN10 as the reference satellite, and they are not drawn here
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GNSS error, and the part of the DT should be rejected. The sliding window is
used to estimate the threshold of cycle-slip DT to suppress insignificant INS
information. The threshold estimation is adaptively adjusted with the error of
IMU position increment.

2. If only select a reference star, the error cycle-slip DT error will be enlarged if the
difference between the azimuths of detected satellite and reference satellite is
huge. This is likely to cause missed exploration and risk exploration.

3. For PRN2 and PRN29 satellites, PRN10 reference satellite can be selected to
form cycle-slip DT. And PRN26 should be used as reference satellite for PRN15
to obtain the optimal cycle-slip detection performance. The method proposed in
this paper can choose DT with smaller error for each satellite and enhance the
reliability of cycle-slip detection.

6 Conclusions

It is difficult to achieve a perfect real-time dynamic single-frequency cycle-slip
detection using GNSS alone. INS provides additional position and position incre-
mental information which can assist in calculating the part of related geometric
distance from the satellite to station. So this enable satellite single-difference or
station-satellite double-difference observations can be used in cycle-slip detection.

This paper studies the INS-aided GNSS single-frequency cycle-slip DT with
focusing on its error characteristics. The error of DT directly affects the perfor-
mance of the cycle-slip detection, and the reference star selection is crucial to the
INS-aided DT. The proposed method of utilizing two reference satellites with large
difference in azimuth angle can greatly reduce the influence of azimuth factor and
enhance the performance of cycle-slip DT. Combined with the sliding window
usage, the threshold estimation for cycle-slip DT can be adaptively adjusted with
the error of IMU position increment
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Research on Geomagnetic Matching
Localization for Pedestrian

Peiwen Gong, Dongyan Wei, Xinchun Ji, Wen Li and Hong Yuan

Abstract Nowadays, geomagnetic localization has become a new locating method
for pedestrian. In this paper, geomagnetic matching localization method is pro-
posed, the result of localization is based on the correlation between the measured
geomagnetic data and the known base. In the flat terrain, pedestrian dead reckoning
(PDR) is used to obtain mileage accumulation information to assist the geomagnetic
matching locating, while in the rough terrain like elevators, stairways, etc., where
PDR cannot provide reliable mileage information, the dynamic time warping
(DTW) algorithm is used to warp the measured geomagnetic data and the known
base. The experimental results show that the proposed method can provide the
results of locating reliably and continuously and meet the demands of pedestrian
localization.

Keywords Geomagnetic � Pedestrian � DTW � PDR � Smart phone

1 Introduction

Nowadays, the location-based services (LBS) provide us with many navigating and
locating methods. With the popularization of intelligent terminals and the devel-
opment of various navigation technologies, the demand for location-based services
is also on the rise. Compass navigation systems, GPS navigation systems and other
satellite navigation systems can provide users with navigation and positioning
services in general outdoor scenes. However, in urban canyons, tunnels and indoor
scenes, satellite navigation is disturbed by signal shading, therefore, seeking new
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navigation method which can provide precise location information in all scenarios
has become an important direction for the development of navigation.

The development of positioning technologies such as Bluetooth positioning,
WLAN positioning, pedestrian dead reckoning (PDR) positioning, RFID posi-
tioning, radio network positioning and geomagnetic localization has been pro-
gressing [1–7]. At present, there are many methods and techniques available for
geomagnetic localization [3–6]. Such as [3] which bases on geomagnetic beacons
and magnetic dipoles, the use of low frequency alternating magnetic signals and
electromagnetic induction principle is not subject to interference, but relies on the
laying of magnetic beacons. In [4] and [5], geomagnetic filtering algorithm is used
and geomagnetic filter technology has good real-time performance, but there are
some limitations. In [4], an adaptive filtering algorithm based on orthogonalization
of new information is proposed, which improves the robustness, but the noise
characteristics need to be updated constantly, the model and the calculation are
complicated. The literature [5] adopts the adaptive UKF filtering method, which
needs to consider the environmental geomagnetic noise and has a complicated
modeling. Literature [6] based on geomagnetic relativity matching localization,
using geomagnetic matching and inertial navigation system method, but this
method is not suitable for pedestrian geomagnetic localization.

For pedestrians, the walking environment contains flat terrain, but also includes
rough terrain such as elevators, stairways, ramps and so on. In the flat terrain,
magnetic localization method with PDR-assisted is proposed, while in the rugged
terrain the magnetic localization method with DTW-assisted is proposed, so we can
obtain stable and reliable magnetic localization results under all pedestrian
scenarios.

PDR is a method by making dead reckoning for localization based on MEMS.
Currently, inertial sensors required for PDR are generally integrated with most
smartphones. Based on the accumulated mileage information obtained by PDR,
geomagnetic matching positioning method based on correlation matching is pro-
posed, Extended Kalman filter (EKF) was used to fuse the geomagnetic matching
positioning results and PDR positioning results. Positioning equipment without the
use of other equipment than phones, meanwhile enhance the geomagnetic matching
positioning reliability and continuity.

Dynamic Time Warping (DTW) is an algorithm originally applied in the field of
speech signal processing. It mainly solves the problem that the test speech cannot
match directly with the template speech duration due to the randomness of speech
signal pronunciation. The algorithm can be used to solve the problem that the
matching cannot be performed without the assistance of the mileage information in
the geomagnetic localization process. Therefore, under the condition of rough
terrain, DTW algorithm is used in this paper to regularize the geomagnetic data
collected so as to carry out the geomagnetic match positioning.

538 P. Gong et al.



2 Magnetic Localization with PDR Assisted

2.1 System Structure

The process of magnetic matching localization is divided into two phases: offline
database construction phase and online matching phase. Offline phase includes the
process of magnetic data space alignment and reference coordinate system estab-
lishment. The online phase includes magnetic data spatial alignment and matching.
PDR is introduced to provide space-based reference for magnetic matching. Finally,
EKF is used to filter the localization results of PDR and geomagnetic. The structure
of the positioning system is shown in Figs. 1 and 2.

Offline phase was divided into magnetic data space alignment and the estab-
lishment of the reference coordinate system: mobile magnetic sensors collect the
magnetic field strength for the data space alignment, meanwhile the dead reckoning
was carried out, mileage was estimated by the pace and step estimation. The
magnetic data would be transformed to change with the spatial sequence to com-
plete the geomagnetic data space alignment, and the reference points were divided
evenly by mileage. The reference coordinate system can adopt the combination of
GNSS and high-precision INS, and can also be established by the method of
eigenvalue calibration and inertial recursion [2].
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The online phase is divided into two processes: spatial alignment of magnetic
data and matching localization. Magnetic data will be transformed to change with
the spatial sequence to complete the spatial alignment of geomagnetic data. In the
matching localization phase, online geomagnetic data was divided into sliding
window and matched with the offline geomagnetic database, at last we got geo-
magnetic matching position estimation results through the correlation solution.

PDR provided dead reckoning while providing mileage for magnetic matching
positioning. Finally, the EKF filtering algorithm was used to filter the two posi-
tioning results to reduce the positioning error and provide stable and accurate
positioning result continuously.

2.2 Magnetic Matching Localization

This chapter describes how to make spatial alignment of geomagnetic data during
the process of matching and locating, and describes the principle of magnetic
matching locating and offline database construction and online matching phases.
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2.2.1 Spatial Alignment of Magnetic Data

In the process of collect magnetic data in the online and offline phases, the magnetic
sensor carried by the mobile phone collected magnetic data with a fixed frequency.
Because of the users move with different speeds during the online phase and the
offline phase, as shown in Fig. 3, the magnetic data cannot be aligned by time of the
two phases, so that the correlation between the magnetic data in the offline magnetic
database and the online phase cannot be matched.

In order to solve the problem, it is necessary to change the geomagnetic data
with time series to with the spatial sequence, align the data which were collected in
the online phase and the offline database spatially. Figure 4 is the transformation of
geomagnetic data with time series into with spatial sequence.

Before the transformation, the corresponding relationship of magnetic field
strength and mileage and time is as follows:

M; Tð Þ ¼ M1; t1ð Þ; M2; t2ð Þ; . . . Mn; tnð Þf g
D; Tð Þ ¼ 0; t1ð Þ; d; t2ð Þ; . . . n� 1ð Þd; tnð Þf g

(

Take time as reference,combine with mileage and geomagnetic:

M;Dð Þ ¼ M1; 0ð Þ; M2; dð Þ; . . . Mn; n� 1ð Þdð Þf g

2.2.2 Offline Phase

Offline stage, a smartphone integrated magnetic sensor is used to collect the
magnetic field data along the way, the mileage is calculated by PDR, and the
mileage is divided equally as d, take the same interval point as a reference point
RP. We use eigenvalue calibration with inertial recursive [2] to complete the
establishment of the reference coordinate of the entire test route. At the same time,
the space alignment of the geomagnetic data was completed. The information in the
offline magnetic database is shown in Table 1.
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Fig. 3 Data collect: magnetic
field changes with time
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2.2.3 Online Phase

In online matching phase, we made time-to-space sequence conversion, take w as
the mileage scale, the physical meaning is to take the D = wd length of the mag-
netic field strength vector as a sliding window, and magnetic data vector in offline
geomagnetic database are matched by sliding matching. The matching starting point
is where the user’s online data reaches the length D, the matching process is as
shown in Fig. 5.

In order to avoid the problem that the correlation of magnetic field strength
cannot be directly matched by different values of magnetic field strength collected
by different mobile phone sensors, the matching algorithm adopts the correlation
coefficient (CC) algorithm. Correlation coefficient is used to reflect the correlation
between the variables. The correlation coefficient is calculated by the method of
product difference, which based on the difference between the two variables and the
respective average value, the correlation between the two variables is reflected by
multiplying the two differences:

Time

Magnetic Mileage

Time

Magnetic

Mileage

Fig. 4 Data alignment: time array to space array

Table 1 Offline magnetic
map

RP Coordinate Mileage Magnetic

1 X1 = (x1, y1, z1) 0 M1 = (mx1, my1, zz1)

2 X2 = (x2, y2, z2) d M2 = (mx2, my2, zz2)

3 X3 = (x3, y3, z3) 2d M3 = (mx3, my3, zz3)

… … … …

N Xn = (xn, yn, zn) (n−1)d Mn = (mxn, myn, zzn)
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R ¼
Pw

i¼1 xi � �xð Þ yi � �yð ÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPw
i¼1 xi � �xð Þ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPw
i¼1 yi � �yð Þ2

q ð1Þ

This formula reflects the correlation R between the two variables x, y, where y
for the magnetic data collected in real time in the online phase, the geomagnetic
data is divided in the same way, and w is the sliding window length.

As shown in Fig. 5, in the online matching process, Using the correlation
coefficient method to solve the correlation coefficient R of the sliding window
geomagnetic information Mi= (mxi, myi, mzi),i = (1, 2… w − 1) and the offline data
base, when R is the maximum correlation coefficient, it means that the matched
magnetic data has the strongest correlation and the right location information can be
obtained by reading the reference coordinates of the magnetic database which been
created during offline phase.

3 Magnetic Localization with DTW Assisted

3.1 System Structure

As with the PDR-assisted geomagnetic localization method, the DTW-assisted
magnetic localization method also includes two processes of offline database con-
struction and online matching positioning. The following figure shows the con-
struction of the magnetic localization system without mileage information (Fig. 6).
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Offline stage is as same as the method in Sect 2.
The process of online matching positioning is divided into two phases: dynamic

time warping and matching locating. DTW algorithm is used to conduct dynamic
time warping of the geomagnetic data in the offline geomagnetic database and the
online phase, and then the matching locating is completed to obtain the geomag-
netic matching position estimation result.

In the case of no mileage information, using DTW algorithm can also complete
the magnetic matching and get localization results in the pedestrian scene.

3.2 Principle of the DTW Algorithm

The DTW design was originally used in the area of speech signals. Due to the
speech signal has strong randomness, the test tone and template tone cannot mat-
ched, for example, by using Euclidean distance with two time series.

Not only in the field of speech recognition, magnetic matching localization faces
with similar problem. The magnetic data cannot be matched directly by the offline
geomagnetic database and online geomagnetic data without processing. Different
from the introduction of the mileage information in Sect. 2 as the spatial reference
to align the magnetic data, this chapter uses DTW Algorithm for offline and online
two data regularization.
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Suppose the two magnetic signature sequences Q and P contain exactly the same
geomagnetic data. However, due to the different speeds when the geomagnetism
data collected in the offline phase and the online phase, the time series varies.

The distance d means the Euclidean distance of elements in sequences Q and P:

d qi; pj
� � ¼ qi � pj

� �2 ð2Þ

A path is defined as a regular path D. The physical meaning of a regular path
D is that: Dk ¼ i; jð Þk is a mapping between two sequences Q and P, which
includes:

D ¼ D1;D1; . . .;Dw; . . .Dk ð3Þ

Meanwhile, the regular path D must meet the following restrictions:

(1) Boundary restrictions.
(2) Monotonous restrictions.
(3) Continuous restrictions.

With monotonic constraints and continuous limits, there are several paths to
satisfy the three constraint [7].

The purpose of DTW is to find a regular path that minimizes the distance
between two sequences of regular distances. In order to obtain this path, the
cumulative distance L ¼ i; jð Þ is defined as follows: Starting from (1, 1), when the
path reach to the end point (n, m), The cumulative distance is the sum of the total
distance of all matching points, that is, the similarity between the sequence Q and P:

L i; Jð Þ ¼ d qi; pj
� �þmin L i� 1; j� 1ð Þ; L i� 1; jð Þ; L i; j� 1ð Þf g ð4Þ

The formula L ¼ i; jð Þ is the sum of the Euclidean distance of a point and the
cumulative distance of the smallest neighboring element that arrives at that point.
Find the sum of the minimum cumulative distance that is obtained the minimum
regular cost of the regular path W, to complete the dynamic time warping. That is
how to find the similarity of the two sequences.

4 Experiment and Analysis

In order to validate the measured data presented in this paper, experiments were
conducted in the Academy of Opto-electronics of Chinese Academy of Sciences.
The smart terminals were Huawei mate8 and the magnetic sensor is used to collect
magnetic data. Meanwhile, the accelerometer is used to collect acceleration,
heading angle and other data, so as to provide mileage for matching locating. The
magnetic matching locating algorithm uses the correlation coefficient matching
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algorithm. The PDR locating method adopted the acceleration rising detection
method to make statistics, and the fusion filtering algorithm was EKF algorithm.

When matching the online magnetic data with the offline database, we choose
0.5 m as the mileage length d, and divided the acquired magnetic data spatially
evenly. Taking into account the locating accuracy and cost requirements, the cur-
rent test window length w is 35.

Figure 7 is an error results comparison chart of single magnetic matching
locating source, single PDR locating source and EKF filtered fusion locating
source.

As shown in the Fig. 7, the single source magnetic localization results show that
the mismatch of the magnetic matching locating results affects the positioning
accuracy, and the maximum locating error is 85 m. The localization error of single
PDR positioning source shows that the PDR locating accuracy is positively cor-
related with the time divergence. PDR locating error was caused by the increase in
the number of turns, and the divergence of the heading angle.

According to the existing problems of magnetic matching locating and PDR
locating, EKF filtering fusion was performed on the results of two localization
sources. As shown in Fig. 8, after EKF filtering fused, the mismatch problem of
magnetic matching and the problem of divergence of PDR positioning is obviously
improved. The localization results was continuous and stable, and the locating
accuracy has been improved.

Fig. 7 Position error of three kind of localization
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Figure 8 is an error probability distribution statistic of magnetic matching
localization, PDR localization and magnetic matching localization with PDR-aided.

As shown in Fig. 8, the single-source magnetic matching localization error
distribution is 10 m (90%) and the maximum localization error is 85 m. The PDR
localization error distribution is 15 m (80%) and the maximum localization error is
25.2 m (although PDR localization accuracy is high in short time, there is problem
of divergence over time). After EKF filtering, the localization error is 4 m (99%)
and the maximum localization error is 4.64 m. The results show that the proposed
method improved the mismatch of magnetic matching method and can obtain
high-precision localization results stable and continuously.

Figure 9 is the localization error of magnetic matching localization with
DTW-aided.

Figure 10 is an error probability distribution statistic of magnetic matching
localization with DTW-aided.

Fig. 8 Position error CDF of three kind of localization
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Fig. 9 Position error of magnetic localization with DTW-assisted

Fig. 10 CDF of position error of magnetic localization with DTW-assisted
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5 Conclusion

In this paper, we proposed a magnetic matching locating method for pedestrian. The
main work can be summarized as follows: (1) The PDR and DTW algorithm solved
the problem that the magnetic data cannot be directly matched due to the difference
of the walking speed of the user; (2) The method is low cost and designed for the
majority of smartphone users, and also does not require additional equipment;
(3) EKF fusion is used to remove the mismatch caused by magnetic localization
error to obtain continuous and stable localization results. Experimental results show
that this method can provide magnetic localization results stable and continuously.
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A Low Complexity Gaussian Parametric
Message Passing Based Cooperative
Localization Algorithm

Yangyang Liu and Baowang Lian

Abstract Based on the theory of factor graph and belief propagation, a low
complexity cooperative localization algorithm with Gaussian parametric message
passing is proposed to improve the performance where the non-cooperative local-
ization methods failed due to the insufficient coverage of anchors. The system
model is established according to the Bayesian rule. Weighted samples are used to
represent the salient characteristics of the local message, and a Gaussian parametric
message passing rule is designed to reduce the burden of the network traffic. By
constructing a relative spatial relationship between the target and its neighbour
nodes, a novel message initialization method is put forward to concentrate the
samples where the messages have significant mass. In order to facilitate efficient
computation of peer-to-peer messages, the nonlinear observation equation is lin-
earized approximately by exploiting the Taylor expansion. Then the expression of
the message updating is deduced and the detailed flow of the algorithm is shown.
Simulation results show that the proposed algorithm leads to an excellent perfor-
mance at the communication overhead and computational complexity, with losing
negligible localization accuracy.

Keywords Cooperative localization � Belief propagation (BP) � Wireless sensor
networks � Gaussian parametric

1 Introduction

Location based services are widely used in various applications, such as military,
industrial automation, precision agriculture, search and rescue operations and the
Internet of Things [1, 2]. Although global satellite navigation systems have largely
solved the positioning problem in open outdoor environments, they do not function
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well in indoor, tunnel and urban canyon environments due to blockage of the GNSS
signal. Cooperative method improves the positioning accuracy and coverage by
establishing peer-to-peer communications and inter-measurements among the
agents [3]. However, with the increase of the number of agents to be located, the
computational complexity and the communication overhead have increased expo-
nentially, which restricts the practical application of the cooperative location
algorithm.

In Bayesian algorithms, the agent node is treated as a random variable and its
probabilistic distribution is exchanged and updated. Recently, the message passing
algorithm, also known as belief propagation based on probabilistic graphical
models, has been an attractive method for the Bayesian cooperative localization due
to its efficient and accuracy. Non-parametric belief propagation (NBP) combining
with particle filter method is introduced into the cooperative localization in wireless
sensor network (WSN), which is suitable for various models due to its flexible
particle representation [4]. However, it is condemned by its large amount of
computational complexity and communication overhead, which makes it difficult to
apply in application. Combining BP with factor graph, a distributed cooperative
algorithm for large-scale WSNs is proposed in [5], named sum-product algorithm
over a wireless network (SPAWN), which plays an important role in the devel-
opment of cooperative localization technology. Parametric message representative
methods have attracted the attention of recent researches [6]. The message of the
agent is approximated by a specific distribution cluster and only several parameters
need to be exchanged among the agents. The parameters can be obtained by
minimizing Kullback-Leilbler divergence (KLD), while the problems of high
computational and multiple local optimal solutions are still existent. In order to
solve the non-linearity of the range measurement, Taylor expansion is always
adopted, but the error of the linearization is dependent on the point and the order of
the expansion [7]. The censoring mechanism [8] has been proposed to reduce the
system overhead and control the error propagation in cooperative localization.

In this paper, a low complexity Gaussian parametric belief propagation (GPBP)
based cooperative localization algorithm is proposed to reduce the system overhead.
Instead of randomly generating a large number of samples, we first estimate the
prior information of the agent nodes and divided them into three categories: ring
distribution, bimodal distribution and unimodal distribution by constructing the
relative spatial relationship between the target and its neighbor anchor nodes, which
is effective to concentrate the samples where the messages have significant mass
and reduce the used samples. A Gaussian parametric message passing rule is
designed to reduce the burden of the network traffic. Simulation results show that
the proposed algorithm leads to an excellent performance at the communication
overhead and computational complexity, with losing negligible localization
accuracy.
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2 System Model

We consider a two-dimensional wireless network deployed with N anchors and M
agents, where the anchors and agents are defined as set N and M, respectively, then
S ¼ N[M is the set of all the nodes. The positions of the anchors are known
exactly while the agents are scattered randomly over the network. Let xi ¼ ½xi yi�T
be the position of node i, and the positions of all nodes can be expressed as
X ¼ xij8i 2 Sf g. Every node can range and communicate with neighbors within
the maximum sense distance R. The sets of neighboring anchors and agents
belonging to node i can be denoted by Ni and Mi, respectively. Furthermore, we
have Si ¼ Ni [Mi. The measurement distance from node j to node i is perturbed by
measurement noise

zj!i ¼k xj � xi k þ vj!i ð1Þ

where �k k is the Euclidean norm and vj!i �N 0; r2j!i

� �
is the additive white

Gaussian measurement noise under the line of sight.
We define the notation Zi ¼ zj!ij8j 2 Si

� �
as the randlge measurements set for

node i, and Z ¼ Zij8i 2 Mf g for all agents. Assuming the statistical characteristic
is independent between nodes, the problem of cooperative localization in wireless
networks can be converted into solving the joint probability density function
(PDF) of all agents which can be obtained by message computing, passing and
updating among the nodes. According to Bayesian rule, the joint PDF can be
expressed as

p XjZð Þ /p ZjXð Þp Xð Þ
/
Y
i2M

Y
j2Si

p zj!ijxi; xj
� � Y

m2M
p xmð Þ

Y
n2N

p xnð Þ ð2Þ

where p zj!ijxi; xj
� �

is the likelihood function of node i and j, and p xmð Þ,p xnð Þ are
the prior distribution of anchors and agents, respectively. Then a posteriori distri-
bution of agent i can be shown as

p xijZð Þ ¼
Z

Xnxi

p XjZð ÞdXnxi ð3Þ

where Xnxi indicates all the variables in X except xi.
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3 Proposed Message Passing Algorithm

3.1 Message Representation Method

In distributed cooperative localization, message refers to the node’s position esti-
mation and its uncertainty. Due to the nonlinearity of the ranging measurement and
the irregular distribution of the neighbor nodes, it is intractable to compute the 2-D
integrations in (3) directly. In order to solve this problem, weighted samples are
always employed to approximate the target node’s message for efficient
peer-to-peer message computation. Generally, the message without effective prior
information is considered as uniform distribution, which is represented by a large
number of samples scattered in the cooperative area randomly. However, the
number of the generated samples which fall close to the real position of the target
node is very limited, resulting in an unexpected positioning result. Hence, the focus
of this subsection is how to approximate the local message accurately with fewer
samples.

In this work, for reference node j 2 Si, we assume that b xj
� �

¼ N lj;
P

j

� �
,

where lj is the mean and
P

j is the covariance matrix. The range measurement from
node j to node i is zj!i, but we have no information regarding the direction. Hence,
the distribution of node i can be described as a ring distribution with the center of xj
and a radius of r, which can be further expressed as

xi ¼ xj þ r � cos h sin h½ �T ð4Þ

where xj �N lj;
P

j

� �
, r�N zj!i; r2j!i

� �
, and h�Uð0; 2p�. It should be note

that if node j is an anchor node, then
P

j ¼ 0.

As shown in Fig. 1, we assume x̂i is the estimation of the node i, and ĥ ¼
angle x̂i � lj

� �
is the direction between node i and node j. In order to obtain the

variance r2
j;ĥ

associated with the marginal distribution of b xj
� �

along ĥ, the coor-

dinate system is rotated anticlockwise ĥ angle. Then the covariance matrix of xj in
the new coordinate system is given as

Fig. 1 Variance estimation
of Gaussian marginal
distribution
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X
j;ĥ

¼ UT
ĥ

X
j

Uĥ ð5Þ

where

Uĥ ¼
cos ĥ
� �

� sin ĥ
� �

sin ĥ
� �

cos ĥ
� �24 35 ð6Þ

Hence, the r2
j;ĥ

associated with the (1, 1)-th element of
P

j;ĥ s shown as

r2
j;ĥ

¼ cos ĥ
� �

; sin ĥ
� �h iX

j

cos ĥ
� �

; sin ĥ
� �h iT

ð7Þ

Because the marginal distribution of xj along any direction is still Gaussian
distribution, we can rewrite Eq. (4) as

xi ¼ lj þ rh � cos h sin h½ �T ð8Þ

where rh �N zj!i; r2j!i;h

� �
and r2j!i;h ¼ r2j!i þ r2j;h.

Hence, the joint a posteriori distribution of xi is related to the number of received
neighbor nodes Sij j, which can further be considered as the overlapping areas of Sij j
rings. When Sij j ¼ 2, the intersection area of the two rings is the target’s position
estimation. It is a bimodal distribution and we employ a mixture of two Gaussian
distribution to approximate it. While for Sij j � 3, a steady unimodal distribution is
obtained when the number of non-collinear reference nodes is no less than three and
we approximate it with Gaussian distribution.

Without loss of generality, the equation set of observation between the target and
its neighbor reference nodes can be formulated as follows:

x1 � xið Þ2 þ y1 � yið Þ2¼ z21!i

..

.

xn � xið Þ2 þ yn � yið Þ2¼ z2n!i

8><>: ð9Þ

where n ¼ Sij j. We define notation x̂ai and x̂bi as the solutions of (6) when Sij j ¼ 2,
and the notation x̂i for Sij j � 3. Then the approximate distribution can be shown as
follows

p xijZið Þ ¼
C xi; xj; zj!i; r2j!i

� �
; Sij j ¼ 1

1
2G xi; x̂

a
i ; r

2
i I

� �
þ 1

2G xi; x̂
b
i ; r

2
i I

� �
; Sij j ¼ 2

G xi; x̂i; r2i I
� �

; Sij j � 3

8><>: ð10Þ
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where the notations C and G refer to the ring distribution and Gaussian distribution,
respectively. In the ring distribution, parameter xj is the center of the ring and zj!i is
the radius with a variance r2j!i. And in Gaussian distribution, parameter x̂i is the
mean, r2i I is the variance matrix, and I is the identity matrix. For simplicity, let

r2i ¼ max r2j!i;hj8j 2 Si

n o
.

According to the above analysis, it can be seen that the distribution of target
belongs to the different families in terms of the number of the received reference
nodes Sij j. Therefore, for agent i, the message can be represented by randomly
generating k samples xi nð Þ;wi nð Þf gkn¼1 according to (10). As an example, Fig. 2
shows the generated samples associated with different distribution families.

3.2 Message Computation

According to the sum-product algorithm update rule, the belief of each agent i is
given as

b xið Þ / p xið Þ
Y
j2Si

mfi;j!i xið Þ ð11Þ

where mfi;j!i xið Þ denotes the message from node j to node i. Considering the
likelihood function associated with the range measurement between node i and j,
the prior information of node j and the refined messages which are received by node
j, mfi;j!i xið Þ are further expressed as
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Fig. 2 The examples of generated samples from different distribution families for agent nodes.
a Sij j ¼ 1, the ring distribution; b Sij j ¼ 2, the mixture of two Gaussian distribution; c Sij j � 3,
Gaussian distribution
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mfi;j!i xið Þ /
Z

p zj!ijxi; xj
� �

p xj
� �Y

u2Sj
mfj;u!j xj

� �
dxj

/
Z

p zj!ijxi; xj
� �

b xj
� �

dxj

ð12Þ

When the node j is an anchor node, its belief is Dirac delta function. The above
equation is simplified as

mfi;j!i xið Þ / p zj!ijxi; xj
� �

ð13Þ

Based on the message passing rule mentioned above, the belief of node j is

approximated by a Gaussian distribution, e.g., b xj
� �

¼ N lj;
P

j

� �
, when the node

j is an agent node. In this case, Eq. (12) is expressed as

mfi;j!i xið Þ /
Z

p zj!ijxi; xj
� �

N lj;
X
j

 !
dxj ð14Þ

Equation (14) is intractable due to the nonlinearity of the ranging likelihood
function. Hence, we approximate Eq. (14) by expanding the square root terms of
the ranging model with using a first-order Taylor expansion around the position
estimations of node i’s and j’s. We have

k xj � xi k ¼ x̂j!i

�� ��� x̂j!i

x̂j!i

�� �� xj � lj
� �

þ x̂j!i

x̂j!i

�� �� xi � x̂ið Þ

¼ x̂j!i

�� ��� x̂j!i

x̂j!i

�� �� xj � xi
� �

þ x̂j!i
	 
 ð15Þ

where x̂j!i ¼ x̂i � lj. Substituting (15) into (14), we obtain

mfi;j!i xið Þ / exp � 1
2
bxj!i � zj!i

bxj!i

k bxj!i k

� �TX�1

jþ z

bxj!i � zj!i
bxj!i

k bxj!i k

� �" #
ð16Þ

where
P

jþ z ¼
P

j þ r2j!iI.

3.3 Message Updating

According to (13) and (16), the weights of the samples for agent i can be updated as
follows

A Low Complexity Gaussian Parametric Message Passing … 557



wþ
i nð Þ ¼ wi nð Þ

Y
j2Si

mfi;j!i xi nð Þð Þ ð17Þ

where wþ
i nð Þ is the updated weight, and normalize it with

Pk
n¼1 w

þ
i nð Þ ¼ 1.

In conventional BP algorithm, all the weighted samples need to be broadcasted
to the neighbors, which leads to huge communication overhead. In order to reduce
the network traffic, we approximate it by a Gaussian parametric distribution with
li;
P

i

� �
. The parameters can be obtained as follows

li ¼
Xk
n¼1

wþ
i nð Þxi nð Þ ð18Þ

X
i

¼
Pk

n¼1 w
þ
i nð Þ xi nð Þ � lið Þ xi nð Þ � lið ÞT

1�
Pk

n¼1 wþ
i nð Þð Þ2

ð19Þ

Owing to the Gaussian approximation, we only need to broadcast five parameters
(two is mean and another three is covariance) per node per iteration to complete the
message delivery among the agents. According to N li;

P
i

� �
, we regenerate k new

samples randomly for agent i and assign a weight for each sample as:

wi nð Þ ¼ exp
1
2

xi nð Þ � lið ÞT
X�1

i

xi nð Þ � lið Þ
" #

ð20Þ

Based on the analysis above, the proposed cooperative localization algorithm is
described in Table 1.

Table 1 Flow of cooperative
localization algorithm

1. Initialize the boundary of the cooperative network and the
prior information of the nodes (e.g., Dirac delta function for
anchors and random distribution for agents)

2. For each agent node i, reinitialize its distribution and
randomly generate k samples according to (10), normalize the
weights

3. For l ¼ 1 to L{iteration index}, repeat 4 * 7

4. Compute the messages using (13), (16) for anchors and
agents, respectively

5. Update the weights using (17)

6. Estimate the mean and covariance using (18) and (19)

7. Regenerate k new samples randomly from N li;
P

i

� �
, and

assign a weight to each sample using (20)

8. End of the iteration, all user nodes calculate the posteriori
probability distribution of their own position
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4 Simulation Results

We consider a 100 � 100 m2 cooperative localization area with N anchors and M
agents. The positions of the anchors are known exactly and the agents are scattered
randomly. The maximum sense distance between nodes is R ¼ 20m. In the sce-
nario, the ranging measurements noise is assumed as an additive white Gaussian
noise with zero mean and a standard deviation r. The maximum iteration number is
assigned as L ¼ 10.

A single trial performance of the GPBP, SPAWN and H-SPAWN is illustrated in
Figs. 3 and 4. The simulation configures are N ¼ 13 , M ¼ 100 , r ¼ 1m and
k ¼ 500. In Fig. 3, a straight line is used to connect the position estimation and its
real position together. It can be seen that in addition an agent on the upper right
corner, the others can be located with high accuracy. Additionally, the overall
performance of SPAWN is superior to the proposed GPBP, but the gap is very
small. The detailed statistical results are shown in Fig. 4.

Figure 4 compares and analyzes the positioning performance of the GPBP
algorithm and the SPAWN algorithm from the two aspects of the cumulative error
distribution function and the MSE of the positioning mean square. In order to
compare the performance of the two algorithms more intuitively, the simulation of
the location performance of the H-SPAWN algorithm using 500 samples is added.
From Fig. 4, we can see that SPAWN algorithm has the best location performance,
which is because we need to broadcast all samples to the neighbor users in SPAWN
algorithm, which brings huge communication cost and computation. The GPBP and
H-SPAWN algorithms are based on Gauss parameter method of message passing,
with the same order of magnitude as the system overhead, however, because the
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Y(
m
)

Anchor Agent SPAWN GPBPFig. 3 Single trial
performance of GPBP and
SPAWN
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message representation method, GPBP makes the sample utilization rate is higher
than H-SPAWN, thus greatly enhance the positioning precision of the algorithm. In
addition, from Fig. 4b, we can also see that due to the limited number of effective
samples of H-SPAWN algorithm, multiple particle resampling is needed to gather
particles near the target node position, so that the convergence rate is slower than
GPBP.

Three algorithms of the communication overhead and computation are shown in
Table 2, can be seen from Table 2, due to the adoption of the Gauss parameter
message, GPBP and H-SPAWN each node in each iteration only need to pass the 5
Gauss parameters, and the communication overhead is SPAWN algorithm. At the
same time, the calculation of the SPAWN algorithm is proportional to the two times
of the number of samples, but the GPBP algorithm proposed in this paper is directly
proportional to the number of samples. Considering the system overhead and
location performance of the three localization algorithms, the GPBP algorithm
proposed in this paper has the advantage of lower communication overhead and
computational complexity, without losing the positioning accuracy.

Next, the Monte Carlo simulation method is used to verify the proposed algo-
rithm, and the number of simulation is 100 times.

First, the influence of ranging error on location performance of GPBP algorithm
is analyzed. With the different ranging error that r ¼ 0:2=0:5=1:0=1:5=2:0 m,
Fig. 5a, b are the CDF curve and RMSE curve, respectively. As can be seen from
the chart with the increase of the ranging error, the overall positioning performance
of cooperative localization network also decreased, especially in r[ 1 m, the
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Fig. 4 Localization performance of GPBP, SPAWN and H-SPAWN: a CDF; b RMSE

Table 2 Communication
overhead and computational
complexity

GPBP SPAWN H-SPAWN

Communication 5 5k 5

Complexity O k Mj jð Þ O k2 Mj jð Þ O k Mj jð Þ
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overall decline in performance is relatively more, this is because in the cooperative
localization algorithm in the iterative process, each user node is equivalent to a
certain location ambiguity “reference node” the user, between the nodes position
uncertainty will influence each other by. In addition, from Fig. 5b can be seen in the
distance error under different algorithms in reaching convergence, after 4 iterations
are therefore, in actual application, without loss of positioning performance, may be
appropriate to reduce the number of iterations so as to further reduce the amount of
calculation.

Then we analyze the influence of the density of the anchor nodes and the number
of particles used on the positioning performance of the GPBP algorithm. The
simulation configures are r ¼ 1 m, N ¼ 9=13 and k ¼ 300=800. From Fig. 6, we
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can see the anchor node density has great influence on the accuracy of the algo-
rithms, when the maximum communication distance measuring distance for 20 m
cases, in two cases, the average number of connections a single user node and the
anchor nodes were 1.07 and 1.58, more anchor nodes can give users provide more
accurate location information. Increasing the number of samples can improve the
performance of the algorithm to a certain extent. When the density of the reference
nodes is large (for example), the performance improvement is not obvious.
Therefore, we can consider the anchor node density in cooperative location area and
increase or decrease the number of particles appropriately, so as to achieve the
trade-off between computation and location performance.

5 Conclusion

Based on the theory of factor graph and belief propagation, a low complexity
cooperative localization algorithm with Gaussian parametric message passing is
proposed to improve the performance where the non-cooperative localization
methods failed due to the insufficient coverage of anchors. Based on the analysis of
the link information between the target user and the anchor nodes, the prior spatial
information, including the position and variance, of the target is improved. This is
conductive to concentrate the samples where the messages have significant mass
and capture the salient characteristics of the target’s distribution with fewer
weighted samples. Rather than broadcast all the weighted samples to the neighbors,
Gaussian parametric message passing rule is designed and only 5 parameters need
to be exchanged between neighbors. Simulation results show that the proposed
algorithm leads to significant reduction in the communication overhead and com-
putational complexity with small loss in localization accuracy.
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Effective Multipath Mitigation Methods
for RTK in Urban Environments

Kai-qin Lin, Zhong-liang Deng and Lu Yin

Abstract RTK is one of the most precise positioning technologies, which has been
widely used in many applications. However, in an urban area, GNSS receiver easily
receive multipath signals caused by signal reflection and diffraction by both
line-of-sight (LOS) and non-line-of-sight (NLOS) satellites. Multipath signals
degrade the phase observation quality and makes it difficult to detect integer
ambiguities in RTK positioning. This paper proposes two methods to mitigate
multipath effect. In the first method, a least square equation is constructed by using
the relationship between the classical satellite elevation angle noise model and the
signal-to-noise ratio (SNR) noise model. The least square residual is used to
determine NLOS and LOS satellites based on the K-means clustering algorithm.
The second method mitigates LOS multipath signal based on the consistency check
between prediction residuals and prediction covariance of Extended Kalman Filter.
Practical experiences show that the proposed tow methods can able mitigate mul-
tipath effect and increase the availability of integer ambiguity resolution.

Keywords RTK positionings � Multipath effect � Least square residual
K-means clustering algorithm

1 Introduction

RTK is one of the most precise positioning technologies, which has been widely
used in many applications. In the RTK process, integer ambiguity resolution
(AR) is one of the key techniques to determine precise positioning solutions.
However, in an urban area, GNSS receiver easily receive multipath signals caused
by signal reflection and diffraction by both line-of-sight (LOS) and
non-line-of-sight (NLOS) satellites [1]. Multipath signals decrease the quality of
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code and carrier-phase observations. The degraded observations affect the reliability
of float ambiguities determined by Extended Kalman filter and make it difficult to
resolve integer ambiguities.

There are many techniques to mitigate the multipath effect. For example, several
types of antennas that mitigate the multipath effect, such as a choke ring antenna
[2]. Recently, several methods using 3D maps and fisheye view images have
recently been proposed to effectively detect NLOS satellites [3].

This paper proposes two methods to mitigate multipath effect. In the first
method, a least square equation is constructed by using the linear correlativity
between the satellite elevation angle noise model and the SNR noise model.
The SNR residuals given by least square are used to determine NLOS and LOS
satellites based on the K-means clustering algorithm. However, the multipath signal
from a LOS satellite is difficult to detect by the strength of SNR. For those signals,
the second method mitigates LOS multipath signal based on the consistency check
between prediction residuals and prediction covariance of Extended Kalman Filter.
Practical experiences show that the proposed tow methods are able to mitigate
multipath errors and increase the availability of integer ambiguity resolution.

2 NLOS Satellites Elimination Method Based on the SNR
Residuals of Least Squares

In the RTK process, there are two classical noise models for the carrier phase
measurement errors. One of the noise model is based on the satellite elevation angle
which can be written as follows [4]:

r2 ¼ a2 þ b2= sin2 E ð1Þ

where r2 is the measurement errors of carrier-phase; a and b are coefficients.
Another noise model based on the strength of SNR is expressed as [5]:

r2 ¼ B
k
2p

� �
� 10�SNR

10 ð2Þ

where B is tracking loop bandwidth of carrier-phase; k is carrier wavelength. E is
satellite elevation angle.

Figure 1 shows the strength of the SNR is highly dependent on satellite elevation
angle. The higher the elevation angle, the better quality of SNR.
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2.1 Least Squares Model Based on the SNR
and Elevation Angle

Figure 2 shows the linear correlativity between the variables 1= sin2 E and
10^ (−SNR/10) for six satellites. When the satellite elevation angle is high enough,
the linear correlativity is very prominent. However, there is a large measurement
error in SNR at low satellite elevation angles and there is no longer a prominent
linear correlation between the two variables. In this study, elevation angle greater
than 28° is considered as high elevation angle and the following equation can be
determined by the Eqs. 1 and 2.

Fig. 1 Skyplot with SNR observations (left); SNR observations and satellites elevation over time
in an open sky environment (right)

Fig. 2 The linear
correlativity between
1= sin2ðEÞ and 10^ (−SNR/
10)
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10�
SNRð1Þ

10 ¼ 1
B

2p
k

� �
a2 þ b2= sin2 Eð1Þ

� �
þ eð1Þ

10�
SNRð2Þ

10 ¼ 1
B

2p
k

� �
a2 þ b2= sin2 Eð2Þ

� �
þ eð2Þ

..

.

10�
SNRðnÞ

10 ¼ 1
B

2p
k

� �
a2 þ b2= sin2 EðnÞ

� �
þ eðnÞ

8>>>>>>>>>>><
>>>>>>>>>>>:

ð3Þ

where, n is the number of satellites tracked by receiver. Suppose there are n
satellites tracked by receiver.

Where eðiÞ is the SNR measurement error of the i-th satellite. The least squares
equation of Eq. 3 can be expressed as:

Dy ¼ H � Dxþ e ð4Þ

where y is n dimensional SNR measurement vector; x is 3 dimensional coefficient
vector; H is n� 3 dimensional observation matrix and e is n dimensional SNR
measurement noise vector. They are expressed as follows:

x ¼ a b B½ �T ð5Þ

y ¼ 10�
SNRð1Þ

10 10�
SNRð2Þ

10 . . . 10�
SNRðnÞ

10

h iT
ð6Þ

H ¼
@yð1Þ
@a

@yð1Þ
@b

@yð1Þ
@B

..

. ..
. ..

.

@yðnÞ
@a

@yðnÞ
@b

@yðnÞ
@B

2
664

3
775 ð7Þ

where the i-th element of H are expressed as: @yðiÞ
@a ¼ 2p

kB 2aþ b2= sin2 EðiÞ� �
,

@yðiÞ
@b ¼ 2p

kB a2 þ 2b= sin2 EðiÞ� �
, @yðiÞ

@B ¼ � 2p
kB2 a2 þ b2= sin2 EðiÞ� �

The solution of least squares equation is defined as:

x̂LS ¼ HTH
� ��1

HTy ð8Þ

The predicted SNR measurement vector ŷLS determined by x̂LS can be written as:

ŷLS ¼ Hx̂LS ð9Þ

The difference between ŷLS and y is called the SNR residual vector, w. In
mathematical terms:
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w ¼ y� ŷLS ¼ I �H HTH
� ��1

HT
h i

y ¼ I �H HTH
� ��1

HT
h i

e ð10Þ

The sum of squared errors (SSE) of vector ŷLS is defined as:

SSE ¼ wTw ð11Þ

Define the detection threshold T2 and compare it with SSE=r20. If SSE=r
2
0 [ T2,

it means that there are one or more NLOS multipath signals received by receiver
and needed to be eliminated by some NLOS multipath signal elimination methods.

2.2 NLOS Satellites Elimination Method Based
on the K-Means Clustering Algorithm

NLOS multipath signals need to be eliminated after detection. NLOS multipath
signals not only increase SSE, but also affect the SNR residuals of other normal
signals. In this paper, K-means clustering algorithm is used to cluster SNR residuals
to separate the NLOS multipath signal from the normal signal. K-means clustering
aims to partition n SNR residuals into k clusters in which each residual belongs to
the cluster with the nearest mean, serving as a prototype of the cluster. The input
parameters of the K-means clustering algorithm are n absolute components of SNR
residual vector w, and the output parameters are k residual clustering subsets S ¼
fS1; S2; . . .; Skg as to minimize the within-cluster sum of squares

Pk
i¼1

P
p2Xi

p� mik k2.
Randomly select k SNR residuals as the initial center of k residual clustering
subsets. The algorithm proceeds by alternating between two steps:

1. The n residual components are assigned to the nearest subset Si according to the
principle of least squared euclidean distance.

Si ¼ fp :kp� mik2 �kp� mj

��2 8j; 1� j� kg ð12Þ

2. Calculate the means of the SNR residual of each cluster subset to be the new
cluster center.

mi ¼ 1
jSij

X
p2Xi

p ð13Þ

The algorithm has converged when the center no longer change. The clustering
subset that has the smallest mean is regarded as the normal satellites clustering
subset, while the remaining clustering subsets are considered as the NLOS satellites
clustering subset.
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Figure 3 shows Skyplot in a severe multipath environment. Obviously, G03,
G31, E30 and G25 were NLOS satellites. The signals transmitted by them were
NLOS signals and whose strength of SNR was decreased by 5–10 dB Hz. SNR
observations were used to calculate least squares solution except the observations of
G03 and C05 whose elevation angles were less than 28°. Figure 4 shows the
clustering results of residuals by using K-means clustering algorithm. Satellites in
NLOS satellites cluster subset will not used to calculate RTK positioning.

Fig. 3 Skyplot in a severe multipath environment

Fig. 4 Clustering results based on the K-means clustering algorithm
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3 LOS Multipath Signals Mitigation Method Based
on the Prediction Residuals of EKF

In the RTK process, double difference (DD) code and carrier-phase observations are
used to determine float ambiguities by Extended Kalman filter. Then, LAMBDA
method is used to resolve the integer ambiguities. However, multipath signals
decrease the quality of code and carrier-phase observations. The degraded obser-
vations increase the prediction residuals of Extended Kalman filter and make it
difficult to resolve integer ambiguities. This section proposed a consistency check
method of EKF prediction residuals to mitigate multipath signals. The DD obser-
vation models can be written as follows [6]:

h ¼

Ps2s1
ub ¼ qs2s1ub

/s2s1
ub ¼ k�1qs2s1ub þNs2s1

ub

..

.

Psns1
ub ¼ qsns1ub

/sns1
ub ¼ k�1qsns1ub þNsns1

ub

8>>>>><
>>>>>:

ð14Þ

where Ps2s1
k;rb is DD pseudorange measurement; /s2s1

k;rb is DD carrier-phase measure-
ment and Ns2s1

ub is DD integer ambiguity. The Kalman filter state vector are position,
velocity, acceleration and DD integer ambiguity which is defined as:

xu ¼ ru vu au Ns2s1
ub . . . Nsns1

ub½ �T ð15Þ

Kalman filter update phase is expressed as:

~xk ¼ Fk;k�1x̂k�1 þwk ð16Þ

~Pk ¼ Fk;k�1P̂k�1FT
k;k�1 þQk ð17Þ

where Fk;k�1 is state transition matrix and ~xk is the predicted state vector. The
Kalman filter update phase uses the following equation:

Kk ¼ ~PkHT
k ðHk~PkHT

k þRkÞ�1

x̂k ¼ ~xk þKkðyk �Hk~xkÞ ð18Þ

P̂k ¼ ðI � KkHkÞ~Pk

where Rk is the covariance matrix of observation noise vector vk. Kk is the Kalman
optimal gain matrix. x̂k is a state vector estimated by Kalman filter and P̂k is the
covariance estimate of x̂k . The prediction residual and prediction covariance of
Kalman filter can be written as:
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v ¼ y�H~xk ð19Þ

D ¼ RþH~PkHT ð20Þ

NLOS multipath signals will increase the prediction residuals v. By checking the
consistency of v and D, we can determine whether the residual vi is not an outlier:

vij j[C � ffiffiffiffiffiffi
di;i

p ð21Þ

where di;i is the ith diagonal element of the covariance matrix D and C is the
balance factor, usually take 2 or 3. If the above formula is satisfied, it is mean that vi
is an outlier and the observation of i-th satellite will be eliminated.

4 Experiment and Results

To evaluate the proposed two methods in this paper. Static RTK experiments were
performed in two environments with severe multipath signals. The rover and base
stations were both ublox-M8T multi constellation single frequency receiver with
1 Hz observations. The baseline length between them was within 500 m. Figure 7
shows the Skyplot at two different test points. These were Skyplot with SNR
observations at each point for GPS, QZSS, Beidou and Galileo. Point 1 was next to
a mid-rise building and point 2 was surrounded by one high-rise and one low-rise
building. The two multipath mitigation methods proposed in this paper are as
follows:

Method 1: NLOS satellites elimination method based on the SNR residuals of
least squares.

Method 2: LOS multipath signals mitigation method based on the prediction
residuals of EKF.

The experiment results are compared by the following three schemes:

Scheme 1: Normal RTK
Scheme 2: Normal RTK+Method 1
Scheme 3: Normal RTK+Method 1+Method 2

In this study, the parameters of Normal RTK are set to 20° mask angle and SNR
above 30 dB Hz. The experimental evaluation indicators are given bellow.

1. Number of valid satellites: The average number of valid satellites that are used
for RTK solution.

2. NLOS satellites exclusion rate: That is the ratio of the number of NLOS
satellites excluded by RTK to the number of NLOS satellites determined by
fisheye view.
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3. Ambiguity availability: That is the ratio of the number of fix solutions and the
number of epochs. If the ambiguity ratio value was above the ratio test
threshold, the solution was considered as fix solution.

4. Ambiguity reliability: That is the ratio of the number of reliable solutions and
the number of fix solutions. If the horizontal error of the fix solutions was within
0.1 5 m, these solutions were considered as reliable solutions (Fig. 5).

Tables 1 and 2 shows the experimental results at each point. The proposed two
methods can increase both the NLOS satellites exclusion rate and ambiguity reli-
ability. The Ambiguity availability at point 2 was significantly lower than point 1, it
means that there were more severe multipath signals at point 2. The visible area in
the zenith direction at point 2 was smaller due to the blockage of the two buildings.
The smaller visible area decreased the number of valid satellites and make it dif-
ficult to resolve integer ambiguity.

For the NLOS satellites exclusion rate, point 2 has lower performance
improvement. In this situation, receiver was easy to receive more NLOS multipath
signals. A large number of NLOS multipath signals decreased the solution of least
squares and make it difficult to cluster least squares residuals by using K-means
algorithm.

Point 1 Point 2 

Fig. 5 Skyplot with SNR observations at each point

Table 1 Experiment results at point 1 with 6 h observation

Number
of valid
satellites

NLOS satellites exclusion
rate

Ambiguity availability Ambiguity reliability

Scheme 1 11.51 56.33% (17257/30635) 87.27% (19167/21962) 99.96% (19161/19167)

Scheme 2 10.89 73.07% (22385/30635) 94.17%
(20683/21962)

100% (20683/20683)

Scheme 3 10.77 74.83% (22924/30635) 94.65% (20788/21962) 100% (21962/21962)
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Figure 6 shows the results of the number of valid satellites and ambiguity ratio
factor at point 1 for scheme 1 and scheme 2. Based on the results, applying the
NLOS multipath signals elimination method improved the results, as can be seen
from the number of valid satellites and the ratio factor. Generally, a higher ratio
factor means that a higher ambiguity reliability can obtained. In addition, from the
results in Table 1, the proposed LOS multipath signals mitigation method can
future improve the ambiguity availability and reliability. Unfortunately, the pro-
posed two methods can not improve the positioning accuracy of reliable solution as
shown in Fig. 7.

Table 2 Experiment results at point 2 with 3 h observation

Number
of valid
satellites

NLOS satellites exclusion
rate

Ambiguity availability Ambiguity reliability

Scheme 1 9.07 69.88% (72329/103502) 9.54% (1100/11528) 52.72% (580/1100)

Scheme 2 6.53 74.78% (77399/103502) 8.44% (973/11528) 57.34% (558/973)

Scheme 3 6.32 78.61% (81363/103502) 8.98% (1035/11528) 61.96% (641/1035)

Fig. 6 Number of valid satellites and ratio factor at point 1 for scheme 1 and scheme 2
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5 Conclusions

This paper evaluated proposed two multipath mitigation methods for improving the
RTK performance in urban environment. For NLOS multipath signals, a NLOS
satellites elimination method based on the SNR residuals of least squares to select
good-condition satellites. For LOS multipath signals that is difficult to detect by
SNR residuals, a LOS multipath mitigation method based on the consistency check
between prediction residuals and prediction covariance of EKF was proposed.

Static RTK experiments were performed in two environments with severe
multipath signals. Based on the test results, the proposed NLOS satellites elimi-
nation method can effectively increase the ambiguity reliability of RTK.
Unfortunately, the LOS multipath signals mitigation method has a limited ability to
maintain high availability and reliability, this may be due to the lack of visible
satellites and use only single-frequency signal. Thus, we would use
multi-constellation and multi-frequency receiver for further experiments.

Acknowledgements Foundation project: National Science and Technology Major Project
(2016ZX03001023-002).
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A Frequency Estimation Method
for Improving Acquisition Accuracy
of TC-OFDM

Zhongliang Deng, Yin Yang, Jun Mo, Wenxuan Song, Xinmei Bian
and Zongshan Tang

Abstract Aiming at the shortcomings that existing traditional receivers have a low
frequency estimation accuracy in terrestrial fading channels, this paper presents a
high-precision frequency estimation method. Using multiple parallel down con-
verters and integral unit to down convert and integrate the stored RF signals with
multiple local frequencies, then using cubic spline interpolation algorithm to fit the
integral result to finally obtain the residual carrier frequency estimation value. The
simulation results show that in the terrestrial fading channels, compared with
the traditional linear frequency search method, the proposed algorithm can improve
the capture frequency estimation accuracy of TC-OFDM receiver, the mean value
of the frequency estimation error is less than 1 Hz reaching the request of the
receiver phase-locked loop.

Keywords TC-OFDM � Capture � Parallel frequency search � Frequency
estimation

1 Introduction

The traditional linear frequency search method is widely used in GNSS receivers
because of the existence line-of-sight channels between the satellite and the
receiver. However, in the Time & Code Division-Orthogonal Frequency Division
Multiplexing (TC-OFDM) system, the channel from the base station to the receiver
is a typical random access channel [1]. Compared with satellite channels, the
variation of terrestrial channel parameters is larger, which leads to the failure of
linear frequency search. Therefore, how to improve the success rate and efficiency
of TC-OFDM receiver in frequency-capture on the ground-weak channel is an
important research direction.
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Compared with the GNSS, the residual carrier of the TC-OFDM receiver is
mainly caused by the crystal error [2] and needs to be peeled off by the digital
controlled oscillator and the digital mixer in the receiver baseband processor. The
receiver must make the residual carrier less than a certain threshold before it enters
the tracking loop. The process of acquiring residual carriers is called frequency
capture or frequency search [1]. In the GNSS receivers, FFT search method and
linear frequency search method are commonly used for frequency search [3–5].
Among them, the FFT search method requires a dedicated FFT module and amount
of computation is large. And the linear frequency search method is greatly affected
by the channel and is not suitable for TC-OFDM systems working on the terrestrial
weak channel.

Aiming at the problem of TC-OFDM frequency acquisition on the weak ground
channel, this paper presents a high-precision frequency estimation method. By
using a plurality of parallel down-converters and integrator cleaners, the stored
radio frequency signals are down converted and integrated with a plurality of local
frequencies, then using the cubic spline interpolation algorithm to fit the integral
result and finally the residual carrier frequency estimate is obtained. The simulation
results show that in the terrestrial fading channels, compared with the traditional
linear frequency search method, the proposed algorithm can improve the acquisition
accuracy of TC-OFDM receiver, the mean value of the frequency estimation error is
less than 1 Hz reaching the request of the receiver phase-locked loop.

2 Parallel Frequency Search Model

2.1 Ground Weak Channel

The traditional linear frequency search method is widely used in GNSS receivers
because of the line-of-sight channels between the satellite and the receiver. According
to literature [3], in TC-OFDM system, the channel from base station to receiver is a
typical random channel, and the amplitude AIF of the signal is a Rayleigh distribution
random variable. Since AIF fluctuates randomly and violently many times in one
second, the non-related integral value P obtained from Eq. (10) also fluctuates vio-
lently, which resulting the failure of traditional linear frequency search.

2.2 Parallel Frequency Search Method

In order to adapt to the terrestrial fading channel and solve the influence of the rapid
and random change of the signal amplitude on the frequency search, the TC-OFDM
system adopts the parallel frequency search method, and the algorithm structure
diagram is shown in Fig. 1.
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In this architecture, there are multiple parallel down-converter & integration
units that can down-convert and integrate with multiple local frequencies simul-
taneously. Each of these units is similar to the traditional linear search method.

IF signal can be obtained from the RF signal that received by the antenna
through down-conversion at RF front-end and filter by low-pass filter. The IF signal
is split into two channels I, Q into the baseband processor, namely:

sðiÞIF;IðtÞ ¼ AðiÞ
IFm

ðiÞðt � sðiÞÞcðiÞðt � sðiÞÞ cos½2pðfIF þ f ðiÞd Þtþ hðiÞIF � þ nIðtÞ ð1Þ

sðiÞIF;QðtÞ ¼ AðiÞ
IFm

ðiÞðt � sðiÞÞcðiÞðt � sðiÞÞ sin½2pðfIF þ f ðiÞd Þtþ hðiÞIF � þ nQðtÞ ð2Þ

In the formula, mðiÞ is the navigation message, AðiÞ
IF is the IF signal amplitude, cðiÞ

is the spreading code, sðiÞ is the propagation delay of signal from base station to

receiver antenna, f ðiÞd is the residual frequency caused by Doppler frequency and

receiver crystal deviation, hðiÞIF is the first phase of the IF, fIF is the IF signal, nI ,nQ
are the noise signal. Superscript ðiÞ represents signals from different base stations.
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Fig. 1 Structure of parallel residual carrier frequency searching
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The signals of each base station are initially mixed at the receiver antenna and then
down-converted via the RF front end. The signal received by the baseband pro-
cessor is

sIFðtÞ ¼
X
i

ðsðiÞIF;I þ jsðiÞIF;QÞþ nðtÞ ð3Þ

where nðtÞ the noise signal.
The digitally controlled oscillator in the baseband processor produces mutually

orthogonal sine and cosine signals:

uosðtÞ ¼ sinð2pfNCOtþ hNCOÞ ð4Þ

uocðtÞ ¼ cosð2pfNCOtþ hNCOÞ ð5Þ

Among them, fNCO and hNCO are respectively the numerical control oscillator
frequency and initial phase. In order to further strip the carrier, the carrier striping
module in the baseband processor performs the following operation:

i ¼ sIF;I � uoc þ sIF;Q � uos
¼AIFmðt � sÞcðt � sÞ cos½2pðfd � fNCOÞtþðhIF � hNCOÞ�

ð6Þ

q ¼ sIF;Q � uoc � sIF;I � uos
¼AIFmðt � sÞcðt � sÞ sin½2pðfd � fNCOÞtþðhIF � hNCOÞ�

ð7Þ

In a zero IF receiver, fd is zero. In order to facilitate the analysis, the noise and
superscript ðiÞ are ignored here.

In the capture process of the TC-OFDM system, the capture of the TXID portion
has completed the pseudo-code synchronization. Therefore, the following content is
carried out under the condition which the pseudo-code synchronization has been
completed. The frequency capture is to find the frequency fL of local numerically
controlled oscillator, and make fL approximately equal to fd . Since the period of the
navigation message is much longer than the integration period, then assumed that
mðtÞ is a constant value in one integration time. The integrator in the
down-conversion & integral unit of Fig. 1 performs the integral operation as
follows:

I ¼
ZTs

0

AIFc
2ðt � sÞ cos½2pðfd � fNCOÞtþðhIF � hNCOÞ�dt

¼AIFTssinc½ðfd � fNCOÞTs� cos½pðfd � fNCOÞTs þðhIF � hNCOÞ�
ð8Þ
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Q ¼
ZTs

0

AIFc
2ðt � sÞ sin½2pðfd � fNCOÞtþðhIF � hNCOÞ�dt

¼AIFTssinc½ðfd � fNCOÞTs� sin½pðfd � fNCOÞTs þðhIF � hNCOÞ�
ð9Þ

Then the final non-coherent integration value is:

P ¼ I2 þQ2 ¼ A2
IFT

2
s sinc

2½ðfd � fNCOÞTs� ð10Þ

As can be seen from the above equation, when the integral time Ts and the
intermediate frequency amplitude AIF is a fixed value, the output of the
non-coherent integration is a function of the difference between the numerically
controlled oscillator frequency fNCO and the residual carrier frequency fd , the image
of which is shown in Fig. 2

According to the nature of the sinc function, the maximum of the integral output
P appears where the frequency offset is zero, the value of P is symmetric about
fd � fNCO ¼ 0, and the width of the main lobe is 2=Ts. In the process of parallel
frequency search, Multiple Carrier NCOs in different parallel down convertor and
integrator (DC&INT) units generate multiple local frequencies fNCO1; fNCO2; . . .;
fNCOn at the frequency interval Df , After the integration of interval Ts, n results
P1;P2; . . .;Pn are obtained. Compared all P values to get the maximum value and
the corresponding frequency is the closest to the real. In order to ensure that there is
at least one search frequency within the width of the main lobe, the maximum
frequency interval Df can not exceed 1=Ts.

Fig. 2 Relationship between integral output and frequency difference
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In the parallel frequency search method, the frequency search accuracy depends
on the size of the preset frequency interval Df , and the maximum error is Df =2. In a
certain frequency band, the smaller the frequency interval Df is, the more accurate
the frequency search result is. However, the more the preset frequency points are,
the more the number of cells is and the more computation is required, which is hard
to implement in hardware. The residual carrier estimation method can greatly
improve the accuracy of frequency search with only a small amount of computation
added.

3 Non-coherent Early Mix Late Method

3.1 Least Squares Fitting Algorithm

According to the nature of the function, in the field of the main lobe width, chose
multiple frequency points integral results to perform quadratic fitting algorithm. The
mathematical model is

Y ¼ ax2 þ bxþ c ð11Þ

Select the three largest n results of the integration of the three results pj, pk, pl,
then make up the array pj, pk, pl, which corresponding local frequency f 2NCOj, fNCOk,
fNCOl. According to the above Eq. (11), three equations are established. Write it as a
matrix:

Hu ¼ Y ð12Þ

Among them:

H ¼
f 2NCOj fNCOj 1
f 2NCOk fNCOk 1
f 2NCOl fNCOl 1

2
4

3
5; u ¼

a
b
c

2
4

3
5; Y ¼

Pj

Pk

Pl

2
4

3
5

where u ¼ a b c½ �T is the coefficient of the quadratic curve and can be found
from the above equation:

u ¼ ðHTHÞ�1HTY ¼ H�1Y ð13Þ

Finally, according to the vertex formula of the quadratic curve, the corre-
sponding frequency of the vertex fitting is taken as the result of the parallel fre-
quency acquisition:
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fd ¼ � b
2a

ð14Þ

3.2 Cubic Spline Interpolation

The cubic spline interpolation uses the special piecewise polynomial interpolation,
which not only guarantees the sub-order low-order interpolation polynomial, but
also improves the smoothness of the interpolation function. Using cubic spline
interpolation can not only achieve smaller interpolation error but also avoid the
Runge phenomenon which occurs when using higher order polynomials.

Let ½a; b� be an interpolated node, a ¼ x0\x1\ � � �\xn\b, given the function
yi ¼ f ðxiÞ, i ¼ 0; 1; . . .; n at each node xi. If function SðxÞ satisfies the conditions
that SðxÞ ¼ yiði ¼ 0; 1; . . .; nÞ, SðxÞ are all the polynomial which order is three times
and below three times. When SðxÞ has a second-order continuous derivative at
½a; b�. SðxÞ is called cubic spline interpolation function.

In a cubic spline interpolation function, it is required that SðxÞ only need to
determine one polynomial in each subinterval ½xi; xiþ 1�.

SiðxÞ ¼ aix3 þ bix2 þ cixþ di; ði ¼ 0; 2; . . .; n� 1Þ ð15Þ

where ai; bi; ci; di is to be determined and the following continuity conditions are to
be satisfied:

Sðxi � 0Þ ¼ Sðxi þ 0Þ;

S0ðxi � 0Þ ¼ S0ðxi þ 0Þ;

S00ðxi � 0Þ ¼ S00ðxi þ 0Þ:

In this case, there are 3n� 3 conditions in total. When SðxÞ satisfies the inter-
polation condition SðxÞ ¼ yiði ¼ 0; 1; . . .; nÞ, there are 4n� 2 conditions.SðxÞ needs
to determine 4 undetermined coefficient on each small inter-cell ½xi; xiþ 1� and there
has a total of n small inter-cells. Therefore, there are 4n parameter need to be
determined. In order to uniquely identify cubic spline interpolation functions, two
additional boundary conditions are added. Common boundary conditions are:
first-order boundary conditions, second-order boundary conditions, periodic
boundary conditions. The actual problem is usually given by the state requirements
of the cubic spline interpolation at the endpoints.

First-order boundary conditions: the first derivative value at the given endpoint,
S0ðx1Þ ¼ y01, S

0ðxnÞ ¼ y0n.
Second-order boundary conditions: the second derivative value at the given

endpoint, S00ðx1Þ ¼ y001, S
00ðxnÞ ¼ y00n .
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Periodic boundary conditions: If y ¼ f ðxÞ it is a periodic function with period of
b� a, then SðxÞ satisfies the conditions at the endpoints that

S0ðx1 þ 0Þ ¼ S0ðxn � 0Þ; S00ðx1 þ 0Þ ¼ S00ðxn � 0Þ

In this paper, using the first-order boundary conditions, the second-order
derivative at the node is used to represent the cubic spline interpolation function.

Let hi ¼ xi � xi�1, S00ðxiÞ ¼ Miði ¼ 0; 1; . . .; nÞ, obtained by cubic Hermite
interpolation, n-1 equations with n pending parameters Mi:

ljMj�1 þ 2Mj þ kjMjþ 1 ¼ gjðj ¼ 2; 3; . . .; n� 1Þ ð16Þ

where,

lj ¼ hj�1=ðhj�1 þ hjÞ
kj ¼ 1� lj
gj ¼ 6 yjþ 1�yj

hj
� yj�yj�1

hj�1

� �
1

hj�1 þ hj

8><
>:

Bring the boundary conditions S0ðx1Þ ¼ y01, S
0ðxnÞ ¼ y0n, Write the system of

equations in matrix form:

2 a1
k1 2 a2

. .
. . .

. . .
.

kn�1 2 an�1

kn 2

2
66666664

3
77777775

M1

M2

..

.

Mn�1

Mn

2
66666664

3
77777775
¼

g1
g2

..

.

gn�1

gn

2
66666664

3
77777775

ð17Þ

where a1 ¼ 1, kn ¼ 1, g1 ¼ 6
h1

y2�y1
h1

� y01
� �

, gn ¼ 6
hn�1

y0n � yn�yn�1
hn�1

� �
.

The coefficient matrix of the system of equation set (17) is tridiagonal and
diagonally dominant. Therefore, there is a unique solution and then take the M into
Eq. (16). Finally, we can construct the interpolation function SðxÞ in the interval of
½a; b�.

4 Algorithm Simulation and Analysis

By establishing the parallel frequency search model, this experiment simulates and
analysis not only the cubic spline interpolation performance but also the perfor-
mance of least squares fitting as compared. In MATLAB platform, this paper uses
TC-OFDM system 8191 Code as a pseudo-random code, the integration time is
1.6382 ms, the signal center frequency is 754 MHz, the signal to noise ratio is
−20 dB, the number of simulation is 100 and each simulation have 500–599 Hz
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different residual carrier RF signal data. The following uses the RF signal data with
residual carrier at 502 Hz as an example for simulation analysis.

4.1 Algorithm Steps

(1) The signal data is multiplied with the locally generated local code to align the
spreading code with the local code.

(2) Using 17 down-conversion & integration units to search the parallel frequency
in the upper and lower 1600 Hz bands at 200 Hz intervals and then calculate
seventeen related results. The fNCO corresponding to the maximum correlation
value is the residual carrier value obtained by the parallel frequency search.

(3) Select three largest related results from the maximum of the 17 largest corre-
lation values Pi, i ¼ 1; 2; . . .; 15 of parallel search to calculate the least squares
fit curve and the maximum value of the curve is the residual carrier frequency
value of the fine parallel frequency search.

(4) Select the maximum correlation value of the maximum correlation value Pi,
i ¼ 1; 2; . . .; 15 and the two sides of each of the two correlation results, a total
of five, and calculate the cubic spline interpolation curve. The maximum value
of the curve is the residual carrier frequency value of the fine parallel frequency
search.

4.2 Experimental Results

In Fig. 3, using an integration time of 1.6382 ms, 1 Hz for the frequency interval,
and the results obtained are shown in solid lines in the figure. As can be seen from
the figure, the maximum of the solid line appears at 502 Hz. Therefore, we can see
that the residual frequency of the collected IF data is 502 Hz.

In actual receivers, the hardware resources are not sufficient to support parallel
frequency search at 1 Hz intervals. The experiment uses 17 down-conversion &
integral units to calculate the correlation results at intervals of 200 Hz. These results
are marked with open squares in Fig. 3. It can be seen that 600 Hz frequency
corresponding to the most relevant value and the result is shown in Fig. 3 as a solid
square. In this case, the residual carrier frequency is considered as 600 Hz which
the actual situation is quite different. In contrast, the result of the conventional linear
frequency search is indicated by an asterisk in Fig. 3. It can be seen from the figure
that the traditional linear frequency search has the largest correlation value at
−200 Hz and does not match with the result of the solid line, so that the correct
frequency search result can not be obtained.

In Fig. 4, under the same conditions, take three of the maximum correlation
results of parallel frequency search, after using the least squares fitting method,
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using the maximum value of the curve at the frequency of 511 Hz as the parallel
frequency search residual carrier frequency values. It can be seen that the error is
9 Hz compared with the actual residual frequency, which greatly improving the
frequency search accuracy.

Fig. 3 Results of parallel frequency search

Fig. 4 Least squares fitting curve figure
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In Fig. 5, under the same conditions, the correlation results of the maximum
parallel frequency search and two correlation results of both sides are selected, for a
total of five. Then use the cubic spline interpolation and the adopt the value of the
curve at the maximum value of 501 Hz as the parallel frequency search residual
carrier frequency value. As can be seen, the error from the actual residual frequency
is 1 Hz, which is higher than that of the least squares method.

In Table 1, the accuracy of parallel frequency search results depends on the set
frequency interval Df , the maximum error of Df =2. After least-squares fitting, the
error is less than the parallel frequency search, and the average error is about 1/6 of
the parallel frequency search. After cubic spline interpolation, the mean error is
about 1/11 of the least squares fit. The results show that cubic spline interpolation
has higher fitting accuracy. Meanwhile, the variance of the capture error of the
cubic spline interpolation is also smaller than that of the least square fitting. This
shows that the error caused by the cubic spline interpolation on the variation of the
residual carrier changes little when capturing signals containing different residual
carriers.

Fig. 5 Cubic spline interpolation curve

Table 1 Statistical property of outcome under different acquisition methods

Statistical
characteristics

Residual carrier measurement method

Parallel frequency
search

Least squares
fitting

Triple spline
interpolation

Error mean 50.5 8.15 0.73

Mean square error 833.25 3.33 0.28
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5 Conclusions

Based on the analysis of the traditional linear frequency search method, a
high-precision frequency estimation method is proposed and simulated. Using
multiple parallel downconverters and integral unit cleaner to down convert and
integrate the stored RF signals and multiple local frequencies, using cubic spline
interpolation algorithm to fit the integral result to finally obtain the residual carrier
frequency estimation value. By comparing and analyzing the parallel frequency
estimation algorithm of cubic spline interpolation with the traditional linear fre-
quency search algorithm and the least square fitting algorithm, we can draw the
conclusion that first of all the parallel frequency search method has the advantages
of high frequency acquisition success rate and high frequency estimation accuracy
under the weak terrestrial channel compared with the traditional linear frequency
search method, secondly the fitting frequency estimation accuracy of cubic spline
interpolation is higher than that of least square fitting frequency estimation, thirdly,
the frequency estimation error of the parallel frequency estimation method
including cubic spline interpolation is less than 1 Hz and the error variance is less
than 0.5 Hz2 which fully meets the request of loop pull-in requirement of the
phase-locked loop.

Acknowledgements Foundation project: The National Key Project of Research and
Development Plan of China (2016YFB0502003).
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Ray-Tracing Aided Indoor Bayesian
Positioning Algorithm

Hanhua Wang, Zhongliang Deng, Xiao Fu and Jing Li

Abstract Wireless signal based localization method has become the most wide-
spread approach to determine receiver position in indoor and complex urban
environment, due to the limited coverage of Global Navigation Satellite System
signal. Bayesian estimation based Received Signal Strength (RSS) indoor posi-
tioning algorithm is applied in vast wireless signal localization systems. However, it
suffers from burdensome workload on data collecting and building fingerprint
database. To solve this problem, a ray-tracing aided Bayesian positioning algorithm
is proposed in this paper. Unlike traditional Bayesian algorithm, the new algorithm
does not need collecting fingerprint database but uses ray-tracing method to predict
RSS probability distribution in space. Meanwhile, using RSS probability distribu-
tion as prior probability, positioning result could be achieved by calculating max-
imum posterior probability. Experiments proved that predicted RSS probability
distribution model is very close to the actual statistical result. In addition, the
algorithm reduces 99.7% time-consuming. As the cost of time, ray-tracing aided
Bayesian algorithm only sacrifice 9.43% positioning accuracy.

Keywords RSS � Ray-tracing � Bayesian estimation � Bluetooth

1 Introduction

Global Navigation Satellite System (GNSS) could provide a reliable positioning
accuracy in outdoor environment. However, in indoor and complex urban envi-
ronment, because of blockage of buildings and humans, GNSS often suffers from
multipath and signal attenuation.

Currently, wireless sensor network (WSN) based positioning technology is
widely used in indoor environment. Yang et al. proposed a visible light
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communication and positioning system with positioning accuracy about 30 cm in
90%. However, the system need particular device and could not work in non-line-
of-sight (NLOS) environments [1]. Kempke et al. proposed a UWB based posi-
tioning system with 40 cm positioning accuracy in line-of-sight (LOS) environment
[2]. Zafari et al. presents an iBeacon based localization system with 0.947 m
positioning accuracy [3]. Compared to other WSN based positioning technologies,
Bluetooth based Bayesian positioning technology could provide an acceptable
positioning accuracy in both NLOS and (LOS) environments with low node
deployment cost. However, traditional Bayesian positioning algorithm has a
shortcoming on waste of time and human resources for data collecting [4].

To reduce load of data collection, this paper proposes a ray-tracing aided
Bayesian positioning algorithm. Unlike traditional Bayesian algorithm, the new
algorithm could directly predict RSS probability distribution, approximated by
Gaussian Mixture Models (GMM), without data collecting.

GMM has be proved applicable for approximating probability distribution of
RSS [5]. Meanwhile, ray-tracing algorithm is a widely used algorithm for simu-
lating indoor radio wave propagation and penetration [6]. Integrated dielectric
constant of building material with building map information, ray-tracing method
could calculate relatively precise radio wave propagation model [7]. Ray-tracing
aided Bayesian positioning algorithm uses radio wave propagation model to predict
parameters in GMMs at reference points (RP). Meanwhile, using RSS probability
distribution as prior probability, positioning result could be achieved by calculating
maximum posterior probability.

In experiment, we use Bluetooth access points (AP) as wireless signal sources.
The predicted RSS probability distribution models are close to actual statistical
result. Meanwhile, the positioning results show that the algorithm could provide a
reliable positioning accuracy.

Ray-tracing aided Bayesian positioning algorithm are described in Sect. 2.
Experiments and results are presented in Sect. 3. Section 4 shows conclusion and
future work.

2 Ray-Tracing Aided Bayesian Positioning Algorithm

2.1 Ray-Tracing Algorithm

Ray-tracing algorithm is widely used in wireless signal propagation simulation. The
algorithm could provide a relatively precise simulation result. Ray-tracing theory is
based on that the waves from a transmitting antenna can be modeled as many ray
tubes shooting from the antenna [6]. The ray-tracing algorithm uses geometric
optics and mirror image theories to describe the reflection and refraction of radio
waves. The ray-tracing algorithm, used in this paper, is a point-to-point method
based on five steps as following.
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1. Analysis relationships of transmitter, receiver and obstacles.
2. Use path loss model to calculate RSS of line-of-sight path.
3. Calculate attenuation rate and transmission coefficients based on permittivity of

obstacle material, and then calculate RSS of transmission path.
4. Use mirror image theory to calculate mirror point of transmitter.
5. Calculate reflection coefficients and further achieve RSS of reflection path.

Path loss can be expressed as [8]

PL dð Þ ¼ PL d0ð Þþ 10n log d=d0

� �
þXr ð1Þ

where d is distance between transmitter and receiver, d0 = 1 m, n is a parameter,
which equals to 2 in free space, Xr is a zero mean Gaussian random variable with r
standard deviation that reflects the variation in average received power.

According to ITU-R Recommendation P.1238-6 [9], the attenuation rate, A, of
an electromagnetic wave propagating through obstacles is given by:

A ¼ 1636
r
er

ð2Þ

where r is the conductivity of obstacle material, er is the relative permittivity of
material. Meanwhile, from the complex permittivity g, the reflection coefficient is
given by:

RN ¼ cos h�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g� sin2 h

p
cos hþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g� sin2 h

p ð3Þ

RP ¼
cos h�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g�sin2 hð Þ

g2

r

cos hþ
ffiffiffiffiffiffiffiffiffiffiffiffi
g�sin2 h

g2

q ð4Þ

where RN is reflection coefficient when E-field component normal to reflection
plane, RP is reflection coefficient when E-field component parallel to reflection
plane, h is the angel between the incidence ray and the normal line of the reflecting
surface. When incident E-field is circularly polarized, the reflection coefficient RC

could be calculated as

RC ¼ RN þRP

2
ð5Þ
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2.2 Gaussian Mixture Mode

RSS probability distribution could be approximated by Gaussian Mixture Model
[10]. The Gaussian Mixture Model (GMM) is a probabilistic approach, which
approximating a PDF by a mixture of Gaussian Models with different parameter
[11]. In this paper, we use GMM to approximate RSS probability distribution in
Bayesian algorithm. PDF of GMM is expressed as,

P yjhq
� � ¼XQ

q¼1

aqffiffiffiffiffiffi
2p

p
rq

exp � y� lq
� �2

2r2q

 !
ð6Þ

hq ¼ lq; r
2
q

� �
ð7Þ

where lq, r
2
q and aq are expectation, variance and weight of GMM’s each Gaussian

model.

2.3 Positioning Algorithm

2.3.1 Traditional Bayesian Positioning Algorithm

In traditional Bayesian positioning algorithm, there are two steps, learning step and
localization step [6]. In learning step, a prior probability database should be build. The
database stores RSS probability distribution, P RSSijPointj

� �
, at j reference points,

Point1;Point2;Point3; . . .;Pointj
� �

; for i wireless signal access point, RSS1;RSS2;f
RSS3; . . .;RSSig. P RSSijPointj

� �
could be estimated by collected RSS data.

In traditional Bayesian algorithm’s localization step, algorithm uses probability
of RSS in fingerprint database as prior probability to calculate posterior probability,
P PointijRSSið Þ, by Bayesian estimation. Positioning result could be obtained by
calculating maximum product of posterior probability. Using Bayesian estimation,
in N access points, RSS of each access point could provide a probability of posi-
tioning result. Bayesian estimation could be expressed as

P PointjjRSSi
� � ¼ P RSSijPointj

� � � P Pointj
� �

PN
j¼1 P RSSijPointj

� � � P Pointj
� � ð8Þ

where Pointj is the reference point j, RSSi is the RSS of access point i, P Pointj
� �

is
the probability of reference point j, which is 1/N. Positioning result is calculated by
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arg max P PointjjRSS
� � ¼YK

i¼1

P PointjjRSSi
� � ð9Þ

where K is number of reference points. The reference point, which has the highest
posterior probability, is the positioning result.

Plenty of RSS data should be collected for estimating RSS probability model.
Therefore, the algorithm has a shortcoming of time and human resources cost.

2.3.2 Ray-Tracing Aided Bayesian Positioning Algorithm

In this paper, a ray-tracing aided Bayesian positioning algorithm is proposed for
time-consuming problem. Ray-tracing aided Bayesian positioning algorithm does
not has learning step and fingerprint database. The algorithm uses ray-tracing to
predict RSS probability distribution function directly. RSS probability distribution
function, P RSSij x; yð Þð Þ, could be predicted with less data collected. When envi-
ronment information is precise, ray-tracing algorithm could provide an accurate
RSS distribution. Therefore, in same environment, using trained path loss model,
ray-tracing algorithm could directly calculate simulated RSS at any points,
RSSRT x; yð Þ. To present predicted RSS probability distribution function by GMM,
RSSRT x; yð Þ could be used as an expectation for RSS probability distribution
function. In general, human body shadowing could cause an attenuation about 6 dB
on RSS for 900 MHz –100 GHz electromagnetic wave [9]. Therefore, considering
influence of human body shadowing, attenuated RSS, RSSRT x; yð Þ � 6ð Þ, could be
used as another expectation. Path loss model’s Xr could provide variances. The
whole RSS probability distribution function could be achieved by ray-tracing
algorithm directly. The RSS probability distribution function could be expressed as

P RSSij x; yð Þð Þ ¼ affiffiffiffiffiffi
2p

p
r
exp � RSSi � RSSRT x; yð Þð Þ2

2r2

 !

þ 1� affiffiffiffiffiffi
2p

p
r
exp � RSSi � RSSRT x; yð Þ � 6ð Þð Þ2

2r2

 ! ð10Þ

where RSSRT x; yð Þ is RSS calculated by ray-tracing, RSSRT x; yð Þ � 6ð Þ is RSS under
human body shadowing, r is variance of Xr in path loss model.

The processing of RSS GMM prediction step is showed in Fig. 1b. Figure 1a
shows processing of learning step in traditional algorithm.

Compared with traditional Bayesian positioning algorithm, ray-tracing aided
algorithm does not need collect RSS data at every reference points. Therefore, the
method could save a large amount of time and human resources.

Because ray-tracing aided Bayesian positioning algorithm doesn’t has fingerprint
database but RSS probability distribution function in space, positioning result could
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get by calculating position, (x, y), where Eq. (11) has maximum value. Using RSS
probability distribution as prior probability, positioning result could be achieved by
calculating maximum posterior probability.

arg max P x; yð ÞjRSSð Þ ¼
YK
i¼1

P x; yð ÞjRSSið Þ ð11Þ

P x; yð ÞjRSSið Þ ¼ P RSSij x; yð Þð Þ
Rx1
x0

Ry1
y0 P RSSij x; yð Þð Þdxdy ð12Þ

To simplify the solve processing, we could use logarithmic likelihood to handle
Eq. (11) as

ln P x; yð ÞjRSSð Þ ¼
XK
i¼1

P x; yð ÞjRSSið Þ ð13Þ

(a) Learning step in traditional method (b) Predict step in ray-tracing aided method 

Fig. 1 Flow chart of different method
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3 Experiment and Result

3.1 Experiment Environment

Experiments are carried out in room 908 and 906, Research Building, Beijing
University of Posts and Telecommunication. Map of experiment area is showed as
Fig. 2. In experiment, receiver could receive signal from both LOS and NLOS
channel. We use 360 beacon APs with Bluetooth 4.0 technology as signal source,
which broadcast signal once per seconds. Huawei P9 is used as signal receiver.

3.2 Experiment Result

According to Recommendation ITU-R P.1238-6 [9], for 2.4 GHz radio wave,
concrete material’s complex permittivity, relative permittivity and conductivity are
7� j0:85, 5.31 and 0:066 S=m separately. For glass material, they are 6:76� j0:09,
6.27 and 0:023 S=m.

We collected about 150 pieces of RSS data at 6 points separately in room 908
and 906. Using least square to fit those data with Eq. (1), we got n ¼ 1:7 and
PL 1mð Þ ¼ �54 dBm in path loss model. Using maximum likelihood method to
approximate error probability distribution of those data with zero mean Gaussian
model, we got r = 3.12 in equation.

Fig. 2 Map of experiment site
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Approximating accumulated 117 sets of RSS data in previous experiments with
GMM, we got 522 couples of weights and expectations. After analyzing those data,
we found out the average of max expectation model’s weight is 0.787.

Integrated path loss model and parameters of material, we calculated RSS dis-
tribution in room 908 and 906 using ray-tracing algorithm. Figure 3a shows cal-
culated result of AP2. We collected RSS data at 18 points. After using Maximum
Expectation (ME) algorithm to approximate collected data with GMM, we got
expectations of max weight Gaussian model in GMMs. Comparing predicted max
RSSs and those expectations, when RSS > −80 dBm, 80% of ray-tracing predicted
result has an error less than 4 dBm. CDF of difference between predicted max RSS
and expectations with max weight is showed in Fig. 3b.

After getting expectations from ray-tracing and human body shadowing, weights
from Eq. (11) and variances from path loss model, we predict RSS GMM at the 8
points. Part of CDFs are showed in Fig. 4.

We tested positioning algorithm at 16 points in room 908 and 906. Figure 5a
shows distribution of P x; yð ÞjRSSAP1 ¼ �60 dBmð Þ. Figure 5b shows distribution
of P x; yð ÞjRSSð Þ, where RSS = {RSSAP1 ¼ �63 dBm, RSSAP2 ¼ �63 dBm,
RSSAP3 ¼ �71 dBm, RSSAP4 ¼ �60 dBm, RSSAP5 ¼ �51 dBm, RSSAP6 ¼
�63 dBm, RSSAP7 ¼ �82 dBm, RSSAP8 ¼ �89 dBm}.

We have tested the algorithm’s performance of static positioning. We did test at
19 test points and repeated 10 times. In test, we collected 10 s RSS data at each test
points. In NLOS environment, positioning result shows that 50% of positioning
error are under 1.4157 m. We also tested the performance of traditional Bayesian
positioning algorithm in same environment with 128 reference points, as Fig. 6.

Compared with traditional Bayesian positioning algorithm, ray-tracing aided
algorithm could improve efficiency by 99.25% (119.0954/120) in database building
step and only lower positioning accuracy by 9.44% (0.1588/1.6829). Compared
data is showed in Table 1.

(a) Calculated max RSS distribution
for AP2   

(b) CDF of error 

Fig. 3 Result of ray-tracing algorithm: a Ray-tracing calculated max RSS distribution of AP2,
b CDF of error between ray-tracing calculated max RSS and real collected
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(a) AP4’s RSS CDF at point (52.4,52.9) (b) AP2’s RSS CDF at point (59.9,55.2) 

(c) AP3’s RSS CDF at point (54.8, 52.9) (d) AP5’s RSS CDF at point (57.5, 52.9) 

Fig. 4 CDF of collected data and predicted model at different points: a AP4’s RSS CDF at point
(52.4, 52.9), b AP2’s RSS CDF at point (59.9, 55.2), c AP3’s RSS CDF at point (54.8, 52.9),
d AP5’s RSS CDF at point (57.5, 52.9)

(a) | distribution (b) |  distribution 

Fig. 5 Posterior probability of Bayesian positioning algorithm: a P x; yð ÞjRSSAP1 ¼ �60 dBmð Þ
distribution, b P x; yð ÞjRSSð Þ distribution
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4 Conclusion and Future Work

This paper proposes a ray-tracing based Bayesian positioning algorithm. Compared
to traditional algorithm, this algorithm does not need to collect RSS data at refer-
ence points before localization step. This feature enables the algorithm that can save
much time and human resources. In addition, the algorithm provides a positioning
accuracy near to traditional Bayesian positioning algorithm.

There are still some further studies could be do in future. To improve the
accuracy of predicted model, other probability distribution models could be studied
and tested for approximating RSS probability distribution. Nakagami-m model is
widely used to approximating amplitude probability distribution for communication
channel model [12]. A positioning result filter could be used to solve instability of
positioning result and improves the positioning accuracy [13]. Meanwhile, per-
formance of the algorithm with other signal sources could be tested.

Acknowledgements This work is financially supported by National Key R&D Program of China
(No. 2016YFB0502001 and No. 2016YFB0502003).

Fig. 6 Reference points localization

Table 1 Compared data between ray-tracing aided Bayesian algorithm and traditional algorithm

Ray-tracing aided Traditional

Mean (m) 1.8417 1.6829

Max (m) 3.8319 2.8771

50% (m) 1.4157 1.4010

Time cost per RP (s) 112.196/124 = 0.9048 120
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Sensor Synchronization for Android
Phone Tightly-Coupled Visual-Inertial
SLAM

Zheyu Feng, Jianwen Li and Taogao Dai

Abstract At present, the majority of Android phones only support satellite posi-
tioning and cellular localization. Both of them are of poor indoor performance,
which limits the development of the relevant indoor location based services. In this
paper, we attempt to achieve positioning with raw image and Inertial Measurement
Unit (IMU) data from Android phone. We first introduce a state-of-the-art frame-
work for tightly-coupled monocular visual-inertial Simultaneous Localization and
Mapping (SLAM) using image and IMU data. Then we focus on the unsynchro-
nization problem between camera and IMU of Android phone, and propose a grid
search algorithm based on spherical quaternion interpolation for delay estimation.
The results of indoor and outdoor experiments show that the algorithm can estimate
the delay of image timestamp effectively, and the percentage of positioning plane
error is 0.79% indoors and 8.09% outdoors respectively.

Keywords Android phone � Tightly-coupled � Synchronization
SLAM � VINS

1 Introduction

With the popularization of smartphones and the increasing demand for location
information, location based services, especially on smart phone, have become an
indispensable part of people’s daily life. The foundation of location based service is
positioning. Although Google has launched Tango project in June 2014 to achieve
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visual navigation using infrared sensor and image sensor, the main positioning
methods for Android phone are still satellite positioning and cellular localization.
Satellite positioning is of high accuracy with poor anti-interference capability, and
cannot be used indoors. Meanwhile, although cellular localization is available
indoors, the positioning accuracy can only reach several hundred meters [1], which
cannot meet the requirement of indoor navigation. It’s obvious that the technology
bottleneck of positioning is one of the main factors that limit the development of
indoor location based services.

SLAM, which aims to achieve localization in unknown environment, is one of
the research hotspots of autonomous navigation for mobile robot at present.
Visual SLAM is attracting more and more attention. Because image sensor is
usually of wide detection range, and visual image has large amount of information
and rich features easy to extract [2]. Whereas, all feature-based visual SLAM
solutions do not have robust dynamic performance. They are easy to lose tracking
with severe motion.

IMU has a high sampling frequency and is highly sensitive to the motion of the
carrier. Additionally, accurate motion measured from IMU can be used for
monocular SLAM to recover scale. Therefore, the Integration of a monocular
camera and an IMU becomes a popular low-cost SLAM solution. A robust and
versatile monocular visual-inertial state estimator based on sliding window
graph-based optimization framework called VINS is proposed in [3], which has
been well applied in Apple’s smart devices [4]. Thus we attempt to achieve posi-
tioning with this framework with data from Android phone.

The visual-inertial System sensors usually synchronize directly on hardware
level, so sensors are assumed synchronized before data processing [3–6]. However,
at present, the image and the IMU are not synchronized in Android system, which
will result in failure for the visual-inertial SLAM. To our best knowledge, the main
research about sensor synchronization focuses on correcting rolling shutter effect
[7] of an image with gyroscope data to achieve image stabilization [8, 9] or more
accurate feature extraction [10]. In [11–13], synchronization between camera and
IMU is considered in the visual-inertial SLAM and online calibration of temporal
parameter is proposed. However, the algorithm is hard to implement for the VINS
graph-based optimization framework. Therefore, in this paper, aiming at solving the
unsynchronization problem, a simple algorithm for image delay estimation is
proposed. Experimental results show that, the framework proposed in [3] can be
improved for Android phone with this algorithm.

2 VINS Framework

In this section, we will briefly introduce the VINS framework applied [3]. The
framework can be divided into four parts: sensor data pre-processing, system ini-
tialization, nonlinear optimization and loop closure. The overall framework is
shown in Fig. 1.
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The specific process of the framework is as follows:

(1) Sensor Data Pre-processing For the camera output images, features are
tracked by KLT sparse optical flow algorithm. Simultaneously, new feature
points are detected to ensure that the number of features of each image is fixed.
After that, RANSAC fundamental matrix test is applied to remove outliers. In
this process, the keyframes are also selected. If the average parallax of a frame
is higher than the set threshold or the number of feature points tracked is below
the set threshold, the frame is regarded as a keyframe. On the other hand, the
gyroscope and accelerometer measurements are pre-integrated. The image
feature points and IMU pre-integrals obtained in this step are saved in a sliding
window for subsequent system initialization and non-linear optimization.

(2) System Initialization First of all, by setting IMU average acceleration
threshold, the system ensures the observability of the scale. Then, the structure
of the visual frames is restored by triangulating the image feature points in the
sliding window. The relative rotations and the up-to-scale translations between
adjacent image frames are obtained. Thus initial values for system scale,
gravity, position, velocity, attitude, and bias can be yielded from these rotations
and translations with the pre-integrals of IMU measurements. After that, the
initial gravity value is optimized to the standard value.

(3) Nonlinear Optimization After initialization, velocity, position, attitude,
IMU-camera extrinsic parameters, bias, and feature point depths are nonlinearly
optimized in the tightly-coupled state estimator. After optimization, the states in
the sliding window are required to be added and deleted. If the second frame in
the sliding window is a keyframe, it will be retained and the last frame will be
deleted; if the second frame in the sliding window is not a keyframe, its visual

Fig. 1 VINS overall framework
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observations will be removed while its IMU measurements will be retained.
The states are marginalized out to preserve a priori information when they are
deleted. If the number of feature points tracked from the latest frame is less than
5 or the two consecutive state values differ greatly, the system considers fault
happened and reinitializes, with previously recorded keyframes kept.

(4) Loop Closure FAST feature points are extracted and identified with BRIEF
descriptor. Then these points are classified with bag-of-words technique. When
a loop closure is recognized for a new image frame, the states in the sliding
window are optimized together with the feature points of the looped keyframe.
And the relative pose between the new image frame and the looped frame.
Since the yaws and coordinates (x, y, z) of the entire system contain accumu-
lated drifts, it is also necessary to finally optimize all poses in 4 degrees of
freedom to obtain accurate states in the sliding window.

In summary, the VINS Framework algorithm incorporates the latest research
achievements in the field of monocular visual-inertial SLAM. It has excellent
implementation on measurement data pre-processing, system initialization, non-
linear optimization and loop-closure detection. However, because the monocular
camera and IMU in Android phone are not synchronized, the visual-inertial SLAM
cannot be applied directly for Android phone.

3 Delay Estimation

In the Android system, sensor data is obtained through the system-provided call-
back function. Camera images are acquired using the function onPreviewFrame
(byte [] data, Camera camera) call, while IMU data can be obtained with the
function onSensorChanged (SensorEvent event). SensorEvent contains sensor data
and accurate measurement time [14, 15]. However, the callback function for camera
image does not provide a timestamp. As a result, the time when the function is
called is taken as image taken time for timestamping. Thus, there is a delay td
between the timestamp t0 of the image and the image taken time t, namely
t0 ¼ tþ td . The delay is the time interval between the moment of taking an image
and the moment when the image is passed to the callback function. In addition, the
delay is related to the specific system operation situation (Figs. 2 and 3).

3.1 System Configuration

In order to make this delay as constant as possible, the system is required to do the
following settings [16].
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• Disable the camera auto exposure, lock the exposure time;
• Put the IMU data and camera image callback function into a separate thread

respectively, to avoid the user interface (UI) thread blocking leading to delay
instability;

• Avoid too many operations in the camera image callback function, to ensure that
the callback function has been completed before called next time.

3.2 Algorithm for Delay Estimation

Assuming the IMU attitude change between ti and tiþ 1 is c
bi
biþ 1

¼ cbibiþ 1
ðti; tiþ 1Þ, and

the camera attitude change is cciciþ 1
¼ cciciþ 1

ðti; tiþ 1Þ, assuming the extrinsic rotation

between the IMU and the camera qbc is known, we can get the following
relationship.

Fig. 2 Timestamps when camera and IMU are synchronized td ¼ 0

Fig. 3 Timestamps when camera image timestamps contain a delay td [ 0
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cbibiþ 1
¼ qw

�1

bi � qwbiþ 1

¼ ðqwci � qcbÞ�1 � qwciþ 1
� qcb

¼ qbc � cciciþ 1
� qcb

ð1Þ

Then we have

cbibiþ 1
� ðqbc � cciciþ 1

� qcbÞ�1 ¼ 0 ð2Þ

where � is quaternion multiplication, ð�Þ�1 is quaternion inversion. Select two
frames with adjacent timestamps t0i and t

0
iþ 1 respectively. And a fundamental matrix

is calculated with the feature pairs are matched for calculation. Then fundamental
matrix is decomposed to obtain the camera’s attitude change.

Due to the delay of image timestamp, the camera attitude change ĉciciþ 1
form ti to

tiþ 1 is actually obtained. And the IMU angular velocity measurements from t0i to

t0iþ 1 are pre-integrated [17] to get the IMU attitude change ĉ
b0i
b0iþ 1

.

In order to obtain the delay, we first use a sliding window of size n to store the
IMU attitude changes and the camera attitude changes. Then the IMU attitude
changes are taken as reference. And the camera attitude changes at each aligned
time are obtained by spherical interpolation [18] when the delay parameter changes.
Thus residuals can be calculated, and we can find the delay that results in the
minimum residual.

e ¼
Xk

i¼1

ĉ
b0i
b0iþ 1

� ðqbc � ĉ
c0i
c0iþ 1

� qcbÞ�1

k
ð3Þ

In fact, in the window, the number of the camera attitude changes could vary
with the different delay parameter. In order to ensure that the number of the camera
attitude changes in the window is constant, we need to remove the non-public parts
of the referenced IMU attitude changes according to the search range. The specific
algorithm is shown in Fig. 4.

We determined the search range as [−0.5s, 0.5s], and found that the result was
stable when the window size n ¼ 50. The variation of residual with delay is shown
in Fig. 5.

According to the analysis above, the image timestamps in Android phone must
be greater than the image taken time. Thus the delay must be above 0, and only the
delay greater than 0 need to be considered. It can be seen that the residual has a
minimum value within the search range. We add this algorithm into the VINS
system initialization part to ensure sensor synchronization for subsequent
procedures.
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Fig. 4 The algorithm searches in the determined range of td , and obtains the camera attitude
changes at each aligned time by spherical interpolation. It calculates the residual between the
attitude changes of the camera and the IMU in the window. The delay with the minimum residual
is the delay between image timestamp and image taken time
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4 Experiments and Analysis

In order to verify the validity of the algorithm, we use a Huawei P9 mobile phone to
obtain images and IMU data indoors and outdoors respectively. The improved
VINS algorithm is used to locate the phone with loop closure detection disabled.
During the experiments, mobile phone image sampling rate is set to 20 Hz, IMU
sampling rate is 100 Hz. Experimenter holds Android mobile phone on hand and
walk along a closed experimental line with the speed of about 1.5 m/s. The start and
end point of the closed experimental lines are coincident. The accuracy is verified
by calculating the coordinate difference between the start and end point.

4.1 Indoor Experiment

Indoor experiment is performed in an indoor library, the experimental route is about
a square. In the process of system initialization, the variation of the residual with
different delay is shown in Fig. 6, so we can get the delay of image timestamp
td ¼ 0:0240 s.

Positioning results after synchronization is shown in Fig. 7. The blue points in
Fig. 7a are the map points constructed by the visual-inertial SLAM, and the black
line is the trajectory of the Android phone. The orange points are the map point
constructed with current visual frame. The final positioning plane accuracy is
shown in Table 1.
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Fig. 6 Variation of residual with different delay in the indoor experiment
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Fig. 7 Positioning results of the indoor experiment. a Carrier trajectory and map points during
data processing. b Final positioning result

Table 1 Plane accuracy of indoor and outdoor experiments

Duration (s) Distance (m) Plane accuracy (m) Error percentage (%)

Indoor 164.216 230.704 1.829 0.79

Outdoor 271.594 400.000 32.366 8.09
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4.2 Outdoor Experiment

Outdoor experiment is performed in an athletic field, the experimental route is the
runway there. In the process of system initialization, the variation of residual with
different delay is shown in Fig. 8, we can get the delay of image timestamp
td ¼ 0:0162 s. Positioning results after synchronization is shown in Fig. 9. The final
positioning plane accuracy is shown in Table 1.

4.3 Result Analysis

It can be seen from above results that the delay search algorithm can effectively
estimate the delay of image timestamp so that the VINS algorithm can be carried
out smoothly. The indoor positioning accuracy is much better than the outdoor
positioning accuracy, because in the large-scale outdoor environment, most of map
points are far away from the camera. In this case, the same pixel error of the image
can result in significantly larger triangulation error of map points, so the accuracy of
poses is much worse.

5 Summary

In this paper, aiming to solve the unsynchronization problem between Android
camera and IMU, an algorithm for delay estimation is proposed. With this algo-
rithm, the VINS algorithm could be applied to the Android raw data successfully.
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The experimental results show that the positioning accuracy indoor and outdoor
after the synchronization is 0.79 and 8.09%, respectively. The validity of the
synchronization algorithm is verified, and the good performance of the VINS
algorithm for indoor localization is also proved. It is foreseeable that in the near
future, visual-inertial SLAM will be an effective means for Android users to achieve
indoor positioning and navigation.
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A Low-Cost GNSS/INS Attitude
and Position Determination System
with Ultra-Short Baseline for SATCOM
On-The-Move Terminals

Peirong Fan, Wenyi Li, Xiaowei Cui and Mingquan Lu

Abstract In SATCOM On-The-Move (SOTM) systems, an accurate pointing from
moving antennas towards the communication satellite is the key to a stable signal
tracking. To realize a reliable SOTM operation under GNSS-challenged environ-
ments with limited size, weight and power (SWaP), a low-cost two-antenna GNSS/
INS attitude and position determination system is proposed in this paper, with
ultra-short baseline ranging from 0.2 to 0.5 m, and consumer-grade navigation
components. Specifically, INS dead reckoning aiding is introduced into the GNSS
single-epoch baseline search, reducing the original spherical traversal to a
one-dimension searching. A new ambiguity resolution acceptance test method is
also developed to increase the success rate of ambiguity resolution. In the process of
sensor fusion, an Innovation Pre-filtered Extended Kalman Filter (IPEKF) is pro-
posed to deal with GNSS outliers resulting from noisy observations and multipath
interference. At last, static and kinematic experiments were performed on a pro-
totype SOTM terminal with 0.267 m baseline. Corresponding results verified a
heading estimation accuracy of 0.3°, and in GNSS outage situations, the system was
able to output usable attitude determination results within approximately 40 s.
Applications of the proposed system could be further extended to attitude estima-
tions of unmanned aerial vehicles (UAV) and ocean-going ships.
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1 Introduction

In recent years, burgeoning private and military space-based satellite constellations
have brought great attention on the Satellite Communication On-the-move (SOTM)
technologies. With its ability to support near real-time communication [1] and high
speed OTM data transferring, SOTM have brought great benefits for both military
and civil users.

An accurate pointing from moving SOTM antennas towards the communication
satellite is one of the most critical technical challenges confronted by researchers.
Within limited size, weight and power (SWaP), ground communications are
required in harsh environments under leaf cover, through tunnels or in steep ter-
rains, driving rigorous pointing requirements. Moreover, for Ka-band SOTM
vehicles, which features a higher data throughput compared to other frequencies,
yet is much harder for moving terminals to pick up [2], such requirements become
more demanding.

To improve the pointing accuracy with restricted SWaP, much attention has been
paid on the fusion of low-cost sensors, including Micro-Electro-Mechanical System
(MEMS) based inertial navigation systems (INS), and consumer-grade Global
Navigation Satellite System (GNSS) receivers. In principle, inertial sensors estimate
SOTM terminal states by integrating angular velocities and accelerometers mea-
sured by its inertial measurement units (IMU), which are accurate in short terms but
suffers from long-term drifting errors. By contrast, multi-antenna GNSS receivers
are drift free, yet prone to be affected by signal blockage and noisy observations. As
a result, integration of the two systems becomes a well-known strategy to reduce the
impact of GNSS measurement errors and to estimate INS states which are not
directly-observable.

Much work has been carried out in integrating INS and GNSS receivers. In [3],
GNSS-measured velocities and the sideslip angle are combined to correct SOTM
terminal accelerations, so that faulty observations of GNSS receivers are detected
and eliminated. In [4], a general sensor fusion framework is proposed under the
strategy of direct collocation, therefore the number of iterations is decreased.
Unfortunately, these methods, while useful, still can not satisfy the ever-increasing
requirements of SOTM for both high robustness and limited budget.

In this paper, a low-cost attitude and position determination system for SOTM
terminals is proposed with consumer grade GNSS receivers (navigation type) and
MEMS INS module. Firstly, an INS aided ambiguity resolution algorithm is
examined, and this will be followed by an Innovation Pre-filtered Extended Kalman
Filter (IPEKF). The next section will present experimental results of a prototype
SOTM terminal. At last, conclusions are drawn in Sect. 5.
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2 INS-Aided GNSS Attitude Determination

2.1 GNSS Measurement Models

Typically, GNSS antennas of the attitude and position determination system are
rigidly mounted on the SOTM vehicle. Therefore, attitudes of the terminal can be
equivalently represented by the relative position between the base and rover
antennas, namely the baseline vector.

Model the GNSS carrier phase measurements as following [5]:

Ui
r ¼

1
k

qir þ cdtr � cdti þ Ti
r � Iir þEi

r

� �� Ni
r þMPi

r þ gir ð1Þ

where Ui
r is the carrier phase (in carrier cycle) between satellite i and rover r, k is

the carrier wavelength, qir is the real geometric range, c is the speed of light, Ei
r is

the ephemeris error, dtr and dti are the clock biases of the receiver r and satellite i,
respectively, Iir and Ti

r are the ionospheric and tropospheric delay, respectively, Ni
r

is the integer ambiguity, MPi
r is carrier multipath errors, and gir presents all other

phase tracking errors.
Firstly, to eliminate the clock bias of satellites in Eq. (1), measurements between

rover and base receivers are differenced, therefore yields the single differenced
(SD) carrier phase DUi

rb. Due to the ultra-short baseline constraint in our system,
common-mode errors, including Iir, T

i
r and E

i
r are approximately equal between both

receivers, thus can also be removed from the SD expression. Secondly, to eliminate
the clock bias of receivers, we subtract the SD carrier phase of satellite i from all
other satellites, and get the following double differenced (DD) measurement:

rDUij
rb ¼

1
k
rDqijrb �rDNij

rb þrDMPij
rb þrDgijrb ð2Þ

where D �ð Þirb¼ �ð Þir� �ð Þib
� �

and rD �ð Þijrb¼ D �ð Þirb�D �ð Þ jrb
� �

represent the carrier SD
and DD calculations, respectively.

In GNSS-friendly environments, the multi-path error rDMPij
rb is small and can

further be removed from the DD model.

2.2 Integer Ambiguity Resolution

In Eq. (2), the baseline vector of interest is buried in the DD range rDqijrb and the
term rDUij

rb is obtained from GNSS observations, therefore, the key question of

solving the equation becomes identification of the DD integer ambiguity rDNij
rb.
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A commonly adopted method for the ambiguity resolution (AR) problem is the
LAMBDA algorithm in ambiguity domain, in which whether the ambiguity search
can succeed or not greatly depends on the precision of GNSS code pseudorange
measurements [6]. However, for most SOTM terminals, consumer grade receivers
are employed and usually only single frequency measurements are available,
resulting in much larger measurement noises in the code pseudorange.

Conversely, an angle domain AR algorithm is described in [6], which abandons
the noisy GNSS code pseudorange measurements and searches for the true baseline
vector with a two-dimension traversal. The ascendancy of this method over the
above ones in ambiguity domain was a significantly higher AR success rate for
terminals with ultra-short baseline (ranging from 0.2 to 0.5 m) and low-cost single
frequency GNSS receivers.

Main steps of the method is outlined as following:
Firstly, assuming the multi-path errors and other noises in Eq. (2) are negligible,

the equation can be rearranged as

1
k
rDqijrb ¼ rD~Uij

rb þrD�Nij
rb ð3Þ

where rD~Uij
rb is the fractional part of the DD carrier phase ranging from −0.5 to 0.5

cycle, rD�Nij
rb is the corresponding DD ambiguity. The term rD~Uij

rb can be cal-
culated from GNSS observations.

Secondly, generate a series of candidate baseline vectors with a two dimensional
traversal along pitch and heading angles of the system. Typically, these vectors are
expressed in spherical coordinates, as shown in Eq. (4).

rrb;mn ¼
l sin umð Þ cos hnð Þ
l cos umð Þ cos hnð Þ

l sin hnð Þ

2
4

3
5 ð4Þ

where rrb;mn is the candidate baseline vector, l is the priori baseline length, hn is the
nth candidate pitching, and um is the mth candidate heading angle.

The third step is to calculate the Mean Square Residuals (MSR) variable for each
rrb;mn according to Eqs. (5) and (6).

MSR rrb;k
� � ¼ vkk k2 ð5Þ

where �k k2 is the mean square function, vk ¼ v21k ; v31k ; . . .; vn1k
� �T

, with

vijk ¼ rem
1
k
rDqijrb;k �rD~Uij

rb

� �
ð6Þ

where remð�Þ is the remainder function (ranging from −0.5 to 0.5).

616 P. Fan et al.



At last, validate the smallest MSR valley with an acceptance test method defined
in Eq. (7). Theoretically, the minimum MSR value corresponds to the true baseline
of the vehicle. However, as the existence of carrier phase multi-path noises, wrong
AR results may appear and a confidence measure to access is required, which is
express by the quotient of the smallest MSR valley MSR1st and the second-smallest
valley MSR2nd .

jMSR ¼ MSR2nd

MSR1st
ð7Þ

If the MSR condition number jMSR exceeds an empirical threshold, which is
recommended to be 1.3–1.5, the corresponding AR solution obtained from Eq. (8)
below will be accepted and marked as a ‘fix’ result, while the others are marked as
‘float’ results.

rD�Nij
rb ¼ round

1
k
rDqijrb;m �rD~Uij

rb

� �
ð8Þ

2.3 INS-Aided Attitude Determination

There are some inherent shortcomings of the AR algorithm above, which can be
summarized as follows:

(1) Computation load of the method is heavy. As the baseline gets longer slightly,
the number of candidate vectors increases quadratically.

(2) Low AR success rate under GNSS challenged environments. Since the AR is
solved instantaneously at every single epoch and the ‘float’ ambiguities are not
estimated or maintained, the algorithm is very likely to fail the acceptance test
in situations where GNSS is blocked or experiences high dynamic motions.

(3) Insufficient self-adaptive ability to remain stable for different strength levels of
GNSS signals. It was based on several fairly limited number of static experi-
ments that the empirical MSR threshold range was decided, however, as for
SOTM terminals, the actual complicated urban environment is unavoidable, as
well as high dynamic motions, thus resulting in a considerable decline of the
MSR condition number jMSR. Consequently, a growing probability of which
the interested baseline vector appears at the second-smallest MSR valley can be
seen. In addition, inaccurate prior knowledge, such as the baseline length error
due to misalignment between the geometric centre and phase centre of low-cost
GNSS antennas, may also cause failure of the AR solution.

In this section, an INS-aided ambiguity resolution algorithm is presented, which
is subjected to various SOTM road conditions and requires much smaller compu-
tation amount.

A Low-Cost GNSS/INS Attitude and Position … 617



There are two main reasons to introduce INS dead reckoning (DR) attitudes into
the AR process. First, taking the pitch angle from INS as a priori knowledge, the
afore-mentioned spherical traversal space in the AR problem can be compressed to
a one-dimension searching; Second, by providing a new MSR acceptance test
method, the INS heading which features high accuracy in short terms is well suited
to improve system robustness and surge the AR success rate.

1. INS Pitch Angle Aiding

In general, the INS system integrates the angular velocity measured by its gyro-
scopes to obtain the vehicle attitude angles. If the relationship between INS body
coordinate and the local navigation coordinate is well-known, we can get a set of
high short-term accuracy pitch and heading predictions.

According to [6], the DD geometric range can be approximated as:

1
k
rDqijrb � e j � ei

� �T� 1
k
rrb ð9Þ

where ek; k ¼ i; j represents the line-of-sight (LOS) unit vector pointing from the
GNSS receiver to the satellite k.

Similar to Eq. (4), the vector e j � eið Þ can be expressed in spherical coordinates
as:

e j � ei ¼
eij sin uij

� �
cos hij

� �
eij cos uij

� �
cos hij

� �
eij sin hij

� �
2
64

3
75 ð10Þ

where eij¼ e j � eik k is the length of vector e j � eið Þ, hij and uij are its pitch and
heading angles, respectively.

Here we substitute Eq. (9) with Eqs. (3), (4) and (10), resulting a scalar form
approximation of the relationship between carrier phase measurements and the
integer ambiguity:

rD~Uij
rb � 1

k � l sin hð Þ � e j � eik ksin hij
� �� �þrD�Nij

rb

e j � eik kcos hij
� � � l cos hð Þ

k
cos u� uij

� � ð11Þ

Define heading projections of e j � eið Þ and rrb as following.

lh ¼ l cos hð Þ; eijh ¼ eij cos hij
� � ð12Þ

And take the term Ûij¼ 1
k � l sin hð Þ � eijsin hij

� �
as a DD carrier phase component

of rD~Uij
rb perpendicular to the horizontal plane, we can get:
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rD~Uij
rb � Ûij

� �þrD�Nij
rb

eijh
� lh

k
cos u� uij

� � ð13Þ

As can be seen in Eq. (13), the theoretical two dimensional DD measurement
model in Eq. (3) is now approximated by a scalar expression. The interested DD
integer ambiguity rD�Nij

rb can be determined by a given heading u.
The geometric relationship between the circular baseline vector search space and

the combined fractional parts of the projected DD carrier phase measurements is
depicted in Fig. 1. The plane in yellow represents the projected heading plane.
A circle determined by lh on it is the baseline vector search space. According to
Eq. (13), for each fractional DD carrier phase, we can draw a set of candidate points
which are symmetric about uij on the circle. Different symmetrical points corre-
spond to different ambiguities and the true baseline vector must be at one of the
listed points. For error-free situations, if there are several DD pairs of available
forming multiple sets of symmetric points, the true baseline vector could be
determined as the point shared by all these candidate sets, which is marked by the
green point in Fig. 1.

2. INS Yaw Angle Aiding

An INS-aided acceptance test method is introduced in Fig. 2. Instead of labelling
candidate AR solutions as ‘fix’ or ‘float’ according to the MSR ratio jMSR, we
evaluate the candidate baseline vectors in three steps.

Firstly, validate both the smallest and the second-smallest MSR valleys
according to constraint formulas of Eqs. (14) and (15).

MSR1: ~rrb1 � r̂rbj j\drthresh; ~h1 � hINS
�� ��\dhthresh;

MSR2
MSR1

[ jthresh ð14Þ

Fig. 1 Relationship between
the projected baseline vector
in heading plane and the
fractional parts of the DD
carrier phase measurements
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MSR2: ~rrb2 � r̂rbj j\drthresh; ~h2 � hINS
�� ��\dhthresh; ~rrb1 � r̂rbj j[ drthresh ð15Þ

where ~rrb1 and r̂rb are the GNSS estimated and pre-defined baseline length
respectively, drthresh is the corresponding error threshold, ~h and hINS are the GNSS
estimated and the INS reference heading angles respectively, dhthresh is similarly the
single epoch heading error threshold. Either MSR1st or MSR2nd passes the accep-
tance test, the GNSS attitude determination state will be set as ‘P’ (Pass), otherwise,
set as ‘F’ (Fail).

Secondly, initiate the two-antenna GNSS attitude determination system. It is
worth to be noted that the INS yaw angle aiding is unavailable at this stage, due to
lacking of initial values from GNSS receivers. Therefore, several times of iteration
are required, during which the state flag must be ‘P’, to avoid miss-initialization.

At last, in situations where the referential INS heading is available, select the
statistically most likely (ML) baseline vector, which is the one with smaller relative
error with respect to the reference.

It has to be mentioned that, even though considerably reducing the misdetection
probability of the AR problem, the acceptance test method will unavoidably
increase the probability of false AR detection. This problem will be solved in the
following section.

3 Innovation Pre-filtered Extended Kalman Filter

Compared with traditional GNSS/INS integrated systems, there are some additional
requirements demanded by SOTM terminals. (1) The pointing accuracy should be
prioritized in the sensor fusion algorithm, since it is the key to a stable signal
tracking of SOTM terminals. (2) The ability of detecting faulty measurements is
required to deal with wrong AR solutions.

MSR1 test

Pass

MSR2 test

Pass

Fail

Fail

MSR1
MSR2

State = P State = F

Initializing

Initialization

state=P

Y

Calculate heading 
difference 

dφ1 < dφ2

N

φ1

accepted

INS Heading

φ2

accepted

Y N

Fig. 2 Acceptance test method with INS heading assistance
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In this section, we describes an innovation pre-filtering based Extended Kalman
Filter (IPEKF) as depicted in Fig. 3. In the innovation pre-filter, the position and
heading difference between INS prediction and two-antenna GNSS measurements,
which is a signal that contains two noise component-the predominantly
low-frequency INS component and the predominantly high-frequency differential
GNSS component [7], is checked. Depending on the pre-filter outputs, measure-
ment equation of the Kalman Filter is adjusted accordingly.

1. EKF models

The EKF algorithm is applied to nonlinear discrete-time systems of the following
form:

~xkþ 1 ¼ Ukx̂k þxk ð16aÞ

ykþ 1 ¼ Hkþ 1xkþ 1 þ mkþ 1 ð16bÞ

where in Eq. (16a), x̂k ¼ pTn vTn aT xTa xTg
� �T

is the estimated state of epoch
k, containing positions (BLH), velocities (NED), attitudes (Euler), accelerometer
biases and gyroscope biases of the system, the Uk-matrix represents the linearized
discrete transition matrix, and xk denotes the process noise.

Equation (16b) is the measurement equation, consisting of the relationship
between xkþ 1 and the measured GNSS-derived states ykþ 1, given by the design
matrix Hkþ 1 and a white Gaussian noise mkþ 1. Statistical properties of the noise
term x and m are given by:

IMU

GNSS

INS
Dead Reckoning

Innova on 
pre-filter

Fb wb

y
INS heading /pitch

EKF

Carrier phase

x

Es mated PVA

y
GNSS pos /

heading

INS pos /heading

Fig. 3 Process of the Innovation Pre-filtered EKF (IPEKF)

A Low-Cost GNSS/INS Attitude and Position … 621



E xk½ � ¼ 0;E mk½ � ¼ 0

E xkmTj
h i

¼ 0

(
;

E xkxT
j

h i
¼ Qkdkj

E mkmTj
h i

¼ Rkdkj

8<
: ð17Þ

where Qk and Rk are covariance of the noises, dkj is the Kronecker delta function.
The question of components of vector ykþ 1 is addressed here. For fault-free

GNSS measurements, ykþ 1 is augmented by y ¼ dL dl dh du½ �T with the

according noise vector m ¼ nL nl nh nu
� �T

. However, if coarse error of
GNSS-derived states is detected by the pre-filter, the system will accordingly decide
to either switch off the heading dimension or skip the entire EKF process of the
current epoch.

2. Innovation Pre-filtering

The measurement innovation is defined as the difference between estimated states
and the measurements:

dy�k ¼ yk �Hkx̂
�
k : ð18Þ

It provides an indication of whether the measurements and state estimates are
consistent and can be used to detect large faults immediately.

The covariance of the innovations C�
k , comprises the sum of the measurement

noise and the error covariance of the state estimations is transformed into mea-
surement space [8]. Thus:

C�
k ¼HkP�

k H
T
k þRk ð19Þ

which is the dominator of the EKF gain.
The normalized innovations are defined as

z�k;j ¼
dy�k;jffiffiffiffiffiffiffiffiffi
C�

k;j;j

p ð20Þ

In an ideal Kalman Filter, the distribution of z�k;j is a zero-mean Gaussian dis-
tribution. In fact, even though differences exists between true and the modelled
system noises, an empirical innovation threshold can still be used for fault
detection.

Results of the innovation pre-filter of the yaw angle during a dynamic experi-
ment with 0.267 m baseline is presented in Fig. 4. As can be seen, the GNSS
measurement at point P1 is noisy, but the one at point P2 is faulty and should be
eliminated.
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4 Experiments

The SOTM GNSS/INS attitude and position determination system was test on the
experimental platform in Fig. 5. The yellow SOTM antenna array is the objective of
our system. It was at each side of the array, the base and rover GNSS antennas are
mounted, with baseline length of 0.267 m. The left part of the figure is a prototype
FPGA module, consisting of two GNSS receivers (Unicore UM220-III H), one INS
(Xsens MTi-3-8A7G6) and an ARM micro-processor (STM32F427). As can be
seen in the figure, to reduce the installation space, a fix pitch angle bias from GNSS
baseline vector to the FPGA plane is introduced, which should be corrected in the
IPEKF process.

Fig. 4 Faults detection of innovation pre-filtering

Fig. 5 Experiment platform of the GNSS/INS attitude and position determination system
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1. Static Experiments

To validate performance of the GNSS/INS system, standard deviations of the
platform position and Euler angles are presented in Table 1. Both two data sets
were collected statically in GNSS-friendly environments.

As can be seen in the table, the standard deviation of SOTM positioning is
smaller than 2 m, while the static heading accuracy is about 0.01°.

2. Kinematic Experiments

A kinematic test was conducted to evaluate stability and robustness of the GNSS/
INS system along the route depicted in Fig. 6. Poor GNSS signal with leaf cover
and building canyon was suffered in the red color labeled area. Reference solutions
were provided from the NovAtel’s high precision GNSS/INS integration system:
SPAN-CPT.

Our attention here is to highlight attitude estimation performance of the proposed
system.

• Attitude availability

Figure 7 compares the estimated Euler angles from the proposed system with the
reference solutions of SPAN-CPT. It is shown in the photo that from second 1437 s
to 1455 s, the vehicle turned around twice and caused sharp changing of the

Table 1 Standard deviations of the estimated SOTM positions and Euler angles

Data North (m) East (m) Down (m) Heading (°) Pitch (°) Roll (°)

1 1.65 0.77 0.49 0.009 0.137 0.030

2 1.35 1.06 0.97 0.011 0.006 0.003

Fig. 6 Driving route of the kinematic experiment
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heading angle. During this period, our integrated system succeeded to output atti-
tude solutions continuously, while the reference system failed for more than 10 s.
Later on, the SOTM system experienced a long time of GNSS outage start from
around 1475 s. After SPAN-CPT stopped working, our GNSS/INS integrated
system lasted approximately 40 s longer until 1515 s.

The dynamic heading and pitch angle errors of our proposed system in
GNSS-friendly areas are plotted in Fig. 8 with the standard deviation of 0.277° and
0.753°, respectively.

• Attitude robustness

Figure 9 demonstrates the performance of our AR acceptance test method. The
relationship between the selection of GNSS optimal/suboptimal heading results and

Fig. 7 Comparison of Euler angles from the GNSS/INS integrated system and SPAN-CPT (The
roll angle is unavailable from SPAN-CPT)

Fig. 8 Heading and pitching errors of the GNSS/INS integrated system
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the number of visible satellites is plotted. Here we define the optimal solution as the
candidate GNSS heading of state ‘P’, and the other one defined as a suboptimal
solution.

As can be seen, when the number of visible GNSS satellites is less than 10, the
two-antenna system is significantly affected by the observation noises and a high
possibility of GNSS miss detection appears. With the assistance of INS heading
information, GNSS heading result selection is optimized and the AR solution
success rate is improved considerably.

5 Conclusions

In this paper, a low-cost GNSS/INS attitude and position determination system with
an ultra-short baseline (0.2–0.5 m) is demonstrated, utilizing consumer-grade
GNSS receivers and MEMS INS. Contrast with traditional sensor fusion algo-
rithms, the INS and GNSS systems are no longer independent to each other.
The INS dead reckoning heading and pitch angles are introduced into the process of
GNSS attitude determination to increase AR success rate and decrease misdetection
possibilities. Measurement outliers are detected and eliminated in the IPEKF pro-
cess. Experimental results show that the system is able to output high accurate state
estimates of the SOTM system with strong robustness and high stability.

Acknowledgements This work was supported by the National Natural Science Foundation of
China (Grant No. 41474027).

Fig. 9 Relationship between
the selection of GNSS
optimal/sub-optimal headings
and the number of visible
satellites
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Implementation of Mixed Sequential
Kalman Filters for Vision-Aided
GNSS/INS Integrated Navigation
System

Shanhui Mo, Zebo Zhou, Shuang Du, Changgan Xiang,
Changhong Kuang and Jin Wu

Abstract This paper deals with the integration problem for GNSS/INS integration
navigation with the aid of vision sensor. The basic principle of visual navigation is
presented and discussed. Given the triple sampling rates of sensors, we design a
vision-aided GNSS/INS fusion method based on the sequential Kalman filter
structure. The sequential Kalman filters are mixed with both extended Kalman filter
(EKF) and linear Kalman filter (LKF). The fusion computation contains three
layers. (i) The first layer is INS mechanization and its 15-dimensional error state
model, including three-dimensional position, velocity, attitude (PVA), gyroscope
drift and accelerometer bias. (ii) The second layer is monocular camera model
containing a sliding window where Fast features will be extracted and tracked
within a set of corrected frames. If the parallax is sufficient, then use triangulation
and Gauss-Newton optimization to estimate their coordinates in navigation frame.
Considering each feature tracked by multiple frames, the state of monocular camera
is naturally constrained with a nonlinear model via each landmark. By linearizing
the nonlinear model of monocular camera, we apply the EKF to estimate the error
state and compensate for INS PVA. (iii) The third is the lowest sampling-rate
GNSS PV model. With a corrected INS state based on (ii), a traditional GNSS/INS
loosely integration will be implemented through LKF. Finally, the real dataset
(KITTI) of a land vehicle is employed to demonstrate the efficiency of our proposed
fusion method. The results show the competitive accuracy and reliability of our
method. With the aid of VO, the performance of GNSS/INS is significantly
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improved. Especially for these GNSS challenging environments, corrected by
monocular camera, INS can endure a much longer duration without GNSS signals.

Keywords Visual odometry � GNSS/INS � Extended Kalman filter
Multi-sensor fusion

1 Introduction

In modern navigation campaigns, inertial navigation system (INS) is very attractive
and has many merits for integrating with global navigation satellite systems
(GNSS). A typical GNSS/INS integrated system, besides bridging the GNSS
navigation gaps with inertial sensors in many challenging environment e.g. city
canyons, underwater, signal jamming etc. it can efficiently overcome the drawbacks
of inertial drifts and biases with the aid of GNSS. However, the integrated navi-
gation accuracy is strongly dependent on the inertial instruments. There are mainly
three ways to improve the integrated navigation system performance: the first is
using a high-end laser or fiber optic gyro which is very expensive and occupies a lot
of volume for motion platforms. The second way is to introduce non-holonomic
constraints, e.g. length, velocity and attitude constraints [1]. The third way is using
auxiliary sensors, e.g. magnetometer, barometer, cameras, LOCATA etc. [2, 3].
Recently, with the increasing demands of seamless navigation, visual odometry
(VO) is drawn intensive attentions from researchers in autonomous simultaneous
localization and mapping (SLAM) fields [4–7]. It generates the accurate and con-
sistent egomotion estimation by utilizing the tracked features in consecutive frames.
Thus it can also continuously correct the INS error in case GNSS signals are absent.
Such, it naturally becomes a good auxiliary for improving the overall performances
of GNSS/INS navigation system. This stands in a new perspective to contribute to
the accuracy and robustness with the aid of vision sensor.

Different sampling rates should be considered before fusing inertial measure-
ment unit (IMU) and visual sensor. Forster proposed a pre-integration method by
combining inertial measurements between two consecutive frames on SO(3)
manifolds [8], which has been used as reference for other VIO algorithm such as
ORB-SLAM+IMU [9], SVO+IMU [8] etc. Great deals of research efforts are made
to integration of visual-inertial odometry (VIO) and IMU. These can be mainly
divided into two categories: loosely and tightly coupled integrations. Very few
literatures are related to loosely coupled integration for VIO. On the contrary, the
tightly coupled integration methods are intensively investigated and developed, the
most representative methods are MSCKF [10, 11], ROVIO [12] which are derived
in the framework of Kalman filter (KF) [10–12]. Others e.g. OKVIS [13, 14], VINS
[15], ORB-SLAM+IMU [9], SVO+IMU [8] are proposed based on the framework
of nonlinear optimization [8, 9, 13–15]. MSCKF augments the state and covariance
matrix at the time of a new image arrival [10]. It triangulates the features to obtain
their positions in global reference frame and establishes the observation model
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based on the landmarks. The latter work referred to as MSCKF 2.0 further analyses
system observability and addresses the issue of inconsistency of EKF approaches
[11]. VINS, proposed by Shen et al. in 2016, optimizes the visual, inertial mea-
surements within a sliding window. It is run real time in an embedded device and
show superior results. According to reference [16], optimization based VIO gen-
erates the more accurate estimation result compared with the KF based VIO.
However, it consumes much more computation time. Overall, vision-aided GNSS/
INS navigation system has a significant merit and will play an important role in the
modern-time navigation, especially for those GNSS challenging environments.
With the use of visual sensors, the INS will endure a much longer duration to bridge
the navigation gaps. In this paper, a mixed sequential Kalman filtering structure is
proposed to combine the information from the triple sampling rates of VO/GNSS/
INS sensors. This paper is arranged as follows. Section 2 briefs the fundamentals of
vision navigation. The fusion algorithm for vision-aided GNSS/INS integrated
system is proposed in Sect. 3. The experiment and analysis are given in Sect. 4.
Finally the concluding remarks are drawn.

2 Vision Navigation Fundamentals

2.1 Fast Feature Detector and Optical Flow

In practice, scale-invariant feature transform (SIFT) is unable to operate the com-
putations on CPU in real time. Likewise, ORB consumes nearly 20 ms of time [5].
Therefore, we chose the fast feature rather than SIFT, SURF, ORB etc. to ensure a
real-time running. The fast feature is a simple corner, which detects the changes in
the gray level of the local pixels. Herein, we capture fast features by using L-K
optical flow [16], which is a sparse-type method based on pixel gradient by
assuming brightness invariant as follows:

Ix; Iy
� �

1

..

.

Ix; Iy
� �

k

2
64

3
75 u

v

� �
¼ �

It1
..
.

Itk

2
64

3
75 ð1Þ

where the pair (u, v) denote the velocity vector of pixel on the x and y components
respectively; Ix, Iy and It represent the derivatives of the image at the coordinate (x,

y) and t respectively. Let A ¼ Ix; Iy
� �

1 . . . Ix; Iy
� �

k

� �T
and It ¼ It1 . . . Itk½ �T,

Eq. (1) can be further rewritten as the matrix-form equations,

A
u
v

� �
¼ �It ð2Þ
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With the derivatives of multiple pixels in a given window, the least-squares
principle can be employed to estimate the velocity (u, v) of tracked features by

u
v

� �
¼ � ATA

� ��1
ATIt ð3Þ

2.2 Triangulation

After optic flow tracking, the arbitrary feature’s position (containing the depth
information) in the navigation frame (n-frame) is then calculated with a set of
consecutive frames.

As shown in Fig. 1, the feature p1 in the 1st frame matches p2 in the 2nd frame.
Ideally, the intersection between o1p1 and o2p2 should be point p. For convenience,
let p1 and p2 be normalized coordinates of the features respectively, (R1

2; d) rep-
resents rotation matrix and translation vector, then we have

s1p1 ¼ s2R1
2p2þ d ð4Þ

where s1 and s2 are the vision depth of p1 and p2 respectively. By multiplying
orthogonal vector p^1 on both sides of Eq. (4), it arrives

s1p^1 p1 ¼ s2p^1Rp2þ p^1 d
s1p^1 p1 ¼ 0

ð5Þ

Evidently, the s1 and s2 are trivially computed. By setting the p1 and p2 as the
initial values, we can obtain the feature’s position by utilizing the Gauss-Newton
minimization with inverse-depth [16].

Fig. 1 The triangulation
sketch for two frames
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3 Vision-Aided GNSS/INS Navigation Estimation

In this section, we will investigate the Kalman filtering theory for solving the
vision-aided GNSS/INS integrated navigation estimation problem.

3.1 State Representation for Integrated System

Similar to MSCKF [10], the full state x can be partitioned into two blocks. One part
is the 16-dimensional IMU position, velocity and attitude (PVA) state. The rest is
the N positions and poses of camera in a sliding window,

x ¼ xTIMU xTCl�1 xTCl�2 . . . xTCl�N

� �T ð6Þ

where xIMU ¼ qbn
� �T bTw vnð ÞT bTa pnð ÞT

h iT
qbn represents the unit quaternion

from the navigation frame (n-frame) to the body frame (b-frame); vn and pn are
defined as the velocity and position; bw and ba are the gyroscope drift and

accelerometer bias vectors. The i-th state of camera xCi ¼ qCi
n

� �T pnCi

� 	T
� �T

,

where qCi
n and pnCi

are the camera’s attitude and position respectively. Then the IMU

error state is naturally described as dx ¼ dxT
IMU

dxTCl�1 dxTCl�2 . . . dxTCl�N

� �T
in

which the 15-dimensional IMU error state reads

dxIMU ¼ dhIMUð ÞT dbTw dvnð ÞT dbTa dpnð ÞT
� �T ð7Þ

and the 6-dimensional error pose and position state of camera

dxCi ¼ dhcið ÞT dpnci

� 	T
� �T

.

3.2 IMU Error State Propagation

The IMU state and its error propagate occurs upon receiving a new IMU data. The
inertial navigation differential equations are

_qbn ¼ 1
2
X ŵð Þqbn X ŵð Þ ¼ � ŵ�ð Þ ŵ

� ŵð ÞT 0

� �
ð8Þ

_pn ¼ vn; _vn¼ â; _bw ¼ nwg ;
_ba ¼ nwa ð9Þ

Implementation of Mixed Sequential Kalman Filters … 633



where â ¼ Rn
b am � bað Þ and ŵ ¼ wm � bw; am and wm represent the measurements

of accelerometer and gyroscope respectively. The 4-th Runge-Kutta method is used
for gyro integration. The IMU error state model can be modelled as,

d _xIMU ¼ FdxIMUþGnIMU ð10Þ

The coefficient matrices F and G are given by

F ¼

� ŵ�ð Þ �I3�3 03�3 03�3 03�3
03�3 03�3 03�3 03�3 03�3

�Rn
b â�ð Þ 03�3 03�3 �Rn

b 03�3
03�3 03�3 03�3 03�3 03�3
03�3 03�3 I3�3 03�3 03�3

2
6666664

3
7777775
;

G ¼

�I3�3 03�3 03�3 03�3
03�3 I3�3 03�3 03�3
03�3 03�3 �Rn

b 03�3
03�3 03�3 03�3 I3�3
03�3 03�3 03�3 03�3

2
6666664

3
7777775

3.3 State Covariance Propagation

Since the state estimate involves states of both IMU and camera, accordingly the
covariance of state x be partitioned into four parts as

Pkjk ¼ PIIkjk PICkjk
PCIkjk PCCkjk

� �
ð11Þ

where PII denotes the covariance of the current IMU state. PCC is the covariance of
the camera positions and poses within the sliding window. PIC indicates the
cross-correlations of the IMU state and the N camera state. Assuming IMU sam-
pling time interval as Δt, referring to [14], further propagating the covariance
information into Eq. (12) yields

Pkþ 1jk ¼
UDtPIIU

T
Dt þGQIMUG

TDt UDtPICkjk

PT
ICkjkU

T
Dt PCCkjk

" #
ð12Þ

where the state transition matrix UDt ¼ I15�15þFDt and QIMU is the covariance
matrix of nIMU.
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3.4 State Augmentation with Camera State

Upon a new image frame obtained, the state x and its corresponding covariance will
be augmented in the following way,

x xT xTCl�ðN þ 1Þ

h iT
; pkjk  I 6Nþ 15ð Þ� 6N þ 15ð Þ

J

� �
pkjk

I 6N þ 15ð Þ� 6Nþ 15ð Þ
J

� �T
ð13Þ

where J is computed by

J ¼ RC
b 03�9 03�3 03�6N

ðRn
bp

b
CÞ�

� �
03�9 I3�3 03�6N

� �
ð14Þ

In which, pbC is a baseline vector from central of camera to IMU and it can be

calibrated beforehand. Accordingly, the state of i-th camera frame xCi ¼

qCi
n

� �T pnCi

� 	T
� �T

is computed by

qCi
n ¼ qCi

b � qbn
Pn
Ci
¼ PnþRn

bP
b
Ci

ð15Þ

3.5 Camera Observation Model Construction

With extracting corners from a set of images, the features points are well tracked by
using L-K optical flow mentioned in Sect. 2. Then we estimate the reliable feature’s
position in the n-frame using the Gauss-Newton minimization with inverse-depth.
For instance, Pn

j;ci represents the j-th feature’s position observed by the i-th frame.
Since the camera observation is nonlinear, we implement the linearization operation
to the original camera observation equation as

zimj
� zij ¼ rij � Hdxi

j dxiþHci
j dp

n
j;ci þ nij ð16Þ

Here, zimj
is the j-th feature’s coordinate observed by the i-th image frame. zij is

the calculated one by transforming Pn
j;ci into the normalized camera coordinate

system. The matrix Hdxi
j and Hci

j are the observation Jacobian matrices with respect
to the error state dxi and the feature position error dpnj;ci . The details of the Jacobians
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can be found in [10, 16]. By stacking all the observation residuals of j-th feature
point, we obtain

rj � Hdx
j dxþHc

j dp
n
j þ nj ð17Þ

Hc
j ¼ Hc1

j Hc2
j . . . HcM

j

� �T and CM represents the j-th feature point
observed by the M-th image frame in the sliding window. To marginalize the
feature position error dpnj , we introduce the matrixW to makeWHjdp

n
j¼ 0. Then we

have
r^j ¼ Wrj � WHdx

j dxþWHc
j dp

n
j þWnj

¼ H
^

jdxþ n^j

ð18Þ

By stacking all the residuals and Jacobians of K feature points tracked in the
current frame, we obtain the camera observation model

r^C ¼ H
^

dxþ n^C ð19Þ

with r^C ¼ r^1 r^2 . . . r^K

� �T
, and H

^ ¼ H
^

1 H
^

2 . . . H
^

K

h iT
.

3.6 GNSS Observation Model

The GNSS Observation model provides the three-dimensional position and velocity
(PV) information which can be used to generate the correction measurements by

rGNSS¼
pGNSS � pn

vGNSS � vn

" #
¼ HGNSSdxþ nGNSS ð20Þ

In which HGNSS ¼ 03�3 03�3 03�3 03�3 I3�3 03� 6�Nð Þ
03�3 03�3 I3�3 03�3 03�3 03� 6�Nð Þ

� �
, and nGNSS is

the PV noise with the variance of RGNSS.

3.7 Sequential Kalman Filtering

Considering the triple sampling rates of sensors involved in this integration, we
design a vision-aided GNSS/INS fusion architecture based on the sequential
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Kalman filtering method. The first layer of Kalman filter implements the traditional
GNSS/INS loosely integration computation with Kalman filter gain

K1 ¼ Pkþ 1jkHT
GNSS HGNSSPkþ 1jkHT

GNSSþRGNSS
� ��1 ð21Þ

and the error state estimate

dx ¼ K1 rGNSS � rIMUð Þ ð22Þ

with its covariance matrix

Pk ¼ I � K1HGNSSð ÞP I � K1HGNSSð ÞTþK1RGNSSKT
1 ð23Þ

whereRGNSS is the variance of GNSS PVnoise vector. It should bementioned that the
error state dxIMU will be only used to correct the navigation results of IMU.The second
layer is camera correction. Here we make use of extended Kalman filter (EKF) to
process the nonlinear camera observation model with the error state equation.
Denoting R

n^C
as the covariance of camera observation noise vector n^c, it is easy to

derive the error state estimate and its covariance with the EKF gain matrix,

K2 ¼ Pkþ 1jkH
^ T

H
^

Pkþ 1jkH
^ T
þR

n^C


 ��1
ð24Þ

and the error state is estimated by

dx ¼ K2r
^

C ð25Þ

with its corresponding covariance matrix

Pk ¼ I � K2H
^

� 	
Pkþ 1jk I � K2H

^
� 	T

þK2Rn^C
KT

2 ð26Þ

4 Experiment

To demonstrate the accuracy and efficiency of our algorithm, the experiment is
carried out on the real dataset KITTI (file name “2011_09_26_drive_0036”) of a
land vehicle. Figure 2 shows one image frame of testing scenario sampled with a
monocular camera installed on a vehicle platform. GNSS and IMU are also
mounted on the platform. To evaluate the performances of proposed methods, the
GNSS high accuracy PV information is used as the reference value. Three com-
putation schemes are employed: (1) traditional GNSS/INS loosely coupled Kalman
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filtering algorithm; (2) Visual-inertial odometry Kalman filtering algorithm; (3) Our
proposed vision-aided GNSS/INS mixed sequential Kalman filtering algorithm.

The motion trajectories computed by three algorithms are drawn in Fig. 3. The
reference trajectory is drawn with red line. Generally, all the three algorithms
generate the consistent results. Particularly, the performance of GNSS/INS is very
close to the vision-aided GNSS/INS algorithm. This exhibits the importance of
GNSS in the overall integrated navigation system. The trajectory errors are also
computed and shown in Fig. 4.

To be more clear, the X, Y and Z components are all computed 5–7. The
statistics of root mean-square errors (RMSE) are also computed and presented in
Table 1. It needs to be pointed that the X, Y and Z components are defined in the
coordinate frame of vehicle’s forward, left and up (FLU) at the first recorded epoch.
Therefore, to conveniently compare all the algorithms aforementioned, the com-
puted navigation results in the frame of LBH and ENU, also the referenced GNSS
information in WGS-84 are all transformed into the FLU frame. Evidently, seen

Fig. 2 The scene snapshot of test field

Fig. 3 The computed motion
trajectories and referenced
trajectory
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from these figures and table, in the direction of X, GNSS/INS has the comparative
performance with vision-aided GNSS/INS. In Y and Z directions, with the aid of
vision sensor, the system performance is significantly improved compared with
other two schemes (Figs. 5, 6 and 7).

Fig. 4 The trajectory errors
of VO-GNSS/INS, VIO and
GNSS/INS

Table 1 RMSE of
VO-GNSS/INS, VIO and
GNSS/INS

RMSE X Y Z

GNSS/INS 0.9178 0.9014 0.5432

VO-GNSS/INS 0.9161 0.4629 0.5403

VIO 2.1054 0.3874 0.1513

Fig. 5 The X errors of
VO-GNSS/INS (red), VIO
(green) and GNSS/INS (blue)
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5 Conclusion

In this paper, we propose an approach of vision-aided GNSS/INS fusion based on
the sequential Kalman filter structure which is able to achieve higher precision and
more reliable navigation results. Compared with traditional GNSS/INS navigation,
our proposed algorithm shows its efficiency and performs more reliably and
accurately, especially in the fields where GNSS signal is unavailable. Furthermore,
GNSS still plays a crucial role to restrain the accumulate errors not only from
inertial sensors but also the vision sensors. This makes the system endure a much
longer duration in contrast to VIO.

Fig. 6 The Y errors of
VO-GNSS/INS (red), VIO
(green) and GNSS/INS (blue)

Fig. 7 The Z errors of
VO-GNSS/INS (red), VIO
(green) and GNSS/INS (blue)
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Real-Time Dead Reckoning
and Mapping Approach Based
on Three-Dimensional Point Cloud

Shuaixin Li, Guangyun Li, Yanglin Zhou, Li Wang and Jingyang Fu

Abstract Light detection and ranging equipment (LiDAR) has wide applications
in the field of mobile surveying, autonomous driving, unmanned aerial vehicle and
military, etc., since its abilities of fast three-dimensional environmental information
acquisition, robustness to variable illumination conditions as well as wide mea-
surement range. The main difficulty for localization and mapping based on LiDAR
is the registration between successive point clouds, which is caused by the con-
tinuous motion and undetermined trajectory of LiDAR. A real-time dead reckoning
and three-dimensional environment mapping method based on 3D-LiDAR is pre-
sented in this paper. The proposed system adopts a divide and parallel method,
which performs high frequency pose estimation and low frequency mapping on
parallel threads to ensure the real-time performance. In point preprocess section, the
efficient elimination of point cloud distortion is processed and feature points are
extracted. In dead reckoning section, point cloud registration employs generalized
iterative closest point (GICP) algorithm which increases accuracy of registration by
taking local covariance information of each point into consideration. In environ-
mental mapping section, the multi-channel GICP (MCGICP) algorithm which adds
point cloud intensity information into GICP framework is applied to align local
point cloud with the global point cloud map. The robustness and convergence are
promoted, since the fusion of additional point in-formation. Finally, the perfor-
mance of the proposed approach is evaluated by the KITTI dataset. The experi-
mental results show that our proposed simultaneous dead reckoning and 3D
environment mapping method based on 3D laser scanner is an effective and feasible
on-line solution which achieves high accuracy under 1% in all kinds of
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environment scenarios. Moreover, the ability of self-localization and real-time
mapping is improved dramatically in those environments with poor geometric
feature patterns.

Keywords LiDAR � Point cloud � Iterative closest point � Simultaneous local-
ization and mapping

1 Introduction

The development of Global Navigation Satellite System (GNSS), inertial sensor
technology and Artificial Intelligence has promoted location service related industry
to become one of the fastest growing domains [1]. Location information is a signif-
icant constituent of the big data required by space research, containing more than just
location. There is a wide range of applications in the mobile mapping, autonomous
driving as well as unmanned aerial vehicle for which three dimensional is an essential
technology. The most fundamental task of these applications is obtaining environ-
mental information which can be used for the autonomous vehicles’ decision as well
as the representation of real-world scenarios. Precisely determined 6 degree of free-
dom (DOF) trajectory of sensor is the precondition of mapping, since sensors col-
lecting data in the local coordinates of themselves. GNSS related approach is the most
accurate and efficient positioning method in outdoor environments where satellite
signals are not blocked or disturbed. However, satellite signals are always unavailable
not only in indoor environments but also city canyons and outer space where the
mission of self-positioning and environment mapping is urgent for autonomous
vehicles to drive or land. In indoor environments, there is not a best positioning
solution. A score of localization solution have been presented, such as visual
odometry [2, 3] (VO), navigation based on Inertial Navigation System (INS) and
positioningmethod based onUltra-WideBand [4] (UWB) radio. All these approaches
have its own limitation, for example, VO and INS suffer from trajectory drift over
time, and UWB need enough signal base stations. So, it is hard to achieve indoor/
outdoor integration positioning as the limited application scenarios and weakness of
these approaches. The advent of 3D-LiDAR changed the situation. It has attracted
considerable attention and become a hot topic in this research area due to its advanced
properties of high measurement resolution, anti-interference and robustness to illu-
mination conditions.

Simultaneous localization and mapping, which is a core technology in terms of
indoor/outdoor integrative mapping based on LiDAR. Two kinds of approaches can
be distinguished according to different processing scheme, namely incremental and
global ones [5]. Incremental approaches used a limited series of successive point
clouds to estimate the relative motion of vehicle, or sometimes employed different
kinds of filtering algorithms that derived by recursive Bayes Filter [6] (BF), like
Extended Kalman Filter (EKF) and Particle Filter (PF) to perform accumulated
trajectory estimation and simultaneous mapping. Although this kind of method
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owns good real-time performance, it suffers from accumulated errors and trajectory
drift. Moreover, only with a limited history of measurements, the incremental map
obtained by the method lacks of consistency. Global optimization [7] employs a
batch optimization utilizing a set of non-linear optimized equations which represent
the constrains between pose and measurements. If we regard all LiDAR poses and
landmarks as nodes and all measurements as edges linking pose nodes and land-
marks nodes, a node-edge graph can be obtained. Then the location estimation
problem can be transformed into a graph optimization problem, which is usually
solved by bundle adjustment. Comparison with incremental approaches, batch
optimization increases the accuracy of positioning as well as the consistency of
global map. However, it is obvious that the method will cost a mass of computing
resources restricting its application in some scenes where real-time performance is
highly required.

As for 2D SLAM solution, Gmapping [8] proposed by Grisetti and
Hector SLAM [9] proposed by Kohlbrecher is the state of art. Santos and Vincent
deeply compared these two methods in terms of positioning accuracy, mapping
accuracy as well as operation efficiency [10, 11]. Gmapping applies a novelty
mutual distribution calculating approach exploiting both odometry data and 2D
laser scans to compute precise proposal distribution of vehicle. Then an improved
Rao-Blackwellized Particle Filter (RB-PF) is employed to estimate the orientation
and planar coordinates of LiDAR. Moreover, a selective resampling method is also
presented to decrease the complexity of computation. This mutual distribution
calculation approach requires that Gmapping can only works well when odometry
data is available. The utilization of 2D LiDAR means it can only achieve reasonable
result in planar area. Hector SLAM is a fast online SLAM solution based on single
LiDAR. The scheme fully exploits the high update rate and the low distance
measurement noise from 2D LiDARs. The 2D pose estimation is based on opti-
mization of the alignment of beam endpoints with the current global map. The
endpoints are projected in the global map and the occupancy probabilities can be
estimated using bilinear interpolation scheme. To avoid the potential risk of getting
stuck in local minima, a multi-resolution map representation approach which is
similar to image pyramid is presented to perform a coarse-to-refined location
estimation. However, it might have problems when scan rate is relative low. The
issue of cross-section drawn of environment mapping result is something that all 2D
SLAM solutions have in common. On the one hand, localization based on 2D map
can only used in structured indoor area, since the alignment of laser scan is rather
unreliable in unstructured outdoor space. On the other hand, 2D map is quite
inadequate for practical applications.

There are three main thoughts of 3D range sensing in mobile mapping imple-
mentation. Firstly, LiDAR can be movable in many ways, like periodic nodding
and continuous spinning. Secondly, many LiDARs which not on a common scan
plane can be attached together on a platform and rely on motion of the platform to
produce 3D point clouds [12]. Thirdly, the most direct solution to 3D mapping is
using an 3D-LiDAR sensor. Actuated 2D-LiDAR methods which usually incor-
porate some mechanical devices are common and easy to realize. Bosse presented a
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2D-LiDAR/INS combined approach [13], in which a 2D range scanner is attached
with a passive linkage mechanism, such as a spring. As the platform moving, the
acceleration or vibration of platform will leverage an irregular motion, thereby
extending the device’s field of view outside of its original scanning plane and
obtaining 3D point clouds. However, disadvantages of this method are obvious
and serious. Unpredictable LiDAR motion causes a heavy dependence on attitude
and position sensors, like Inertial Measurement Unit (IMU) and the accuracy of
range measurements strongly relies on the instrumental precision. Furthermore, the
mechanism of this design makes it hard to apply in flat terrain. LiDAR Odometry
and Mapping (LOAM) [14], proposed by Zhang, achieves 3D mapping using a
continuous spinning or periodical rotation 2D LiDAR representing the state of art.
The core idea of this solution is the division of the complex problem of SLAM,
which performs a global optimization after a long period of measuring, into two
algorithms. The one is in charge of high-frequency odometry but also with low
fidelity to location estimation of LiDAR. The other one runs at a lower frequency
for location refinement and map update. Running the two algorithms on parallel
threads allows LiDAR self-localization and map creation in real-time. But when
registration between successive point clouds, this solution is more likely to diver-
gency employing a point-to-line and point-to-plane integrated nonlinear optimiza-
tion algorithm. Moosmann proposed Velodyne SLAM using a 3D range scanner
[15]. A distorted point cloud offset algorithm causing by continuous motion of
LiDAR is deeply discussed with details as well. Although this approach can obtain
good trajectory and mapping result in some structural scenarios, it suffers from
mismatch of point cloud in some similar and unstructured places, such as highway,
since the registration of point clouds only depending on geometrical features
instead of taking color or reflectance information into account.

How to align two point clouds obtained in different location to the same coor-
dinate frame is the most significant technology in LiDAR odometry and mapping.
Iterative Closest Point (ICP) is one of the most well-known registration methods for
points in 3D space. Pomerleau et al. [16] presented an assessment system for all
kinds of variation of ICP algorithm and compared many typical ICP variants
including point-to-plane, random sampling and differential methods etc.
A probabilistic frame work is proposed in [17] to describe the registration of point
clouds. This so called Generalized Iterative Closest Point (GICP) algorithm explain
standard ICP algorithm from the statistic perspective and revealed the essential
difference between standard ICP and point-to-plane ICP algorithm. Moreover, a
plane-to-plane ICP implementation is also raised based on GICP frame. The
experimental results showed that the performance of this method was superior in
comparison with other ICP variants, since it fully uses the geometrical character-
istics in both source point cloud and target point cloud. To incorporated color and
intensity information into the GICP frame, Servos proposed a Multi-Channel
Generalized Iterative Closest Point (MCGICP) [18] algorithm. It added color and
intensity information into the GICP frame by projecting additional information to
the plane of local points pattern. MCGICP increases the accuracy and precision of
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registration in unstructured scenarios by adding additional information and
extending the closest distance between two points from 3D space to multi-
dimensional space.

To improve current solution to 3D simultaneous localization and mapping, a
3D-LiDAR dead reckoning and 3D environmental mapping approach is presented.
The approach refers to the division of SLAM problem and runs the different fre-
quency sectors on parallel threads to guarantee an online performance of the sys-
tem. Firstly, a preprocess procedure is proposed to extract surf features from input
point clouds and to roughly de-skew point cloud motion distortion. Then, a
plane-to-plane GICP registration algorithm is applied at the same frequency with
LiDAR output to coarsely estimate the relative motion between point clouds.
Finally, a registration of local point cloud and global map using MCGICP is
operated at a lower frequency, after which the location of LiDAR will be refined
meanwhile the global map will be updated. The rest of paper is organized as follow.
In Sect. 2, we restate the problem and define the symbols and varieties. In addition,
the overview of our system is listed and we briefly introduce each sector of the
system. In Sect. 3, we illustrate how to extract features and ensure the distribution
of features is uniform. Distortion de-skews method for spinning 3D-LiDAR is also
introduced in detail. In Sect. 4, we introduce the GICP frame work and discuss the
odometry of LiDAR using GICP algorithm. In Sect. 5, we focus on the location
estimate refinement and map update by alignment of laser scans and global map. In
Sect. 6, we analyze the accuracy, robustness and time cost using KITTI dataset.
Finally, conclusions are given and improvement of the system is discussed.

2 System Description

2.1 Notations and Task Description

The indoor/outdoor simultaneous localization and 3D environmental mapping
system presented in the paper utilize a 3D range scanner sensor, such as Velodyne
HDL64E, and HESAI Pandar 40. We assume that the angular and linear velocities
of the LiDAR are smooth and continuous over time, without any abrupt changes.

As a convention in this paper, we use right uppercase superscription to indicate
the coordinate system for points, and use right subscription to indicate source
coordinate system while right superscription to indicate target coordinate system for
transformation matrix. A complete sweep defines as Pf gk of whole 360° scanning
from the start time tSk to the end time tEk . The LiDAR coordinate system L defines as
a right-hand coordinate with x-axis pointing to the right, y-axis pointing to the left
and z-axis pointing to the forward. The global coordinate system W is the initial
LiDAR coordinate frame, namely W ¼ L0. We denote a point i in the k-th sweep
point cloud Pf gk as XLk

i . TLk denotes a 3 � 4 transformation matrix from L to W at
the end of each full sweep and Tf gk consisting of a series of TLk denotes the 6DOF

Real-Time Dead Reckoning and Mapping Approach … 647



trajectory. We denote XW
i as a point i in the global map Mf gk at the end of time tEk .

With the notations and assumptions defined before, the problem on LiDAR
self-localization and 3D environment mapping can be paraphrased as: given a
sequence of scanning point clouds Pf gk; k 2 Z

þ , estimate complete 6DOF tra-
jectory Tf gk and 3D map of scenario Mf gk.

2.2 System Overview

Figure 1 shows a diagram of the software system. The whole system framework
can be divided into three sections: a. point cloud preprocess and features extraction,
b. LiDAR dead reckoning, and c. 3D mapping.

a. Point clouds preprocess and features extraction

When the system receives a point cloud €P
� �

k with distortion causing by LiDAR
motion, the first work to do with it is de-skew. Then the surf feature patterns can be
extracted utilizing principal component analysis (PCA) method. Details will be
introduced in Sect. 3.

b. LiDAR dead reckoning

Relative motion can be estimated by aligning the last time fully de-skewed point
cloud Pf gk�1 with current initial de-skewed point cloud _P

� �
k . We apply GICP

algorithm to perform a coarse-to-refined registration. Therefore, we can estimate the
relative motion TLk

Lk�1
during the period of time tk�1; tk½ �, and the current LiDAR

pose _T
Lk in world coordinate. After that, the de-distortion process can be operated
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again to produce a fully de-skewed point cloud Pf gk at the present. The output
frequency of LiDAR odometry is exactly as the same as that of data receiving.
Details will be introduced in Sect. 4.

c. Environment 3D mapping

This sector is in charge of the global map update as well as LiDAR pose opti-
mization. To increase the robustness of the system to unstructured environment, we
employ MCGICP which adds additional intensity information into GICP to achieve
the registration between local point cloud Pf gk and global map Mf gk�1. However,
3D mapping will cost amount of computation resources. To keep the performance
of real-time, 3D mapping runs at a lower frequency referring to the system
framework presented in [14]. Details will be introduced in Sect. 5.

3 Point Clouds Preprocess and Features Extraction

3.1 Elimination of Motion Distortion

3D LiDAR receives laser signal emitting from a spinning laser emitter which spins
continuously around the central axis of sensor. Therefore, the exact time tik�1 of
every point scanned by laser scanner is different as the sensor movement during
scan acquisition. Namely, the exact corresponding coordinates over which every
point acquired are slightly different. Actually, LiDAR coordinates at the end of
ðk�1Þ-th scan tEk�1 is equal to the start of k-th scan t

S
k . If we indistinguishably regard

them as point cloud obtained in the same time, the point cloud must contain
distortion which will increase with the increase of platform velocity.

Since the assumption of motion with constant linear and angular velocity, we
can linearly predict current LiDAR velocity based on last time velocity. This
characteristic gives us an opportunity to efficiently eliminate the distortion of point

cloud. We interpolate LiDAR pose _T
Lk

i :

_T
Lk

i ¼ ðTLk�2�TLk�1Þ � tik
tEk � tSk

ð1Þ

where � denotes the inverse Lie algebraic operation of transformation in the special
Euclidean group. After this, the receiving distorted point cloud €P

� �
k can be initially

de-skewed by unifying all points to the estimated current LiDAR coordinate frame
_T
Lk . Later when odometry finish, the more precise LiDAR transformation will be

used for furtherly de-skewing. Finally, current point cloud can be unified into the
same coordinate frame TLk :
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T
Lk

i ¼ ðTLk�1�TLk Þ � tik
tEk � tSk

ð2Þ

Figure 2 shows a point cloud before and after elimination of motion distortion.
Theoretically, this operation should be employed once when the pose is updated
each time after nonlinear optimization iteration. But the experimental results in [15]
proved that it is sufficient to de-skew only twice: before and after registration.

3.2 Feature Points Extraction

Feature points extraction has two main functions. On the one hand, it can downsize
the scale of points cloud and get rid of points with redundant information to keep
system’s efficiency and real-time performance. On the other hand, it also con-
tributes to the precision of registration, because single noisy points can be rejected.
PCA algorithm is the most common method to analyze the geometrical structure of
points cluster. It illustrates that the eigen value of covariance of local point cluster
will denote the geometrical configuration of point pattern. We compute the
covariance M of a specific points and its k nearest neighbors, and decompose the
matrix using sing value decompose (SVD) algorithm to obtain the matrix’s eigen
value V and eigen vectors E. If there are two values that much greater than the other
one, this cluster of points locates on a plane and the eigen vector corresponding to
the smallest eigen value is the normal vector of this plane.

Zhang and Singh [14] indicates that the distribution of point cloud in space can
influence the precision of point cloud alignment, which is that the more homoge-
neous points distribute, the more precise the alignment will be. To ensure feature
points homogeneously distribute in the space, we present an improved feature

(a) Distorted point cloud (b) Undistorted point cloud

Fig. 2 Comparison of de-skewed point clouds
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extraction method to optimize the extracted points. 3D mesh segmentation is
applied to point cloud and we traverse each cube Vð3Þ to find feature points. N
points that the minimum eigen value of their covariance less than a specific
threshold a are extracted from each cube Vð3Þ. Figure 3 shows the extracted feature
points. Blue points are receiving point cloud, and red points are extracted homo-
geneous feature points.

4 LiDAR Dead Reckoning

4.1 GICP Framework

ICP probabilistic framework describes the standard ICP algorithm and its variants.
We assume that points in Af g and Bf g are one to one correspondence. Since the
existence of measurement noises, each point ai and bi in Af g and Bf g can be
represented as a Gaussian distribution ai �Nðâi;RA

i Þ and bi �Nðb̂i;RB
i Þ respec-

tively. Assume that the transformation between two point cloud is T�:

b̂i ¼ T�âi: ð3Þ

The error equations of (3) can be rewritten as:

di ¼ Tai � bi ¼ f ðTÞ; ð4Þ

where T denotes the estimation of T�. Therefore, we can obtain the probabilistic
distribution of random variety di: di �Nð0;RB

i þTRA
i T

TÞ. And T can be computed
using the maximum likelihood estimation (MLE) iteratively:

T ¼ argmax
T

Y
i

pðdTi Þ ¼ argmax
T

X
i

ln½pðdTi Þ�; ð5Þ

Fig. 3 Homogeneously distributed planar feature points
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Equation (5) can be simplified as:

T ¼ argmin
T

X
i

dTi ðRB
i þTRA

i T
TÞ�1di: ð6Þ

Here, Eq. (6) can represents all kinds of ICP algorithm by setting appropriate
covariances RA

i and RB
i .

In practice, we cannot obtain two laser points reflected from the exact same point
since laser points are discrete, which means that there is no point-to-point constraint
between two points. Therefore, plane-to-plane ICP variant has more practical sig-
nificance, because the only kind of constraints is that those along the surface
normal. Based on the principle of PCA, we can know that the smallest eigen value
of covariance of a points cluster represents the surface normal, while other two
greater value denotes directions along the surface. Hence, we can construct a kernel
covariance R ¼ diagð1; 1; dÞ to express point cloud Af g and Bf g:

RA
i ¼ RA

i R RA
i

� �T
; RB

i ¼ RB
i R RB

i

� �T
; ð7Þ

where Ri denotes the rotation matrix from d to the normal of point surface. The
covariance Ri can be approximated by the covariance of local points cluster �Ri. We
search 20 nearest neighbors i through KD tree, which can achieve this swiftly and
exactly. Then, we use SVD algorithm to estimate the rotation matrix Ri:

�Ri ¼ USVT ¼ RiS Rið ÞT: ð8Þ

Hence, to compute covariance Ri, the only thing we need to do is replacing S
with kernel covariance R ¼ diagð1; 1; dÞ.

4.2 Relative Motion Estimation

The circumstance that iterations stuck into local optimum during ICP can be
avoided to the maximum, because plane-to-plane ICP variant takes normal infor-
mation of points into consideration which accords with the practice better.

In Fig. 4, black dashed line ellipses represent covariances of each point, red
dashed line links a point and its closest correspondence. The registration depends
more on those corresponding pairs which have the same covariance information,
since points with the same covariance will be assigned higher weight, while points
with different covariances only be assigned lower weight. Therefore, the precision
of registration can be guaranteed.

Given point cloud Pf gk�1 at tk�1 and initially de-skewed point cloud _P
� �

k at tk,

LiDAR relative motion TLk
Lk�1

during ½tk�1; tk� can be computed using plane-to-plane
GICP algorithm, and the closest correspondence can be searched using KD tree.
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Then, we can use Gauss-Newton non-linear optimized algorithm to solve this
problem. The solution to Eq. (6) is:

TLk
Lk�1

þðJTJÞ�1JTd ! TLk
Lk�1

: ð9Þ

The Jaccobian matrix J denotes the derivate of coefficient matrix of Eq. (4) over
transformation matrix TLk

Lk�1
, namely, J ¼ @f

�
@TLk

Lk�1
. We update TLk

Lk�1
after each

iteration until di ! 0, or the iteration number come to the maximum threshold.
Finally, we update current LiDAR pose as the transformation matrix representing
over the global coordinate system:

_TLk ¼ TLk
Lk�1

� TLk�1 : ð10Þ

5 Three-Dimensional Environment Mapping

5.1 MCGICP Algorithm

MCGICP algorithm incorporates additional information, like intensity and color, to
extend GICP framework. Namely, it is an extended GICP in a higher dimensional
space. The increased problem space not only solves the degeneracy problem but
also improves accuracy, convergence, and robustness of the scan registration results
without significantly increasing computational complexity.

Fig. 4 Diagram of plane
to plane alignment
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We introduce pi ¼ ½ppi ; pdi �T to denote selected points, where ppi 2 R
3 represents

3D location information, and pdi 2 R represents additional information.

a. Covariance calculation

We assume q ¼ ½qp; qd �T is an index point, and �Ri is the local covariance of q and
its k nearest neighbor points li ¼ ½lpi ; ldi �T; i 2 ½1; . . .; k�. We then project these
neighbor points lPi onto the span surface of index point q along the normal
according to Eq. (8). The projections are denoted by zi ¼ ½zpi ; zdi �T; zi 2 R

3:

zpi ¼ UT
1

UT
2

� �
lpi ; zdi ¼ ldi ; ð11Þ

where U1 and U2 are the first and second columns of the SVD matrix U. After
transform, the new population covariance Rw 2 R

2�2 of the projection is the
diagonal matrix of the largest two singular values of S.

In this paper, we only consider additional intensity information of point cloud,
and introduce standard Gauss distribution Nðzdi ; rÞ to express intensity informa-
tion. And we define weight of projection as ki:

ki ¼ expð� 1
2
ðzdi � qdÞTr�1ðzdi � qdÞÞ: ð12Þ

Then, the intensity information can be incorporated into point information by
computing the means and covariance of projections according to their weights.

lp ¼ 1P
i ki

X
i

kiz
p
i ð13Þ

Rd ¼ 1P
i ki

X
i

kiðzpi � lpÞðzpi � lpÞT ð14Þ

Theoretically, lp and Rd models the uncertainty of the intensity information
along the surface locally and reflect the similarity between index point q and its
neighbors li, but it can be biased if the original nearest samples are biased. To
compensate for this biased distribution, we normalize the population covariance as:

X ¼ R
�1

2
w RdR

�1
2

w : ð15Þ

Now we have the population covariance which not only contains constraints
along the surface plane, but contains intensity information of this points cluster.
Finally, to use this information in the GICP framework, we replace the top left
corner of original covariance as X:
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Ri ¼ diag½X d �: ð16Þ

Then the relative transform relationship T can be estimated replace (6) with (16).

b. Nearest point search

Due to the incorporation of intensity information, the nearest point search scheme
based on KD tree in three-dimensional Euclidean space should be extended into a
higher four-dimensional space. In other words, the nearest point search of a specific
point ½qpx ; qpy ; qpz ; qd�T based on points’ distance in four-dimensional space:

d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðapx�bpxÞþ ðapy�bpyÞþ ðapz�bpz Þþ ðad�bdÞ

q
: ð17Þ

To increase the accuracy of nearest points research for 4D laser points, we
introduce a weighting vector w ¼ ½-x;-y;-z;-d �T to weight the positional and
intensity information.

5.2 Registration Between Local and Global Point Clouds

We run mapping sector at a lower frequency to allow map creation in real-time,
which only updates the global map at 2 Hz while the odometry sector updates at
10 Hz. After odometry, we obtain undistorted point cloud Pf gk in k-th sweep, and
the LiDAR transformation _TLk at tk .

Figure 5 illustrates the process of mapping when local point cloud Pf gk is
aligned with global map Mf gk�1. Firstly, we transform Pf gk to Qf gk which is in
the global coordinate system using the estimate of LiDAR transformation _TLk .
Affected by drift, Qf gk and Mf gk�1 cannot be aligned exactly. We estimated the
transform error DTLk by aligning Qf gk with Mf gk�1 using MCGICP algorithm, so
that both global map and LiDAR pose can be updated according to the transform
error.

kQ

LkT

LkT

-1kM
kM

Fig. 5 Illustration of
mapping process
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To avoid indexing among a huge number of points in the global map, we use 3D
mesh segmentation strategy again. We save the global point cloud map in a W �
H � D cube according to their different locations. The valid sub-cubes can be
determined using the cube indexed by _TLk . Only points in the LiDAR’s field of
view will be used for mapping optimization.

As we discussed before, the registration only based on geometrical feature
points, such as line and surf, is unreliable in unstructured environment where
geometrical feature points are sparse. To fully exploit multi-channel information of
point cloud and increase the divergency as well as robustness of registration, we
employ the alignment using MCGICP algorithm to estimate the transform error
DTLk and update global map as well as LiDAR trajectory:

TLk ¼ DTLk � _TLk

Mf gk ¼ Mf gk�1 þ TLk Pf gk
: ð18Þ

6 Performance Evaluation and Analysis

6.1 Experiment Introduction

The performance of our proposed solution is evaluated by well-known KITTI
dataset [19, 20] which provides both testing and benchmark dataset. The data
contains Velodyne HDL-64E 3D laser scanning data and precise trajectory obtained
by INS/GPS combined navigation system whose kinematic positional accuracy can
reach 5 cm combining GPS/GLONASS/IMU with real-time kinematic
(RTK) carrier phase difference technique. We use laser data to perform dead
reckoning and 3D mapping and use the trajectory provided by INS/GPS combined
system as the ground truth to evaluate the accuracy of positioning. Velodyne
HDL-64E LiDAR outputs 64 laser scans in total and range from 0–360° in hori-
zontal direction, 2–24.8° in vertical direction. The output frequency of LiDAR is
10 Hz and the valid measurement range is 120 m. The maximum running speed of
the experimental platform is 85 km/h. There are three main experimental scenarios
including highway, urban and countryside. The software is programmed by C++
language, running on a Linux PC with Intel i7 2.5 GHz CPU. In Fig. 6, the dead
reckoning result is on the left viewport, while 3D mapping result is on the right.

Evaluation based on the error of the trajectory end-point is misleading, as it
depends strongly on the point in time where the error has been made. We use the
evaluation method proposed in [19], which computes the average of rotation or
translation errors in a fixed distance or speed range. The functions below are
evaluation functions of the trajectory length and platform speed respectively:
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ErotationðPÞ ¼ 1
Pj j

X
ði;jÞ2P

\ ðp̂i�p̂jÞ�ðpi�pjÞ

 �

: ð19Þ

EtranslationðPÞ ¼ 1
Pj j

X
ði;jÞ2P

ðp̂i�p̂jÞ�ðpi�pjÞ
�� ��

2
: ð20Þ

where P is a set of points, p̂ and p are estimated and true LiDAR poses respectively,
i; j are indices of points, \ �½ � denotes the rotation vector, and �k k2 denotes the
distance between two points.

6.2 Accuracy Analysis

According to Eqs. (19) and (20), we set the fixed distance and speed as 100 m and
5 km/h. Table 1 lists the average error over full length for different datasets.
Figures 7, 8 and 9 illustrate the mean positional error ratios, mean angular error
ratios in each trajectory length and platform speed zones for each dataset.
Figures 10, 11 and 12 shows the experimental scenes and corresponding 3D point
cloud maps obtained by our method. Positional error ratios for all datasets are no

Fig. 6 Diagram of system operation

Table 1 Average error over full length for different datasets

Data
no.

Data configuration Mean positional error
(%)

Mean operating time
(s)Length

(m)
Environment

#1 834 Highway 0.64 0.075

#2 296 Countryside 0.96 0.083

#3 417 Urban 0.26 0.081

Column 4 shows mean positional errors ratio among all distance zones (%). Column 5 shows the
mean operating time (s) of two successive sets of points
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more than 1.0%, and operating time cost less than 0.1 s, which proves that our
method is a feasible on-line dead reckoning and 3D mapping method.

Table 1 shows that our proposed method can achieve high accuracy in all three
experimental areas. By comparing the data in Table 1, we can find that the posi-
tioning accuracy is the highest in urban city environment, since there are sufficient

Fig. 7 Rotation and translation errors over different path length and vehicle speed in #1 highway
environment

Fig. 8 Rotation and translation errors over different path length and vehicle speed in #2
countryside environment
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Fig. 9 Rotation and translation errors over different path length and vehicle speed in #3 urban
environment

(a) countryside scene  (b) countryside point cloud 

Fig. 11 Scene and sample results of #2 countryside dataset

(a) highway scene (b) highway point cloud 

Fig. 10 Scene and sample results of #1 highway dataset
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structured features in the experimental area which insures the accuracy of point
cloud registration. In highway environment, accuracy suffers from a little loss,
because the experimental area is open, where feature points are sparse and rare. As
for countryside, points of weeds and trees are lack of geometrical characteristics,
which also limits the accuracy of location estimation.

Analysis based on Figs. 7, 8 and 9:
#1 Highway dataset: Platform makes a turn first, and then goes straight at high

speed along the highway. Angular error is sensitive to the speed, which means that
high turning speed makes the angular error high. However, the angular error
declines as the linear speed increases when it keeps forward. Consequently, the
error of angle is high at the beginning of the trajectory, and keeps steady at around
0.001°/m later. The relationship between positional error and speed is similar to that
between angular error and speed, however, positional error rises linearly with path
length extending because of the earlier accumulated angular error.

#2 Countryside dataset: Platform runs at a low speed, thus both angular and
positional error remain almost unchanged with speed increases. The initial angular
error is relative high, because the data start from turning around. In addition, due to
the short length of whole trajectory, there is not obviously drift can be checked and
positional error stay at approximately 1%.

#3 Urban dataset: Platform drives to-and-fro along the avenue, which makes
error of angle and position decrease as the driving distance extending. During the
latter trajectory, experimental platform actually locates itself in a known environ-
ment, so that accuracy of positioning stays at a fairly high level.

7 Conclusion

This paper presents a high-accuracy real-time LiDAR dead reckoning and 3D
environment mapping method to solve the problem on simultaneous localization
and 3D mapping. We apply the divide-and-conquer scheme to keep the real-time
performance. The elimination of point cloud distortion and the extraction of surf
points using PCA are performed. GICP and MCGICP algorithm are employed in

(a) urban scene (b) urban point cloud

Fig. 12 Scene and sample results of #3 urban dataset
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odometry and mapping section respectively. The proposed method is evaluated by
KITTI dataset. The experimental results show that our proposed method based on
3D laser scanner is an effective and feasible on-line solution which achieves high
accuracy (under 1%) in all kinds of environment scenarios.

From experimental result, we can also find that the angular accuracy declines
dramatically with the turning speed increasing. Consequently, if pose measurements
from IMU can be incorporated into the system to provide an initial guess for point
cloud registration, the accuracy and efficiency of ICP can be greatly enhanced.
Although it has many advantages using 3D laser scanner to conduct self-positioning
and 3D mapping, like robustness to illumination condition and audio-visual 3D
map, it still suffers from drift over time. To solve this problem, the loop closure and
global optimization should be employed in next step.
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Method of Smartphone Navigation
Heading Compensation Based
on Gravimeter

Shijie Zeng, Qinghua Zeng, Qian Meng, Jianye Liu and Ruizhi Chen

Abstract Smartphone based pedestrian inertial navigation system usually uses the
Pedestrian Dead Reckoning (PDR) algorithm to achieve navigation and positioning.
The traditional PDR algorithm requires inertial devices to remain a stationary
position relative to the human body, however, in the field of smart pedestrian
navigation, smartphone can’t always keep a stationary posture when it is being
used. When the way of using smartphone has been changed, traditional PDR
algorithm will give the wrong heading estimation which is caused by the change of
smartphone’s attitude. Therefore, in order to satisfy the navigation demand for
smartphone pedestrian inertial positioning especially when the using way changed,
a Heading Compensation with Gravity Assisted (HCGA) method is proposed in this
paper. This method will judge the change of smartphone’s attitude and compensate
heading based on data from gravity sensor. The result of experiment shows that
using HCGA method, it can be distinguished whether the change of heading caused
by the attitude change automatically when the change of heading is detected, then
compensate the result of heading. In this way, the influence of navigation solution
caused by different handheld modes will be reduced.

Keywords Gravity assisted � Smartphone navigation � Heading compensation
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1 Introduction

At present, in the field of pedestrian navigation, the research on outdoor navigation
mainly uses GNSS (Global Navigation Satellite System, GNSS) or GNSS/INS
(Inertial Navigation System, INS) integrated navigation [1]. While in the field of
indoor navigation research. Research on pedestrian navigation technology mainly
focuses on the following two categories: one is based on radio frequency devices
such as indoor UWB, ZigBee, wireless networks, WiFi and Bluetooth [2]; another
is based on installing the inertial sensors at the human leg, waist, shoulder and other
parts [3], by researching algorithm such as Zero Velocity Update (ZUPT), step
recognition, and etc. to achieve pure inertial pedestrian navigation. The two types of
navigation methods mentioned above both have advantages and disadvantages. The
former needs to dispose radio frequency devices as beacons before using, which
increases the navigation cost, the latter needs additional navigation equipment on
the human body, makes portability lacking in portability defective. With the pop-
ularization and continuous improvement of smartphones, it integrate various nav-
igation sensors inside, including three-axis accelerometer, three-axis gravimeter,
three-axis gyroscope, and magnetometer and so on, make smartphone-based
pedestrian navigation positioning become an important new branch in the field of
navigation [4].

Pedestrian mobile navigation as a new hot spot in the field of navigation in
recent years, domestic and foreign universities and research institutes have con-
ducted in-depth research in this area, and made some research results in this field.
Researchers at the Navigation Research Center of Nanjing University of
Aeronautics and Astronautics designed and implemented a seamless indoor and
outdoor navigation system based on a smartphone platform [5]. Radu and Marina
[6] at the University of Edinburgh proposed a combined navigation algorithm,
HiMLoc, which uses a smartphone as a navigation device in combination with a
WiFi fingerprinting system [7]. Wonho Kang and others from Korea Advanced
Institute of Science and Technology put forward and set up a smartphone-based
SmartPDR navigation system, which can use smartphones to complete PDR nav-
igation solution. However, the disadvantage of this system is that smartphones are
required to be kept in a fixed way and it can’t be used where is too much movement
[8]. Therefore, there is an urgent need for a navigation algorithm that can auto-
matically determine the posture of the smartphone and does not cause a
misalignment of heading due to the change of posture of the smartphone so as to
improve the applicability and accuracy of the navigation in a satellite-free
environment.

This paper proposes a new heading compensation algorithm based only on the
smartphone’s own MEMS sensor. By collecting and analyzing the output infor-
mation of the MEMS sensor, the algorithm determines the handset’s usage pattern
and the current handset gesture, and compensates for the heading errors caused by
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changing the handset’s holding mode when using the handset navigation.
Moreover, the algorithm realizes the automatic judgment of smartphone normal
mode, landscape mode and call mode, as well as the compensation of the heading
when three kinds of gestures change mutually.

2 Principle of Pedestrian Dead Reckoning

When using smartphone for navigation in Non-GNSS signals areas, inertial posi-
tioning technology with stronger autonomy is always chosen. Traditional
Strapdown Inertial Navigation System (SINS) continuously integrates through the
output of accelerometers and gyroscope from smartphone. In this way system can
get the three-dimensional information of position, speed and heading after being
switched to navigation coordinate system. However, with the MEMS inertial
device’s low accuracy and poor stability, continuously integration will make the
position result divergence quickly. And PDR navigation method can calculate the
next time’s walking track, location and other information, through the measurement
and statistics of the step-count, step-length and direction of pedestrians at a certain
time without quadratic integral to inertial navigation data, so PDR algorithm has
higher positioning accuracy than SINS, and it can achieve high accuracy navigation
at low cost with its the characteristics of complete autonomy and flexibility.
Generally speaking, PDR algorithm is comprised of three important parts [9]:

(1) Steps Detection;
(2) Step Size Estimation;
(3) Heading Estimation.

Figure 1 shows the principle of PDR algorithm. In Fig. 1, E means East, N
means North. The recursion formula of PDR algorithm is formula (1), Sk and hk
means walking distance and heading angle from position Ek�1;Nk�1ð Þ to position
Ek;Nk
� �

[10]:

Fig. 1 Principle of
Pedestrian dead reckoning
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Ek ¼ E0 þ
Pk�1

i¼0
Si sin hi

Nk ¼ N0 þ
Pk�1

i¼0
Si cos hi

ð1Þ

3 Heading Compensation with Gravity Assisted

In daily life, there are many ways to use smartphone, such as shown in Fig. 2. There
will be three ways to use the phone: normal mode, landscape mode and call mode.

When the postures of using smartphone change to each other from the pose
mentioned in Fig. 2, the smartphone will have a larger position changes, and the
internal sensors of the smartphone will record and output the acceleration and
angular acceleration in the process of attitude transformation. It will make the
traditional navigation algorithm to believe that the pedestrian’s heading has chan-
ged mistakenly, and giving wrong navigation positioning results. Based on the
analysis of pedestrian usage of smartphones and the corresponding sensor output
data, a Heading Compensation with Gravity Assisted (HCGA) algorithm is pro-
posed to compensate for the heading of the smartphone in this paper. The HCGA
algorithm is divided into two parts, the attitude determination method based on
gravity ball regional and heading compensation process.

Gravity data detected by gravity of smartphone has the following features:

~g ¼~gx þ~gy þ~gz ð2Þ

where ~g means gravity acceleration resultant vector, ~gx;~gy;~gz are the gravitational
acceleration vector of the each axes output from the phone. If the collected
three-axis gravimeter data is projected into a three-dimensional coordinate system

(a) normal mode (b) landscape mode (c) call mode

Fig. 2 Modes of phone holding
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and build a sphere whose radius equals local gravity accelerometer, then we can get
a spherical point cloud like the Fig. 3. In the Fig. 3, area I II III represent the
projection of gravity data in 3D coordinate system of normal mode, landscape mode
and call mode respectively. From the Fig. 3 it can be found that the output data of
the smartphone in different attitude are projected in different areas, that is, by
calculating the azimuth and elevation angle of the gravity meter data in the spherical
coordinate system we can distinguish the phone’s current posture.

Through formula (3) the azimuth angle and elevation angle of the three-axis
gravity data in the spherical coordinate system can be calculated, where gx,gy,gz
means three axis’s output of gravimeter, a,b means azimuth and elevation angles.
The projection area getting by calculating the range of azimuth and elevation angles
is using to Judge the phone’s posture.

a ¼ arctanðgygxÞ
b ¼ arccosð gzffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

g2x þ g2y þ g2z
p Þ

(
ð3Þ

In order to facilitate the calculation, experiments in this paper is using cell phone
with right hand. According to the different ways of using smartphones, there are
three different postures, and the judgment thresholds of those postures are as fol-
lows, where J means posture flags, 1, 2, 3, represent the normal mode, landscape
mode and call mode respectively.

I

II

III

I portrait mode

II landscape mode 

III call mode

Fig. 3 Spherical point cloud
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J ¼
1 �12�\a\108�; 14�\b\59�

2 �12�\a\108�; 14�\b\59�

3 108�\a\132�; 78�\b\100�

8<
: ð4Þ

Based on the research on the relationship between pedestrian using smartphone
and smartphone gesture, this paper presents a method to compensate the heading
based on smartphone attitude. The specific process of this method is divided into
the following four steps:

(1) Obtain the data of the smartphone’s MEMS device, and judge the pace
moment;

(2) Real-time monitoring the changes of the heading between two paces;
(3) According to the size of change-value to determine whether compare the pace

of the phone at before and after steps.
(4) Contrast the results before and after the phone gesture, according to the com-

parison results to correct the heading.

4 Experiment and Analysis

4.1 Accuracy Analysis of Smartphone’s Inside Sensor

In this paper, the experiment is done with ONEPLUS A3000 smartphone, whose
inside sensors are consumer-grade MEMS sensors, limited by the cost and process,
its performance such as zero bias and bias stability can not be guaranteed, so the
accuracy of the accelerometer and gyroscope needs to be analyzed before experi-
mental verification.

In this paper, the Allan variance method is used to analyze Angle Random Walk
(ARW) and Bias Instability (BI) of mobile phone inertial sensors. The results of
ARW and BI analysis are shown in Tables 1 and 2, and N and B in the table
represent the ARW and the BI respectively.

Table 1 Results of
Gyroscope Allan variance

Gyroscope N (°/h1/2) B (°/h)

X-axis 0.4482 23.6184

Y-axis 0.5655 9.6157

Z-axis 0.42377 10.2627

Table 2 Results of
accelerometer Allan variance

Accelerometer N (m/s3/2) B (m/s2)

X-axis 2.0883e−05 2.53e−4

Y-axis 2.017e−05 4.33e−4

Z-axis 2.2924e−05 5.68e−4i
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4.2 Walking Experiment Analysis

The gesture-based attitude determination and heading compensation method pro-
posed in this paper is a smartphone navigation method aimed at pedestrian walking
state, so the researchers conducted indoor walking experiments in the buildings of
Nanjing University of Aeronautics and Astronautics Automated institute, and the
way of using the smartphone is changed during walking so as to increase the
different using gestures of the smartphone for comparison experiments. The use of
smartphones in Fig. 2 in three modes. In this experiment, the normal mode, the
landscape mode, the call mode, and the normal mode are successively used when
walking, and the judgment result of the posture of the cell phone is shown in Fig. 4,
and the three posture judgments is successfully during walking, and the accuracy is
100%.

The experimental navigation data collected using the algorithm HCGA com-
pensation algorithm and the traditional PDR algorithm for comparative analysis, the
experimental results shown in Fig. 5, the green line represents the actual walking
trajectory, the blue line represents the results of the compensation algorithm nav-
igation results, the red line represents the navigation result obtained by the tradi-
tional algorithm. As shown in Fig. 5, using the compensated algorithm, it is
possible to correct the wrong heading caused by changing the attitude of the
handset and return the navigation heading to normal.

Figure 6 shows the heading values using both algorithms. Among them, the
dotted gray line represents the turning moment of the experimenter during the walk,
while the light-blue solid line represents the moment when the posture of the
smartphone changes. The blue line is the heading curve obtained by the compen-
sation navigation algorithm. The solid line marked with “X” represents the tradi-
tional algorithm heading curve, the green solid line for the real walking heading
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curve. From Fig. 6, we can see that both the compensation algorithm and the
traditional algorithm can determine the change of heading when the pedestrian is
turning. However, when the posture of the smartphone changes, the traditional
algorithm still considers the pedestrian to make a turn and thus outputs Wrong
heading, and the compensation algorithm through the use of the attitude of the
judge, the heading of the compensation, so that the heading to maintain normal.
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Fig. 5 Walking experiment comparison of two algorithms
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5 Summary

When using smartphone for pedestrian navigation, the changes of using way will
make phone posture changes, while traditional navigation algorithm will keep the
wrong heading accumulation caused by gesture change, and give a wrong navi-
gation results. The HCGA method proposed in this paper compensates the heading
by judging the posture of the smartphone and reduces the influence of different
hand-held modes on navigation solution.

From the experimental results, the HCGA algorithm dynamically compensates
the navigation heading according to the change of hand-held modes, eliminates
navigation error caused by the smartphone posture change. The unconstrained
navigation of the smartphone has been realized, and improve the accuracy of phone
navigation’s heading.

At present, there are three kinds of judgments about smartphone usage modes in
this paper, and the threshold analysis process is a statistical data after many
experiments conducted by researchers. In order to improve the analysis efficiency,
machine learning will be started in subsequent research, establishing relevant
judgments model, make analysis of cell phone usage modes more efficient.
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Research on Robust PDR Algorithm
Based on Smart Phone

Jian Kuan, Xingeng Chen and XiaoJi Niu

Abstract In recent years, the demand for location based service has promoted the
rapid development of pedestrian navigation and positioning technology. Among
them, Pedestrian Dead Reckoning (PDR) based on inertial sensor can greatly
improve the robustness of indoor and outdoor pedestrian navigation system due to
its environment-friendly. This paper designs a robust PDR algorithm based on
smart phone. This paper constructs multi-level constraints based on INS algorithm
and establishing observation equation needed by EKF using the mutually com-
plementary relationship among sensors, such as gyroscope accelerometer and
magnetometer, and human dynamic model. The cumulative error of the system is
less than 2% of the traveling distance when using different intelligent terminals,
holding on hand both in indoor and outdoor test.

Keywords INS � Multi-level constraints information � Robust PDR

1 Introduction

In recent years, the indoor positioning technology of consumer-grade has become a
focus and difficult research at home and abroad. Among them, the algorithm of
Pedestrian Dead Reckoning (PDR) based on mobile terminals is widely used in
indoor and outdoor pedestrian navigation. PDR is a relative positioning method.
The basic principle of PDR is to sense the pedestrian movement by using the
built-in inertial sensor of the intelligent terminal, and to obtain the pedestrian’s
current position by detecting the pedestrian gait and calculating the pedestrian’s
heading. PDR estimated position error will gradually accumulate as the time goes
by, and can only provide reliable positioning results in a short time. Therefore,
other positioning sources (such as Wi-Fi and iBeacon) can be integrated with PDR
to improve the accuracy and stability. At present, gait detection and step length
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estimation models are almost perfect, and low-precision heading has become a
major factor affecting the accuracy and robustness of PDR positioning systems [1].
Among them, [2] introduced Attitude and heading reference system (AHRS) to
obtain better heading estimation through fusing gyroscope, accelerometer and
magnetometer observation. However, the update frequency of PDR algorithm is
1–2 Hz, and it is a disadvantage when merging other positioning sources [3].
A pedestrian navigation algorithm based on INS is designed. The navigation
information of high frequency is output while guaranteeing the positioning accu-
racy by using constraint information such as step model, non-holonomic constraints
(NHC), zero angular rate update (ZARU) and zero velocity update (ZUPT).
However, this method does not have any heading observation information, so the
heading error quickly diverges over time. On the basis of [3], this paper constructs
multi-level constraints based on INS algorithm and establishing observation
equation using the mutually complementary relationship among sensors, such as
gyroscope, accelerometer and magnetometer, and human dynamic model. Real time
estimation of heading error and gyro bias improves the accuracy and robustness of
the navigation system. The constraints are employed once quasi-static, quasi-static
magnetic fields, cornering or other constraints are detected, so as to ensure the
accuracy of observations and error compensation [4]. Finally, the improved PDR
algorithm is analyzed and verified by experimental results.

2 The Design of Robust PDR Algorithm

2.1 The Overall Design of the Algorithm

The traditional PDR algorithm is simple, and the constraint information used is
limited, resulting in low precision and short usable time. Therefore, this paper
designs an improved PDR algorithm based on multi-level constraint information to
improve the accuracy and robustness of MEMS sensor-based positioning system
[5]. Compared with the traditional PDR algorithm, it can provide abundant
real-time information (such as 3D velocity). The algorithm is shown in Fig. 1.

The multi-level constraint information considered in this paper includes ZUPT,
ZARU, gravity vector, NHC, magnetic field vector and robust PDR algorithm as
shown in the figure. The algorithm execution process is: first, input the
accelerometer and gyroscope signals into INS mechanization [6], at the same time,
conduct gait detection, step estimation and current state detection according to the
MEMS sensor information. Then, the observation equation is constructed when the
constraints are satisfied, and the error state is calculated according to the extended
Kalman filter. Finally, the current navigation state is corrected, which improve the
accuracy and robustness of the positioning system.
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2.2 System State Model

In this paper, 3D position, velocity, attitude, accelerometer bias, gyro bias build
15-dimensional system state is defined as [7]:

X ¼ p v / bg ba½ �T ð1Þ

Fig. 1 Flow chart of PDR algorithm based on multi-constraint information
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The continuous-time state equations are given:
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where dp, dv, / are the errors of position, velocity and attitude. bg, ba are

accelerometer bias and gyro bias. Process noise w ¼ wm ww wbg wba

�� ��T ,
where wm is the noise driven by the specific force, ww is the angular velocity driving
noise, wbg and wba are the observed noise of the gyroscope and the accelerometer.
0 is a 3 � 3 zero matrix, I is a 3 � 3 identity matrix, � I

Tbg
and � I

Tba
are 3 � 3

matrices with diagonal values � 1
Tbg

and � 1
Tba

. Cn
b is the Direction Cosine Matrix

(DCM) from b-frame (i.e., the body frame) to n-frame (i.e., the navigation frame),
� denotes the skew-symmetric matrix of the vector [3].

2.3 System Observation Equations Based on Multi-level
Constraints Information

The multi-level constraint information used in this paper includes: ZUPT, ZARU,
NHC, gravity vector, magnetic field vector.

2.3.1 Quasi-static Constraints

In pedestrian navigation, ZUPT detection has been a research focus. For example,
in foot-mount pedestrian navigation, ZUPT can improve the system’s available time
by estimating sensor bias on-line [8]. At present, there are a lot of research on
ZUPT detection. This algorithm uses the combination of, gyroscope and
accelerometer signals to detect zero velocity period based on the hypothesis testing
[9]. If The following conditions are satisfied: the smart phone is quasi-static.

1
N

X
k2Xn

1
r2a

yak
�� � g

�yan
�yan
�� ��

�����
2

þ 1
r2w

ywk
�� ��2

0
@

1
A\� 2

N
ln cð Þ ð3Þ
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N is the window size, yak 2 R3 represents the output of the accelerometer, ywk 2
R3 represents the gyro output, rf , rx represent the standard deviation of the
accelerometer and the gyro noise respectively, c is the threshold.

When the phone is in a quasi-static condition, there is a pseudo-observation
velocity v ¼ 0 0 0½ �T based on the assumption that the velocity is zero. We can
get error equations:

dv ¼ εv ð4Þ

dv ¼ ~v� v, ~v is the current speed estimate, εv is the measuring noise.
At the same time, there exists a pseudo-angular rate xz ¼ 0 based on the

assumption that the heading velocity is zero and the error equation

dzgz ¼ bgz þ εx ð5Þ

where dzgz is the heading gyro output, bgz is the heading gyro bias and εx is the
measuring noise.

Therefore, the design matrix under quasi-static conditions is

H ¼ 03�3 I3�3 03�3 03�3 03�3

01�11 I1�1 03�3

����
����: ð6Þ

2.3.2 Gravity Vector Constraint

The acceleration signals in pedestrian navigation changes periodically [4].
Therefore, the actual accelerometer observations can be modeled as gravity + noise.
The noise level of the acceleration observations can be based on the size of A

A ¼ norm f b
� �� g

�� �� ð7Þ

where g is the local gravity, A� THaccj j under the condition of small external input
acceleration, then the standard deviation of accelerometer measurement noise is ra,
which represents the accelerometer noise level; under the condition of larger
external acceleration input, A[ THaccj j, accelerometer-added horizontal attitude
angles are denied.

Under low dynamic conditions, accelerometer measurement information can be
used to aid the attitude angle. This paper uses a tight couple to build acceleration
observation equation [4], which can guarantee that it doesn’t lead to Euler angles
singularity problem. The acceleration error equation is as follows:
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df n ¼ gn�½ �wþCn
bn ð8Þ

where f n ¼ �gn ¼ 0 0 g½ �T , w is attitude error, n is the measuring noise.
Therefore, the design matrix under low dynamic conditions is

H ¼ 03�3 03�3 gn� 03�3 03�3j j: ð9Þ

2.3.3 Motion Constraints

In vehicle navigation, the NHC is widely used to improve the navigation accuracy.
The basic assumption is that the vehicle only exists velocity in the forward or
backward direction [10]. Based on this assumption and in combination with the
practical application of indoor pedestrian navigation, such as the environment of an
office promenade, if the pedestrian does not walk abnormally, the situation will
proceed along the corridor. At this time, there is only the forward speed and
therefore the NHC is also satisfied. However, under cornering conditions, there is a
similar phenomenon as the sliding in the car navigation system, and the NHC needs
to be closed in time to ensure the stability of the system. Therefore, turning
detection can be used as a basis for whether or not to use the NHC, the paper uses
the heading gyro observations combined with threshold to determine whether the
pedestrian is turning.

Cn
b~g

b
min [ THgyro ð10Þ

where, ~gbmin is the current gyro observations, min represents the minimum value of a
time window, THgyro is threshold.

When pedestrian is walking in a straight line, the pseudo-velocity observation
vb ¼ vvx 0 0½ �T can be obtained at this time. According to the NHC assumption,
the following error equation

dzv ¼ Cb
nv

n � vb ð11Þ

where vn is the current speed estimated in the navigation frame, and Cb
n is the

transformation matrix rotated from the body frame to the navigation frame as a
function of attitude components. vvx represents the forward speed, stepL, Dt are the
estimated step length and footstep time interval respectively

vvx ¼ stepL=Dt ð12Þ

stepL ¼ 4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
azmax � azmin

p
K ð13Þ

where, azmax, azmin represents the maximum and minimum of acceleration amplitude
value within the time window, K represents the coefficient.
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Therefore, the design matrix under non-integrity constraints is

H ¼ 03�3 Cb
n Cb

nv
n

� �� 03�6

�� ��: ð14Þ

2.3.4 Quasi-static Magnetic Field Constraints

The difficulty in using the magnetometer in the room is that the indoor steel rein-
forced concrete causes the disturbance of the environment magnetic field and the
serious magnetic field disturbance. However, in some areas, especially in hall, the
environmental magnetic field may remain stable. This phenomenon of local mag-
netic field stability is called quasi-static magnetic field (QSMF) [4].

In order to ensure the reliability of magnetometer measurement information, this
paper probes the magnetic field of the surrounding environment and uses the
magnetometer constraint only when the magnetic field is QSMF for a period of
time. Quasi-static conditions are as follows:

In this paper, the observed value of the current epoch magnetometer is projected
onto the n-frame to calibrate the magnetic field of the environment. By comparing
the difference between the current epoch and the magnetic field in the buffer, it is
determined whether the current epoch is a quasi-static magnetic field. As follows

Cn
b ~m

b
k �

1
N

XN
i¼1

Cn
b ~m

b
i

 !�����
�����\THmag ð14Þ

where N is the number of epochs, and THmag is the threshold.
When the current epoch is in quasi-static magnetic field, the magnetic field

vector can be used to assist the current attitude. This article also uses a tight couple
to build magnetometer observation equation. The error equation of the magnetic
field vector is:

dmn ¼ mn�½ �wþCn
bn ð15Þ

where mn is the calibration of the magnetic field environment, n for the magne-
tometer measurement noise.

Therefore, the design matrix is

Z ¼ 03�3 03�3 mn� 03�3 03�3j j: ð16Þ

3 Experimental Analysis and Verification

In order to verify if this algorithm designed is suitable for both indoor and outdoor
environment.
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We use Huawei p10, Samsung S6, Mi 4 three different smart phones, using
phone’s built-in sensors (such as 3D accelerometer, gyroscope, magnetometer) to
collect raw data, sampling rate is 50 Hz; choose the typical indoor and outdoor
scenes: Wuhan University Library, Wuhan University playground as an experi-
mental field. Pedestrian handheld smart phones from a fixed point along a fixed
direction, walking around the planning trajectories, and finally return to the starting
point to form a closed loop. A total of 6 outdoor track, each phone 2 times, a single
track is 390 m; indoor track 6 times, each phone 2 times, a single track is 205 m.
The robust PDR algorithm designed in this paper is used to solve the pedestrian’s
walking trajectory (as shown in Figs. 2 and 3). Tables 1 and 2 show the difference
of closing of each track.

It can be seen from Figs. 2 and 3 that the repeated tests of different terminals on
the same track have good repeatability, indicating that the algorithm designed in
this paper is insensitive to the sensor differences of different terminals and has good
performance. It can be seen from Tables 1 and 2 that the closing errors of the two
navigation positioning results of the three smartphones are all smaller and the
maximum is 1.6%, which is better than the normal PDR algorithm described in the
literature of the current stage with a navigation accuracy of 3–5%.

The PDR algorithm designed in this paper can effectively suppress the divergence
of heading errorwith the time goes by. This paper compares the results of PDRof three
treatment schemes: Option 1, without any constraint information; Option 2, using
accelerometer and magnetometer as constraint information; Option 3, using the PDR
algorithm designed in this paper. The experimental results as shown in Fig. 4.

Fig. 2 The track of the experiment in the library
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As can be seen from the Fig. 4, PDR algorithm designed in this paper, due to the
online estimation of gyro bias and heading error using multi-layer constraint
information, compared with schemes 1 and 2, the divergence of the heading over
time is slow.

In addition, the proposed algorithm has the ability to estimate the accelerometer
bias on-line and has more robust performance than traditional PDR algorithms. At
the same time, the algorithm can provide more abundant navigation information
(such as 3D velocity, Fig. 5) and can utilize more constraint information (such as
motion model constraints).

Fig. 3 The track of the experiment on the playground

Table 1 The statistical table of experimental results in the library

Phone Distance (m) Error 1 (m) Error 2 (m) Percentage (%)

P10 205 2.8 2.3 1.3

S6 205 1.9 1.9 0.9

M4 205 1.8 2.3 1.1

Table 2 The statistical table of experimental results in the playground

Phone Distance (m) Error 1 (m) Error 2 (m) Percentage (%)

P10 390 3.1 2.3 0.7

S6 390 2.1 4.3 1.1

M4 390 5.8 6.1 1.5
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Fig. 4 The comparison of PDR result with three schemes

Fig. 5 3D velocity
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The traditional PDR algorithm updates the position based on the gait of
pedestrians, and has a low update frequency (1–2 Hz). When merging with other
positioning sources (such as Wi-fi and Bluetooth), the time alignment interpolation
process needs to be performed, and the error propagation lacks the strict and reliable
theoretical basis. The algorithm provides 50 Hz high-frequency navigation infor-
mation output, and can use the nearest neighbor information fusion of other posi-
tioning sources to solve the multi-source information fusion time not aligned; At the
same time, this algorithm is based on INS, the relevant theories and methods of
traditional INS navigation can be directly applied in the multi-source fusion pro-
cess, which greatly reduces the algorithm complexity and workload of data fusion.

4 Conclusion

This paper presents a robust PDR algorithm based on the poor robustness and low
performance of intelligent terminal pedestrian navigation algorithm. The method
based on INS and fuses multi-level constraint information to ensure the navigation
performance of the system. Experimental results show that the algorithm is suitable
for different terminals. When hold phone on hand, the cumulative error of results
for repeated are all better than 1.6% of the travel distance. Compared with the
traditional PDR algorithm, the proposed PDR algorithm can improve the posi-
tioning system accuracy and robustness based on MEMS sensor. At the same time,
the proposed algorithm that provides high-frequency navigation information can
utilize more observation information (such as velocity observation information),
and it is easy to integrate multi-source information with other positioning infor-
mation sources. The next step will be to improve the robustness and navigation
performance of the PDR algorithm under the existing algorithm framework for
more complicated motion modes (such as calling, waving, pocket, etc.).

References

1. Chen W (2010) Research on seamless positioning algorithm for pedestrians based on GPS and
self—contained sensor. University of Science and Technology of China, Hefei

2. Li Y, Zhang P, Niu X, et al (2015) Real-time indoor navigation using smartphone sensors. In:
International conference on indoor positioning and indoor navigation, IEEE, pp 1–10

3. Zhuang Y, El-Sheimy N (2016) Tightly-coupled integration of WiFi and MEMS sensors on
handheld devices for Indoor Pedestrian. Navig IEEE Sens J 16(1):224–234

4. Li Y (2015) Indoor intelligent Pedestrian navigation algorithm based on MEMS inertial
sensor, WiFi and magnetic field. Wuhan University, Wuhan

5. Lan H et al (2015) A novel Kalman filter with state constraint approach for the integration of
multiple Pedestrian navigation systems. Micromachines 6(7):926–952

6. Sun W et al (2013) MEMS-based rotary strapdown inertial navigation system. Measurement
46(8):2585–2596

Research on Robust PDR Algorithm Based on Smart Phone 683



7. Tao X (2017) The robust fusing strategy of multi-source information integrated navigation in
the complex ground environment. In: Beidou Satellite Navigation Conference

8. Colomar DS, Nilsson J, Handel P (2012) Smoothing for ZUPT-aided INSs. In: International
conference on indoor positioning and indoor navigation, IEEE, pp 1–5

9. Skog I et al (2010) Zero-Velocity Detection—An Algorithm Evaluation. IEEE Trans Biomed
Eng 57(11):2657–2666

10. Chen Q (2016) Study on precision measurement technology of railway track geometry based
on A—INS integrated navigation, Wuhan University, Wuhan

684 J. Kuan et al.



Research on Aircraft Landing Based
on GNSS/INS/Photogrammetry
Integration Using Multi-rate Extended
Kalman Filter

Pengjin Zhou, Zhiwei Lv, Dianwei Cong, Zhengyang Jia
and Yangjun Gao

Abstract The carrier-based aircraft system is the core component of modern air-
craft carrier combat system, a maritime platform for carrier-borne fighters, whether
carrier aircraft can demonstrate combat power depends on the ability of the
carrier-based aircraft to take off and landing. In order to improve the safety and
reliability of shipboard on warship, this paper aims at GNSS/INS/Photogrammetry
integrated navigation theory, discussed from the basic level of integrated navigation
system on implementation and the performance of the whole positioning. The
mainly research is when satellite is not available, the inertial navigation error is
corrected by the positioning of the Photogrammetry, to achieve high accuracy, high
reliability and data refresh rate. The multi-rate kalman filter method is used to deal
with the problem of the non-equal intervals between the INS and Photogrammetry.
Finally, by simulating the accuracy of the integrated navigation positioning of INS/
Photogrammetry by multi-rate EKF filter, to verify the feasibility of the aircraft
landing/carrier landing.

Keywords EKF � Photogrammetry � Integrated navigation � Information fusion

1 Introduction

The take-off and landing of the aircraft is the most risky and difficulty of the pilots,
how to ensure that the completion efficiency and reliability of these two processes
becomes a priority. Therefore, all countries in the world have increased their
investment in the technology of landing [1]. First of all, there is no flight path to
track when it is landing, and can only be guided by the position of the
warship. Secondly, there is no alternate airport in the sea, the deck is short and the
carrier’s heading must be accurate, otherwise the deviation of navigation may lead
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to the failure of the landing. To ensure that the carrier can safely, reliably and
accurately land on the deck of a moving ship or aircraft carrier, precise calculation
of the relative position, speed and attitude to the warship is required. In the 1990s,
the United States developed based on the relative GPS Carrier technology
integrated.

Precision Approach Landing systems (Joint Precision Approach and Landing
System, JPALS), to replace the existing Automatic Carrier Landing System
(Automatic Carrier Landing System, ACLS) [2]. He Zhu proposes a local area
difference GPS and the external highly damped SINS/RA as subsystems, using
kalman filter for information fusion. The simulation results show that the scheme
satisfy the accuracy requirements of aircraft landing [3]. Liu Chang designed a
Visual/INS algorithm, using the attitude information of the visual system with high
accuracy to restrain the divergence of the inertial navigation system’s error [4].
A fuzzy adaptive kalman filter is proposed based on the tightly integration of SINS/
CNS by Xie Mei Lin, correcting the SINS/CNS positioning accuracy through BD
which can guarantee the navigation accuracy of the SINS/CNS for a long time [5].
However, the CNS has the weakness of starlight too weak or too few stars in the
field of view, so it is possible to replace the CNS with the Photogrammetry posi-
tioning or visual positioning for the three-system integration of the aircraft landing.
Although the present system can achieve the basic requirements of carrier landing,
but once the GPS signal is unavailable, it’s hard to meet the ship’s demand.

Therefore, the SINS as the main navigation system, the GNSS and the camera
positioning system, which have not accumulated over time, as an auxiliary system
is proposed. And the multi-rate kalman filter is used for information fusion, the
measurement model and error state model of the integration system are established.
Simulation results show that when GNSS is unavailable, the integration of the INS/
Photogrammetry can effectively improve the accuracy and reliability of the ship
system.

2 Multi-sensor Integrated Navigation Mathematical
Model

2.1 Inertial Navigation System Error Model

SINS error state parameters refer to the error variables used in the integration
system, there are many error variables involved in the SINS system, such as
position error, velocity error, attitude error, zero deviation of the gyroscope and
zero deviation of the accelerometer, which are the main error variables. In the
literature [6], the error model of INS is given by RM Rogers.
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_u ¼u� xn
ie þxn

en

� �þ dxn
en þ dxn

in � Cn
be

b

d _vn ¼� u� f n þ dvn � 2xn
ie þxn

en

� �
þ vn � 2dxn

ie þ dxn
en

� �þCn
brb

d _k ¼ vE tan L sec L
RN þ h

dL� VE sec L

RN þ hð Þ2 dhþ
sec L
RN þ h

dVE

d _L ¼� vn

RM þ hð Þ2 dhþ
1

RM þ h
dvN

d _h ¼ dvU

ð1Þ

The above formula, u represent the attitude error, dvn represent the velocity
error, dL, dk, dh represent latitude、longitude and height error respectively, Cn

b is
the attitude transfer matrix, xn

ie is the angular velocity of the earth’s rotation, xn
en is

the rotation angular rate of the local geographic coordinate system to the ground
relatively, rb and eb represent the accelerometer and the output error of the
gyroscope respectively, RN , RM represent the radius of the unitary curvature and the
radius of curvature of the meridian circle respectively.

XðtÞ ¼ dL dk dh dvE dvN dvU uE uN uU½
rb

x rb
y rb

z ebx eby ebz
iT
1�15

ð2Þ

2.2 Positioning Subsystem of INS/GNSS

In terms of the tactical level inertial component in this paper, we only need to
consider the constant values of the gyroscope and accelerometer and the random
noise items. Then:

d f bib ¼ ba þ ea
dxb

ib ¼ bb þ eg
) _ba ¼ 0

_bg ¼ 0

�
) d _f bib ¼ ea

d _xb
ib ¼ eg

��
ð3Þ

Because the state equation of SINS already contains the position, speed and
other parameters, therefore, the clock correction and the clock speed of the GNSS
receiver should be extended as the kalman filter state parameters. The clock cor-
rection and the clock speed can be modeled as follows [7]:

_TB ¼ TD þ eTB
_TD ¼ eTD

(
ð4Þ

Formula (4), TB is the equivalent range of the receiver clock, TD is the equivalent
speed of receiver, eTB and eTD is the corresponding random noise items.
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In this paper, the loose integration state error equation of the system is obtained
by expanding the INS and GNSS system state in the Local Geographic Coordinate
[7].

d_rn

d _vn

_un

d _ba
d _bg

266664
377775 ¼

Frr Frv 0 0 0
Fvr Fvv Fvu Fvf 0
Fur Fuv Fuu 0 Fux
0 0 0 0 0
0 0 0 0 0

266664
377775

drn

dvn

un

dba
dbg

266664
377775þ

0 0
Fvf 0
0 Fux
0 0
0 0

266664
377775 ea

eg

� �
ð5Þ

In Eq. (5), because the derivation process of Frr; Frv is more complicated and
takes up more space, see the literature [7] in detail. The INS/GNSS loose integration
adopts the position and velocity combination method, the difference between the
position and velocity of the two systems are the observation. The measurement
equation of the location and velocity in the Local Geographic Coordinate system
can be obtained.

ZðtÞ ¼ rnINS � rnGNSS vnINS � vnGNSS½ �T¼ HðtÞXðtÞþVðtÞ ð6Þ

rnINS; r
n
GNSS represent the position figured out by the INS and GNSS system

respectively, vnINS; v
n
GNSS represent the velocity figured out by the INS and GNSS

respectively. By literature [8], the measurement equation of the location and
velocity of the local geographic coordinate system can be directly obtained as
follows:

rnI � rnG
rnI � rnG

� �
¼ I 0 0 0 0

0 I 0 0 0

� � drn

dvn

un

dba
dbg

266664
377775þ enr

env

� �
ð7Þ

I represents the identity matrix of 3 rows and 3 columns.

2.3 Positioning Subsystem of INS/Photogrammetry

According to the principle of photogrammetry, the high resolution CCD camera can
provide a high-precision location and attitude information of aircraft by shooting a
mark field with a ground mark. Using photogrammetry information to estimate and
correct the error of SINS, therefore, the corrected INS can maintain high accuracy
position, high accuracy attitude, highly data update rate information. The integra-
tion of photogrammetry and INS can be integrated with the relative position and
attitude angle of the two systems, the INS continuously provides the attitude to
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camera, the difference between the SINS and the camera is calculated as the filter
observation value, the error of the SINS system is corrected by the kalman filter
method [9].

The state is:

XðtÞ ¼ dL dk dh /e /n /u dve dvn dvu ebx eby ebz½ �T ð8Þ

The state equation of the system is:

_XðtÞ ¼ UðtÞ12�12XðtÞ12�1 þCðtÞ12�9WðtÞ9�1 ð9Þ

The difference of the position and attitude of the INS and Photogrammetry is
input to the filter as the measurement [10].

The measurement equation of the system is:

Z ¼
1 0 0
0 1 0
0 0 1

24 35 ePn
bðSINSÞ � ePn

bðcamÞ
~/n
bðSINSÞ � ~/n

bðcamÞ

 !
¼ HðtÞXðtÞþVðtÞ ð10Þ

where V(t) is measurement noise in the formula:

HðtÞ ¼
�1
cos h

sinw cosw 0
cosw cos h � sinw cos h 0
sinw sin h cosw sin h � cos h

24 35 03�9

03�6 diag RM RN � cos L 1½ � 03�3

2664
3775 ð11Þ

c; h; w are the rolling, pitching and heading angle of the carrier respectively.

3 Multi-rate Kalman Filter Algorithm

Because of the differences between the sensors of the camera and INS, it can cause
a different data sampling cycle; the problem of the non-equal interval sampling
period and the interruption of the system sampling point are presenting in the
Photogrammetry system. The traditional single rate kalman filter algorithm is not
effective. Therefore, a multi-rate kalman information fusion algorithm is needed to
deal with multi-rate filter [8].

(1) One step state prediction and prediction error variance matrix

bXk;k�1 ¼Uk;k�1bXk�1bPk;k�1 ¼Uk;k�1Pk�1U
T
k;k�1 þCk;k�1Qk�1C

T
k;k�1

(
ð12Þ
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(2) Update of filter gain matrix, estimation state and error variance matrix

bKk ¼Pk;k�1H
T
k HkPk;k�1H

T
k þRk

� ��1

bXk ¼bXk;k�1 þKk Zk � Hk bXk;k�1

h i
Pk ¼ I � KkHk½ �Pk;k�1 I � KkHk½ �T þKkRkK

T
k

8>>><>>>: ð13Þ

It is hypothesized that at the moment of k, when the quantity measurement
information input is just SINS and there’s no Photogrammetry navigation infor-
mation, the filter thinks that the system has arbitrarily large errors, then the observed
noise variance of the system Rk tends to infinity, and the filter gain matrix tends to
zero, therefore the state estimation and error variance matrix are:

bXk ¼ bXk;k�1

Pk ¼ Pk;k�1

(
ð14Þ

Equation (13) indicates that the state estimate and the estimated error variance
matrix are unchanged from the previous one, without the positioning of
Photogrammetry and the observation of GNSS, the filter equation should only be
time updated (status update), rather than measurement update. In the moment of t1,
t2, t4 the filter takes time update only. When we had GNSS observations at time t3
only, carried out status updates and measurement update at the same times. At this
point, the observation model is adjusted, select the observation matrix and obser-
vation vectors of the INS/GNSS integration to filter. At the time of t5 there is just
the Photogrammetry observation, the observation model of the INS and
Photogrammetry integration subsystem is selected for status update and measure-
ment update [8].

4 Design of Fault Tolerant Scheme and Analysis
of Algorithm Complexity

4.1 Design of Fault Tolerant Scheme

The fault-tolerant system structure of GNSS/SINS/Photogrammetry integrated
navigation system is shown in Fig. 1, the SINS is used as the benchmark system
and assume that it’s not going to fail. Two other subsystems were detected by fault
identification system. First, the GNSS information and airborne Photogrammetry
information are sent to the pretreatment unit through the data interface, the pre-
treatment unit has preprocess the spatiotemporal unification and data anomaly
detection. By integrating landing guide information through fusion algorithm, to get
the relative parameters of the aircraft; secondly, decision unit determines whether
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the current bootstrap mode is available from the boot mode library. Furthermore,
the model management unit is used to evaluate the performance of the currently
available guidance mode, and select the optimal boot mode. Once the decision unit
has identified the subsystem failure, the boot mode is isolated until normal. At this
point, the main filter uses the state estimation results of another subsystem only, and
the settlement is carried out (Fig. 2).

Fig. 1 The sample period of multi-rate integration system
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Fig. 2 Fault tolerant systems of GNSS/INS/Photogrammetry
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4.2 The Analysis of Algorithm Complexity

For the feasibility of the landing, considering not only the convergence precision of
the algorithm, but also the computation complexity of the algorithm must be
considered. The landing of warship has strict requirement for real-time, so it is
important to choose the algorithm with fast speed and low processor resource.
Before the performance analysis of the INS/Photogrammetry, setting the dimension
of the system equation is n, and the dimension of the measurement equation is m.

In the filtering process: if A 2 Rn�m;B 2 Rn�m, then the floating-point operations
of A� B is m� n; if A 2 Rn�m;B 2 Rm�k, then the floating-point operations of AB
is 2mnk � nk; if A 2 Rn�n, then the floating-point operations of A�1 is n3. The state
equation of INS/Photogrammetry system has linear characteristics, therefore to
calculate the jacobian matrix only, the system model is discretized before the
filtering.

Equivalent discrete form of the system matrix:

Ukþ 1;k ¼ Iþ TFk þ T2

2!
F2
k þ

T2

3!
F3
k þ � � �

Generally, we take the three-order approximation algorithm, its complexity is
approximately n3 þ 4n2 times of floating point arithmetic.

The algorithm time complexity corresponds to the time spent by this algorithm,
and the total computational complexity is:

f ðnÞ ¼ 6n3 þ 2m3 þ 9n2 þ 2m2nþmn2 þ 4mnþ 2mþ n

The state dimension of the INS/photogrammetry system is 12, and the mea-
surement dimension is 6, the number of floating point operations that can be cal-
culated through the upper equation is 14500, which is a 0.23M FLOPS floating
point computing power. The computational complexity of this algorithm is appli-
cable to the real-time application of aircraft landing.

5 The Simulation Verification

To verify the feasibility of the integrated navigation system to the aircraft landing,
numerical simulation is carried out. Firstly, the trajectory of the aircraft is simulated
and the position parameters of the trajectory generator are: initial latitude 34°, initial
longitude 113°, the initial level 116 m. The trajectory has flat flying, climbing,
accelerating, turn and so on. The output of SINS devices is calculated from the
generated trajectory, and the error is added as the actual output. Other simulation
parameters are as follows, the simulation time is 480 s. Inertial device error of
measurement indicators: gyro constant drift 0.26°/h, random white noise error of
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0.26°/h (1r), data update rate of 100 Hz. Constant value deviation of accelerometer
is 1� 10�4gð1rÞ, random white noise error is 1� 10�4gð1rÞ. GNSS precision
index: positioning error of the GNSS receiver is 10 m, and the data update rate is
10 Hz. The simulated aircraft trajectory as the true value, the camera positioning
system error index: the random error of adding the standard deviation 0.5 m in the
location of the photo node was used as the location result of the photogrammetry,
Photogrammetry system attitude accuracy 0.2°, and the data update rate was 5 Hz.

Simulation 1: For the INS/GNSS state equation given above, the error of INSS/
GNSS integrated system was estimated by EKF filter algorithm. The simulation
results are shown as follows: The real trajectory of the simulation aircraft and the
position and attitude error of the algorithm of INS/GNSS based on EKF filter are
shown in Fig. 3.
Simulation 2: the multi-rate EKF filter algorithm is used for the INS/
Photogrammetry state equation given above. The simulation results are as follows:

Figures 4, 5, 6 and 7 shows that, when GNSS is not available, Photogrammetry
can replace GNSS for the divergence correction of the INS that can achieve GNSS
correction effect. The correction of the INS attitude error by Photogrammetry is
better than the result of GNSS correction, however, due to the low accuracy of the
attitude that the camera calculated at the turning point and the accumulation of
attitude error reduces the accuracy of the heading angle.
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It can be seen from Table 1 that when GNSS is unavailable, using integration
mode of INS/Photogrammetry to replace GNSS/INS system is feasible, comparing
the performance of INS/GNSS and INS/Photogrammetry. It can be concluded that
the INS/Photogrammetry integration model can achieve even better positioning
performance than INS/GNSS. The positioning performance can meet class II pre-
cision approach that achieve the positioning accuracy, availability and other indi-
cators demanded (Table 2).

0 50 100 150 200 250 300 350 400 450 500

-5

0

5

Time [s]

[m
]

LATITUDE ERROR

GNSS

INS-GNSS

3

0 50 100 150 200 250 300 350 400 450 500

-5

0

5

Time [s]

[m
]

LONGITUDE ERROR

GNSS

INS-GNSS

3

0 50 100 150 200 250 300 350 400 450 500

-10

0

10

Time [s]

[m
]

ALTITUDE ERROR

GNSS

INS-GNSS

3

σ

σ

σ

Fig. 4 Curve: the GNSS and INS/GNSS position error

694 P. Zhou et al.



0 50 100 150 200 250 300 350 400 450 500
-4

-2

0

2

4
[d

eg
]

Time [s]

ROLL ERROR

INS-GNSS

3

0 50 100 150 200 250 300 350 400 450 500
-4

-2

0

2

4

[d
eg

]

Time [s]

PITCH ERROR

INS-GNSS

3

0 50 100 150 200 250 300 350 400 450 500
-100

0

100

[d
eg

]

Time [s]

YAW ERROR

INS-GNSS

3

σ

σ

σ

Fig. 5 Curve: the GNSS and INS/GNSS attitude error

Research on Aircraft Landing Based on GNSS/INS/Photogrammetry … 695



0 50 100 150 200 250 300 350 400 450 500

-5

0

5

Time [s]

[m
]

LATITUDE ERROR

INS/Camera
3

0 50 100 150 200 250 300 350 400 450 500

-5

0

5

Time [s]

[m
]

LONGITUDE ERROR

INS/Camera
3

0 50 100 150 200 250 300 350 400 450 500

-10

0

10

Time [s]

[m
]

ALTITUDE ERROR

INS/Camera
3σ

σ

σ

Fig. 6 Curve: the INS/Photogrammetry position error

696 P. Zhou et al.



0 50 100 150 200 250 300 350 400 450 500
-1

0

1
[d

eg
]

Time [s]

ROLL ERROR

INS/Camera
3

0 50 100 150 200 250 300 350 400 450 500
-1

0

1

[d
eg

]

Time [s]

PITCH ERROR

INS/Camera
3

0 50 100 150 200 250 300 350 400 450 500
-100

0

100

[d
eg

]

Time [s] 

YAW ERROR

INS/Camera
3σ

σ

σ

Fig. 7 Curve: the INS/Photogrammetry attitude error

Research on Aircraft Landing Based on GNSS/INS/Photogrammetry … 697



6 Conclusion and Outlook

Based on INS/GNSS/Photogrammetry system, the integrated navigation scheme of
aircraft landing/ship is presented in this paper, and through simulation to be veri-
fied. The simulation results show that when the GNSS receiver signal is interrupted
or invalid, according to the correction of the SINS error by the positioning of
Photogrammetry that can guarantee the positioning accuracy of the integrated
navigation system too. The feasibility of the INS/GNSS/Photogrammetry integrated
system for aircraft landing/ship is demonstrated, it provides a theoretical basis for
the following multi-system integration and multi-data fusion.

Acknowledgements This research work was supported by the State Key Laboratory of
Geo-information Engineering (SKLGIE2015-M-2-5), the Natural Science Foundation of China
(41604032).

Table 1 Analysis of EKF algorithm complexity based on INS/Photogrammetry

Steps of algorithm Flops

One step prediction
of state

bX�
kþ 1 ¼ Uk;kþ 1bX þ

k
2n2

Prediction of mean
square error

P�
kþ 1 ¼ Uk;kþ 1Pþ

K UT
k;kþ 1 þQk 4n3 + n2

Calculate the gain of
filter

Kkþ 1 ¼ P�
kþ 1H

T
kþ 1 Hkþ 1P�

kþ 1H
T
kþ 1 þRkþ 1

� ��1 2m3 + 2
m2n + 2mn + m

State estimation bX þ
kþ 1 ¼ bX�

k þKkþ 1 Zkþ 1 � Hkþ 1bX�
kþ 1

	 

2mn + m + n

State covariance
estimate

Pþ
kþ 1 ¼ I � Kkþ 1Hkþ 1ð ÞP�

kþ 1 mn2 + 2n2

Total flops 2m3 + 4n3 + 5n2 + 2m2n + mn2 + 4mn + 2m + n

Table 2 Positioning performance comparison of INS/GNSS and INS/Photogrammetry

Positioning performance of INS/GNSS and INS/Photogrammetry

RMSE Latitude (m) Longitude (m) Altitude (m)

INS/GNSS 3.5158e−01 1.1617e−01 3.0021e+00

INS/Photogrammetry 3.1489e−01 1.3810e−01 2.0818e+00

RMSE Roll (deg) Pitch (deg) Yaw (deg)

INS/GNSS 7.9798e−02 2.9472e−01 3.5423e−01

INS/Photogrammetry 1.7741e−02 1.5396e−01 1.8218e−01
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Wi-Fi Assisted GNSS Positioning
and Continuous Tracking

Changsheng Liu, Xiukui Li and Xiaoyan Liu

Abstract Currently location-based services have been widely used. It is critical to
ensure the effectiveness of universe positioning. GNSS and Wi-Fi fingerprint
positioning are used in outdoor and indoor environments, respectively. Both can
achieve rather accurate positioning results. Nevertheless, in some situations, any of
the two methods cannot be employed by user receivers to obtain positions because
the satellites or Wi-Fi signals may be insufficient at the junction of two positioning
systems. Hence, in this paper, we propose a GNSS and Wi-Fi positioning fusion
method to implement the availability and continuity of receiver’s navigation and
positioning. First, a Wi-Fi-assisted GNSS positioning method is proposed. When
the number of satellites is insufficient, assistant information provided by Wi-Fi
systems can improve the availability of positioning. When both GNSS and Wi-Fi
positioning are available, group Kalman filter technique is hired to improve the
positioning accuracy. Simulation results show that the proposed positioning
methods can improve the availability and accuracy of positioning.

Keywords GNSS �Wi-Fi fingerprint � Assisted positioning � Continuous tracking

1 Introduction

Location-Based Service (LBS) has attracted extensive attention due to the great
potential in improving the quality of personal services [1]. People require
high-performance positioning techniques because of wide utilization of navigation
terminals and upgraded hardware. High-accuracy and robust positioning is of the
utmost importance.

Global Navigation Satellite System (GNSS) is used for outdoor positioning,
which can achieve high positioning accuracy. Nevertheless, the terminals may not
be able to obtain sufficient available satellite signals for precise positioning near
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high buildings, in the forest, in urban canyons or in indoor environments. It results
in discontinuity of positioning, and reduces the availability of positioning. Wi-Fi
fingerprinting based positioning is the dominating method for indoor positioning
because of the wide coverage and obvious differentiation of Wi-Fi signals.
However, at the entrance of a building, the terminal may not be able to collect
sufficient access point (AP) signals or satellite signals for positioning, and this will
result in positioning failure.

Therefore, it is challenging to achieve precise positioning and continuous
tracking in the junction region between indoor and outdoor. Yan et al. in [2]
propose a positioning network of combining GNSS and Wi-Fi signals. The envi-
ronment is classified into multiple cases for positioning; however, the classification
is simple. In [3], Jia et al. propose a method for indoor and outdoor positioning
based on multiple sensors. Data measured by light sensors, GNSS modules and
geomagnetic sensors are combined to calculate the probability of the receiver being
located indoor or outdoor. Since a variety of sensors is required to work together, it
has higher complexity. The authors in [4] propose to combine GNSS and Bluetooth
signals to determine whether the receiver is indoor or outdoor, and use Bluetooth
technique to obtain indoor position. A large amount of beacons are required in this
method. In [5] heterogeneous positioning systems are jointly used to achieve a
seamless positioning system, and this improves the positioning performance by
maximizing the utilization of existing positioning systems.

Due to the wide coverage of wireless AP signals, the receiver is able to receive
GNSS and Wi-Fi signals simultaneously when it is located in the junction area of
indoor and outdoor (an area around the door and it includes part of indoor and part
of outdoor). It will improve the availability and positioning accuracy of LBS by
using those signals in the junction area. In this paper, based on the number of
satellites and APs from which the receiver can receive available signals, we divide
the junction area into multiple zones and employ different positioning techniques in
those zones to reduce positioning failure. First, for the case of the number of
satellites being less than 4, we propose to use the terminal altitude information
obtained by Wi-Fi signals to assist GNSS for positioning. When both GNSS and
Wi-Fi signals are sufficient for the positioning, group Kalman filter technique is
hired to improve the positioning accuracy. Simulation results show that the pro-
posed positioning methods can improve the availability and accuracy of
positioning.

2 System Model

When the terminal enters the junction area, the situations will be different regarding
the availability of the received GNSS satellite signals and Wi-Fi AP signals. In
order to attain continuous positioning and tracking, the terminal should be able to
achieve reliable positioning for different situations. Table 1 shows the positioning
solutions for different situations, and note that the terminal may also use other
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sensors such as gyroscopes, barometers and geomagnetic sensors, etc. to further
improve positioning accuracy. Here Ns is the number of visible satellites and NA is
the number of APs which the terminal can access. According to signal availability,
the junction region can be divided into multiple zones, as is shown in Fig. 1:

(1) Zone 1, denoted by Z1, where the terminal can receive signals from more than
four navigation satellites; however it cannot receive Wi-Fi signals, i.e., Ns � 4
and NA = 0.

(2) Zone 2, denoted by Z2, where the terminal can receive signals from three
navigation satellites, it may or may not receive Wi-Fi signals, i.e., Ns = 3,
NA � 0.

(3) Zone 3, denoted by Z3, where the terminal can receive signals from at least four
navigation satellites and at least one AP, i.e., Ns � 4 and NA � 1.

(4) Zone 4, denoted by Z4, where the terminal can receive signals from two or less
satellites and cannot receive Wi-Fi signals, i.e., Ns � 2 and NA = 0.

Table 1 Positioning solutions for different situations

NA NS

0 1 2 3 � 4

0 DR DR DR Assisted GNSS GNSS

1 DR&Wi-Fi DR&Wi-Fi DR&Wi-Fi Wi-Fi assisted
GNSS

Fusion of GNSS
and Wi-Fi

2 DR&Wi-Fi DR&Wi-Fi DR&Wi-Fi Wi-Fi assisted
GNSS

Fusion of GNSS
and Wi-Fi

3 DR&Wi-Fi DR&Wi-Fi DR&Wi-Fi Wi-Fi assisted
GNSS

Fusion of GNSS
and Wi-Fi

� 4 Wi-Fi Wi-Fi Wi-Fi Wi-Fi assisted
GNSS

Fusion of GNSS
and Wi-Fi

Fig. 1 Junction region of indoor and outdoor
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(5) Zone 5, denoted by Z5, where the terminal can receive signals from two or less
satellites and three or less APs, i.e., 0 � Ns � 2 and 0 < NA � 3.

(6) Zone 6, denoted by Z6, where the terminal can receive signals from two or less
satellites and more than four APs, i.e., NA � 4, Ns � 2.

Note that the division of those regions is based on the number of satellites and
APs, and practically the geographical zone shape may not be regular.

In Z1, GNSS signals can be used for positioning [6]. Dead reckoning (DR) [7]
algorithm can be used to locate the receiver in Z4. The results of Wi-Fi fingerprint
positioning and dead reckoning can be combined to obtain the receiver’s position in
Z5 [8]. In Z6, Wi-Fi fingerprinting based method can be used for positioning [9].
According to the signal availability of Z2 and Z3, Wi-Fi assisted GNSS positioning
algorithm for Z2 and GNSS and Wi-Fi fusion positioning algorithm for Z3 are
proposed in this work.

2.1 Zone 2: Wi-Fi Assisted GNSS Positioning

Generally, the terminal needs to receive signals of four or more satellites to achieve
positioning. When only three satellites are visible to the receiver, other information
is required to assist the positioning. One of the solutions is to use receiver altitude
information [10]. When Wi-Fi signals are available, the signal fingerprints can be
used to determine which floor in the building the receiver is located at. The rela-
tionship between the floors and altitude can be pushed to the receiver by Wi-Fi
message when the receiver enters the building. Thus, measured satellite pseudor-
anges and altitude can be combined to find the receiver position. Herein, we pro-
pose a fingerprint based algorithm to determine the floor on which the receiver is
located. This algorithm requires building the received signal strength
(RSS) database in advance, and the database will be used during positioning. The
data processing is divided into the following two phases.

2.1.1 Offline Data Processing Phase

First we create an offline database of floor information. Select N location points in
each layer and record accessed APs’ MAC and signal strengths that can be received
at those points. Then we can obtain the available APs and the range of their signal
strength in each floor. The range of signal strength for all APs in the building is
denoted by C ¼ ½nmin; nmax�, where n represents the signal strength. Dividing this
range into M segments and the range of each segment is

Cm ¼ ½nmmin; n
m
max� ð1Þ
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where m = 1, 2, …, M, and

nmmin ¼ nmin þ
nmax � nmin

M
� ðm� 1Þ ð2Þ

nmmax ¼ nmin þ
nmax � nmin

M
� m ð3Þ

M is determined by the actual environment, and usually the segment is spaced by
10 dBm. Let

G ¼ C1 C2 . . . CMf g ð4Þ

To have reliable signals, the APs accessible in each floor are sorted in a
descending way according to the maximum signal strength, and the first K1 APs are
selected to form a set

Xi ¼ Ai;1 Ai;2 . . . Ai;K1f g ð5Þ

where i denotes the floor identity; j denotes the AP identity and j = 1, 2, …, K1.
Define Rm

i;j as the occurrence number of signal strength of Ai;j falling within Cm. The
occurrence number matrix of AP can be given by

Wi;j ¼ ½R1
i;j R2

i;j . . . RM
i;j � ð6Þ

Then the occurrence frequency of signal strength of Ai;j falling within Cm is

qmi;j ¼
Rm
i;j

N
ð7Þ

where m = 1, 2, …, M. Thus, a frequency matrix can be formed

Pi;jðXiÞ ¼ ½ q1i;j q2i;j . . . qMi;j � ð8Þ

K1 depends on the actual measured Wi-Fi signal strengths in the building.
Denote the number of APs whose maximum signal strength is greater than a certain
threshold in floor i as Bi. Then we select the minimum of Bi as the value of K1, i.e.,
K1 = min (Bi), i = 1, 2, …, H, where H is the total number of floors in the building.
Thus an offline database can be created as shown in Table 2, where Fi represents
the ith floor and Pi;j represents the frequency matrix of the jth AP in the ith floor.
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2.2 Online Positioning Phase

The receiver measures the signal strength of accessible APs when it is located at a
point in a floor. Sort the received signal strength descendingly, and select the first
K2 APs to form

X0 ¼ A1 A2 . . . AK2f g ð9Þ

K2 depends on K1. K1 is determined by the signal strength range of APs in the
entire building and K2 only relies on the signal strength range of APs in a floor.
Hence, K2 < K1. To reduce the computation complexity, generally let K2 = K1/2.

The AP matching process is divided into two phases. In the first stage, determine
whether an AP whose signals are available to the receiver is in the ith floor,
1 � i � H, Define

di;j ¼ 1;Aj 2 X0 and Aj 2 Xi

0;Aj 2 X0 and Aj 62 Xi

�
ð10Þ

where i denotes the floor identity, and j = 1, 2, …, K2. After di,j of all APs in X0 are
calculated, the coarse floor differentiation value (CFDV) Di of floor i will be

Di ¼
XK2

j¼1

di;j ð11Þ

In the second stage, the D values of all floors are compared to determine the floor
which the receiver is located at. Let

Dmax ¼ maxðDiÞ; i ¼ 1; 2; . . .;H ð12Þ

Define

fi ¼ 1;Di ¼ Dmax

0;Di 6¼ Dmax

�
i ¼ 1; 2; . . .;H ð13Þ

Table 2 Offline database of
floor information

Floor AP Signal occurrences and frequency matrix

F1 A1,1 W1,1, P1;1

… … …

Fi Ai,1 Wi,1, Pi;1

… … …

FH AH,1 WH,1, PH;1

… … …
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F ¼
XH
i¼1

fi ð14Þ

where F is the total number of floors that can achieve the maximum D value. Let

Q ¼ q1 q2 . . . qFf g ð15Þ

where Q is a set of all floors whose fi is equal to 1, and qi is the floor identity.
If F = 1, the only element in Q is the floor on which the receiver is located; If

F > 1, it means that the D value of multiple floors is greater than 1; thus, the
receiver cannot determine the floor on which the receiver is located. Then we need
to further process data of the floors in Q to determine the receiver’s location, which
is called fine floor differentiation.

Fine floor differentiation is divided into two steps. In the first step, assumes that
the receiver is located at floor i. Compare the signal strength of Aj received by the
receiver with Cm. Define

tmi;j ¼
1; nj 2 Cm

0; nj 62 Cm

�
ð16Þ

where i floor identity and i 2 Q, j = 1, 2, …, K2. The matching matrix of the ith
floor can be defined as

Ti;jðX0Þ ¼ ½ t1i;j t2i;j . . . tMi;j � ð17Þ

Use the AP frequency Pi;jðX0Þ to weight Ti;jðX0Þ, and the fine floor differenti-
ation value (FFDV) Ei will be

Ei ¼
XK2

j¼1

Pi;jðX0Þ � TT
i;jðX0Þ ð18Þ

FFDV of all floors in Q can be calculated. Then compare these values, the
receiver should be located at the floor which has the maximum E value. By this
method the floor on which the receiver is located can be determined with a high
accuracy. Due to space constraint, the performance analysis is omitted here. After
determining the floor and having the altitude information, the receiver can obtain
the height difference h by comparing with the altitude of the previous floor where it
is located. If the receiver is on the same floor at two consecutive measurement
times, h is equal to 0. Thus, combining the pseudorange measurements, the receiver
position can be found with the following equations
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x1Þ2 þðy� y1Þ2 þðz� z1Þ2

q
þ dt ¼ q1cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðx� x2Þ2 þðy� y2Þ2 þðz� z2Þ2
q

þ dt ¼ q2cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx� x3Þ2 þðy� y3Þ2 þðz� z3Þ2

q
þ dt ¼ q3c

Du ¼ h

8>>>>><
>>>>>:

ð19Þ

where Du is the difference in ENU coordinate system and ðxi; yi; ziÞ(i = 1, 2, 3) is
the ECEF coordinates of satellites; dt is the clock error and satellite and qic(i = 1, 2,
3) is the pseudorange for the receiver to satellite i. The conversion of ENU coor-
dinates into ECEF coordinates is

Du ¼ cos/ cos k cos/ sin k sin/ 0½ �
Dx
Dy
Dz
Ddt

2
664

3
775 ð20Þ

where / is the longitude and k is the latitude. The ECEF coordinates of the receiver
can be calculated by combining (19) and (20).

2.3 Zone 3: GNSS and Wi-Fi Fusion Positioning

In general, receivers may see fewer satellites and receive weak Wi-Fi signals in
areas close to the building. Hence it may not obtain highly accurate positions if
using GNSS or Wi-Fi signals alone. Taking into account that these two systems
locate the receiver independently, we can use group Kalman filter to fuse the
positioning results of the two systems to improve positioning accuracy.

Assume the state transition matrix is an identity matrix. The state model will be

x�k ¼ xk�1 þwk ð21Þ

where xk�1 is the optimal estimated position of the receiver at the previous moment,
and x�k is a priori estimate of the current position, wk is process noise.

The measured positions by Wi-Fi and GNSS signals are used to correct state
prior estimates. Thus, the composite measurement vector is

yk ¼ ½ yT1;k yT2;k � ð22Þ

where y1;k and y2;k are the position coordinates obtained by the Wi-Fi positioning
and GNSS positioning method, respectively. Define Wi-Fi and GNSS positioning
measurement matrix are H1;k and H2;k. Then the group Kalman filter measurement
matrix is
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Hk ¼ ½HT
1;k HT

2;k � ð23Þ

Then the measurement model can be given by

yk ¼ Hkxk þ vK ð24Þ

where vk is measurement noise

vk ¼ ½ vT1;k vT2;k � ð25Þ

Let R1;k and R2;k be the covariance matrix of measurement noises of Wi-Fi and
GNSS positioning, respectively, then the measurement noise covariance matrix is

Rk ¼ ½R1;k R2;k � ð26Þ

The gain matrix Kk , the state estimation value xk and the error covariance matrix
Pk can refer to the standard Kalman filter equations. By group Kalman filter,
positioning accuracy will be improved.

3 Simulation Results and Analysis

The floor differentiation algorithm is verified through the actual data measurements,
and the GNSS and Wi-Fi positioning fusion algorithm is simulated and analyzed.
We collect the Wi-Fi signals with the laptop of DELL INSPIRON which is con-
figured with the operating system Windows10, and the software is WirelessMon
V4.0. The Wi-Fi signals are measured in the fifth floor of Innovation Park Building
in Dalian University of Technology, and the schematic diagram is shown in Fig. 2.
The triangle symbols represent the AP locations. The receiver to be located will be

Fig. 2 The fifth floor of innovation park building
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in the corridor area which can be categorized as Z2 according to the zone
classification.

In offline phase, we collect the signals of APs in the 4th, 5th and 6th floor of the
building, and build offline database of floor information according to Table 2,
where K1 is 10. The range of AP signal strength is [−90 dBm, −20 dBm], and the
signal strength is divided into 7 sections, i.e., M = 7. Randomly select five
unknown location points in each of the 4th, 5th and 6th floor, and sort the APs
according to the signal strength. Select five APs with the largest signal strength, i.e.,
K2 = 5. The signal strength of APs for the 15 points are matched with the data of
the offline database to obtain the floor information.

We also simulate the positioning in Z3. The measured coordinates obtained by
using the Wi-Fi and GNSS signals are fused by the group Kalman filter.

Table 3 shows the floor differentiation CFDV and FFDV values of those points
on the fifth floor. Table 4 shows the floor differentiation results of the 15 points. It

Table 3 Floor differentiation
CFDV and FFDV values

Floor CFDV/FFDV

4th 1/– 3/– 2/– 3/0.227 2/–

5th 5/– 4/– 4/0.909 3/0.591 4/0.909

6th 4/– 3/– 4/0.5 2/– 4/0.545

‘–’ means that FFD is not required

Table 4 Floor differentiation results

Floor Differentiation result (Y/N)

4th Y Y Y Y Y

5th Y Y Y Y Y

6th Y Y Y Y Y
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is observed from Table 4 that all points are located correctly in terms of altitude,
and it verifies the reliability of the proposed floor differentiation algorithm.

The GNSS, Wi-Fi and fusion positioning error are showed in Fig. 3. It is
observed that the positioning accuracy is obviously improved after fusing. When
Wi-Fi and GNSS positioning take different measurement errors, the group Kalman
filter estimation errors are shown in Table 5. Compared with Wi-Fi positioning and
GNSS positioning alone, the positioning error with group Kalman filter can be
reduced by 37.5%.
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An EMD—Based Fast Algorithm
for INS Aided BDS Ambiguity
Resolution

Junbing Cheng, Dengao Li, Wenjing Li and Jumin Zhao

Abstract Beidou satellite navigation system (BDS) signal is blocked during
dynamic positioning which can lead to poor geometry structure of visible satellites
and serious multipath effect. In this contribution, the advantages of inertial navi-
gation system (INS), autonomy and short-term accuracy, are used to speed up the
BDS ambiguity resolution (AR). However, the accuracy of general INS cannot
meet the fixed BDS original carrier ambiguity requirement. BDS can broadcast
three frequency observations, so the virtual observations of long wavelength and
short wavelength are formed by linear combination, which make the INS precision
meet the fixed ambiguity requirement and achieve high precision positioning,
respectively. The short wavelength observations ambiguity due to the relatively
large noise is difficult to reliably fixed. To solve this problem, Empirical mode
decomposition (EMD) can be used to decompose the error of the short wavelength
observations into two parts: systematic error and random error. Systematic error is
used to correct the short wavelength ambiguity float solution and reduce the
ambiguity search space, to achieve a reliable fixed purpose, finally solving the
baseline solution. The experimental results show that the algorithm is more fast and
reliable than the traditional algorithms, and more suitable for dynamic positioning
in the complex environment.

Keywords BDS � Triple-frequency � INS � EMD

1 Introduction

Beidou satellite navigation system (BDS) is dynamically positioned in the harsh
environment such as the city canyon. Because the signal is blocked by the building,
the multipath effect is serious, and the geometric structure of the satellites is poor.
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In order to realize high precision dynamic positioning in complex environment, the
fast and reliable fixation of ambiguity is the key [1]. Parkins [2] used epochs
information for partial ambiguity resolution and improves ambiguity fixed success
rate. Tian et al. [3] used the ionosphere constraint to fix the ambiguity of narrow
lane and improve the ambiguity fixed quality. These articles resolve ambiguity by
digging the internal relations of the observations, and improve the reliability of the
fixed ambiguities. However, the convergence time is long and can not meet the
real-time requirement of dynamic positioning. INS is a kind of independent posi-
tioning system which has strong complementarities with BDS. It is used to assist
BDS positioning as a research hotspot. Liu et al. [4] improved the combination
system of INS and Global Positioning System (GPS) based on float solution to
integer ambiguity, which reduces the convergence time and improves the stability
of the positioning accuracy. Gao et al. [5] proposed to combine multi-satellite
navigation system with micro inertial navigation system, which effectively
increases the information redundancy of INS. These algorithms accelerate the
resolution of ambiguity by means of INS, but the reliability of the ambiguity fixed
is not effective.

The proposed algorithm uses INS to accelerate the fixing of BDS ambiguity, and
introduces the EMD to decompose observation errors of narrow-lane, then obtains
the systematic error to correct the ambiguity float solution, so as to improve the
precision of float solution and enhance the reliability of ambiguity fixing.

2 INS Assisted BDS Fast Ambiguity Resolution

In the complex environment, multipath effect is more serious for the pseudorange
than carrier, and sometimes the error of pseudorange is up to 20 m. The traditional
method of calculating carrier phase ambiguity by pseudorange has a long conver-
gence time and poor reliability. INS have strong autonomy, high output frequency
and good short-term accuracy [6]. Using INS high quality positioning information
to assist BDS AR can greatly reduce the influence of multipath, increase geometric
information, improve the geometry structure of satellites, and provide reliable
positioning information when BDS signal is blocked.

2.1 The Relationship Between INS Accuracy
and BDS Ambiguity

Assuming the receiver is j, the satellite is q, then the carrier phase observation
equation is expressed as:
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kuq
j ¼ qqj þ gqj þ dtj � dtq � Iqj þ Tq

j þ kNq
j þ equ;j ð1Þ

where k denotes the wavelength, uq
j denotes the phase value, qqj denotes the geo-

metric distance, Nq
j denotes the integer ambiguity, dtj denotes the receiver clock

error, dtq denotes the satellite clock error, Iqj denotes the ionospheric delay, Tq
j

denotes the tropospheric delay, equ;j denotes the observed noise.
Supposing that the base station is i and the reference satellite is p, the double

difference in the short baseline condition can eliminate common errors between
stations and satellites, such as satellite clock error and receiver clock error, and also
greatly reduce orbit error, ionospheric error and tropospheric error. After the double
difference, ambiguity should still maintain the characteristic of the integer cycle,
then, available carrier phase double differential observation equation is:

krDup;q
i;j ¼ rDqp;qi;j � krDNp;q

i;j þ erDu ð2Þ

It can be shown from [2] that if the INS error accuracy meets the requirement,
the positioning information of INS can be converted into the corresponding geo-
metric distance qI to substitute the equation. For convenience, the superscript and
subscript of double difference can be omitted:

krDu ¼ rDqI � krDN þ erDu ð3Þ

Base station i does not get the INS positioning parameter:

rDqI ¼ rqI �rqi ð4Þ

The equation for estimating the integer ambiguity rDN becomes:

rDN̂ ¼ rqI=k�rqi=k�rD/ ð5Þ

Assuming that the geometric distance error of base station i is 0, the estimation
accuracy and speed of AR will be affected by the error of INS positioning
parameters, multipath error, atmospheric residual error and incomplete modeling
error. If rounding method is used to fix ambiguity, the error of Integer ambiguity
rDN̂ must be less than 0.5 cycles:

drqI � drDuk
�� ��\0:5k ð6Þ

Assuming that the error of the carrier phase observations is 0.01 cycles,
according to the error theory, the error of the double-difference observation is 0.02
cycles, the confidence interval is set to 99.97%.
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drDu

�� �� ¼ 0:06k ð7Þ

drqI

�� ��\ 0:44k ð8Þ

Obviously, the equivalent distance of accumulating error for INS within one
epoch must be less than 0.44 times the carrier wavelength. According to Table 1,
the shortest wavelength of the three frequency points broadcast by the BDS is
0.192 m, the precision of INS must be less than 0.08448 m to meet the requirement
of rounding method to directly fix the ambiguity. However, the precision of the
general INS is not satisfactory.

2.2 BDS Triple-Frequency Ambiguity Fixed Model

The essence of ambiguity fast fixing is to reduce the range of alternative combi-
nations, that is to narrow the search space. The size of the search space is deter-
mined by the variance-covariance matrix of the ambiguity float solution:

W / drqI

nk
ð9Þ

where W denotes ambiguity alternative range, drqI denotes the INS precision, k
denotes carrier wavelength, n denotes the number of epochs, / denotes the pro-
portional relationship. In dynamic environment, the number of epochs will not be
too large, INS accuracy is determined, and the search space can only be reduced by
expanding the wavelength. BDS broadcast the observations information of three
frequency points, and it not only improves the information redundancy, but also
obtains the virtual observations of various wavelength by linear combination of
triple-frequency [7]. The long wavelength can make the INS precision meet the
rounding fixed ambiguity, the short wavelength can achieve high-precision
positioning.

BDS triple-frequency linear combination observations is expressed as:

ua;b;c ¼ au1 þ bu2 þ cu3 ð10Þ

Table 1 Frequency and
wavelength parameters of
BDS

Signal Frequency/MHz Wavelength/m

B1 1561.098 0.192

B2 1207.140 0.248

B3 1268.520 0.236
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where u1, u2 and u3 are triple-frequency carrier phase of BDS respectively, a, b
and c are the corresponding combination coefficients [11]. The frequency, the
wavelength and the ambiguity of combined observations are respectively:

fa;b;c ¼ af1 þ bf2 þ cf3 ð11Þ

ka;b;c ¼ vc=fa;b;c ð12Þ

Na:b:c ¼ aN1 þ bN2 þ cN3 ð13Þ

where f denotes the frequency, k denotes the wavelength, N denotes the ambiguity
and vc denotes the speed of light.

Assuming that the observations noise at the three frequencies are uncorrelated
and equal to each other, the noise of combined observations is:

da;b;c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 þ b2 þ c2

p
� d0 ð14Þ

Table 2 is the wavelength and noise of the common BDS triple frequency
combination. Triple-frequency AR is generally fixed in turn from long to short by
the pseudorange according to the wavelength of the combined virtual observations.
The longest wavelength is called an ultra-wide lane (EWL), which is the first to be
fixed; the middle wavelength is called a wide lane (WL) and then fixed; the shortest
wavelength is called the narrow lane (NL) and finally the fixed [8].

2.3 Combination Observations Ambiguity Fixed

The triple-frequency combination (0, 1,−1) is taken asEWL, the combination (1, 0,−1)
is taken as WL13, and the wavelength of combination (1, 1, 0) is smaller than the
original carriers, taken as NL12. It should be noted that the combination of three
frequency points can take full advantage of redundant information of BDS tri-band
observations.

Table 2 Wavelength and
noise of combinations for
BDS

ua;b;c Wavelength/m Error

u1;0;0 0.19 d0

u0;1;0 0.24 d0

u0;0;1 0.23 d0

u0;1;�1 4.88 1.41 d0

u1;�1;0 0.84 1.41 d0

u1;0;�1 1.02 1.41 d0

u1;1;0 0.10 1.41 d0

u1;0;1 0.10 1.41 d0
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For EWL and WL13 with the long wavelength, the error range of INS is suf-
ficient to meet their precision requirements. The use of high-quality positioning
information provided by INS can get a high fixed success rate by the rounding
method. However, the wavelength of NL12 is only 10 cm, the observations noise is
as high as 1.41 d0, and the multipath affects seriously [9]. The success rate of direct
fixation is small.

3 Using EMD to Improve NL12 Ambiguity Fixed
Reliability

The NL12 wavelength is relatively short and the noise is large, so it is difficult to be
fixed reliably. In addition to high-frequency noise such as thermal noise, there are
also low-frequency errors caused by multipath and other factors. EMD can
decompose high-frequency errors and low-frequency errors and then correct
narrow-lane ambiguity float solution with low-frequency errors.

3.1 EMD Introduction

As a tool for local time-frequency analysis, EMD has better performance of
self-adaptability. Instead of decomposing the signal into several sin and cos func-
tions with different frequency, it decomposes the signal into a finite number of
intrinsic modulus functions (IMF) according to the characteristic of the signal itself,
which is suitable for analyzing and processing non-stationary signal [10]. The
essence of the EMD is to decompose the signal into high frequency and low
frequency components, and then decompose the low frequency signal to the high
and low frequency, until it meets the requirement.

3.2 EMD for NL12 Ambiguity Fixing

The errors caused by various factors in the dynamic positioning of BDS are col-
lectively referred to as the integrated error, including multipath error with
time-varying characteristics and slow changes, high frequency white noise errors
caused by thermal noise, it also includes unmodelled and other factors caused by
the error. These errors make the integrated error have typical non-stationary char-
acteristic, suitable for processing with EMD. The high-frequency error caused by
thermal noise and other factors is called random error. The low-frequency error
such as multipath and incomplete modeling is called systematic error. The main
high-frequency errors decomposed by EMD mainly exist in low-order intrinsic
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mode functions. The low-frequency errors caused by multipath mainly exist in
higher-order intrinsic mode functions and trend residuals. Then the NL12 obser-
vation equation is:

uð1;1;0Þ ¼ q
1;0;�1

� k1:1;0N1;1;0 þ e1;1;0 ð15Þ

The integrated error is decomposed into systematic error and random error:

uð1;1;0Þ ¼ q
1;0;�1

� k1:1;0N1;1;0 þ esys1;1;0 þ eran1;1;0 ð16Þ

If the systematic error obtained by EMD decomposition as a known quantity is
substituted into Eq. (16), the noise of the combined observations will be signifi-
cantly reduced, and the accuracy of the ambiguity float solution will be improved,
which is equivalent to narrowing the search space for NL12 ambiguity. Then use
the determined WL13 ambiguity reliably fixed NL12 ambiguity and finally solve
the baseline vector.

3.3 The Overall Block Diagram of The Algorithm

See Fig. 1.

4 Experimental Design and Analysis

In order to verify the feasibility and effectiveness of the proposed algorithm,
experiments were conducted on a downtown street. The data sampling interval BDS
triple-frequency receiver is 1 s, the data sampling length is 3000 epochs, the
satellite cutoff height angle is 10°; The sampling rate of INS is 100 Hz, the gyro
zero offset is 0.5°/h, and the accelerometer zero offset is 0.1 mg. In this experiment,
the decomposition scale of EMD is 7 orders, the first 5 orders are regarded as
random error, and the last 2 orders and trend residuals are used as systematic error.
The F-Ratio criterion is used to determine whether the ambiguity is fixed suc-
cessfully. If the F-Ratio is greater than 1.5, the ambiguity is successfully fixed.

4.1 Experimental Scheme Design

According to the innovation of this article, we design three kinds of comparison
experiment schemes:
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Scheme 1: The proposed algorithm, that is, with the aid of INS, the EWL and
WL13 ambiguities of BDS are fixed, and then the systematic error of NL12 is
decomposed by EMD to correct the ambiguity float solution, and finally the NL12
ambiguity is fixed.
Scheme 2: Instead of INS assisting, the ambiguity is solved by pseudorange, the
other steps are the same as the scheme 1.
Scheme 3: N12 ambiguity float solution without systematic error correction but
directly fixed, the other steps are the same as the scheme 1.

4.2 Experimental Results and Analysis

4.2.1 Scheme 1 and 2 Positioning Error and the First Fixed Time

The left and right figures of Fig. 2 show the position error of scheme 2 and
scheme 1, respectively. Comparison of the two figures, scheme 1 for the first time

original observations

double difference observations

triple-frequency linear combinations

WL13 float solutionEWL float solution NL12 observations

EWL Integer solution

INS

WL13 Integer solution Integrated error

EMDNL12 float solution

sys error ran error

NL12 Integer solution

baseline solution

Fig. 1 EMD—based fast algorithm of INS aided BDS ambiguity resolution

720 J. Cheng et al.



fixed was significantly less than the scheme 2. After the first fixer of ambiguity, the
positioning error of scheme 1 is smaller than that of scheme 2. This is due to INS
providing additional positioning information, demonstrating that INS can speed up
the fixing of ambiguity.

4.2.2 Ambiguity Fixed Success Rate of EWL, WL13 and NL12

We choose BDS No. 1 satellite, No. 6 satellite and No. 10 satellite experiment in
accordance with the scheme 3, their EWL, WL13 and NL12 ambiguity fixed success
rate are shown in Fig. 3. The fixed success rate of EWL and WL13 for the three
satellites are above 99%, while NL12 only about 70%. This is because the wavelength
of NL12 is relatively short and the noise is relatively large, and the multipath effect is
serious.

Fig. 2 Positioning error of scheme 2 and scheme 1

Fig. 3 Ambiguity fixed
success rate of EWL,WL13
and NL12
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4.2.3 Accuracy of Float Solution Before and After NL12 Error
Correction

The left and right figures of Fig. 4 are the ambiguity float solution of BDS
No. 6 satellite conducted according to Scheme 3 and Scheme 2, after the systematic
error correction, float solution accuracy improved significantly.

5 Conclusion

We investigated noise characteristics of BDS observations during dynamic posi-
tioning in the complex environment, and take into account the need of fast and
reliably ambiguity fixing. The high-quality positioning information of INS is used
to assist in fixing the ambiguity, the experimental results show that INS can indeed
reduce the first fixing time. Then the systematic error obtained by the EMD
decomposition are used to correct the float solution of narrow lane to improve the
accuracy and help to fix the narrow lane ambiguity reliably. The experimental
results show that the float solution accuracy is significantly improved.
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Floor Recognition Based on SVM
for WiFi Indoor Positioning

Shuai Zhang, Jiming Guo, Wei Wang and Jiyuan Hu

Abstract With the rapid development and popularization of WiFi technology,
indoor positioning technology based on WiFi has become a research hot spot. At
present, a variety of complex structures come into being along with the gradual
improvement of people’s living standards. The two-dimensional positioning of the
room has been unable to meet people’s needs. In this paper, a method of WiFi
indoor positioning for floor recognition based on SVM (support vector machine)
classification is proposed. Due to the obvious change during the WiFi signal
through the wall or floor, floor identification is realized quickly and accurately by
using SVM. We collect the RSS data of each floor with smart phone, and utilize the
10-fold cross-validation method to train classifier model and evaluate classification
accuracy. The experimental results show that the high accuracy of floor discrimi-
nation, and the 99.09% floor recognition accuracy can be obtained.

Keywords WiFi � RSS � Floor recognition � Support vector machine
Indoor positioning

1 Introduction

With the scientific development and the improvement of people’s living standards,
the demand for LBS (location based services) is increased. Accuracy of positioning
using GPS (global positioning system) has been able to meet the need of people in
outdoor environment currently, but weak GPS signal can not penetrate buildings
well for localization in the indoor environment. GPS is not available in indoor
environment. With the rapid development of wireless network technology and the
popularity of WLAN (wireless local area networks), the indoor positioning tech-
nology based on WiFi has become a hot topic of research [1–3].

S. Zhang (&) � J. Guo � W. Wang � J. Hu
School of Geodesy and Geomatics, Wuhan University, Wuhan, China
e-mail: 2016102140015@whu.edu.cn

© Springer Nature Singapore Pte Ltd. 2018
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2018
Proceedings, Lecture Notes in Electrical Engineering 499,
https://doi.org/10.1007/978-981-13-0029-5_61

725

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0029-5_61&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0029-5_61&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0029-5_61&amp;domain=pdf


At present, the structure of the city is complex and the structure of the floor is
varied. People can not easily find their location in a complex indoor environment.
Simple two-dimensional location can no longer meet people’s needs. People are
more interested in three-dimensional location. Floor recognition plays an important
role in indoor positioning. On the basis of the known plane position, if we recognize
the floor, the indoor location can be extended from two dimensions to three
dimensions.

The built-in barometer of a smart phone can identify the floor, but the indoor
environment is volatile. The indoor environment is closed relative to outdoor
environment. Especially in winter, the air conditioners increase temperature of
indoor environment. Which causes the change of air pressure in the environment of
closed doors and windows [4]. In addition, flow of air has a certain influence on the
atmospheric pressure. So the barometer is not very good at recognizing the floor.

For this demand, Li et al. [5] presented a method of identifying the floor of the
building, which based on WiFi RSSI (received signal strength indication). The
method first records all APs (access points) belonging to floor. By statistics of the
number of AP greater than the threshold of RSSI in each floor, if the number of AP
is the most in same floor, the floor is defined as the current floor. The location
method reduces computation, but when AP number of mark up reduce or AP move
to other floors, which will have an impact on the results.

Additionally, WiFi fingerprints can also be used to identify the floors. This way
of floor discrimination based on WiFi fingerprints is to scan all the fingerprint points
and calculate the Euclidean distance from test points to all fingerprint points. The
floor of minimum distance of fingerprint as the floor of test point, but the method of
using WiFi fingerprint to identify the floors is a lot of time-consuming. In order to
resolve this problem, Deng et al. [6] proposed a method based on K-means algo-
rithm for identification of the floor. This method uses spatial clustering algorithm,
greatly reduces the computation time. But this method needs to determine the
number of clustering K in advance. The value of k has a great influence for the
positioning accuracy. The method of fingerprint point is still laborious.

SVM is a better classification method in pattern recognition. The support vector
machine has the characteristics of high classification precision and robust to noise.
Tran et al. [7] used support vector machine to recognize the pattern of pedestrians;
Zhang et al. [8] identified the movement patterns of the old people in a particular
group.

In this paper, SVM is applied to floor discrimination. According to the difference
of WiFi signal strength between floors, a floor recognition method based on SVM
classification is proposed. In this method, the SVM classification algorithm costs
less time, gets higher accuracy, which reaches the 99.09% about the floor recog-
nition. The method only need to collect a certain amount of AP RSSI value each
floor.
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2 The Principles of SVM

This chapter mainly discusses the principles of SVM and the process of establishing
classifier model. To establish a classifier, we need to consider the linear selection of
kernel function of classifier, and cost factor selection of SVM. The cost factor
directly affects the classification result. In the process of establishing the classifier,
we use the 10-fold cross-validation method. The method is a general method which
can train the classifier well. Finally, the classification effect of SVM is evaluated by
F1 indication.

2.1 Linear SVM Principle

SVM is a popular model of two classes classifier. The model is defined as the linear
classifier with the largest interval in the feature space [9]. The support vector
machine contains the kernel function. This paper utilizes the linear kernel function
to support vector machine classification. The specific principle is as follows:

There is a series of training data ~x1; y1ð Þ; ~x2; y2ð Þ; . . .; ~xn; ynð Þ, yi i ¼ 1; 2; . . .nð Þ
equal to 1 or −1 to represent different categories. ~xi is a vector making up of
different features. There are a lot of hyper planes to separate the two types of sample
data. In Fig. 1, the pentagram and the circular scatter plot represent two kinds of
sample data respectively. Line B and line C are hyper planes, but the maximum gap
of the hyper plane is only one, namely optimal hyper plane. SVM uses the maxi-
mum distance to find an optimal hyper plane f xið Þ ¼ ~w �~xi þ b. Line C is the best
hyper plane in Fig. 1, line A and line D are the extreme hyper plane, line E is the
largest hyper plane interval.

Fig. 1 SVM classification
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In the SVM classification method, the maximum geometric interval of the two
classes can be weighed by two times of the reciprocal of ~wj jj j. The greater interval
the smaller ~wj jj j. In order to avoid the data falling into the interval region, an
additional constraint is added as (1).

yi ¼ 1 : ~w �~xi þ b� 1

yi ¼ �1 : ~w �~xi þ b� 1 ð1Þ

Combining Eqs. (1) and (2) can be obtained:

1� yi � ~w �~xi þ bð Þ� 0 ð2Þ

To avoid the data points falling into the interval region, we ignore a number of
data with relatively large deviations. So we consider the loss function as (3):

Xn

i¼1

max 0; 1� yi � ~w �~xi þ bð Þð Þ ð3Þ

Taking into account the hyper plane interval and loss function, we minimize the
Eq. (4), and C is a cost parameter:

1
2

~wj jj j2 þC
Xn

i¼1

max 0; 1� yi � ~w �~xi þ bð Þð Þ ð4Þ

After the minimization formula (5), the sum of the ~w and b values can be
obtained and the (5) can be used for classification.

sgn ~w �~xi þ bð Þ; sgn xð Þ ¼
�1 : x\0
0 : x ¼ 0
1 : x[ 0

8
<

: ð5Þ

2.2 Cost Selection

In the process of finding line E above, there are some discrete points inevitably
which have large deviations. If all the sample points are separated these discrete
points largely determine the objective function which is Eq. (2). So that if a discrete
sample point is wrong, losses of the objective function will be very heavy. We
introduce a cost factor to decide the importance of discrete points. We set a cost
factor value before classification. Then we use the test data to examine the result
which is good or bad. If the effect of classification is not good, we can get another
classifier by changing the value of cost factor C until the best classification results
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are obtained. The selected process of C value is a process of parameter optimiza-
tion. After repeated tests, the C value in this paper is 0.01, which makes the floor
Recognition with the highest accuracy.

2.3 K-Fold Cross-Validation

When training linear SVM model, the training data needs to be divided into two
parts: a training set and an evaluation set. The training set is used to train the linear
SVM model, and the evaluation set is used to evaluate the quality of the model. It is
impossible to make full use of the existing data by simply dividing all the training
data into two subsets. Therefore, the k-fold Cross-validation is used in the data
division. It is a method which used to prevent the over fitting of the model when the
model is too complex. In the k-fold cross-validation, the training data is randomly
divided into k parts, k − 1 is used as the training set, and the remaining 1 part is
used as evaluation sets. So after the K cycles, all the data has been used as an
evaluation set. We can gain the average of K results. This paper uses the 10-fold
cross-validation method.

2.4 Evaluation of SVM Classification Results

We usually use test data to evaluation the classifier model. There are many criteria
for evaluation of classification, such as precision, the recall and the accuracy. But
sometimes the precision and recall will appear contradictory, we adopt compre-
hensive evaluation. Index F1 is often used. When the formula (6) parameter a = 1,
we can get F1, that is the precision and recall of the harmonic mean. Table 1 is the
confusion matrix of samples A and B.

In the table:

TP: the class A is predicted to be class A.
FN: the class A is predicted to be class B.
FP: the class B is predicted to be class A.
TN: the class B is predicted to be class B.

F ¼ ða2 þ 1ÞP � R
a2ðPþRÞ ð6Þ

Table 1 The confusion
matrix of A and B

Observation Prediction

A B

A TP FN

B FP TN
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Using the confusion matrix of the sample, the indications are as follows:

precision ¼ TP= TPþFPð Þ
recall ¼ TP= TPþFNð Þ

F1 ¼ 2 � P � Rð Þ= P + Rð Þ
accuracy ¼ TPþ TNð Þ= TPþ TNþFPþFNð Þ

3 Analyses of WiFi Signal Characteristics

In order to use the WiFi signal for the right floor recognition, we first need to
understand the characteristics of WiFi signal. In the experiment we find the WiFi
signal fluctuates with multi-path. With the change of distance, WiFi signal grad-
ually decays. The body’s block influence WiFi signal strength, and the strength of
WiFi signal will be weakened when it goes through the wall. We can better use the
WiFi signal for floor identification through the experiment.

3.1 Description of WiFi Signal Fluctuation

In order to verify the WiFi signal fluctuation, We set up an AP in the laboratory.
The phone is three meters away from the AP. We collect eight minutes of data, and
get an RSS data in a second. In Fig. 2, It can be seen that the range of the signal
fluctuation is about 10 dBm. So we need to take a period of time on a collection
point to ensure that the signal is closer to the truth.

Fig. 2 The change of WiFi
signal with the time in
constant position
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3.2 The Influence of the Body Block for WiFi Signal

The experiment was carried out in a 50 m2 room. We kept the same position at a
collection point. The RSS was received in different directions from same AP. The
direction was divided into back to AP direction, direction to AP and side to AP
direction. The RSS was collected in each direction for 5 min, and the histogram of
the RSS distribution is shown in Fig. 3. Under the body block, the signal attenu-
ation is more serious, the signal fluctuation range is large in the side direction. The
most concentrated RSS in the face of AP direction. Therefore, data is collected in
all directions to ensure that the training samples are more abundant.

3.3 Characteristics of WiFi Signal Through Wall

In order to verify RSS change of the AP through wall, we design two experiments.
One experiment is that we receive signal from outdoor environment to indoor
environment when AP is set outside, and the other is from outdoor environment to
indoor environment when AP is in the laboratory. In Fig. 4, the change of the RSS
is abrupt when people walk into the laboratory or go out of the laboratory. The
biggest change of signal strength is about 30 dBm, and the average change is about
20 dBm. The degree of change can satisfy the identification between floors.

4 Building Process of SVM Classifier Model

The classification process is mainly divided into three steps: data acquisition, data
samples preprocessing, classifier training and testing. The samples need prepro-
cessing for achieve better classification results. In the training phase of the classi-
fier, we put the samples into two parts, the training data (80%) and test data (20%).
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Fig. 3 a Back to AP. b Direction to AP. c Side direction to AP
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In this paper, we select 8 signal features as a sample to train the classifier. Classifier
is evaluated by test data. The detailed process of the establishment of the classifier
is shown in Fig. 5.

5 Experimental Results and Analysis

We collected RSS data from the first floor to the third floor in School Of Geodesy
and Geomatics, Wuhan University. Through data preprocessing and classifier
training, we made an evaluation of the classification results. The recall and preci-
sion of the method were over 99% about floor recognition.
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Fig. 4 First picture shows outdoor environment to indoor environment when AP in outdoors
environment. Second picture shows outdoor environment to indoor environment when AP in
indoor environment

Fig. 5 The process of establishing classifier model
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5.1 Experimental Deployment

The experiment was carried out in the office building of School Of Geodesy and
Geomatics, Wuhan University. The experimental area covered three floors of office
buildings. There were three APs on each of the first floor and third floor. Two APs
were deployed on the second floor. The APs of each floor were basically the same
position. The position of each AP on the third floor is shown in Fig. 6. The position
of red dot represents position of each AP in the figure.

Using MI4 smart phone (Android 4.4 based MIUI6 operation system) collected
data in the corridor, collection position of each floor was basically the same. For
example, collection position on the third floor is shown in Fig. 7, the position of the
red dot represents the position of each AP, and the blue symbol represents the
collection point. The interval between collection points is about 1.2 m along the
corridor direction, and the interval between collection points is about 0.6 m in a
direction perpendicular to corridor. 45 collection points are distributed in the cor-
ridor. Taking into account the body shelter and signal influence, we collect 30 s
data at each point and change one direction in each 10 s. There is a regular col-
lection along the S route from left to right. The mobile phone is placed horizontally
when the data is collected. This method of collection makes the training samples as
rich as possible.

In this experiment, we collect RSS among three floors for half an hour on each
floor. One sample contains signal features of 8 APs, 1645 samples are collected

Fig. 6 AP distribution on the third floor

Fig. 7 Fingerprint
distribution on the third floor

Floor Recognition Based on SVM … 733



from the first floor, 1675 samples from second floor and 1679 samples from three
floor. 4999 samples are collected in total. The number of samples on each floor is as
consistent as possible to ensure the reliability of the classification.

5.2 Data Preprocessing

RSS of the AP may not be collected at a certain moment due to the environmental
instability. In order to ensure the number of features of each sample, RSS at a time
when the signal can not be received is replaced by a default value of the −95 dBm.

5.3 Data Processing and Accuracy Evaluation

Figure 8 shows the curve of the correct rate of training and cross-validation. The
two curves converge to about 98.6% with the increase of the training samples. The
stable classification results can be obtained at the point of convergence, which can
be used to identify the floors well. As shown in the figure, the curve begins the
convergence when the number of samples reaches 1500. The speed of convergence
is fast. We take less time to identify the floor than other methods of identification
floor.

By testing the classifier model with the test data, we get the confusion matrix of
Table 2. In Table 2, there is a very little difference between the observation class
and the predicted class. That shows that the predicted effect is good. The recall and
precision are over 99% about floor recognition, and the lowest value of F1 reaches
98.67%. Results of evaluation indication show that the method of SVM classifi-
cation using WiFi signal can achieve the desired effect for the floor recognition.

Fig. 8 The curves about the
process of learning
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6 Conclusions

In this paper, a method of floor identification with WiFi signal strength is imple-
mented based on SVM classification. We use mobile phone to collect WiFi signal.
According to the difference of WiFi signal strength between floors, we utilize the
linear kernel function for support vector machine classification. The paper uses the
10-fold cross-validation method to train classifier model and evaluate classification
accuracy. In this method, the SVM classification algorithm costs less time and gets
higher accuracy. The method has a very good result for floor identification. The
recall and precision are over 99% about floor recognition, the lowest value of F1
reaches about 98.7%. Floor recognition accuracy is 99.09% as a whole. But there is
some space to improve, floor discrimination can be combined with the barometer to
further improve the accuracy of floor identification.
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Accuracy Analysis of Spaceborne
Heterologous Multi-view Stereo
Positioning with SAR Image Substitute
of CCD Image

Ying-ying Li, Hao Wu, En Long, Xueli Chang and Zhixin Li

Abstract Data source access conditions of traditional homologous CCD stereo are
very harsh. With the greatly improvement of spaceborne SAR image resolution, in
particular its all-time all-weather observation capability and height sensitive
side-view feature, SAR has become an effective complement to optical remote
sensing, thereby which greatly increase the possibility of stereo conformation. And
heterologous stereo precision is expected to reach or exceed the homologous optical
stereo. However, because its data source is not uniform and precision factors are
multiple, a comprehensive error analysis law should be put forward to support if the
heterologous stereoscopic would be put into application. But current studies could
not present clear conclusion. In this article, first the equivalent relationship between
SAR strict geometry model and the rational polynomial model (RPC) is derived.
Through the whole link error propagation modeling, we simulate and evaluate the
quantitative relationship between the positioning accuracy and influencing factors
such as the source image angle, corresponding points matching accuracy. Then the
theoretical accuracy and superiority achieved by heterogeneous stereoscopic can be
analyzed. In-orbit data tests are conducted to fully verify our theory correctness, and
the error rules under different data combinations are detailed analyzed, which will
provide a reliable basis for the heterologous practical applications.
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1 Introduction

With the breakthrough of key measurement technologies such as positioning,
navigation, attitude and time in the high-resolution earth observation satellite
platform, the stereo positioning has become an important development trend in the
field of remote sensing. Currently, a large number of high-resolution satellites in
orbit can acquire massive repeatedly shot images of the global area in a short time.
However, the stereo positioning potential of heterologous remote sensors is far from
being fully developed. The joint processing of homologous data is still the main
method to produce DEM (see [1–3]). However, these data acquisition conditions
are very harsh and costly such as three-line stereo camera and InSAR, which make
it difficult to be effectively applied in a wide range.

CCD cameras and SAR loads have become the mainstream remote sensors. Both
of them have own advantages and disadvantages: CCD has high signal-to-noise
ratio but limited stereo effects; SAR can work all-weather and all-day, and its
unique side-view feature make it sensitive to height information. Especially with
SAR image resolution significantly increased, SAR can well complement the
optical remote sensing to achieve the auxiliary positioning purpose. The combi-
nation of SAR and CCD images for stereo positioning can make full use of two
different imaging methods to achieve CCD high-plane positioning accuracy and
SAR richness information. And compared with two-view stereo, multi-view has
better stereo observation structure, which greatly enhances its stereo-imaging
possibility. Therefore, in the previous study [4, 5], we have established a set of
heterogenous multi-view stereo positioning scheme. By combining multiple CCDs
and SARs with completely different imaging mechanisms, and any number of
scales with overlapping regions, SAR remote sensing images into a unified
three-dimensional processing system, and experiments show that it is expected to
reach the traditional homologous CCD stereo positioning results.

At present, the error analysis theory of homologous optical stereo pair is very
mature, and there are clear conclusions for the choice of image source, location
accuracy and so on to guide the engineering application. However, the side-view
imaging mechanism of SAR images is completely different from that of CCD
images. As a result, the traditional theories of optical three-dimensional error
analysis are completely unsuitable for heterogenous stereo. Therefore, the analysis
of all-link error propagation must be conducted to quantitatively describe the
relationship between the heterogeneous stereo accuracy and all possible influencing
factors in order to provide a reliable theoretical basis for the practical application.

For example, how to make the choice of most contribution to the positioning
accuracy in a large amount of data with different shooting angles, precision levels
and load types, etc. The answer of these problems must be clear, cannot be blindly.
However, there are few researches on stereotactic localization using active and
passive remote sensing (see [6–9]), which are limited to a small amount of test data
without error theory analysis, and image selection is completely random. The lit-
erature on SAR location errors is also mainly focused on the evaluation of plane

738 Y. Li et al.



positioning accuracy and the equivalence with optical geometric models [10–12].
There is no relevant research about the law of heterogenous positioning errors.

Based on this, this paper starts with deducing the equivalence relation between
SAR geometric model and rational polynomial model (RPC), and obtains the
correspondence between the real side view angle of SAR and the incident angle of
equivalent RPC. Then all-link error propagation modeling is set up to simulate and
evaluate the quantitative relationship between the positioning accuracy and the
influencing factors such as the image source angle, the tie-points matching accu-
racy, etc. We analyze the theoretical accuracy and superiority that can be achieved
by the heterogenous stereo, and deduces a set of explicit data selection strategies,
that is how to select effective data among a large number of images repeated
shooting in the same region so as to maximize the final target area positioning
accuracy. The correctness of the upper theoretical analysis is fully verified with a
number of on-orbit data, and the error law under different data combinations has
been detailed analyzed. All of these provide a reliable basis for practical applica-
tions of heterogeneous multi-view stereoscopic.

2 Derivation of RPC Equivalent Incident Angle of SAR

In our previous literature [4], we gave a detailed principle of stereo localization
based on heterogeneous multi-view images of CCD and SAR. The brief intro-
duction is as follows:① Compensate the systematic errors of tight geometric model
by means of calibration and other means. The high-precision internal and external
orientation elements of CCD image are calibrated by use of calibration field.
The SAR image delay system error is calibrated by use of external calibration
equipment (such as corner reflectors); ② Using the general advantage of RFM
model, the CCD and SAR image geometric models with completely different
imaging mechanism are unified to be equivalent, which can facilitate the con-
struction of any homologous or heterologous, two-view or multi-view stereoscopic
positioning model, reduce the computational complexity and overcome the problem
of non-convergence iteration; ③ Using the RFM stereo adjustment method based
on the image compensation, through the connection point constraints of images and
a certain number of control points, we can establish the image plane affine trans-
formation model to correct the systematic errors to further improve the RFM
positioning accuracy. Then a more accurate three-dimensional model can be
established only using a small number of control points even without control. ④
Based on the affine transformation parameters and the RPC parameters of each
image, we can obtain tie-point coordinates using the point match method and finally
determine the space coordinates of the corresponding ground points through front
intersection step.

Heterogeneous multi-view stereo is a scheme which unifies multi-CCD and SAR
images into a three-dimensional processing. If still based on the respective imaging
geometry models of these images, The condition of multi-image input will bring out
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a series of problems such as the tie point matching, heterogenous stereo model
building and so on. Therefore, it is the premise of the subsequent multi-view
processing that all input image source should be unified into an equivalent mod-
eling. RPC model is a very good fit of the geometric model which has a common
advantage for multi-source image processing. It has been known that the CCD
observation angle is basically coincident with its equivalent RPC light. If the
relation between the SAR side view angle and its equivalent RPC light can be
deduced, the error conclusion of the traditional optical stereo can be completely
applied for heterogenous stereo.

Qin et al. [13] and Zhang Guo et al. [14] have analyzed in detail the accuracy of
the RPC model to replace the space-borne SAR tight geometric imaging model with
better than one-thousandth pixel, that is, the RPC model is in principle equivalent to
the SAR geometric equation. No longer go into details here. The following is the
derivation of the RPC equivalent incident angle for SAR. RPC essentially repre-
sents a ray of light. The basic step of solving the problem is that, based on the
rigorous imaging model the projection ground coordinates on multiple elevation
planes of any image point on the regular grid are computed; And fits the lines from
the ground coordinates to their image coordinates to be the RPC beam pointing.
Specifically, a point P, its height is h, its image coordinate is x2. The satellite height
is H, mx is the distance resolution, R0 is the near range slope distance. The geo-
metric equation of point P is R0 þ x2mxð Þ2¼ XP � XSð Þ2 þ H � hð Þ2 the upper and
lower elevation planes are uniformly layered by the interval Dl in the elevation
direction. Let H-h be L, let the SAR load as the arc center and the distance
R0 þ x2mx as the arc radius. Then the intersection points P1 and P2 between this arc
and the upper and lower elevation surface are the projection points on the elevation
surface of the same name of the P-like point. Both satisfy the geometric formula

R0 þ x2mxð Þ2¼ XP1 � XSð Þ2 þ L� Dlð Þ2

R0 þ x2mxð Þ2¼ XP2 � XSð Þ2 þ LþDlð Þ2
(

)
XP1 ¼ XS þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R0 þ x2mxð Þ2� L� Dlð Þ2

q
XP2 ¼ XS þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R0 þ x2mxð Þ2� LþDlð Þ2

q
8><
>: ð2:1Þ

Connect P1 and P2, the connection inclination is approximately equivalent to the
beam pointing by RPC

tan c ¼ XP1 � XP2j j
2Dl

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R0 þ x2mxð Þ2� L� Dlð Þ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R0 þ x2mxð Þ2� LþDlð Þ2

q
2Dl

ð2:2Þ

Generally the SAR satellite height is very large relative to the image width, that
is, the slope range at the ground point P is R0 þ x2mx � L= tan b, b is the SAR side
view angle. Equation (2.2) becomes
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tan c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L= tan bð Þ2� L� Dlð Þ2

q
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
L= tan bð Þ2� LþDlð Þ2

q
2Dl

ð2:3Þ

According to Eq. (2.3), draw the relationship between c and b with Fig. 1,
concluding that “the SAR equivalent incident angle of RPC is perpendicular to its
side view angle”, that is c � p=2� b, the data test result of Sect. 4 will also prove
this. This is different from CCD because the equivalent perspective of RPC is same
as its roll angle. According to the RPC equivalent incident angle of SAR, the
equivalent stereo intersection angle of heterologous images can be calculated which
can directly determine the elevation accuracy of stereo positioning. The intersection
angle is suitable and the elevation accuracy is higher. Therefore, this conclusion is
very important for the image source selection and the location accuracy prediction
with SAR participation in stereo positioning.

3 Theoretical Derivation of Heterogeneous Stereo
Positioning Error

3.1 Error Characteristic Modeling

The rigorous imaging geometric models of SAR and CCD are non-linear analytic
and cannot be directly solved for positions and errors. Without loss of generality, a
simplified plane coordinate system XOZ is established as shown in Fig. 2, and the

Fig. 1 The relationship between the side view angle of SAR and its equivalent RPC beam angle
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Y-direction components are all regarded as 0, and the subsequent analysis is con-
ducted in this plane. Set a point P XP; 0; hð Þ on the ground level with elevation h. Its
coordinate on the SAR slant image is x2 and its coordinate on the center projection
CCD image with the focal length f is x1. In order to simplify the calculation,
assuming that the height of both the SAR satellite and the CCD satellite are H. The
left-hand side of the CCD satellite orbit shows the ground point P at a angle while
the SAR satellite observes the b-angle at the side. The CCD position is 0; 0;Hð Þ and
the SAR position is XS; 0;Hð Þ. Neglecting the influence of satellite’s own attitude
changes such as pitch and yaw on the imaging geometry, the tight collinear
equation of CCD becomes

x1 ¼ �f
cos aXP þ sin aðh� HÞ
� sin aXP þ cos aðh� HÞ ) XP ¼ x1 cos aþ f sin a

x1 sin a� f cos a
ðh� HÞ ð3:1Þ

The SAR Range-Doppler model becomes
RP þ x2mxð Þ2¼ H= cos bþ x2mxð Þ2¼ XP � XSð Þ2 þ h� Hð Þ2. When the SAR and
CCD locate at different sides of the ground point, we can derive

XP ¼ XS �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H= cos bþ x2mxð Þ2� h� Hð Þ2

q
ð3:2Þ

Equations (3.1) and (3.2) can be derived as

XS �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
H= cos bþ x2mxð Þ2� h� Hð Þ2

q
¼ x1 cos aþ f sin a

x1 sin a� f cos a
ðh� HÞ ð3:3Þ

Then
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x21 þ f 2

x1 sin a� f cos að Þ2 h� Hð Þ2�2XS
x1 cos aþ f sin a
x1 sin a� f cos a

ðh� HÞþX2
S

� H= cos bþ x2mxð Þ2
¼ 0 ð3:4Þ

The solution obtained is

h� H ¼

XS x1 cos aþ f sin að Þ x1 sin a� f cos að Þ � x1 sin a� f cos að Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
S x1 cos aþ f sin að Þ2� x21 þ f 2

� �
X2
S � H= cos bþ x2mxð Þ2

� �r
x21 þ f 2

ð3:5Þ

We substitute the in-orbit data into the upper equation and conclude that it is
significant to take this formula sign plus.

The effective range of SAR view area is generally 10–20 km, while the satellite
altitude is generally above 500 km. According to that the view angle of SAR is
generally 20°–60°, the distance between its near-range point and its subsatellite
point is at least 180 km or more. So the width can be neglected and XS can be
approximated as

XS � XP þH tan b ¼ x1 cos aþ f sin a
f cos a� x1 sin a

HþH tan b ð3:6Þ

For the satellite objects pre-designated to be involved in stereo, all the param-
eters f ; a; b;mx;XS in Eq. (3.5) are known parameters. For any point, the accuracy
of h is mainly determined by the matching error of the tie-points x1 and x2. If the
coordinates of x1 and x2 are accurate, the calculated h is the true target height.
Usually x1 and x2 have a number of pixel errors. According to the law of error
propagation, the elevation error is given by

m2
h ¼ @h=@x1ð Þ2m2

x1 þ @h=@x2ð Þ2m2
x2 ð3:7Þ

Compute the partial derivative of x2 from (3.5), the elevation error component
obtained by SAR image matching error is

@h
@x2

¼ x1 sin a� f cos að Þ H= cos bþ x2mxð Þmxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
S x1 cos aþ f sin að Þ2� x21 þ f 2

� �
X2
S � H= cos bþ x2mxð Þ2

� �r ð3:8Þ

Compute the partial derivative of x1 and the elevation error component obtained
by CCD image matching error is
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@h
@x1

¼

x21þf 2
� ��

XS x1sin2a�f cos2að Þþ

X2
S x1sin2a�f cos2að Þ x1cosaþf sinað Þ�

2x21sinaþf 2sina�fx1cosa
� �

X2
S� H=cosbþx2mxð Þ2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
S x1cosaþf sinað Þ2� x21þf 2

� �
X2
S� H=cosbþx2mxð Þ2

� �r

0
BBBBBB@

1
CCCCCCA

0
BBBBBBBBB@

1
CCCCCCCCCA
�

2x1�
XS x1cosaþf sinað Þ x1sina�f cosað Þþðx1sina�f cosaÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X2
S x1cosaþf sinað Þ2� x21þf 2

� �
X2
S� H=cosbþx2mxð Þ2

� �r
0
BB@

1
CCA

x21þf 2
� �2

ð3:9Þ

Substituting (3.6) into (3.2) to get the target point plane coordinate XP expression

XP ¼

XS x1 cos aþ f sin að Þ2 þ x1 cos aþ f sin að Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
S x1 cos aþ f sin að Þ2� x21 þ f 2

� �
X2
S � H= cos bþ x2mxð Þ2

� �r
x21 þ f 2
� � ð3:10Þ

Similarly we see that the plane error is

m2
Xp ¼ @XP=@x1ð Þ2m2

x1 þ @XP=@x2ð Þ2m2
x2 ð3:11Þ

Compute the partial derivatives of x1 and x2, we can obtain

@XP

@x2
¼ x1 cos aþ f sin að Þ H= cos bþ x2mxð Þmxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

X2
S x1 cos aþ f sin að Þ2� x21 þ f 2

� �
X2
S � H= cos bþ x2mxð Þ2

� �r ð3:12Þ

@XP

@x1
¼

x21 þ f 2
� � �

2XS x1 cos aþ f sin að Þ cos a

þ

2 cos aX2
S x1 cos aþ f sin að Þ2�

x21þ f 2þ x21 cos aþ x1f sin a
� �

X2
S � H= cosbþ x2mxð Þ2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
S x1 cos aþ f sin að Þ2� x21 þ f 2

� �
X2
S � H= cos bþ x2mxð Þ2

� �r

0
BBBBBBBBB@

1
CCCCCCCCCA

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA
�

2x1

XS x1 cos aþ f sin að Þ2 þ x1 cos aþ f sin að Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
S x1 cos aþ f sin að Þ2� x21þ f 2

� �
X2
S � H= cos bþ x2mxð Þ2

� �r
0
BB@

1
CCA

x21 þ f 2
� �2

ð3:13Þ
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3.2 Intersection Angle of the Image Source

Figure 3a draws the curve of elevation error component with b when a = 5°, 30°,
Dx1 = 1 pixel. When SAR and CCD are at the same side of ground point, b is
negative, and b is positive at the opposite side. The minimum value appears at
b = 0°, which does not exist. Usually, b is valid in the range of 20° to 60°. That is
to say, if only the CCD matching error is taken into consideration, SAR image with
small incidence angle can contribute more stereo accuracy. In fact, SAR image with
small incidence angle has poor range resolution, which affects the matching
accuracy and leads to larger Dx2, resulting in larger elevation error. Therefore, there
is a balance between the two. Figure 3b plots the elevation error component of
Dx2 = 1 pixel as a function of b. When the SAR view angle is perpendicular to the
CCD, the elevation error caused by the SAR matching error is the largest. When the
SAR view angle coincides with the CCD, the elevation error caused by the SAR
matching error is the smallest. For example, when a = 30, the SAR image with 30°
incidence angle can contribute the best stereo accuracy.

The above conclusions are derived from the error propagation model of the
rigorous geometric model, which is consistent with the conclusion in Sect. 2. When
the SAR side view coincides with the CCD light, the equivalent RPC angle of the
SAR is perpendicular to the CCD light. Then the equivalent stereo intersection
angle at the target point achieves 90°. According to the traditional stereo image
theory, the elevation error become minimum. On the contrary, the error become
greater when the SAR and CCD is close to vertical.

Figure 3c, d plot the plane error component as a function of b when Dx1 and
Dx2 are both 1 pixel respectively. Compared with the elevation error, the same
matching error brings less plane error. When the CCD is vertical to the SAR
incident angle, the plane error becomes maximum. If the CCD load is fixed in the
opposite side, the plane error varies smoothly with different b. Especially smaller
the CCD side angle is which means close to the down view, smaller the plane error
will be affected by SAR. This will be verified in the following data experiment
section.
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Fig. 3 Elevation error and plane error vary with the image source intersection angle
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3.3 The Tie Point Matching Error

The essence of the human eye is the presence of left and right parallax, so the
measurement accuracy of the tie point do great impact on the stereo elevation
accuracy, which need to be considered. The Fig. 4 shows that the CCD scroll angle a
is fixed at 10°, under different SAR side-views b, Dh varies with the CCD match
point error Dx1 and the SAR match point error Dx2. We can draw a few conclusions:

① The elevation error increases with the increase of the matching error of the tie
point;② The elevation error brought by Dx2 is larger than that by Dx1, as shown in
the figure when b = −45°, Dx2 = 2 when Dh = 5 m, Dx1 = 2 when Dh � 2 m, so it
is very important to improve the SAR image matching accuracy; ③ For Dx1, the-
oretically when b = 0° the error brought by the same Dx1 is smallest, The bigger the |
b |, the larger the error caused by the same Dx1. In addition, Dh > 0 when the SAR
and the CCD are on the same side, that is, the existence of Dx1 makes the calculated
elevation larger than the true elevation. And the calculated elevation is smaller when
the SAR and the CCD are on the different side;④ ForDx2, the larger the intersection
angle between SAR and CCD is, the smaller the equivalent intersection angle is, and
the bigger Dh is caused by the same Dx2; on the contrary, the smaller the intersection
angle is, the smaller Dh caused by Dx2; in addition, in any case Dh < 0, that is, the
existence of Dx2 makes the calculated elevation smaller than the true elevation.

4 Heterologous Stereo Experiment with Multi-resolution
Complex Combination

We currently have 1: 10000 and 1: 2000 DOM and DEM high precision reference
data of Dengfeng area in Henan province. The main landform categories within the
region are complete such as mountain, hills, plains, lakes and so on. We collected

-4 -2 0 2 4-10 -8 -6 6 8 10 -4 -2 0 2 4-10 -8 -6 6 8 10
-25

-20

-15

-10

-5

0

5

10

15

-25

-20

-15

-10

-5

0

5

10

15

Fig. 4 The elevation error changes with the tie point matching error
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multi-view CCD and SAR images within the scope of the reference data for
heterogenous stereo positioning. The accuracy evaluation includes the plane errors
in the X and Y directions and the elevation error. The basic parameters of the
images are as follows. In order to compare the homology and heterologous
multi-view test results on the same baseline, the comparative test of the group A
and group B use the same points including the connection points, control points,
check points.

Homology and heterologous stereo tests were first performed based on image
group A. Four connection points were fixed, the number of control points and
checkpoints is 15. The test using four control point distribution program, the
remaining 11 points are used as checkpoints. We can summarize a few rules from
the test results as the Fig. 5:

(1) Since the CCD satellites are all along descend track, the angle of the images
captured by the same target repeatedly is very limited. For example, the angle
between the two CCDs in the group A is only 4.28°. The stereo condition is
poor and the elevation error is very large. The plane error can be well elimi-
nated after 4-point control, but the elevation error does not improve. It proves
that adding more control points does not help the elevation error if the stereo
condition is not good.

(2) After adding the SAR image, their track and the viewing angles are greatly
different. The equivalent stereo intersection angle increases from 4° to 51°,
providing good stereo observation conditions. The elevation error is reduced
from 29.017 to 3.039 m. It is proved that the SAR image contributes a great
deal to the stereo localization. In addition, the plane positioning accuracy of
three-view combination is the highest, reaching 1.802 m, to prove that the more
the number of overlapping images, the higher the reliability of the adjustment
results.

(3) Under the 4-point control scheme, by solving the parameters of the affine
transformation model, the translation error due to the position and attitude of
the sensor, the rotation and the proportional error caused by the spaceborne
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Fig. 5 Plane and elevation error of group A in 4-point control condition
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GPS and the inertial navigation system are absorbed. The plane and elevation
error can reach 1.802 and 3.039 m, respectively, which can fully meet the
1:50000 topographic map stereo measurement requirements.

The more complex multi-resolution combined stereoscopic accuracy is further
verified. Five images including CCD (0.8 m), CCD (1 m), SAR (3 m) are chosen as
Group B in Table 1. Figure 6 shows the relative position of these images. Figure 7
shows the relative position of the satellite camera and the target image at the time
when the five images are captured in a Cartesian coordinate system. The angle is from
north to south. The solid lines of different colors are the real incidence angles of each
image, and the dotted lines represent the equivalent perspective angle calculated from
their RPC coefficients. It can be seen that the images 4, 5, and 6 are CCD images, and
the roll angles are basically the same as the equivalent RPC angles. The images 7 and
8 are SAR images, and the roll angles and the equivalent RPC angles are substantially
perpendicular, which is completely consistent with the theoretical derivation in the
subsection “The RPC equivalent incident angle of SAR is perpendicular to its lateral
viewing angle”, and further proves the correctness of this conclusion.

Table 1 Basic parameters of the satellite images participating in the test

Group Image Load
type

Acquisition
time

Ascend or descend track/side view angle

Group A 1 CCD 2012-10 Descend track/left side view 6.75

2 CCD 2013-03 Descend track/left side view 2.47

3 SAR 2011-11 Ascend track/right side view 36.41

Group B 4 CCD 2014-12 Descend track/left side view 6.07

5 CCD 2015-04 Descend track/left side view 28.17

6 CCD 2015-01 Descend track/right side view 2.74

7 SAR 2015-01 Ascend track/right side view 37.57

8 SAR 2015-01 Descend track/right side view 35.97

Fig. 6 The relative position of the images in group B
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Table 2 shows the contrasts of the plane error and the elevation error for several
typical combinations of 3-point control deployment. The heterogeneous stereo
localization of this paper is that the heterogeneous SAR and CCD are transformed
into the RFM model for stereo adjustment. The “equivalent stereo intersection
angle” in Table 2 refers to the real intersection angle calculated using its RPC
parameters after the relative orientation of all the images involved, in order to more
clearly see the law. Summarize the rules as follows:

(1) The heterogenous stereo is the same as the homogenous stereo that the error
decreases with the increase of the equivalent stereo intersection angle.

(2) The CCD is the central projection conformation, so its viewing angle is limited
and the stereo effect is relatively insignificant. While the SAR side-view imaging
mechanism makes that the larger the viewing angle, the higher the resolution.
Large viewing angle itself is helpful to the stereo. For example, after adding
SAR in group B2 and B8, the equivalent intersection angle increased from 25° to
46° and the elevation error decreased from 3.4 to 2.5 m. It embodies the
heterologous advantage of adding SAR images to stereoscopic image sources.

(3) Compare the combination B6-B9, the stereo errors gradually decrease with the
increase of the number of stereo images, which is consistent with the previous
theoretical analysis and shows the advantages of multi-sources, even though the
maximum intersection angle does not increase.

(4) Due to space limitations, this article does not list the single CCD and SAR
image geometric accuracy. The experiment found that due to the limitations of
platform design and imaging mechanism, the geometric accuracy of
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Fig. 7 Equivalent RPC incident light perspectives for each image
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single-view SAR is lower than the CCD. As shown in Table 2, the plane
accuracy after stereo positioning is mainly determined by the CCD, which is
consistent with the theoretical analysis in Sect. 3.1.

5 Conclusion

In view of the current lack of in-depth error analysis of the related studies at home
and abroad, completely random choice of experimental images, it is difficult to turn
the heterogeneous stereo positioning into practical. So based on the previously
proposed heterogenous active-passive multi-view stereo positioning scheme, a clear
heterogenous stereo positioning error law is derived from two aspects as error
theory analysis and in-orbit data validation. Finally, the following conclusions are
obtained: Under the premise of certain satellite parameters, the errors of the
heterologous stereo positioning are mainly related to the equivalent stereo inter-
section angle, the matching accuracy of the tie point, the number of participating
images, etc., but are different from the traditional optical stereo error theory, ① The
equivalent RPC angle of SAR is perpendicular to its true side view angle.
Therefore, when the SAR side view angle coincides with the CCD side swing
angle, the equivalent stereo intersection angle reaches 90° and the elevation and

Table 2 The plane error and the elevation error for group B under 3-point control conditions

Group
No.

Image composition Equivalent
maximum
stereo
intersection
angle (°)

Error at the check points (m)

X-direction Y-direction Plane Elevation

B1 Homogenous and
different side 4/6

7.16 1.533 2.179 2.664 18.227

B2 Homogenous and
same side 4/5

25.5 1.962 2.436 3.128 3.311

B3 Homogenous and
different side 5/6

32.6 1.711 3.166 3.598 3.621

B4 Homogenous 4/5/6 32.6 1.518 2.564 2.979 3.445

B5 Heterogenous and
different side 5/8

20.8 5.286 3.020 6.088 5.643

B6 Heterogenous and
different side 4/8

46.3 1.866 1.872 2.643 2.933

B7 Heterogenous and
same side 6/8

53.4 1.682 2.500 3.013 2.945

B8 Heterogenous 4/5/8 46.3 2.207 2.243 3.146 2.569

B9 Heterogenous 4/5/6/
8

53.4 1.595 2.358 2.847 2.416
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plane positioning errors are minimal. On the contrary, when SAR and CCD are
vertical, the equivalent intersection angle is 0 and the error is the largest. ② A
certain matching error has different influence on the positioning error under dif-
ferent intersection angles. While increasing the stereo intersection angle through
image selection, the influence on image resolution and matching error should also
be considered; ③ The larger equivalent stereo intersection angle calculated by all
participating RPC parameters, the better the stereo condition, the smaller the ele-
vation error. Even if the intersection angle does not increase, the positioning error
will reduce as the number of images increases;④The plane positioning accuracy of
the heterologous multi-view stereoscopic is mainly determined by the CCD image,
when the CCD perspective is smaller close to the under view, the plane error less
affected by the SAR image.

The above conclusion provides a reliable basis for the practical application of
heterogeneous multi-view stereo scheme. However, the promotion of heterogenous
stereo positioning technology still need to solve the problem of automation. Among
them, the automatic registration of multi-source remote sensing images is a key.
With the universal advantages of RFM model, we will focus on the research of
high-precision matching among the heterogenous multi-view images based on
geometric constraints, which is a follow-up of a research focus.
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The PDR System Based on Improved
QSF+ Map Matching Algorithm

Wenchao Zhang, Dongyan Wei, Peiwen Gong and Hong Yuan

Abstract The Zero-velocity Update (ZUPT) aided Extended Kalman Filter
(EKF) is commonly used in the classical INS-based PDR system, which can
effectively suppress the error growth of the inertial based pedestrian navigation
systems. However, the system still suffers from the drift of heading error. The
magnetic field is very useful to estimate the heading of the system, but the magnetic
disturbance has a severely effect on the estimation. The Quasi-static magnetic Field
(QSF) method was developed to estimate heading errors using magnetic field in
perturbed environments, but the method may bring extra errors to system as the
high false alarm probability of detecting the quasi-static field. In this paper, the
improved QSF method is proposed to estimate the heading in the perturbed mag-
netic field. Also, the improved QSF method is combined with a compass filter,
which can successfully extract the desired magnetic measurements and feedback
them into the EKF to estimate the heading errors. At last, the iterative 2D map
matching method is proposed to refine the trajectory of the PDR system, which can
effectively suppress the long-term drift errors of the trajectory. The experiment
result shows that the trial trajectory closed error length is 0.109%.

Keywords PDR system � ZUPT-aided EKF � QSF � Compass filter
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1 Introduction

The Global Navigation Satellite System (GNSS) is widely used as a basic method
of pedestrian navigation positioning. However, in urban canyons and indoor
environments, GNSS positioning systems cannot be used due to signal attenuation
and interference. Indoor pedestrian positioning system is an effective means of
indoor positioning, which is a good complement to the GNSS positioning system.
Many scholars have proposed different methods for indoor pedestrian positioning
system. Among these methods, the foot-mounted inertial measurement unit
(IMU) positioning system has wide range of applications [1] because it does not
require installation of infrastructure and can independently implement pedestrian
positioning.

The disadvantage of IMU system is that its error accumulates with time. In
pedestrian locating system, the zero velocity updating (ZUPT) algorithm and the
extended Kalman filter algorithm (EKF) are often used to limit the IMU accumu-
lation error [2]. The principle is that there will be a short zero-speed interval during
the pedestrians gait cycles, in the interval, the position error can be corrected by
using the correlation of velocity and position. However, because of the weak
observability of velocity and attitude, the heading of the system will still diverge
with time, resulting in a large error in the positioning result [3].

Earth’s magnetic field is very useful for estimating the heading of the system, but
the magnetic field disturbance can have a serious impact on the heading estimation
of the pedestrian positioning system. The quasi-static magnetic field (QSF) method
[4] can be used to estimate the heading in the disturbed magnetic field. However,
this method may bring extra error to the system due to the higher probability of false
alarm detection in quasi-static fields.

In this paper, the basic algorithm of pedestrian location mainly refers to the
relevant contents in [2] and [3]. The main contributions of this paper are as follows:
1. An improved QSF algorithm combined with a multi-stage compass filter [5] is
proposed to estimate the heading information in the disturbed magnetic field. 2. An
iterative two-dimensional map matching algorithm is proposed to solve the problem
of heading error caused by the low output frequency of reliable magnetic heading in
disturbed environment. This map matching algorithm can ensure the reliability of
the pedestrian positioning result. 3. A complete PDR positioning system is
designed, and the positioning performance of the system has been verified by the
experiments.

2 Overview Scheme of the PDR System

The pedestrian location algorithm designed in this paper is shown in Fig. 1. The
bottom module is the IMU device (including three-axis accelerometer, three-axis
gyroscope, three-axis magnetometer). The middle module contains four units:
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the Generalized Likelihood Ratio Test (GLRT) unit is used to detect dynamic
pedestrian static interval and assists the ZUPT algorithm unit. The multi-stage
compass filter unit is used to preprocess magnetic interference data in order to assist
the improved QSF algorithm unit to extract reliable magnetic heading; The top
module contains three units: The EKF filter unit is used to estimate the pedestrian
positioning system state error, the inertia solution unit is used to achieve inertial
solution, the 2D map matching unit is used to match the final positioning result with
the map in order to revise the final pedestrian loci.

3 The PDR System Analysis

3.1 Dynamic Human Stance and Still Phase Detection

The pedestrian walk cycle consists of two phases: the swing phase and the stance
phase. In the swing phase, the foot does not touch the ground. Instead, the foot
touches the ground during the stance phase.

The Generalized Likelihood Ratio Test (GLRT) proposed in [6] can effectively
detect the stationary period (stance stage) during pedestrian walk. The principle is
to use both accelerometer and gyroscope output values, denoted as:

Fig. 1 The PDR scheme of improved QSF+ Map matching algorithm
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zatþ 1 , akf gtþW
k¼tþ 1 and z

w
tþ 1 , wkf gtþW

k¼tþ 1 (W refers to the data window of zero speed
detection) respectively. If pedestrians are at stance stage, then:

Tðzatþ 1; z
w
tþ 1Þ\c ð1Þ

Here, T zatþ 1; z
w
tþ 1

� �
is the detector of the stance stage. c is the set threshold

value; the GLRT detector statistic can be denoted as follows:

Tðzatþ 1; z
w
tþ 1Þ ¼

1
W

Xtþw

k¼tþ 1

1
r2a

ak � g
�atþ 1

�atþ 1k k
����

����
2

þ 1
r2w

wkk k2
 !

ð2Þ

Here, r2a and r2w denote the acceleration and angular rate measurement noise
variance, respectively. And there is ak k ¼ aTa, in this equation atþ 1 denotes the
acceleration measurements mean.

3.2 Multi-stage Magnetic Data Filter

The multi-stage magnetic data filter algorithm is used to preprocess the magnetic
data in the disturbed magnetic field. If the magnetic data does not satisfy any stage
of the filter, then the magnetic data at that moment is removed. The main three
stages are as follows:

Stage 1: Compare the total field strength of the magnetic sensor measurement at
the current moment with the total field strength of the magnetic field calculated by
using the international geomagnetic reference field model. If the difference between
them exceeds the set threshold, the current magnetic sensor output data should be
removed.

Stage 2: Calculating the difference between the change in the navigation heading
DuGyro

� computed from the gyroscope sensor measurement, and the change in the
magnetic heading DuCompass

� computed from the magnetic sensor measurement over
the predefined period of time tcurrent � tprevious. Then, if the value of Du

Gyro�Compass
current�previous

exceeds the set threshold, the current magnetic sensor output data should be
removed.

DuGyro
� ¼ uGyro

current � uGyro
previous

DuCompass
� ¼ uCompass

current � uCompass
previous

DuGyro�Compass
current�previous ¼ uGyro

� � uCompass
�

ð3Þ

Stage 3: Same as the stage 2, calculating the difference between the change in the
navigation heading DuGyro

þ and the change in the magnetic heading DuCompass
þ over

the predefined period of time tnext � tprevious. Then, if the value of Dugyro�Compass
next�current
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exceeds the set threshold, the current magnetic sensor output data should be
removed.

DuGyro
þ ¼ uGyro

next � uGyro
current

DuCompass
þ ¼ uCompass

next � uCompass
current

Dugyro�Compass
next�current ¼ ugyro

þ � uCompass
þ

ð4Þ

3.3 The Improved QSF Algorithm

After the preprocessing of the multi-stage magnetic data filter in Sect. 3.2, the
disturbed magnetic sensor output has been effectively removed. The traditional QSF
algorithm detects the quasi-static magnetic field only using the total magnetic field
strength. However, this method may bring extra error to the system due to the
higher probability of false alarm detection in quasi-static fields [7]. In order to solve
this problem, an improved QSF algorithm is proposed which utilizes the following
four kinds of information:

(1) Whether the current moment is in the pedestrian stationary period C (0 denotes
the stationary period);

(2) The total magnetic field strength B at the current moment computed from the
magnetic sensor measurement;

(3) The current magnetic heading h computed from the magnetic sensor
measurement;

(4) The navigation heading u computed from the gyroscope sensor measurement;

Using the above four kinds of information and the GLRT algorithm proposed in
[6], the magnetic heading and the navigation heading in the k-th interval can be
obtained:

h0k ¼
1
W

X
l2Uk

hl u0
k ¼

1
W

X
l2Uk

ul ð5Þ

Here, hl and ul represents the magnetic heading and the navigation heading at
the l-th moment, respectively; W represents the size of the detection window; In this
equation, Uk can be denoted as
Uk ¼ l 2 N : k � ðW � 1Þ=2� l� kþðW � 1Þ=2f g.

The measurement model is as follows:

yk ¼ sk þ vk ð6Þ
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Here, sk ¼ shk suk sBk
� �T

; where, shk ¼ h0k � h0k�1

�� ��, suk ¼ u0
k � u0

k�1

�� ��,
sBk ¼ Bkk k � Bk�1k kj j; vk vhk vuk vBk

� �T
denotes the measurement noise. Assuming

vk is white noise.
The Quasi-static magnetic field detection can be formalized as a binary

hypothesis testing problems as follows:

H0 : 9k 2 Xn s:t: C 6¼ 0 shk 6¼ 0 or suk 6¼ 0 or sBk 6¼ 0
H1 : 8k 2 Xn then C ¼ 0 and shk ¼ 0 and suk ¼ 0 and sBk ¼ 0

ð7Þ

where, H0 denotes the non-static field, H1 denotes the quasi-static field. With the
measurement model specified by (6), the PDFs for the hypothesis Hiði ¼ 0; 1Þ are
given by:

pðy; sk;HiÞ ¼
Y
k2Xn

pðyk; sk;HiÞ

¼
Y
k2Xn

pðyhk ; shk ;HiÞpðyhk ; suk ;HiÞpðyhk ; sBk ;HiÞ
ð8Þ

Under the hypothesis H1; sk ¼ 0 0 0½ �T ; then, the PDF for H1 is given by:

pðy; sk;H1Þ ¼ 1

2pr2h
� �3N=2 exp � 1

2r2h

X
k2Xn

ðyhkÞ2
 !

:
1

ð2pr2uÞ3N=2
exp � 1

2r2u

X
k2Xn

ðyuk Þ2
 !

:
1

ð2pr2BÞ3N=2
exp � 1

2r2B

X
k2Xn

ðyBk Þ2
 !

ð9Þ

Under the hypothesis H0, the PDF for H0 can’t be specified due to lack of
knowledge about sk: However, by replacing sk with its Maximum Likelihood
Estimates (MLEs), the GLRT algorithm can be applied [8].

@ ln pðy; sk;H0Þ
@sk

����
sk¼ŝk

¼ 0 ð10Þ

Then:

ŝhk ¼
1
N

X
k2Xn

yhk ; ŝuk ¼ 1
N

X
k2Xn

yuk ; ŝBk ¼ 1
N

X
k2Xn

yBk ð11Þ
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The GLRT decides on H1, if:

TG ¼ pðy; sk;H1Þ
pðy; ŝk;H0Þ [ c ð12Þ

If combined the (12) with (9), (10) and (11), then, the GLRT becomes:

TG ¼ exp � 1
2Nr2h

ð
X
k2Xn

yhkÞ2
 !

� exp � 1
2Nr2u

ð
X
k2Xn

yuk Þ2
 !

� exp � 1
2Nr2B

ð
X
k2Xn

yBk Þ2
 ! ð13Þ

Taking the natural logarithm on both sides of (13) and simplifying yields:

� 1
2Nr2h

ð
X
k2Xn

yhkÞ2 þ
1

2Nr2u
ð
X
k2Xn

yuk Þ2 þ
1

2Nr2B
ð
X
k2Xn

yBk Þ2
 !

[ ln c ð14Þ

Let c0 ¼ �2 ln c, then the GLRT can be stated as: choose H1 if

1
N

1
r2h

ð
X
k2Xn

yhkÞ2 þ
1
r2u

ð
X
k2Xn

yuk Þ2 þ
1
r2B

ð
X
k2Xn

yBk Þ2
 !

\c0 ð15Þ

3.4 The Extended Kalman Filter Algorithm (EKF)

The IMU/EKF+ZUPT+ ImprovedQSF+MapMatching algorithm is shown in Fig. 1.
The error state vector of EKF algorithm at time tþ 1 is a 15-element vector [9]:

dXtþ 1ðdutþ 1; dx
b
tþ 1; dptþ 1; dvtþ 1; da

b
tþ 1Þ ð16Þ

where dutþ 1,dx
b
tþ 1, dptþ 1, dvtþ 1 and dabtþ 1 represent the EKF’s estimated errors

of attitude, angular rate, position, velocity and acceleration at time tþ 1, respec-
tively. And its function corrects the INS’s output values: the velocity, the position,
and the attitude.

When incorporating the ZUPT and improved QSF algorithm, the measurement
error vector mtþ 1 of the EKF algorithm is:

mtþ 1 ¼ dwtþ 1; dv
b
tþ 1

� � ð17Þ

where, dwtþ 1 and dvtþ 1 denote the bias error of yaw and the bias error velocity at
time tþ 1, respectively. And the measurement matrix H is as follows:
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H4�15 ¼ 001½ � 01�3 01�3 01�3 01�3

03�3 03�3 03�3 I3�3 03�3

� 	
ð18Þ

3.5 The Iterative 2D Map Matching Algorithm

Using the multi-stage magnetic data filter in Sect. 3.2 and the improved QSF
algorithm in Sect. 3.3, the reliable magnetic heading of the pedestrian walk in the
disturbing magnetic field can be effectively extracted. However, this method may
cause the output frequency of the magnetic heading too low to revise the navigation
heading error computed from the gyroscope sensor measurement in time.

In order to ensure the stability of the algorithm, an iterative 2D map matching
method is proposed to correct the pedestrian localization trajectory of the PDR
system, which can effectively restrain long-term drift error of pedestrian loci.
Figure 2 is the iterative 2D map matching algorithm flow.

Using the IMU/EKF+ZUPT+Improved QSF algorithm, the current pedestrian’s
position and heading can be obtained and stored in the algorithm memory for the
accessing of the map matching algorithm. During the pedestrian movement, the
positioning result within the last 20 m (which can be adjusted according to the
actual situation) at the current moment is divided into different groups according to
the heading value of each step. The schematic diagram is shown in Fig. 3.

The current 
position hit the wall

of 2D map

No position hit the 
wall of 2D map

The PDR System Position Result
3D Position +Yaw))

Position groups by clustering orientations of 
steps in the recent past 20 meters

The current 
position hit the wall 

of 2D map

Processing by the iterative transformative 
matrix

Y

N

No position hit the 
wall of 2D map

Revise the PDR system 
position result

Y

N

Fig. 2 Flow of map
matching

760 W. Zhang et al.



If the current pedestrian location results exceed the 2D map boundary, then the
different groups of positioning results in the last 20 m are processed by different
iterative rotation matrices, respectively, which include rotation and telescopic
transformation, until all the positioning results in the last 20 m match the map very
well.

4 The Experimental Analysis

We use the MTi-100 IMU device from Xsens. The IMU includes three
orthogonally-oriented accelerometers, three gyroscopes, three magnetometers, and
a barometer. In the experiment, the IMU device was fixed on the foot to collect
pedestrian movement data.

4.1 The Experimental Route and Performance
Evaluation Methods

The experimental route is the ring road of the park in Academy of Opto-electronics,
Chinese Academy of Sciences, which is about 500 m. As shown in Fig. 4, there are
30 verification points (coordinates obtained by the DGNSS) are laid ahead in the
test route for testing and verification. Also, there is a 2D map of the test route for
map matching, which has been pre-existing in the algorithm memory.

Performance evaluation methods: During the test, pedestrian walks along the test
route, when passing through the verification points, the test coordinates of the
verification point are recorded by interacting with the computer. After the experi-
ment, the coordinates error of each verification point is compared.

Fig. 3 Position groups by clustering orientations of steps
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4.2 Experimental Results

Using the Sect. 4.1 experimental route and methods, the experimental results are
obtained as follows:

As shown in Fig. 5, the test result of the ZUPT+QSF algorithm is better than the
test result of only using ZUPT algorithm, although its test trajectory still has
obvious offset.

Fig. 4 The experiment route line and its 2D map boundary
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As shown in the left picture of Fig. 6, the ZUPT+Improved QSF algorithm is
used, the pedestrian walks along the test route for two times (total length is
1.0192 km). The test result is much better than the ZUPT+QSF algorithm, while its
test trajectory still has slightly offset. The right picture of Fig. 6 shows the test result
of ZUPT+Improved QSF+ Map Matching algorithm proposed in this paper. The
total test length is 1.0192 km and the test trajectory coincides with the true tra-
jectory very well. The left picture of Fig. 7 shows the position errors of the veri-
fication points, while the right picture is the CDF curve of the verification points’
errors. The experimental results of the algorithm are shown in Table 1.
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5 Conclusion

In this paper, the PDR system based on improved QSF+ Map matching algorithm is
proposed. An improved QSF algorithm combined a multi-stage compass filter is
proposed to estimate the reliable heading of pedestrian in the disturbing magnetic
field. Then, a two-dimensional map matching method is proposed to correct the
trajectory and ensure the reliability of the PDR system, which can effectively
restrain long-term drift error of pedestrian loci. Finally, the experiment shows that
the outperformance of the algorithm proposed in this paper.
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Preliminary Study on Index Parameters
of National Integrated PNT System

Qingjun Liu and Xiangjun Wu

Abstract The complexity of the national comprehensive PNT system architecture
includes huge differences in system systems and technical means and diverse
application scenarios. It is necessary to design a set of complete index parameters to
describe it. The construction of the index system of the national integrated PNT
system should be subject to the characteristics of ensuring that the system can provide
positioning navigation and timing services to all kinds of users in a stable manner.
This paper attempts to conduct a preliminary analysis of the national parameters of
the integrated PNT system parameters, from the service index parameters and
operating parameters of two indicators were combed. The parameters of the service
index are from the perspective of the PNT system providing services, including nine
indicators of service range, signal characteristics, accuracy, availability, integrity,
reliability, user capacity, solution frequency and solution dimension. Operating
parameters from the perspective of the system architecture and operation, including
consistency, interoperability, adaptability, robustness, upgrades and scalability,
maintainability of the six indicators. In this paper, the definition of each indicator is
described. As a reference to the whole PNT system parameters, it is of certain ref-
erence significance to the framework of the future national integrated PNT system.

Keywords PNT system � Index � Parameters

1 Introduction

Time and space information is an important foundation for maintaining the normal
operation of modern society. All technologies for obtaining space-time information
are collectively referred to as Positioning Navigation Timing (PNT) technology.
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Currently and in the next few decades, there is not yet a certain PNT technology and its
corresponding PNT system can fully meet the application needs of all types of users.
Here, the PNT system refers to the physical implementation of a specific PNT tech-
nology for the acquisition and transmission of space-time information, in the form of
equipment, facilities, basic data, technical standards, etc. With the PNT technology
evolution, the emergence of newPNT technologies and user requirements The growth
of PNT systems will continue to evolve and be updated. Through the inheritance,
integration and development of the existing PNT systems, it is a practical way to meet
the needs of future PNT services by systematic means to meet the needs of users. On
this basis, the concept of PNT system is put forward: National Integrated PNT (po-
sitioning, navigation, Timing system) is a national information infrastructure that
serves national defense, economy and society under the unified organization and
coordination at the national level, undertakes the tasks of establishing andmaintaining
national time and space standards, broadcasting and obtaining space and time infor-
mation, and positioning and navigating time services and applications.

From the perspective of PNT capability development, PNT capability exists
before the concept of PNT system. With the development of PNT system, it has
been continuously strengthened. PNT system is the inheritance of development
history of PNT capabilities, the integration of development reality and the devel-
opment of the future optimization. At the same time, the composition of the national
PNT system is not solidified and needs to be continuously updated and optimized
based on reasonable user needs classification, a unified time and space benchmark,
a complete technological innovation system and an efficient organizational man-
agement system. From the latest developments in the United States and other
countries, the means of navigation are being developed from a single satellite
navigation operator to a model based on satellite navigation, with multiple means of
complementary integration and systematic development. The service coverage has
expanded significantly from satellite navigation Mainly covering the surface and
near space to the underwater, underground, electromagnetic interference environ-
ment, the physical development of the environment; navigation convenience,
continuity, reliability, accuracy and other indicators significantly improved; navi-
gation service cost-effective ratio increased significantly.

2 Index System Characteristics

The index system refers to a set of index parameters that are objectively related
according to the requirements of different research purposes and the characteristics
of the research object, and some indicators of the nature of the research object are
scientifically classified and combined. For the national integrated PNT system, the
system architecture is complicated, the systems and technical means contained in
the system vary greatly, and the application scenarios and application modes are
diverse. It is very necessary and difficult to design a set of complete technical
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parameter to describe it. However, no matter how complex the system is, as a
unified whole, its ultimate goal is to provide various users with positioning, navi-
gation and timing services. All indicators that describe the PNT system should be
subject to the characteristics that ensure that the system is able to provide a stable
service. In general, the design of the index system for the national integrated PNT
system needs to meet the following requirements.

(1) Purpose. The design objective of index system is the premise and foundation of
existence of index system. The index system without design purpose is not
necessary. The goal of PNT system is to realize space-based positioning and
navigation service for all kinds of users. Its index system should be designed
and serviced for this purpose.

(2) Theoretical. The design of the index system of the PNT system must be based
on a certain theory and guiding ideology. The theory and guiding ideology for
establishing the index system determine the selection of the index and the
organic composition of the index system. For the construction of PNT system
indicators, it not only reflects the architecture of the system and the charac-
teristics of stable operation, but also with the various constituent PNT service
system (such as satellite navigation system) are different.

(3) Scientific. The index system of PNT system is used to describe the construction
and operation characteristics of the whole system, and science is the prereq-
uisite and basis for the existence of index system. Relying on the different PNT
service systems and technical means that make up the PNT system, when
designing the index system, we must proceed from the actual situation. The
designed indexes should be able to truly reflect the objective reality. At the
same time, the designed indexes should conform to the scientific theory.

(4) Systematic. The index system of the PNT system is an organic whole consisting
of different indicators describing its characteristics. The organic whole should
have a distinct level and a close internal connection, and no indicator should be
free from this system.

3 National PNT System Index Parameters

For the national integrated PNT system, the index system can be divided into two
categories: system service index parameter package and system operation index
parameter package. Among them, the system service index parameter package is
sorted out from each system providing the PNT service directly and covers all
service systems and means included in the PNT system. The system runtime
indicator parameter package is described from the top level architecture of the PNT
system and the overall operational characteristics (Fig. 1).
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3.1 PNT System Service Index Parameter Package

Combined with the characteristics and application characteristics of each system
providing PNT service, the system defines the following system parameters to make
use of and limit the space signal of each independent PNT system according to the
development status and future requirements of China’s positioning and navigation
timing system and technology Description. These parameters include a total of 9
services, signal characteristics, accuracy, availability, integrity, reliability, user
capacity, solution frequency, and calculation dimensions. The specific definitions
are as follows.

(1) Services area

The service area is the surface area or volume of space covered by the signal that
the PNT system is capable of providing the specified navigation or positioning
service accuracy. Factors that affect coverage include constellation geometry, signal
power levels, atmospheric noise conditions, and other factors that affect signal
usability.

(2) Signal characteristics

Spatial signal characteristics are mainly manifested in the power level, fre-
quency, signal format, data rate, and other parameters or ways that can fully rep-
resent the user to obtain the PNT information.

(3) Accuracy

In navigation, the accuracy of the position obtained by the user receiver
(hand-held, vehicle, aircraft, or device) at an estimated time or measured at a given
time is consistent with the true position of the receiver at that moment.

PNT system index parameters

service index parameter package performance indicators parameter package

service area

signal characteristics

A
ccuracy
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R
eliability

capacity
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interoperability

A
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R
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upgrade and scalability

m
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Fig. 1.1 National integrated PNT system index parameters
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Accuracy is a statistical property and it does not make sense for a particular PNT
system to state only accuracy unless it provides both the uncertainty of location
services. A detailed description of PNT system accuracy generally refers to one or
more of the following definitions:

• Predictable accuracy: The position resolution of a PNT system can be plotted on
the map, and the position resolution method and map must be based on the same
ground reference.

• Repeatability: With the same PNT system, the same position accuracy can be
achieved with one user using previously measured data.

• Relative Accuracy: The accuracy of a location that a user can measure relative to
other users’ gains in the same PNT system and at the same time.

(4) Availability

The availability of a PNT system is the percentage of time the system is
available. Availability is an indication of the capabilities available in the system’s
coverage area. It is a common function of the physical environment characteristics
and technical capabilities of service provisioning equipment.

(5) Reliability

The reliability of a PNT system is a function of the frequency of faults in the
system. It describes the possibility that the system will be able to provide standard
performance service capabilities for a given period of time under given operating
conditions. Formally, reliability is the reverse description of the possibility of a
system failure.

(6) Solve frequency

The solution frequency is defined as the number of times the system provides
independent position resolution information or data points within a unit of time.

(7) Solve dimension

This feature defines whether the PNT system provides a linear, one-dimensional
linear position, or two-dimensional or three-dimensional position solution infor-
mation. The ability of the system to deliver the fourth dimension of information,
such as time, is also included.

(8) System capacity

System capacity is the number of users a system can accommodate at the same
time.

(9) Integrity

Integrity is a signal of space set by the standard as a service, providing the level
of trust in the correctness of the information. Integrity includes the ability of the
system to provide timely alerts to users when the system can not provide navigation
services.

Preliminary Study on Index Parameters of National … 771



3.2 PNT System Performance Indicators Parameter
Package

Judging from the whole process of national PNT system research, the evaluation
method of national PNT system is significantly different from the traditional
positioning navigation time-based system evaluation method. Because the service
of national PNT system is flexibly combined according to user needs, PNT
resource, application environment and its change, its PNT scheme is flexibly
switched and recombined according to user needs, PNT resources, application
environments and changes. Therefore, the quantitative indexes such as positioning
accuracy, timing accuracy and speed accuracy are not suitable for evaluating the
whole PNT system. To this end, we construct the parameter index package to
describe the whole PNT system, including the six indicators of consistency,
interoperability, adaptability, robustness, scalability and maintainability. Each
indicator is graded to describe its degree of achievement of a certain characteristic.

(1) Consistency

Consistency is defined as the ability to submit information/data to all types of
users in a consistent manner. Consistency is divided into five levels, namely:

A: Completely different benchmarks, standards, etc.;
Level 2: Limited access, multiple choice, and inconsistent “usage rules”;
Level 3: Appropriate access, public benchmarks, different environmental models,

etc.;
Level 4: Extensive use of coherence mechanisms;
Level 5: Public Reference Model, Environmental Model, Algorithm, Presentation

Model, Protocol, Standard (Timing, Data, Grid).

(2) Interoperability

Interoperability refers to the ability of a system, unit or agency to provide (or
receive) PNT services to (or from) other systems, units or agencies to meet mission
requirements. Interoperability is divided into five levels, namely:

Level 1: Isolated operation, i.e. different sensors/sensors or electronic
systems with different signals/resources;

Level 2: Specific Operations, Short-term Joint, Regional Cooperation
Three levels: coordinated operation, multi-functional electronic system, similar

signal protocol;
Level 4: conventional joint operations, the recommended standards and

habits;
Level 5: Seamless operation, common electronic system or shared signal.
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(3) Adaptability

Adaptability Definition In response to changes in external conditions, adjust the
elements of the system, without changing the system infrastructure capabilities.
Changes may include tasks, emergencies, user needs and abilities, policies, hos-
tilities, technology, threats and changes in the global environment. Adaptability is
divided into five levels, namely:

Level 1: Significant changes to the system and/or take a long time;
Level 2: Need to change multiple components of the system (highly coupled,

interdependent, fully tested);
Three levels: in the maintenance/development stage has a certain ability to adjust;
Level 4: Modular components, networked
Level 5: Rapid changes, with limited impact on the underlying system.

(4) Robustness

Robustness is defined as the ability of the PNT system to provide a continuous
PNT solution under any condition (hostile behavior, environment, system internal
failure) over a given period of time. Robustness can be understood as the ability to
reconstruct the system and provide the ability to meet the needs and performance of
the service under any conditions. Robustness is divided into five levels, namely:

Level 1: No backup if lost major ability
Level 2: Produces intermittent, unpredictable performance changes;
Level 3: rapid but predictable degradation of performance;
Level 4: Slow, long-term degeneration of function;
Level 5: PNT solution and backup capabilities at any time, any place, any

condition, and the performance or ability of the system to be less
susceptible to hostile actions and/or environmental conditions.

(5) Upgrade and scalability

Upgrading and scalability are defined as the impact on system services when
systems or support systems that make up a PNT system need to be upgraded or
expanded. When this effect is too high, it will affect the user’s performance.
Upgrade and scalability is divided into five levels, namely:

Level 1: Complicated—Large changes in the architecture of the PNT architecture
and lead to prolonged interruptions or severe performance degradation of
some PNT services;

Level 2: Complicated—Does not change the PNT architecture, but affects system
services for a longer period of time or longer;

Level 3: Medium—requires some level of planning and attention, affecting users
for a certain amount of time;

Level 4: Simpler—requires less planning and has limited impact on some users;
Level 5: Simple—ready access, smooth transition, no impact on existing users.
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(6) Maintainability

Maintainability is defined as the ability to continuously maintain the required
level of service. Maintainability Understand the input of manpower, equipment and
consumables necessary to maintain service levels and service continuity. When this
kind of investment is too high, it is not conducive to long-term and stable operation
of the system. Maintainability is divided into five levels, namely:

Level 1: Heavy—Requires service providers to plan long-term, ongoing surveil-
lance, large-scale investments, and full-scale procurement and imple-
mentation efforts;

Level 2: Difficulty—requires planning and attention, effective investment, serious
implementation;

Level 3: Medium—requires some level of planning and attention, with providers
and users sharing the investment and execution;

Level 4: simpler—requires little planning or continuous input, and enforces
restrictions;

Level 5: Simple—Self-sustaining, self-motivated, with no implementation issues.

4 Summary

The National Integrated PNT system is a “system of systems” consisting of various
systems that provide services, relevant government departments, and policies and
regulations, and serves as a whole for future services. Different systems, sectors and
agencies are undergoing different changes in their roles in the development vision,
strategy and elements of the PNT system as a whole, and this change continues. In
carrying out the overall design of the system framework and the key technology
breakthrough comprehensive demonstration, the construction and demonstration of
the index system is an indispensable part and should be carried out earlier. This
paper attempts to explore the index system of the national integrated PNT system,
combing from the parameters of service operation parameters and operating index
parameters, which can serve as a reference for the national comprehensive PNT
system demonstration.
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Optimization of Power Allocation Based
on Particle Swarm Optimization
in Wireless Location Network

Jinrui Lin, Guangxia Li, Shiwei Tian and Longlong Suo

Abstract Wireless location network combines data communication, contextual data
collection and navigation. The purpose of this network is to determine the positions of
agents based on measurements between nodes and nodes. In order to improve the
positioning accuracy of wireless location network, the usual method is to increase the
density of nodes, especially the density of anchor nodes, so as to optimize the topology
of the network. However, the wireless location network node power is limited,
especially the wireless sensor network. It is necessary to increase power consumption
to meet the needs of a large number of nodes. However, it is required that a certain
level of power consumption should be set in the wireless location network, and even
require further reduction in power consumption in daily life. At the same time, we
need to maintain a certain positioning accuracy, which requires the optimization of
power allocation in the network, to make sure that power and positioning accuracy of
the network can meet the needs of the actual living. In this paper, an optimization of
power allocation based on particle swarm optimization in wireless location network is
proposed to optimize the power allocation. The square position error bound is
introduced as the evaluation standard of the network positioning accuracy. Through
the power optimization, the positioning accuracy of the network is improved.

Keywords Wireless location network � Power optimization allocation
Square position error bound � Particle swarm optimization algorithm

1 Introduction

Wireless location network uses the characteristics of radio waves to determine the
specific location of radio equipment in the network. People have proposed various
wireless positioning methods, including the arrival time of signals, the arrival angle
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of signals, the intensity of signals and the phase of signals. In [1], the current
several indoor positioning technologies are introduced, such as visual positioning,
infrared positioning, pole positioning, ultrasonic positioning, WLAN positioning,
RFID positioning, inertial navigation, geomagnetic localization, Bluetooth and
ZigBee positioning and cellular network positioning.

Currently, Ultra-wideband (UWB) technology is being applied to wireless
location networks. [2] points out that ultra-wideband technology can transmit data
at the nanosecond level and below by transmitting ultra-narrow pulses, which can
achieve GHz-level data bandwidth with low transmission power and no carrier.
Because of its high bandwidth, theoretically based on Time of Arrived (TOA) or
Time Difference Of Arrived (TDOA) method can achieve centimeter-level posi-
tioning. In [3] and [4], the development of ultra-wideband positioning technology,
implementation principles and research prospects are reviewed. In [5], the time of
arrival (TOA) algorithm is introduced in detail, and the indoor positioning per-
formance of UWB is explored.

In [6], the Cramér–Rao bound in the satellite positioning scenario is introduced
as the evaluation criterion of the positioning accuracy. In [7], the square error of
position is used in wireless location network. In addition, [8] points out that for
wireless wideband location networks, such as wireless sensor networks, resource
allocation and optimization play a very important role in positioning accuracy
because of the system resources are limited. In the current research of wireless
location network, there are few researches about the optimal allocation when
resources are limited.

This paper uses the square position error bound in [9] as the criterion for the
positioning accuracy of wireless location networks, and focuses on the research of
networks based on UWB technology. Base on the analysis of the impact of power
allocation in wireless location network on positioning accuracy, the power allo-
cation algorithm using particle swarm optimization theory is proposed.

2 Wireless Location Network

As shown in Fig. 1, wireless location network contains the anchors and agents.
According to [7], agents cannot determine their position, and anchors obtain their
positions through the GPS positioning system or other means. The agent can range
with the anchor, and can also range with other agents. In fact, an agent needs at least
three anchors to achieve positioning.

The distance between agent k and j is given by

dkj ¼ pk � pj
�� �� ð1Þ
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The angle from agent k and j is given by

ukj ¼ arctanðyk � yj
xk � xj

Þ ð2Þ

According to [10], the square position error bound of agent k is given by

E p̂k � pkk kf 2�� pðpkÞ ¼ tr J�1
e ðpkÞ

� � ð3Þ

It has been shown in [10] that the network EFIM of Na agents in a cooperative
localization network can be written as

JGe ¼
J1;1 . . . J1;Na

..

.
Ji;j ..

.

JNa;1 . . . JNa;Na

2
64

3
75 ð4Þ

where

i ¼ j; Jij ¼ JAe pið Þþ
X
k 6¼i

Cik ð5Þ

i 6¼ j; Jij ¼ �Cij ð6Þ

JAe pkð Þ and Ckj are the ranging information of agent k obtained from all Nb

anchors and agent j, expressed as
JAe ðpkÞ ¼

X
j2Nb

kkjqkjq
T
kj ð7Þ

Ckj ¼ Cjk ¼ kkj þ kjk
� �

qkjq
T
kj ð8Þ

where qkj ¼ cosukj; sinukj

� �T

anchor

agent

Fig. 1 Wireless location
network
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Moreover, the range information intensity can be given by

kkj ¼ nkj
pkb

2
k

ddkj
ð9Þ

where nkj is the range channel gain between agent k and j. pk is the normalized
power and bk is the effective bandwidth allocated to agent k.

According to [11], the total SPEB of all agents can be obtained as

XNa

1

pðpkÞ ¼ tr JGe
� ��1

n o
ð10Þ

With the square position error bound (SPEB), the positioning accuracy of the
network can be evaluated. Research on the power resources in wireless location
network mainly refers to the function of the square position error bound and the
transmit power. By constraining the power allocation of agents in the network, it is
further explored how to optimize the power allocation and increase the network
positioning accuracy.

In fact, the optimal power allocation problem in this paper can be modeled as
follows

min
X
k2Na

X
j2Na [Nb

p pk; pj
� �� �

s:t: pj � ppeak 8j ¼ 1; 2; . . .Na [NbX
j2Na [Nb

pj � ptotal ð11Þ

where pj is the normalized power of each agent in the network.

3 Algorithm Design

Particle swarm optimization algorithm is initialized to a group of random particles
(random solution), and then find the optimal solution through iteration. In each
iteration, the particle updates itself by keeping track of the two extremes; the first
one is the optimal solution found by the particle itself, which is called the individual
extreme; the other extreme is the optimal one found so far for the entire population,
this extreme is the global maximum. Alternatively, instead of using the entire
population but only one of them as a particle’s neighbor, the extreme value in all
neighbors is the local extreme.

Based on the wireless location network, the power allocation algorithm designed
in this paper is as follows.
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Step 1: Initialize the parameters of Particle swarm optimization. c1 = 1.4962,
c2 = 1.4962, w = 0.7268.

Step 2: According to the above derivation, calculate the square position error
bound of each agent in the wireless location network. Each agent is located with all
other nodes, including the anchor and the agent. In this process, the normalized
transmit power of the node needs to be limited according to the constraints.

Step 3: Calculate the square position error bound of the whole wireless location
network, and get the function of the square position error bound of the wireless
location network and the normalized transmitting power of the agents as the
objective function of particle swarm optimization.

Step 4: Substituting the objective function and constraints into the particle
swarm optimization algorithm for optimal solution. All vectors to be optimized
form the dimension of power, i.e.

pj ¼ p1; p2; . . .pj
� � ð12Þ

In order to obtain the global optimal solution of power, we set the algorithm
precision as 10�6, the maximum number of iterations is 250. All the algorithm
parameters are given in Table 1. N represents the number of particles. c1 and c2
mean the learning factors of Particle swarm optimization. w represents inertia
weight of Particle swarm optimization.

4 Simulation Analysis

The typical ranging signals are UWB signal (CM1 in the IEEE 802.15.4a channel
model). And the pulse width of 2 ns Gaussian pulse signal (occupied bandwidth of
3.1–3.6 GHz) as the transmit waveform. Other parameters are given in Table 2.

Set up such a wireless location network, there are some agents in the network
(label) randomly distributed in a square area, the square area is U [0,10] * [0,10].
Also set 4 anchors (base station). The total power is normalized to unity and the
power peak for a single agent is 0.4. According to Table 2, the range channel gain
is 1015. The path attenuation factor is 2.

Table 1 Algorithm
parameters

Parameters Value

N 30

C1 1.4962

C2 1.4962

w 0.7268

Algorithm precision 10−6

Maximum number of iterations 250
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In order to compare the impact of the transmit power of the anchors and the
agents on the positioning accuracy of the network, different transmit power is used
for the anchor and the agent. In this case, when the agent and the anchor use
different transmit power, the square position error bound of the network with
respect to the transmit power can be obtained, as shown in Fig. 2.

It can be seen from Fig. 2 that the influence of power of anchors and agents on
the square position error bound of network is different. Obviously, when the
transmit power of the anchor and the agent reach the maximum, the square position
error bound of the location network can reach the minimum, and the network’s
positioning accuracy reaches the highest. However, it is not clearly from Fig. 2 that
the anchor and the agent have different influences on the square position error
bound of the positioning network. In order to know more clearly the different
influences of these two on the network positioning accuracy, a location network
with 4 agents and 4 anchors will be used in simulation. The location of anchors and
agents is shown in Fig. 3. Red dots represent anchors, while blue dots represent
agents.

Table 2 UWB signal
parameters

Parameters Value

Bandwidth (W) 500 MHz

Wavelength ( m) 0.1 m

Ratio of DP (�cDP) 0.2

Path overlap factor (�vkj) 0.32

Power spectral density (PSD) 41.3 dBm/MHz

Noise power spectral density (N0) −174 dBm/Hz

Fig. 2 Effect of signal transmit power on positioning accuracy
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First, the agents of the network use the same transmission power, and the
anchors use the algorithm in this paper to optimize the power allocation. Then the
corresponding power allocation value of the anchors can be obtained and the square
position error bound of the network can be obtained. Then, the anchors of the
network use the same transmission power, and the agents use the algorithm in this
paper to optimize the power allocation, then the corresponding power allocation
value of the agents can be obtained and the square position error bound of the
network can be obtained. In this way, the influence of different power distributions
on the network positioning accuracy can be compared by comparing the square
position error bound of the two. It can be seen that the square position error bound
of the network obtained by optimizing the power of the agents is smaller than the
gain of the optimized anchors. According to Table 3, It can be seen that the power
of the optimized agents is more conducive to improving the network positioning
accuracy.

Figure 4 shows the power allocation of anchors. It can be seen that the power
allocated by anchor 1 is the lowest and the power allocated by anchor 4 is the
highest. As can be seen from Fig. 3, the anchor 1 and the agent 1 and 2 approximate
the geometric relationship in a straight line. In this way, the anchor 1 contributes
little to improving the positioning accuracy of the two agents, so the power allo-
cated to the anchor node 1 is also reasonable. Anchor 2 and 4 have a similar power
allocation because all the agents are more concentrated in the location between
these two anchors so the power allocated to anchor 2 and 4 is similar.

Fig. 3 Location of anchors
and agents

Table 3 Optimization results Optimized object SPEB (m2)

Anchor 2.968038260317849e−13

Agent 2.682957452642523e−13
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Figure 5 shows the power allocation of the agents. It can be seen that the power
allocated by the agent 1 is the lowest and the power allocated by the agent 4 is the
highest. In fact, since the distance between agent 1 and 2, agent 1 and 3 is relatively
close, the agent 1 is at an intermediate position between the agent 2 and 3, the
transmission power required for ranging between agent 1 and them can be lowered,
and the agent 4 is far away from other agents, the transmission power required for
ranging between the agent 4 and other agents is obviously higher.

In this paper, UWB ranging technology is used to locate the agents of wireless
location network. The square position error bound is introduced as the standard of
positioning accuracy of wireless location network. The function of the transmit
power of ranging signal and the square position error bound of network is estab-
lished as the objective function of optimization and the necessary constraints are
added. Particle swarm optimization is used to iteratively solve the optimization
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0.35Fig. 4 Power allocation of
anchors
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0.4Fig. 5 Power allocation of
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objective function to get the optimized power configuration solution of the network.
The optimization results show that by optimizing the transmission power of net-
work nodes, the positioning accuracy can be significantly improved. At the same
time, the transmit power of the anchor and the agent has different impact on the
positioning accuracy, which needs to be optimized according to the actual situation.
Furthermore, when the anchor and the agent of the location network perform power
optimization at the same time, the positioning accuracy of the network will be
greatly improved.
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Error Compensation of Geomagnetic
Field Measurement Used
in Geomagnetic Navigation

Binfeng Yang, Chi Li, Junmin Xu and Huan Sun

Abstract Getting accurate geomagnetic field value is the prerequisite and foun-
dation for the application of geomagnetic navigation. However, the measuring
precision of geomagnetic field is badly influenced by the coupling effect between
the field of earth and interference errors. The magnetic compensation has become
the key factor which restrict the progress of geomagnetic navigation. To overcome
the problem that environmental magnetic field will influence the error compensation
result of geomagnetic field measurement, the geomagnetic field was simulated by
ANSYS. The parameterized geomagnetic measurement compensation model was
constructed by analyzing the hard iron and soft iron errors. Those parameters of the
model were estimated using least squares based algorithm. Simulation results show
that this compensation method is easy to be used and which can achieved higher
error compensation ability.

Keywords Geomagnetic navigation � Geomagnetic field measurement
Least squares � Error compensation

1 Introduction

Geomagnetic field is a natural resources of earth, which provides the coordinate
system for aviation, aerospace and navigation. Geomagnetic navigation has been
used for a long time in history; for instance, the compass was used to locate in
China and Colombo discovered the new world with compass. Geomagnetic
information used in flight navigation has the advantages of passive, non-radiation
and anti-interference, so it can be used in any weather and any location to supply
position and attitude information, which has become one of the research focus in
navigation [1–3].
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The principle of geomagnetic navigation relies on matching the data achieved by
magnetometers with the geomagnetic reference map. As the geomagnetic field is
vector, then, a vector field in any place of the world is different from the others. As
a result, navigation and position will be realized when the geomagnetic field is
measured.

Strapdown three-axis magnetometers are used for measuring the strength and
direction of magnetic fields. However, the output of magnetometers is influenced
and corrupted by errors [4–7], which can be divided into two categories, one kind of
error is caused by the configuration and material of the magnetometers itself, such
as constant bias, scale factor deviations and nonorthogonality of the sensor axes.
This kind of error is called the instrument error. The other error is the interference
error, which includes two classes: hard iron interferences and soft iron interfer-
ences. The hard iron error is generated by residual magnetism of ferromagnetic
material, it adds a constant bias to the magnetometers output. The soft iron inter-
ference interacts with the earth’s magnetic field and generates bias that changes as
the vehicle’s orientation relative to the local magnetic field changes. As instrument
error can be eliminated by calibration of magnetometers, then, only the calibration
of vehicle’s interference magnetic field is discussed in this paper.

Stated thus, getting accurate geomagnetic field value is the prerequisite and
foundation for the application of geomagnetic navigation. However, the measuring
precision of geomagnetic field is badly influenced by the coupling effect between
the field of earth and interference errors. The magnetic compensation has become
the key factor which restrict the progress of geomagnetic navigation.

There are two ways to carry out the calibration of magnetometers. The first
method is kalman filter, including unscented kalman filter (UKF) and extended
kalman filter (EKF), which need to linearize the equation, and the estimation is
repeated until convergence is achieved. This method requires a good initial guess
values, which may lead to divergence if the initial parameter is not correctly
selected. The other method is ellipse fitting, this calibration method is based on the
fact that the locus of error-free measurements from two perpendicularly mounted
magnetometers is a circle or a sphere if a three-axis magnetometers is used. The
radius of the circle is equal to the magnitude of the horizontal component of the
local earth’s magnetic field vector. Hard iron error shifts the origin of the circle, and
soft iron error changes the circle into a ellipse. Then, the geomagnetic measurement
error can be calibrated by using the relation between the parameters of ellipse and
coefficient of the vehicle’s magnetic field. However, this algorithm is complicated
in parameter estimation.

To overcome the above problems, the influence of hard iron errors and soft iron
errors for geomagnetic measurement was analyzed firstly, and the geomagnetic field
was simulated by ANSYS, then, the parameterized geomagnetic measurement
compensation model was constructed and least squares based algorithm was used in
this paper. Simulation results show that this compensation method is easy to be
used and which can achieve higher error compensation ability.

The rest of the paper is organized as follows: Sect. 2 analyzes the influence of
hard iron and soft iron errors for the measurement of geomagnetic field. Section 3
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presents the parameter estimation method based on least squares algorithm.
Geomagnetic field is designed and modeled using finite element software ANSYS
in Sect. 4. The analysis of calibration ability is shown in Sect. 5. Finally, The
conclusions are outlined in Sect. 6.

2 Magnetometer Measurement Errors

The magnetometer is installed in navigation carriers to measure magnetic field, and
the carrier is usually made of metal, so it may be magnetized. Meanwhile, cutting
magnetic field lines for the movement of metal carriers will bring the induced
magnetic field. Hard iron errors and soft iron errors of the carrier mostly affect the
measurement results of the magnetometer [8, 9].

Hard iron error is generated by the residual magnetism of ferromagnetic mate-
rials on the carriers [10]. The common hard iron materials include permanent
magnet and high-carbon steel. Because the hard iron materials have large coercive
force, the magnetic field generated by magnetizing goes slowly with time’s change.
The magnetometer is usually strapdown with carrier so that the coordinate system
of carrier and magnetometer can be coincided with each other. As a result, no
matter how the carrier’s attitudes change, hard iron error’s projection component in
three coordinate axes is not changed. Usually, hard iron error can be represented
by Hh.

Hh ¼ Hhx Hhy Hhz½ �T ð1Þ

Soft iron error comes from carrier’s soft magnetic materiel which is magnetized
by geomagnetic field. Owing to small coercive force, the soft iron errors change
with the size of geomagnetic field and carrier’s attitude, and soft iron error can be
represented by Hs.

Hs ¼ DHe ¼
d11 d12 d13
d21 d22 d23
d31 d32 d33

2
4

3
5He ð2Þ

In the above formula, D represents coefficient matrix of induced magnetic field.
When carrier is fixed, the elements of this matrix is constant. He represents real
value of local geomagnetic field.

Based on theory analysis, when geomagnetic measurement is not affected by
errors, its measurement track is a circle in two-dimensional measurement. Since
hard iron error is fixed, it makes the track of geomagnetic measurement away from
the center of a circle, the offset is the value of hard iron error. Soft iron errors also
affect geomagnetic measurement. As a result, the track becomes ellipse rather than
circle. The principle of three-dimensional measurement is the same as
two-dimensional, so the track is changed from ellipse to ellipsoid under the
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influence of hard and soft iron errors. The effect of hard and soft iron errors on
geomagnetic field measurement is shown in Fig. 1.

Considering the effect of hard and soft iron errors, the output of magnetometer
on geomagnetic field measurement can be expressed as:

Hm ¼ He þHh þHs ð3Þ

From Eqs. (1) to (3), we can get the equation as follows:

Hm ¼ ðI3�3 þDÞHe þHh ¼ KHe ¼
K1 K2 K3

K4 K5 K6

K7 K8 K9

2
64

3
75He

þ
Hhx

Hhy

Hhz

2
64

3
75

ð4Þ

From Eq. (4), it can be concluded that nine parameters of coefficient matrix and
three parameters of hard iron errors must be solved if we want obtain the true value
of geomagnetic field from the measured value of magnetometer. Hence, the mag-
netometer must be measured under four attitudes at least in order to solve twelve
error compensation coefficients.

3 Parameter Estimation Based on Least Squares

To solve twelve unknown parameters in Eq. (4), we can transform and simplify the
equation and get formula AX = B. Then, these parameters can be estimated by the

least squares algorithm [11]. The solution is XLS ¼ ATA
� ��1

ATb. Where,

Fig. 1 Hard and soft iron
errors on geomagnetic field
measurement locus in 2D
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A ¼
1 0 0 Hex 0 0 Hey 0 0 Hez 0 0
0 1 0 0 Hex 0 0 Hey 0 0 Hez 0
0 0 1 0 0 Hex 0 0 Hey 0 0 Hez

2
4

3
5 ð5Þ

X ¼ Hhx Hhy Hhz k1 k4 k7 k2 k5 k8 k3 k6 k9½ �T ð6Þ

B ¼ Hmx Hmy Hmz½ �T ð7Þ

In the above formula, Hex, Hey, Hez are the measured value of geomagnetic field
without interference. Hmx, Hmy, Hmz are the measured value with interference.

4 Simulation of Geomagnetic Field

According to the analysis of error compensation, several measurement results must
be obtained with different attitudes of magnetometer to estimate the parameters in
error compensation model. Actually, the magnetometer is placed in open side to
measure geomagnetic field. However, the results are always interfered by sur-
rounding environment. An alternative method is that Helmholtz coils are used to
generate simulated geomagnetic field. Then, these coils are putted into an cylinder
where other magnetic field is shielded. However, this method costs lot. In this
paper, the finite element analysis is performed to establish the models of geo-
magnetic field and simulation is performed by using ANSYS, hard and soft mag-
netic materials are added into the model to simulate the interference source. As a
result, the magnetic field that generated by interference can be obtained accurately,
thus, it increases the estimation precision of parameter estimation.

Helmholtz coils consist of a pair of coaxial parallel placed coils with the same
size, the distance of two coils is equal to the radius of Helmholtz coils. As the
constant current is applied to the coils respectively, a large-scale uniform magnetic
field will be generated in the center of Helmholtz coils. This is the reason that
Helmholtz coils can be used to simulate geomagnetic field.

The simulations are conducted by using ANSYS. Three pairs of Helmholtz coils
are needed to generate three directions of geomagnetic field. The simulation model
is shown in Fig. 2, the inner, the medial and the outer coils are used to generate the
Y, X, Z component of geomagnetic field respectively. The magnetometer is located
in the center of the model to measure three components of geomagnetic field, a
metal material plate is put at the bottom of the magnetometer to simulate the source
of interference. In the simulation model, the Helmholtz coils are much bigger than
magnetometer and the interference source, so, its can not be seen clearly in Fig. 2.
The parameters of the Helmholtz coils are shown in Table 1.

Figure 3 shows the magnetic field distribution on the axis of three pairs of
Helmholtz coils. It can be seen that a uniform magnetic field is generated in the
center of three pairs of Helmholtz coils. The magnetometer and the interference
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source are just located in this uniform field zone, so, the simulation model can be
used to simulate geomagnetic field.

5 The Simulation Analysis of Compensation Algorithm

In simulation, the Helmholtz coils is rotated with the center and magnetometer keep
still to obtain the measurement magnetic field with interference at different atti-
tudes,, then, a simulation is performed with a 10° rotation of coils. The interference
source used in the simulation is iron material, the relative permeability is 100, the
resistivity is 2.65 � 10−8 Xm, and the size is 20 mm � 20 mm � 1 mm.

Fig. 2 The geomagnetic field simulation model by Helmholtz coils

Table 1 The parameters of the Helmholtz coils

Inner coils Medial coils Outer coils

Inner radius/mm 180 230 280

Outer radius/mm 190 240 290

Turns 100 100 100

Current/A 0.05 0.05 0.05

792 B. Yang et al.



Figures 4 and 5 show the component of X, Y, Z and the total value of the
geomagnetic field measured by magnetometer with interference respectively. From
these figures, it can be found that the measured value of geomagnetic field is
affected greatly by interference. The total value of geomagnetic field changes a lot
with the spinning attitude of magnetometer. The variation range can reach nearly
16,000 nT, which can’t be accepted in the precision measurement of geomagnetic
field.

According to Eqs. (5) and (7), we need measure the values of geomagnetic field
under four spinning attitudes at least with and without errors to compensate mag-
netic field. Then, two simulations are performed respectively when the magne-
tometer rotates per 60°, so, six sets of measured values with and without errors

Fig. 3 The magnetic field
distribution of three pairs of
Helmholtz coils on the axis

Fig. 4 Geomagnetic field
component
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can be obtained when the material of interference source is set as iron and air in the
model respectively. As shown in Table 2, Hmx, Hmy, Hmz, Hex, Hey, Hez are the
measured value of geomagnetic field with and without errors respectively.

Next, we can use least squares to solve the Eq. (6), where,

K =
�3:6073 6:9694 0:0013526
�4:613 11:099 �0:001984
1:172 �0:71669 1:1716

2
4

3
5

Hhx

Hhy

Hhz

2
4

3
5 ¼

30077
11624
�2994

2
4

3
5

After the parameters are estimated, the geomagnetic field with errors can be
compensated. Figure 6 shows the three-dimensional locus of geomagnetic field
before and after the error compensation. It can be seen that the measured value of
magnetometer deviates seriously from the true value of geomagnetic field without
compensation. However, the calibrated value of geomagnetic field coincides with
the true value very well after compensation, which indicates that the compensation
algorithm proposed in this paper can compensate the interfered geomagnetic field.

To illustrate the problem clearly, Fig. 7 shows the two-dimensional locus of
magnetometer. It can be seen that the locus of measured value of magnetometer is a

Fig. 5 The total value of
geomagnetic field

Table 2 The measured value of geomagnetic field with and without errors

Rotation/deg 0 60 120 180 240 300

Hex/nT 3315 3336 1868 434 405 1846

Hey/nT 1405 1460 −1048 −3577 −3630 −1137

Hez/nT 1736 −1617 −3333 −1732 1625 3360

Hmx/nT 27,919 28,210 16,032 3581 3317 15,496

Hmy/nT 11943 12,413 −8607 30,055 −30,566 9507

Hmz/nT 1916 −2024 −3959 −1951 1984 3922
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circle, whose radius is the total value of geomagnetic field without interference. The
locus will change to an ellipse whose center is away from the center of a circle with
interference, which indicates the magnetometer is affected by hard and soft iron
errors at the same time. The locus of the calibrated value becomes a circle again.
The result of compensation consists with the theory analysis, which also confirms
that the method adopted by the paper is correct.

Figure 8 shows the total geomagnetic field values before and after compensa-
tion. It can be seen that great errors arise when the measurement of geomagnetic
field is interfered. However, the measured value nearly coincides with the true value
no matter how the magnetometer spins and the attitudes change after error
compensation.

Fig. 6 3D locus of magnetometer

Fig. 7 2D locus of
magnetometer
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To analyze the result of compensation quantitatively, six sets data is selected for
analysis, and the results are shown in Table 3.

According to Table 3, the measurement errors were decreased from more
20,000 nT to several nT with calibration, thus the precision of measurement
increased significantly.

6 Conclusions

To overcome the problem that environmental magnetic field will influence the
measurement result of geomagnetic field, a geomagnetic measurement compensa-
tion algorithm based on the analysis of hard and soft iron errors is proposed in this

Fig. 8 Geomagnetic field measurement results with and without error compensation

Table 3 Errors analysis

Rotation (°) 180 190 290 300 310 320

Total field without
interference/nT

3998.7 3999.5 4000.1 3999.2 3998.8 3999.4

Total field with
interference/nT

30,331 32,094 19,346 18,598 19,123 20,731

Total field after
compensation/nT

3996.6 3999.8 3997 3996.8 3999.2 4000.6

Errors before calibration/
nT

26,332.3 28,094.5 15,345.9 14,598.8 15,124.2 16,731.6

Errors after calibration/nT −2.1 0.3 −3.1 −2.4 0.4 1.2

796 B. Yang et al.



paper. Then, the parameters of compensation model are estimated based on least
squares on the foundation of the geomagnetic field simulation by using ANSYS.
Simulation results show that the compensation algorithm is simple and easy to be
used, at the same time, which can achieve higher compensation ability. The
research results can build the foundation for the precision measurement and
matching of geomagnetic navigation.
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Research on Barometric Altimeter
Assisting GNSS Navigation for Urban
Environments

Han Guo, Dongyan Wei, Guangzhou Ouyang and Qifeng Lai

Abstract In the satellite navigation system, the altitude accuracy of an regular
receiver is usually poor. This paper proposed a method that uses satellite posi-
tioning assisting differential barometric altimetry under the condition without the
data of pressure base stations. It also proposed using barometric altimetry assisting
satellite positioning when there’re fewer satellites. And we discussed the method of
RAIM algorithm with differential barometric altimetry. The result shows: the
improved method of utilizing the differential barometric altimetry to assist satellite
positioning can locate which there are 3 visible satellites. And it can also improve
positioning accuracy when there are fewer visible satellites and the detection rate of
the single-satellite fault is improved.

Keywords Differential barometric altimetry � Satellite positioning
RAIM

1 Introduction

In the satellite navigation system, affected by constellation configuration, the ver-
tical accuracy of the single point positioning of a regular receiver is usually poor.
Especially in typical urban complex environments, the satellite signal is susceptible
to occlusion, multipath and other factors which cause part of the satellite signal
abnormal even unusable.

Based on the principle that atmospheric pressure varies with altitude, barometric
pressure can be used to measure altitude. Currently there are two main ways:
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(1) Use international standard atmospheric pressure values for barometric altimetry;
(2) Establish a pressure reference station, use the station’s pressure data and the
user’s barometric pressure data for differential barometric altimetry [1]. However,
the establishment of pressure reference station cost much and transmitting data is
inconvenient and the used range of distances is limited. So how to achieve the
differential barometric altimetry without establishing a pressure base station is one
of the questions we are going to explore.

The method of satellite positioning assisted by barometric altimetry is mainly
used: (1) Use altitude combined with receiver observation information to locate
when there are 3 visible satellites [6–8]; (2) Use altitude combined with receiver
observation information to improve positioning accuracy when there are more than
3 visible satellites but constellation configuration is poor; (3) Use altitude combined
with satellite integrity monitoring (RAIM) to identify the availability of satellite
observations.

References [1, 2] proposed to use the international standard atmospheric pressure
data to establish a model for barometric altimetry. This method is accessible to data,
but due to the changing trend of atmospheric pressure in different areas is different,
the vertical accuracy measured directly according to the international standard
atmospheric pressure model is poor and fixed point error drift is up to meters or
even hundreds of meters [5]. References [3–5] all proposed that use differential
barometric altimetry to measure altitude to improve vertical accuracy. But building
pressure base stations and transmitting data cost much and because the location of
base stations is fixed, it limits the method’s use range. Literature [4] proposed to
transmit air pressure data through mobile communication base stations, but it still
needs to install barometric sensors on stations. The relevant data is transmitted to
the mobile terminal through the base station transmission link.

Literature [6–8] proposed that they combined altitude and receiver observation
information with ellipsoid model for positioning and satellite integrity monitoring.
However, the ellipsoidal model algorithm itself has model error.

Based on the above questions, we proposed a method of inversely predicting the
air pressure at the reference point through receiver observations over a period time
to do differential barometric altimetry. Combine altitude with GPS and through
establishing a virtual satellite at geocentric, we solve the positioning problem when
there are fewer visible satellites. And through the method of receiver positioning
results feedback correcting altitude, reduce the error drift of satellite positioning
assisted by differential pressure altimetry. And solve the problem of satellite
integrity monitoring by using the deviation of position solution’s altitude and
pressure altitude.
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2 Differential Barometric Altimetry Principle

Atmospheric pressure values obtained with the international standard atmospheric
model are relative to sea level. Promotion to the concept of “difference”, that is to
set a reference point, the height of the user’s position is equal to the sum of the
height of the known reference point and the calculated height difference. Based on
the ideal gas state equation, a differential barometric altimetry formula can be
derived from the international standard atmospheric pressure [5]:

h ¼ h0 þ 18410 1þ tm
273:15

� �
lg
P0

P
ð1Þ

where h0 is the height of the reference point, P0 is the pressure value of the
reference point, tm is the average Celsius between the reference point P0 and the
measurement point P, tm = (t0 + tR)/2, t0 is the temperature of the reference point
and tR is the temperature of the measurement point.

3 Analysis of the Key Factors Affecting Differential
Barometric Altimetry

Differential barometric altimetry requires using barometric sensors to measure
temperature and pressure, so it’s influenced by the surrounding more. In this
chapter, we focus on the height accuracy of differential pressure altimetry influ-
enced by the environment of barometer and the condition at high-speeds. Based on
the differential barometric altimetry principle, we use a professional calibrated
VAISALA barometer for experimental verification.

We first study the case of the same speed. The barometer was placed in three
states: in the car, outside the car (no pressure regulator’s environment), outside the
car (with pressure regulator’s environment). Test the accuracy of differential
barometric altimetry influenced by the environment of barometer. Pressure regu-
lator is used to stabilize the rapidly changing airflow around the barometer under
dynamic conditions. Table 1 is the mean error, variance and mean square error of
differential barometric altitude error when a barometer is measured in different

Table 1 Mean error, variance and mean square error of differential barometric altitude error of the
barometer measured in different environments

Outside the car (with pressure
regulator)

Outside the car (no pressure
regulator)

In the
car

Mean error/m 2.497 3.090 2.796

Variance 3.853 7.361 7.710

Mean square
error

0.077 0.100 0.096
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environments. Figure 1 is the accuracy of differential barometric altimetry when a
barometer is measured in different environments.

From Fig. 1 and Table 1, it can be intuitively perceived that differential pressure
altitude precision of barometer with pressure regulator outside the car is superior to
that of the other two environments.

Second, we study differential pressure altitude accuracy at different speeds. Set
the speed to 4 segments, they are below 60, 65–70, 75–80 and 85–90 km/h,
respectively. We choose the pressure sensor outside the car (with pressure regu-
lator). Its altitude error is shown in Fig. 2, the corresponding mean altitude error
and variance shown in Table 2.

From the chart we can see, in the low-speed driving state (60 km/h speed or
less), altitude error is maintained within 2 m, and meet the needs of altitude
accuracy. However, in the high-speed driving state, altitude error significantly
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increased. Mainly because in high-speed state, air pressure around the sensor
changes rapidly so that it is impossible to accurately calculate the altitude. So this
method needs to be further optimized for using high-speed moving speeds more
than 60 km/h.

4 Satellite Positioning Assisted by Differential Barometric
Altimetry

4.1 Principle of Satellite Positioning Assisted by Altitude

The traditional GPS positioning solution is based on pseudo range positioning
principle. Due to the specific city environment, such as urban canyons, tunnels,
jungle and tall buildings shelter, the receiver can only receive messages sent by a
smaller number of satellites so additional external altitude information plays a key
role in positioning. When using differential barometric altimetry aids positioning,
equivalent to placing a virtual satellite fs in the center of the earth. Satellite coor-
dinates are set to (0 0 0), the user’s estimated position coordinates in earth-centered
earth-fixed coordinate system (ECEF) are (xu yu zu). The observation equation is:

qc1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx1 � xuÞ2 þðy1 � yuÞ2 þðz1 � zuÞ2

q
þ b

qc2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2 � xuÞ2 þðy2 � yuÞ2 þðz2 � zuÞ2

q
þ b

� � �
qcj ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxj � xuÞ2 þðyj � yuÞ2 þðzj � zuÞ2

q
þ b

� � �
qcn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxn � xuÞ2 þðyn � yuÞ2 þðzn � zuÞ2

q
þ b

qfs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2u þ y2u þ z2u

p þ 0

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð2Þ

In Eq. 2, (xj yj zj) represents the position coordinates of satellite j under ECEF.
qcj is the distance from the user to the satellite j through the pseudo range cor-
rection. b is the equivalent distance generated by user’s clock error. n is the number
of observation satellites. Equation 2 is linearized using Newton’s iteration and
least-squares method. The geometric matrix G is shown as Eq. 3:

Table 2 Mean error and
variance of the differential
barometric altitude error at
different speeds

Speed (km/h) <60 65–70 75–80 85–90

Mean error/m 1.51 3.78 9.3 10.36

Variance 2.13 0.98 1.02 1.07
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The intermediate variable is:

rj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxj � xuÞ2 þðyj � yuÞ2 þðzj � zuÞ2

q
rfs ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2u þ y2u þ z2u

p
(

ð4Þ

Pseudo range measurement error matrix is:

Mqj ¼ qcj � rj � b
Mqfs ¼ h� hu

�
j ¼ 1; 2; 3 ð5Þ

where h is the altitude of differential barometric altimetry and hu is the altitude
value in the geodetic coordinates (Bu, Lu, hu) which is the user’s estimated position
(xu, yu, zu) converted to. The least square estimate of the user location error X is:

DX ¼ ðGTGÞ�1GTDq ð6Þ

where ΔX = [Δx Δy Δz Δb]T is the offset vector of the location and clock error of
the client and Δq = [Δq1 Δq2 … Δqj … Δqn Δqfs]

T is the ranging error vector.

4.2 Improved Method of Satellite Positioning Assisted
by Differential Barometric Altimetry

By the differential barometric altimetry principle of the second chapter, we can see
that differential barometric altimetry requires air pressure and altitude for a known
reference point. But most of the time, we cannot build a barometric reference
station. This section therefore solves the issue of differential barometric altimetry
without a barometric reference station.

First, we know from Eq. 1 when we have known the initial point of height h0
and pressure P0 over a period of time, and the average height h, the average
temperature tm during this time, the air pressure Pa at the average height ha can be
calculated. The formula is as follows:
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Pa ¼ P0

10
ha�h0

18410þ 67:4taÞ

� � ð7Þ

Use (ha, Pa) as the reference point (h0, P0) for differential barometric altimetry in
the next period of time.

When we could not get a high-precision altitude for some time, (ha, Pa) calcu-
lated in the previous period is taken as the reference pressure-altitude. The real-time
altitude information h is obtained from the user’s pressure sensor by formula 1. Use
this altitude to assist satellite positioning.

But due to the changing atmospheric pressure over time, positioning results will
drift. Therefore, we need to correct the real-time altitude h by using the discrepancy
between the location aided by altitude and the positioning solved by the receiver on
the last moment.

Specific flow charts are shown in Figs. 3 and 4.
Specific steps are as follows:

1. We obtained the initial position information (x0, y0, z0) over a period of time
under the ECEF by the receiver, converted into the location (b0, l0, h0) in
geodetic coordinate system. The corresponding pressure P0 was obtained by the
mobile pressure sensor.

Fig. 3 Flow chart of
establishing the
altitude-pressure reference
point

Fig. 4 Flow chart of satellite
positioning assisted by
differential barometric
altimetry
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2. Obtain the average height ha by the location (bi, li, hi) which the location (xi, yi, zi)
converts into and the average temperature tm during this time.

3. The pressure value Pa corresponding to the average height ha is calculated by the
formula (7). Use them as the initial altitude—pressure reference point at the next
average height ha.

4. In the next period of time, through the real-time pressure P, temperature tR and
the reference point (ha, Pa) calculated over the previous period, get real-time
pressure height hp according to formula (1), where tm = (ta + tR)/2.

5. The correction coefficient of the real-time altitude h is determined by the
deviation between the positioning aided by altitude and the positioning solved
by the receiver on the last moment. The deviation ΔL is calculated as shown in
Eq. 8 and altitude calculation is shown in Eq. 9. The coefficient is determined
by Table 3. When the deviation is more than 2 m, set the current time corrected
h and its corresponding P as the initial altitude—pressure reference point in the
next period time.

6. Combine the real-time receiver position with real-time altitude h, position (xg,
yg, zg) aided by altitude is calculated by Eq. (6).

ML ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxgi�1 � xi�1Þ2 þðygi�1 � yi�1Þ2 þðzgi�1 � zi�1Þ2

q
ð8Þ

(xgi-1, ygi-1, zgi-1) is the position aided by altitude at the previous moment, and
(xi-1, yi-1, zi-1) is the position solved by receivers at the last moment.

h ¼ ahp þð1� aÞhi ð9Þ

hp represents the improved altitude value at the current moment, hi represents the
altitude value solved by receiver and a is the correction coefficient.

4.3 Data Results and Analysis

Select Academy of OPTP-Electronics, Chinese Academy of Science (AOE) as the
experimental site. We use Novatel GPS receivers to do long-time single-point
positioning to get the exact coordinates. Choose any 4 satellites to simulate the
“half the sky” bad scene.

Figure 5 shows that in “half sky” scene, under the condition that position
dilution of precision (PDOP) is 6.7261, the error of the position calculated by a

Table 3 Correction coefficient table

Deviation ΔL/m <1.0 1.0–1.5 1.5–2.0 2.0–2.5 2.5–3.0 >3.0

Correction coefficient a 0.5 0.6 0.7 0.8 0.9 1
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receiver deviates from the real position. The experiment time is 15 min. Figure 6
shows the error of the position calculated by the method of satellite positioning
assisted by improved differential barometric altimetry deviating from the real
position. Calculate the average altitude ha every 1 min, corresponding mean error,
variance as shown in Table 4. Figure 7 shows the error of the altitude calculated by
the improved method deviating from the real receiver altitude.

As shown in the above figure and table, differential barometric altimetry can be
performed without a barometric reference station through an improved method and
it can assist satellite positioning to improve positioning accuracy.

The time is generally 1–5 min, when a receiver crosses tall buildings under the
condition of 3 visible satellites. Use the improved method without feedback cor-
rection to solve three satellites positioning in short time. Select AOE as the
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experimental site. When the number of visible satellites is more, we
set altitude-pressure reference points. When the number of visible satellites is three,
we use the (ha, Pa) in the recent period time as the altitude-pressure reference point
for differential barometric altimetry. Figure 8 shows the error of three satellite
positioning assisted by improved differential barometric altimetry.

From Fig. 9 we know that the improved differential barometric altimetry method
can be used to assist the three satellite positioning.

5 Satellite Integrity Monitoring Assisted by Differential
Barometric Altimetry

5.1 Principle of Satellite Integrity Monitoring Assisted
by Altitude

One of the most commonly used in traditional satellite integrity monitoring algo-
rithms (RAIM) is the pseudo range residual detection method. At least 5 satellites

Table 4 Mean error and
variance of the position result
of the two solutions

The positioning error
solved by receivers

Positioning error assisted
by improved differential
barometric altimetry

Mean error/m Variance Mean error/m Variance

x 1.7755 1.2971 1.1072 0.2680

y 6.2607 2.8000 5.2998 0.4123

z 6.5356 5.5408 4.6911 0.7574
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are required for fault detection and the number of satellites is at least 6 to trou-
bleshoot. In this article, due to the addition of known altitude information, the fault
of satellites can be detected when there are 4 satellites and of single-satellite can be
excluded when there are 5 satellites. The process of RAIM algorithm aided by
altitude is shown as Fig. 9:

Specific steps are as follows:

1. After getting the satellite position and differential barometric altimetry, firstly
determine the number of satellites. Only when the number of satellites is more
than or equal to 4, integrity monitoring can be performed.

2. If the number of satellites is only four, first we will solve the position to get a set
of altitude positioning. If the environmental conditions are good, we will get N
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Fig. 9 Flow chart of RAIM
algorithm assisted by
differential barometric
altimetry

Research on Barometric Altimeter Assisting GNSS … 809



satellites and then we will use any N-1 satellites for solving position, N posi-
tioning results will be obtained.

3. Because satellite integrity monitoring aided by altitude is not sensitive to
low-elevation satellites, firstly determine the elevation angle of the satellite and
secondly select the appropriate altitude error threshold Δh within a range of
satellite elevation.

4. The deviation of all the obtained altitude positioning results from the measured
differential pressure altitude is compared with the threshold value Δh. When the
number of satellites is four, if the deviation exceeds Δh, it will be determined
that there is a satellite fault. When the number of satellite is more than four, if
N-1 groups of altitude deviation exceed Δh, it will be determined that there is a
single-satellite fault.

5. If the fault of satellite is detected, then the non-faulty satellite will be the
satellites whose altitude deviations are within the range of Δh.

The RAIM algorithm aided by altitude lies in the consistency of satellite mea-
surements. If there is a satellite fault, pseudo-range residual will be inconsistent so
that the positioning deviation will be greater. This is the basic principle of satellite
integrity monitoring aided by altitude.

5.2 Experimental Results and Data Analysis

Experimental site is still selected in AOE and use Novatel GPS receiver for a long
time single point positioning to get the exact coordinates. Choose one satellite from
N satellites every time, adding a certain deviation to its corresponding pseudo
range. Altitude error deviation threshold Δh was selected as 3 m. Fault detection
rate is shown in Tables 5, 6, 7 and 8:

1. Due to the satellite integrity monitoring aided by altitude requiring a higher
precision, the fault detection rate has a high dependency on the satellite ele-
vation. When the elevation is greater than 30°,fault detection rate has been
improved comparing with the elevation greater than 10°.

Table 5 The fault detection
rate of satellite elevation
greater than 10° and adding
50 m deviation to the range

Adding 50 m deviation, satellite elevation greater than 10°,
Δh = 3 m

The number of satellites 5 6 7 8

Fault detection rate (%) 40 55 67 80

Table 6 The fault detection
rate of satellite elevation
greater than 10° and adding
100 m deviation to the range

Adding 100 m deviation, satellite elevation greater than 10°,
Δh = 3 m

The number of satellites 5 6 7 8

Fault detection rate (%) 55 63 72 83
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2. When there is a larger pseudo range deviation, the detection rate is greater than
the detection rate with smaller pseudo-range deviation. This is because when the
observed noise is similar to the pseudo-range deviation, RAIM algorithm is
difficult to distinguish the faulty satellite. Therefore, the RAIM algorithm is
more effective for the detection of faulty satellites with large pseudo range
deviation.

3. As the number of satellites increases, the altitude will be more accurate. This
also increases the detection rate of the RAIM algorithm with altitude assistance.
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Simulation on the Qualitative
Relationship Between Carrier
Movement and Eddy Current
Interfering Magnetic Field
in Geomagnetic Navigation

Chi Li, Binfeng Yang, Junmin Xu and Huan Sun

Abstract The premise of using geomagnetic measurement to realize high precision
navigation is that magnetometer can obtain geomagnetic field data accurately.
However, the moving carriers, including missiles and aircraft, whose attitudes will
continue to change during the flight and eddy current magnetic field generated by
carrier moving also changes. Therefore, it is of great significance to study the
intrinsic relationship between them to eliminate the influence of eddy current
magnetic field. In this paper, COMSOL Multiphysics was used to establish the
model of eddy current magnetic field, and it was studied that the influence of carrier
on geomagnetic measurement under different motion conditions. Firstly, the
influence of the characteristics of the permanent magnet on the uniform magnetic
field is analyzed. Secondly, the distribution of the carrier’s eddy current magnetic
field under the rotation condition is studied. Finally, the relationship is considered
between the eddy current field and the carrier speed under the condition of swing.
The simulation results clarify the relationship between eddy magnetic field and the
carrier movement mode. At the same time, it provides an important theoretical basis
for the geomagnetic measurement error compensation algorithm.

Keywords Geomagnetic navigation � Ferromagnetic material � High speed motion
Eddy magnetic field

1 Introduction

Geomagnetic navigation provides the of navigation service by matching the geo-
magnetic data measured by magnetometer with the previously prepared geomag-
netic map [1, 2]. The earth’s magnetic field is very stable and contains rich volume

C. Li (&) � B. Yang � J. Xu � H. Sun
Information and Navigation College, Air Force Engineering University,
Xi’an 710077, China
e-mail: Nacl_1208@163.com

© Springer Nature Singapore Pte Ltd. 2018
J. Sun et al. (eds.), China Satellite Navigation Conference (CSNC) 2018
Proceedings, Lecture Notes in Electrical Engineering 499,
https://doi.org/10.1007/978-981-13-0029-5_68

813

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0029-5_68&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0029-5_68&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-13-0029-5_68&amp;domain=pdf


of magnetic characteristics, such as the total intensity and magnetic field intensity
gradient, inclination and declination. These characteristics and geographical posi-
tion has a corresponding relation, so the geomagnetic navigation is a passive, no
radiation, anti-jamming, autonomous navigation mode all day long time, and has
wide application prospect in the military field [3–5].

One of the key technologies to realize geomagnetic navigation is to measure the
geomagnetic field data accurately [6–8]. The geomagnetic navigation is mainly
applied to Underwater Unmanned Underwater Vehicles, unmanned aircraft carrier
is closely related to the and the military field [9], and the extensive use of ferro-
magnetic materials in the carrier, resulting inevitably carrier magnetic interference
in the measurement process. The interference magnetic field has a great influence
on the geomagnetic survey data. If we do not study the interference field and make
error compensation, it is impossible to obtain accurate geomagnetic data matching
[10, 11]. Therefore, it is very important to study the interference magnetic field of
the carrier for geomagnetic measurement.

In geomagnetic measurement, the interference of the measurement mainly
includes instrument error, hard iron error, soft iron error and eddy current magnetic
field interference. The instrument error can be eliminated by calibrating the mag-
netometer in advance, and it has nothing to do with the carrier and the geomagnetic
field. Hard and soft iron error, and eddy current magnetic field is related to the
carrier, is unique in the geomagnetic measurement [12]. In the study of carrier
magnetic interference, the scholars at home and abroad focus on the hard and soft
iron error for land vehicles and underwater vehicles. For instance, the Hu Xiaoping
studied the error compensation of unmanned underwater vehicles, the instrument
error, hard and soft iron error and random error of integrated modeling, but did not
consider the eddy current magnetic field interference [13–15]. When studying
moving targets with low velocity in ground and underwater, the smaller eddy
current magnetic field can be ignored. However, in high speed aircraft carrier, the
effect of the eddy current magnetic field is not clear.

Therefore, this paper mainly studies the eddy current interference magnetic field
characteristics of high speed moving carrier. The relationship between eddy mag-
netic field and velocity, carrier position and direction are simulated and analysed so
as to guide the installation of the magnetometer and the compensation of the
interference field of the carrier.

2 Mechanism of Carrier Interference Magnetic Field

Carrier interference magnetic field includes hard iron errors, soft iron errors and
eddy current magnetic field. Hard iron errors are caused by the carrier of the
remanence of the ferromagnetic material. Due to the hard magnetic materials with
high coercivity, it is considered to be a constant value. Soft iron errors are produced
by magnetization of soft magnetic material of carrier. Because soft magnetic
material has low coercive force, when the external magnetic field changes, the soft
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magnetic interference also changes, so the soft iron errors are closely related to the
movement attitude of the carrier and the geomagnetic field [16].

The eddy current magnetic field is the magnetic field produced by the metal
conductor cutting the magnetic field line when the navigation carrier moves in the
geomagnetic field. If the influence of eddy current magnetic field is not made
compensation, it will seriously affect the real-time output data of magnetometer,
make the navigation error bigger, even not to provide accurate navigation and
positioning for the aircraft.

3 Establishment of Simulation Model and Analysis
of Uniform Magnetic Field Characteristics

The geomagnetic field is globally distributed and stable, so the geomagnetic vector
can be regarded as a function varying with position. In the simulation model, the
influence of the motion state of the carrier on the measurement of geomagnetic field
is qualitatively studied. Here, the geomagnetic field can be considered as a locally
uniform magnetic field [17].

3-D simulation model of cylindrical carrier moving in a uniform magnetic field
is established, as shown in Figs. 1 and 2. Uniform magnetic field generated by a
permanent magnet is used to simulate the geomagnetic field in the model.

The outer layer of the model is a cylindrical air field, and the model is confined
inside air domain, which is the condition for finite element analysis. The U type
structure in the middle is a device to produce uniform magnetic field, inside which
there are two cylinders. The outer cylinder is a rotating domain established, by
which the simulation model is divided into two parts. The outside of the cylinder is

Fig. 1 3D diagram of the
model
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a stationary domain and the inside is a rotating domain. Inner cylinder is solid
copper carrier that will move in the rotating domain. The initial size of the model is
shown in Table 1.

The uniform magnetic field is generated by U type structure, in which r5 is a
permanent magnet, and the initial remanence is 50,000 nT. r1, r2, r3, r4 are yokes,
and their function is to guide the propagation of the magnetic field in the magnetic
circuit.

In order to verify the permanent magnet at the center of the magnetic field, in the
static state of the carrier for steady state analysis of magnetic field distribution
between the magnetic yoke, the results are shown in Fig. 3, it can be seen from the
figure, the uniform magnetic field distribution between the magnetic yoke, and
stronger than the surrounding magnetic field, permanent magnet that has produced
the magnetic field.

In order to further verify the quantitative relationship between the remanence of
permanent magnet and uniform field strength, the distribution curves of the mag-
netic field on the path parallel to the axis of the carrier inside the yoke are obtained
under different external magnetic fields, and the results are shown in Fig. 4. It can
be seen that the magnetic field is uniformly distributed along the length of the yoke
and gradually decreases at both ends. When the remanence of the permanent
magnet is 40,000, 50,000 and 60,000 nT, the magnetic induction intensity becomes
2858, 3572 and 4287 nT on the path respectively. The ratio of the uniform field
intensity is similar to that of the remanence of the permanent magnet, which both

r3

r4

r5

r2

r1

Fig. 2 2D diagram of the
model

Table 1 Model size

Air domain Rotating domain Carrier r1 r2 r3 r4 r5

Radius (m) 0.08 0.008 0.005 / / / / /

Height (m) 0.09 0.09 0.01 0.01 0.01 0.01 0.01 0.04

Width (m) / / / 0.03 0.03 0.055 0.055 0.01

Length (m) / / / 0.03 0.03 0.03 0.03 0.03
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are 4:5:6. Therefore, when the material and structure are unchanged, uniform field
intensity is proportional to the remanence of permanent magnet. By changing the
remanence of the permanent magnet, we can produce different intensity of magnetic
field.

Fig. 3 Simulation on uniform field
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4 Influence of Carrier Motion on Eddy Magnetic Field

When the model can produce a uniform magnetic field, the carrier is placed in the
uniform magnetic field to study the motion characteristics. The motion of the carrier
mainly includes two ways of rotation and swing, so the eddy current magnetic field
is discussed under these two modes of motion.

4.1 Carrier Rotates at Uniform Speed

The external uniform magnetic field moves along the −Y axis, and the carrier
rotates uniformly around the Z axis, as shown in Fig. 5.

When rotating at constant speed, the velocity remains constant in one cycle.
When the rotational speed is 2 Hz, the current distribution on the carrier surface is
observed, as shown in Fig. 6, and it can be seen from the figure that the eddy exists
on the surface of the carrier. In one cycle, the eddy flows along the plane parallel to
the YOZ in clockwise direction, and the direction remains unchanged.

In order to qualitatively analyze the relationship between the rotational speed of
the carrier and the eddy intensity, the speed is set as 2 and 40 Hz respectively, and
the transient analysis of the model is carried out. The distribution of the eddy
intensity at different speeds is obtained. The results are shown in Figs. 7 and 8. It
can be seen from the diagram that the eddy intensity remains unchanged at different
times. However, at the same moment, the eddy in the middle of the carrier is larger,
the two sides smaller. When the speed increases from 2 to 40 Hz, the eddy intensity
has obvious enhancement. The reason is that when the carrier speed increases, the
speed of the carrier cutting the magnetic line will also speed up. According to
Faraday’s law of electromagnetic induction, the induced EMF will be increased,
leading to the induced eddy enhancement.

Z

-Y

X

B

Fig. 5 Uniform rotation of
carrier
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Based on the analysis of the relationship between the eddy current and the
rotating speed of the carrier, it is necessary to further clarify the relationship
between the magnetic field strength and the rotational speed of the carrier. The
simulation results show that when the carrier speed is small, the eddy current is very
weak, so the eddy current magnetic field strength is relatively small. Thus it is not

Fig. 6 Eddy current distribution on the surface of carriers
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intuitive to study the relationship between the eddy magnetic field and the speed
directly. The theoretical analysis shows that the total magnetic field around the
carrier is the sum of the external magnetic field and the eddy current field, and the
additional uniform field strength remains unchanged in the simulation. Therefore,
the influence of the rotating speed on the eddy current magnetic field can be
analyzed by studying the variation of the total magnetic field around the carrier. The
5 sets of rotational frequencies in the simulation are 2, 10, 20, 30 and 40 Hz
respectively. The total magnetic field intensity curve on the axial path of the carrier
is obtained by simulation, as shown in Fig. 9.
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It can be seen from the Fig. 9 that with the increase of the speed, the total
magnetic field intensity decreases obviously. According to Lenz’s law, The mag-
netic field generated by the induced current always impede the change of the flux
caused by the induced current. That is to say, the eddy current magnetic field
hinders the change of magnetic flux. When the speed is small, the eddy current
magnetic field is weak, and the obstruction is not obvious. But when the velocity
increases, the eddy current field becomes stronger and stronger, and the blocking
effect becomes stronger and stronger, which leads to the decrease of the total
magnetic induction intensity of the carrier.

In order to study the influence of the external magnetic field on the eddy
magnetic field, the rotational speed of the carrier is set as 100 Hz, and the rema-
nence of the permanent magnet is 40,000, 50,000 and 60,000 nT respectively. The
variation curve of the eddy current field along the axial direction is obtained, as
shown in Fig. 10. It can be seen from the figure, the strength of eddy magnetic field
were 156, 195, 234 nT, which is approximately equal to 4:5:6. It is the same as the
ratio of the remanence of the permanent magnet. The above simulation analysis has
shown that the uniform magnetic field is proportional to the remanence strength of
the permanent magnet. Therefore, there is a linear relationship between the eddy
magnetic field and the strength of the external uniform magnetic field.

4.2 Carrier Swings

In the state of swing, the velocity and direction of the carrier changes in one cycle.
In the simulation, the swing curve is set as sine function. The carrier starts from the
balance position and swings around the Z axis, as shown in Fig. 11. The swing
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angle frequency is 628 rad/s, and the period is 0.01 s. The amplitude is p
2�
30, and

the initial phase is 0°. The direction of the uniform magnetic field is along the −Y
axis.

According to the right-hand rule, when the carrier moves forward along the Y
axis, the eddy is always distributed on the plane parallel to the YOZ, and the eddy
current moves along the carrier surface clockwise. When along the −Y axis, it flows
along the surface of the carrier in an anticlockwise manner. In order to verify the
correctness of the model, transient analysis of model is calculated to observe the
eddy current distribution of carrier in t = 0.002 s and t = 0.005 s, and the results
are shown in Figs. 12 and 13. The size of arrows indicates eddy intensity. We can
obtain two conclusions from the figure. Firstly, the flow direction of the induced
eddy is closely related to the direction of the carrier wobble. The carrier swing
along the Y axis when t = 0.002 s and along the −Y axis when t = 0.005 s, so the
induction eddy current flow is reversed, which is consistent with the theory anal-
ysis. It also verified the correctness of the simulation model. Secondly, the intensity
of the induced eddy current is closely related to the velocity of the carrier. When
t = 0.002 s, carrier is about to swing to the maximum amplitude, so the speed is
significantly less than the speed when t = 0.005 s. Because the carrier just swing to
the equilibrium position when t = 0.005 s, where speed is the maximum value. It
can be seen from the figure, the induced eddy current in the equilibrium position is
obviously stronger than that in other positions, which is consistent with the con-
clusion from the rotating carrier.

The eddy current intensity is qualitatively analyzed in a period, and the distri-
bution curve of the eddy intensity at different times in the cycle is obtained, as
shown in Fig. 14. It can be seen from the figure that the maximum value of the eddy
appears at the t = 0.005 and t = 0.01. The carrier swing just after the equilibrium
position, and the velocity is maximum. So the eddy current is the strongest. In other

-Y

X

B

Z

Fig. 11 Carrier oscillates
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locations, with the decrease of the swing speed of the carrier, the induction eddy
current is reduced gradually.

In order to further verify the relationship between the eddy current magnetic field
and the velocity of the carrier, total magnetic field intensity curves at 3 different

Fig. 12 Eddy distribution
when t = 0.002 s

Fig. 13 Eddy distribution
when t = 0.005 s
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times in the 1/4 period of oscillating are simulated, which is shown in Fig. 15. It can
be seen from the figure that its position moves from near the maximum swing to the
equilibrium position when the carrier swings from t = 0.003 s to t = 0.005 s, so the
swing speed will gradually increase. The magnetic field of the induced eddy will
gradually increase with the increase of the velocity of the carrier, which leads to the
decrease of the total magnetic field strength. This is consistent with the conclusions
drawn from previous simulation.

In summary, the following conclusions can be drawn: the eddy current magnetic
field increases with the increase of the carrier velocity, and the distribution of the
magnetic field presents a strong middle and weak side distribution, while it is
proportional to the magnitude of the external magnetic field. The research shows
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that the eddy current magnetic field cannot be ignored when the carrier is moving at
high speed. In order to achieve high precision geomagnetic navigation, the eddy
current magnetic field must be eliminated and corrected. Meanwhile, the installation
position of the magnetometer must be optimized. It should be installed on both
sides to reduce its impact on the eddy current magnetic field as far as possible.

5 Conclusions

Aiming at the problem of eddy magnetic field in the carrier interference field, the
simulation model of eddy current interference field is built by using COMSOL
Multiphysics simulation software. First, the characteristics of the uniform field of
permanent magnets used to simulate geomagnetic field are studied, and then the
distribution of the eddy current magnetic field of the carrier under uniform rotation
and swing is simulated. The influence of the eddy current interference field on the
geomagnetic measurement is clarified. The simulation results show that the eddy
current magnetic field increases with the increase of the carrier velocity, and the
eddy current magnetic field mainly exists in the middle of the carrier. The simu-
lation results provide theoretical basis for the error modeling and the magnetic field
correction technology in geomagnetic navigation.
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Further Analysis on Cramer-Rao Bound
for Cooperative Positioning Network

Siming Li, Jing Lv, Shiwei Tian, Longlong Suo and Yaning Liu

Abstract Cooperative positioning is expected to be a newly canonical technology
to achieve highly accurate location awareness. In this paper, we present a further
analysis for Cramer-Rao Bound (CRB) from the perspective of quantity of nodes,
network topology and ranging error distribution. We propose and certify a lower
limit of CRB and succinct topology design rules for cooperative network.
Compared to the case with Gauss noise, the CRB of non-Gaussian ranging error
model is developed and calculated. Ultimately, by simulation results, our conclu-
sion yields important insights into the location system design fulfilling certain
accuracy requirements.

Keywords Cooperative positioning � Ranging error � CRB

1 Introduction

Cooperative positioning is an emerging paradigm that circumvents the needs for
high-power, high-density anchor deployment, and offers additional localization
accuracy by enabling the agents to help each other in estimating their positions [1,
2]. The availability of such relative positional information is of great importance in
many fields, such as parking garage, package distribution and security rescue.
However, precise determination of agent positions is a challenging task, especially
when it is influenced by topology and ranging error model.

Previous work introduces the CRB in terms of localization accuracy. It is a
classical result of mathematical statistics which basically gives the lower bound on
the covariance of all statistical estimators for a parameter. The bound is given in
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terms of the Fisher information (FI) or Equivalent FI [3]. A general expression for
the CRB of wireless cooperative networks has been derived in the literature [3–5].
Also, the upper limit of the CRB is confirmed to infinite large [6, 7]. Hybrid
schemes using more than one type of position-determining methods are proved to
reduce the CRB and improve position accuracy [6]. However, this result is cal-
culated based on Gaussian ranging error. The experiments show the ranging error
may not obey Gaussian distribution [8, 9].

Compared with the above existing work, the main contributions of this paper are
summarized as follows:

• A closed-form expression of lower limit for CRB is derived. When the error
probability distribution function (pdf) is very informative, the lower limit can be
calculated.

• According to aforementioned lower bound, several nodes configuration rules for
2-dimensional cooperative network are proposed further.

• We numerically analyze CRB using non-Gaussian ranging error models and
compare with Gaussian case. The impact of these models on CRB is verified.

The rest of this paper is organized as follows. Section 2 describes a cooperative
positioning system and Fisher Information Matrix (FIM). In Sect. 3 we derive the
lower limit of CRB, propose the several nodes distribution rules, and compare CRB
in Gaussian and non-Gaussian ranging error. We show numerical simulation in
Sect. 4, and complete this paper by some conclusions in Sect. 5.

2 System Setup and FIM

Consider a Nþ 1 nodes in two-dimensional network, of which N N� 2ð Þ cooper-
ative nodes with known position as Pi ¼ xi; yi½ �T, i ¼ 0; . . .;N � 1 and one agent
with unknown position as P ¼ x; y½ �T. qi is a peer-to-peer range measurement
between the ith node and the unknown agent.

qi ¼ Pi � Pk kþ ei ð1Þ

where

di ¼ Pi � Pk k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xi � xð Þ2 þ yi � yð Þ2

q
ð2Þ

is the physically direct distance between the transmitter and the receiver and ei is the
distance ranging (estimation) error variable with mean value le and variance r2e .
Note that both ranging error are relative with measurement environment but
independent of numerical order of the nodes. Thus, (1) has
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qi ¼ di þ e ð3Þ

and let f ðeÞ be the pdf of e. Focus on one single agent P ¼ x; y½ �T, the PDF of the ith
range measurement qi can be expressed as

f ðqi; diÞ ¼ f ðqi � Pi � Pk kÞ ¼ f ðqi � diÞ ð4Þ

As the range measurements which occur in different nodes are mutual inde-
pendent, the joint PDF of the N measurements should be

pðq;PÞ ¼
YN�1

i¼0

f ðqi � diÞ ð5Þ

where q ¼ q0; . . .; qN�1½ �T and P ¼ P0; . . .;PN�1½ �T are measurement vector and
position vector, respectively.

According to the notion of FIM, we have

I Pð Þ ¼
E @ ln pðq;PÞ

@x

� �2� �
E @ ln pðq;PÞ

@x
@ ln pðq;PÞ

@y

h i
E @ ln pðq;PÞ

@y
@ ln pðq;PÞ

@x

h i
E @ ln pðq;PÞ

@y

� �2� �
2
664

3
775 ð6Þ

Then, [10] has made further efforts to facilitate I Pð Þ.

I Pð Þ ¼
XN�1

i¼0

E
@ ln f ðqi � diÞ

@di

� �2
" #

�
x�xi
di

� �2
x�xi
di

y�yi
di

x�xi
di

y�yi
di

y�yi
di

� �2
2
64

3
75 ð7Þ

The right-side matrix has been nominated as ranging direction matrix (RDM) in
[3].

R /ið Þ ¼
x�xi
di

� �2
x�xi
di

y�yi
di

x�xi
di

y�yi
di

y�yi
di

� �2
2
64

3
75

¼ cos2 /i cos/i sin/i

cos/i sin/i sin2 /i

� � ð8Þ

where

/i ¼ tan�1 y� yi
x� xi

ð9Þ
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denotes the angle from the unknown agent to node i. Let the part corresponding to
error distributions in (7) to

E
@ ln f ðqi � diÞ

@di

� �2
" #

¼ g f ðeÞð Þ ð10Þ

Then, (7) is formulated as

I Pð Þ ¼
XN�1

i¼0

gðf ðeÞÞ � R /ið Þ ð11Þ

Now, it is obvious that I Pð Þ is relative to nodes number, RDM and ranging error
distribution.

3 Derivation and Analysis of CRB

The Cramer-Rao inequality gives a lower bound for the error variance of any
unbiased estimate of some unknown parameter [11]. Therefore, it is an appropriate
reference for the location accuracy. In this section, we present the analysis of the
location accuracy to illustrate the influence factors.

3.1 The Lower Limit of CRB

Noting the invertibility of FIM, we discuss CRB in 2 situations.
Case 1: If FIM is not inverse, det I Pð Þð Þ ¼ 0 ) rCRB ! 1. That is

8i; 8j[ i /i¼/j or /i � /j ¼ p ð12Þ

Case 2: If FIM is inverse, we have

det I Pð Þð Þ ¼g2 f eð Þð Þ �
XN�1

i¼0

cos2 /i

XN�1

i¼0

sin2 /i �
XN�1

i¼0

cos/i sin/i

 !2
2
4

3
5

¼g2 f eð Þð Þ �
XN�1

i¼0

XN�1

j[ i

sin2 /i � /j

	 
 ð13Þ
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and

rCRB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I�1
11 Pð Þþ I�1

22 Pð Þ
q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tr I�1 Pð Þ� �q

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
k1

þ 1
k2

r ð14Þ

where I�1
11 Pð Þ and I�1

22 Pð Þ are elements in the 2 � 2 matrix I�1 Pð Þ, k1, k2 are
eigenvalues of I Pð Þ and 1

k1
, 1
k2
are eigenvalues of inversion of I Pð Þ. Besides,

tr I Pð Þ½ � ¼g f eð Þð Þ � N
¼k1 þ k2

ð15Þ

det I Pð Þð Þ ¼ k1 � k2 ð16Þ

Hence, (16) can be induced to be positive to prove that k1 and k2 are greater than
0. Then,

rCRB ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
k1

þ 1
k2

r
�

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2ffiffiffiffiffiffiffiffiffi
k1k2

p
s

ð17Þ

If and only if 1
k1
¼ 1

k2
, i.e.

k1 ¼ k2 ¼ g f eð Þð Þ � N
2

ð18Þ

the equation will be established. Then, we get the minimum value of CRB.

rCRBmin ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

2ffiffiffiffiffiffiffiffiffi
k1k2

p
s

¼ 2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g f eð Þð Þ � Np ð19Þ

Equation (19) gives the optimal CRB theoretically for any topology structure
and therefore localization algorithm design in practice is supposed to draw near
rCRBmin .

3.2 Topology Design Rules Based on CRB

Equation (11) has shown an underlying connection between CRB and /i, and such
connection will be further demonstrated.

Rule 1: The worst nodes topology is linear distribution as Fig. 1a.
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It is intuitive that (13) sets a compact example when CRB arrives infinity.
Rule 2: The perfect case in 2 cooperative nodes is p=2 included angle, depicted in

Fig. 1b.
We assume that 2 nodes cooperate to determine corresponding unknown coor-

dinates. Combining (13) and (19), this can be written as

sin2ð/0 � /1Þ ¼ 1 ð20Þ

Rule 3: For N � 3 nodes, we can find a best case is uniform distribution Fig. 1c.
In this condition, we obtain

XN�1

i¼0

XN�1

j[ i

sin2 /i � /j

	 
 ¼ N2

4
ð21Þ

and we can find a solution of (21), given by

8i; /i � /iþ 1 ¼
2p
N

ð22Þ

3.3 Ranging Error Model

It is well known that ranging error model typically hinges on cluttered environ-
ments, where multipath, LOS blockage, and excess propagation delays through
materials lead to positively biased range measurements [12, 13]. Therefore,
researching the positioning accuracy under different error models exhibits great
necessity. Gaussian model [6], Exponential model and Asymmetric double expo-
nential model (ADE) [8] used in this paper are listed in Table 1. The parameter
kP; kN are positive and related to the measurement environment, which provide
control over the shape of the model.

(a) (b) (c)

Fig. 1 Topology structure. a Example of Rule 1. b Example of Rule 2. c Example of Rule 3
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Through (10), we have

gG ¼ 1
r2G

ð23Þ

gE ¼ k2 ð24Þ

gADE ¼ 1
kPkN

ð25Þ

It is observed that both Gaussian and Exponential case are inversely proportional
to error variance. When assuming that the same mean value and variance, that is
lG ¼ kP � kN ,rG ¼ k2P þ k2N , (23) can be simplified as

gG ¼ 1
r2G

¼ 1

k2P þ k2N
ð26Þ

Since kP; kN are greater than 0 and k2P þ k2N � kPkN is always established, we
have

gG � gADE ð27Þ

Noting that the corresponding FIM IG Pð Þ and IADE Pð Þ are determined by
respective gG and gADE for the one specific topology, we have

IG Pð Þ�IADE Pð Þ ð28Þ

Equation (28) means that IADE Pð Þ � IG Pð Þ is positive semidefinite [14]. Hence,
(28) shows realistic Asymmetric double exponential model is superior to tradi-
tionally general Gaussian model in terms of positioning accuracy. Numerical
simulation will be given in next section.

Table 1 Three ranging error model

Ranging error model Probability distribution function Mean Variance

Gaussian model fG eð Þ ¼ 1ffiffiffiffiffiffiffiffi
2pr2G

p exp � e�lGð Þ2
2r2G

� �
lG r2G

Exponential model
fE eð Þ ¼ k expð�keÞ; e[ 0

0; e� 0


1
k

1
k2

ADE
fADE eð Þ ¼

1
kP þ kN

expð� e
kP
Þ; e� 0

1
kP þ kN

expð e
kN
Þ; e� 0

(
kP � kN k2P þ k2N
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4 Numerical Example

The above results allow to compute I Pð Þ for a given network configuration or error
distribution and to express the rCRB by inverting itself.

Here, we adopt the experiments data from National Institute of Standards and
Technology [15] and set g f eð Þð Þ ¼ 1 for purpose of comparison within diverse
nodes distributions. Figure 2 shows CRB values for several nodes distribution,
where General 1 and General 2 are respectively set up two different topology
structures, such as for 2 nodes they are p=4 and 2p=3 included angle. It depicts the
fundamental limits that CRB for any nodes structure is between rCRBmin and infinity.
In addition, the optimal CRB for 2 nodes is p=2 and for N� 3 is uniform.

The Asymmetric double exponential model presented in [8] provides a realistic
and flexible approach to statistically characterizing ranging errors experienced in
typical indoor situation. The performance of it was simulated in Fig. 3, compared to

Fig. 2 rCRB with different topology structure
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Gaussian model. Firstly, we assume that a hybrid GNSS-terrestrial cooperative 3D
positioning scenario1 and the unknown position is the third agent, where cooper-
ative ranging error is ideal Gauss with r ¼ 0:2. Therefore, CRB under r ¼ 4:72
[15] is a contrast in order to show practical positioning results. Secondly, the Gauss,
Exponent and ADE case are compared in the same mean value and variance. It
presents that ADE not only adapts to the real indoor environments but also gets the
better position accuracy.

5 Conclusion

We have proposed a close expression of lower limit for CRB, which can be used as
the optimal position accuracy and to guide the localization algorithm design. Based
on analysis of position accuracy, several nodes distribution rules are derived to give
insights into 2D localization awareness networks. Also, for agents indoors,
Asymmetric double exponent distribution has a better performance than Gauss in
terms of positioning accuracy.

Acknowledgements This work is supported by National Natural Science Foundation of China
(61601511, 61571464, 61401507).

Fig. 3 rCRB with different ranging error model

1The scenario is Fig. 3 in [6], and the related coordinates information also are given.
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Research on Simultaneous Localization
and Mapping Algorithm Based
on Monocular Vision

Han Zhang, Baowang Lian and Hu Lu

Abstract Simultaneous Localization and Mapping (SLAM) technology can make
the robot in the unknown area positioning and building the map. Aiming at the
problem of the indoor positioning in a small area, SLAM algorithm based on
monocular camera was used. Feature based method was introduced to estimate the
position of the robot and build the local map, and then BA (Bundle Adjustment) and
graph optimization was used to optimize in the back-end. In order to solve the
problem of scale drift in positioning, the bag-of-words (BoW)model and loop closing
were used to reduce the system error, and an overall map was constructed at last. The
experiment results show that the proposed algorithm can construct a sparse map in a
small indoor scene, and the positioning error in the x direction reaches 0.0528 m,
which meets the accuracy requirements and effectively reduces the scale drift.

Keywords SLAM � Feature points � Monocular � Pose graph optimization
Loop closing

1 Introduction

With the development of science and technology, indoor positioning technology is
more and more mature. The positioning technology of mobile robot is the key to
indoor positioning, and gradually realizes the positioning, navigation and barrier
functions [1]. Simultaneous localization and mapping (SLAM), one of the most
advanced research methods of mobile robot localization technology, was first
proposed by Randall Smith and Peter Cheseseman in 1988 [2]. SLAM problem
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refers to a sensor-equipped mobile device entering an unfamiliar environment,
building a map by its own movement, and implementing its ownpositioning [3].

When the sensor is a camera, it becomes a visual navigation. Visual navigation
has the advantages of large amount of information, high flexibility, and has an
unparalleled status in indoor positioning technology [1]. Monocular cameras are
widely used because of their low cost.

There are many monocular SLAM solutions, mainly divided into two parts
which are based on the filter and key-frame BA. Early programs are basically using
Kalman filter technology to achieve optimization [4]. This algorithm only considers
the state of the current moment, and the states of other moments do not participate
in the optimization calculation. The error of the current frame will be passed to the
next frame, which will result in the accumulation of errors. Therefore, the EKF
algorithm is only suitable for small-scale scenes. However, the graph optimization
theory based on nonlinear optimization can be applied to a wide range of scenes, so
it has become a hot research topic nowadays. In the graph optimization, robot poses
and road signs are taken as the nodes and the observation equation is the edge. The
optimization problem is expressed as a graph, and the objective error is taken as the
objective function, which is minimized to optimize the pose and road sign nodes
[5]. During this process, Bundle Adjustment (BA) [6] plays a central role. Due to
the large number of landmarks and pose points in the global optimization, the early
SLAM was not suitable for real-time calculation, and it was not realized until
people recognized the sparsity of Bundle Adjustment (BA).

MonoSLAM is the first vision SLAM system based on a monocular camera [1].
It uses Kalman filter for back-end optimization, but its systematic error is relatively
large and computationally intensive. PTAM [7] (Parallel Tracking and Mapping) is
the first keyframe-based solution that tracks and constructs maps simultaneously.
However, PTAM only applies to small-scale scenes, and the ability to relocate is
poor, making it easy to track loss in some complicated scenes. Therefore, following
PTAM, Mur-Artal et al. proposed ORB-SLAM (Oriented FAST and Rotated
BRIEF-Simultaneous Localization And Mapping) algorithm [8]. This algorithm has
three threads: tracking, mapping and loop closing. The feature points are extracted
and matched by ORB (Oriented FAST and Rotated BRIEF) [9] feature points
method in the algorithm, and three threads are carried out in parallel. The algorithm
has the ability of relocalization, and it can detect a large loop, with improving the
positioning accuracy.

For monocular system, although it has the advantages of high flexibility and low
cost, lack of depth information will result in low positioning accuracy and deviation
of trajectory. In order to solve this problem, this paper uses ORB-SLAM algorithm
to test in a small-scale scene. The ORB feature points method is used to extract and
match the feature points, and initialize them at the front of the visual odometer. At
the same time, the results are optimized by graph optimization at the back end, and
the sparse map is obtained by loop detection and Sim3 optimization, which can
improve the accuracy and reduce the scale drift.
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2 Monocular ORB-SLAM Algorithm

2.1 Initialization

Because the monocular SLAM system does not have the depth information, it is
necessary to estimate the relative pose of the camera through initialization, and
calculate the depth of the map 3D points by triangulation.

In order to estimate the relative pose of the camera, feature points need to be
extracted and matched between the current frame and the reference frame, and then
extract key frames. In the experiment, feature points were extracted and matched by
ORB feature points method, and two threads begin at the same time to calculate
homography matrix H and fundamental matrix F [8]. The matrix H is suitable for a
planar scene, while the matrix F is suitable for a non-planar scene. H and F matrices
are respectively calculated by using the Direct Linear Transformation
(DLT) method and the 8-point algorithm [10]. RANSAC (Random Sample
Consensus) iteration is used to calculate the symmetrical transmission error
between the frames where each pair of matching points is located, and then it is
easy to determine whether the match point is the interior point by comparing with
the threshold. Finally, accumulate all interior points to get the total score. The
process is shown in Eqs. (1) and (2):

SM ¼
X
i

ðqMðd2crðxic; xir;MÞÞ

þ qMðd2rcðxic; xir;MÞÞÞ
ð1Þ

qMðd2Þ ¼ C� d2; if d2\TM
0; if d2 � TM

�
ð2Þ

M is the H and F matrix, xc and xr are pairs of matching points, d2cr and d2rc are
the symmetric transfer errors between frames where the matching points are loca-
ted, and TM is an exclusion threshold of invalid data. After multiple selection,
compare each score and take the highest one.

According to RH ¼ SH=SH þ SF , if the value is greater than 0.45, choose H
matrix model, or choose F matrix model. Then through the analytic method, the
rotation matrix R and the translation vector t can be decomposed from the H matrix.
For the F matrix model, we can transform it into a essential matrix E, then restore
the pose vector R, t of the camera through the singular value decomposition (SVD).
The essential matrix E is as follows:

E ¼ KTFK ð3Þ

After recovering the camera movement, the depth information can be estimated
through triangulation, so that the 3D point of the map will be obtained.
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2.2 Local Mapping

After obtaining the camera pose and the initialized map 3D points of key frames,
then optimize them by using BA (Bundle Adjustment) and graph optimization to
minimize the error. We represent the optimization problem in the form of a graph
with the camera poses and map points as nodes and observation equation z ¼
hðx; pÞ as the edge for optimization. Where x is the camera pose, p is the
three-dimensional point in the map.

The error function of the observation equation is shown in Eq. (4):

e ¼ z� hðx; pÞ ð4Þ

Overall error is obtained as follows:

1
2

Xm
i¼1

Xn
j¼1

eij
�� ��2 ¼ 1

2

Xm
i¼1

Xn
j¼1

zij � hðxi; pjÞ
�� ��2 ð5Þ

The Levenberg-Marquardt method (LM) is used to iterate and solve the sparse
incremental equations HiDxi ¼ b for minimizing the system error and obtaining the
optimal solution.

A local map can be constructed by optimizing the three-dimensional points of
the map and the camera poses in the key frames. Before the complete map is
constructed, the local map needs to be updated all the time. Therefore, it is nec-
essary to insert the new key frames and establish the connecting relationship
between the current key frame and other key frames, so that the matching between
the feature points can be updated. Finally, new three-dimensional points can be
generated by triangulation and then optimized by making a new local BA
optimization.

2.3 Loop Closing

When feature points are extracted, they are placed in a bag of words vector [11]
which then are constructed in a bag of words model. After that, loop detection and
relocalization are performed which can reduce the system error and solve the scale
drift problem. And then the minimum similarity is obtained by comparing the bag
of words vector between the current key frame and the previous key frame. The key
frame with the similarity which is not less than the minimum similarity is searched
as a candidate key frame in the key frame database. Finally, Closed-loop frames are
determined by RANSAC to detect the consistency of each candidate key frame with
the previous loop.

Because of the lack of depth information, monocular SLAM systems require
seven degrees of freedom (DoFs), with the exception of six rotation and translation
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vectors, as well as a scaling factor [12]. The transformation matrix of monocular
system is shown in Eq. (6):

T ¼ sR t

0 1

" #
ð6Þ

In order to solve the problem of scale drift, Sim3 optimization which is shown in
Eq. (7) is performed on the pose during the loop detection:

ri;j ¼ logsimð3Þðxi;jxjxiÞ ð7Þ

ri;j is the residual between the pose of xi and the pose of xj, xi;j is the similar
transformation between the pose of xj and xi. Graph optimization with similarity
constraints can be obtained by minimizing Eq. (8) which is achieved by LM
algorithm:

R ¼
X
i;j

rTi;jDi;jri;j ð8Þ

More feature points will be found by using the optimization results, then the
scale and pose calibration will be achieved by combining the loop-back frame
information with the current frame.

3 Experimental Results and Analysis

The experiment is carried on the laptop of i5-8250U, 2.4 GHz CPU, 8 GB RAM,
ubuntu 14.04 operating system.

3.1 ORB-SLAM and PTAM Comparison
and Dataset Testing

References [13, 14] provide 22 dataset sequences captured in a vehicle environment
and compare various algorithms. The car used for data collection is equipped with
two grayscale cameras and two color cameras. The exact coordinates of the path are
provided by the laser scanner and the GPS positioning system. The 13th sequence
of dataset and the evaluation results [14] are used to compare ORB-SLAM and
PTAM algorithm in positioning accuracy. Figure 1 is path comparison charts by
respectively using ORB-SLAM algorithm and PTAM algorithm.
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The experiment results show that the ORB-SLAM algorithm has a better match
between the estimated trajectory and the real trajectory. With the expansion of the
range, the error of the ORB-SLAM algorithm is less than that of the PTAM,
especially at the rotation. This shows that ORB-SLAM algorithm has higher
accuracy than PTAM algorithm. This is because ORB-SLAM uses the ORB feature
with higher matching accuracy, which also has directionality and rotation invari-
ance. However, PTAM extracts FAST corners as feature points which do not have
directivity, so that contributes to poor relocalization capability. On the other hand,
ORB-SLAM uses graph optimization instead of global BA, and eliminates error
accumulation through loop detection, so it is more suitable for larger-scale scenes.

Figure 2 shows the simulation of the TUM RGB-D dataset [15] by using the
ORB-SLAM algorithm. The dataset consists of depth pictures and color pictures

Fig. 1 Comparison of the ground truth (red) and the estimated path (blue) in ORB-SLAM (Left)
and PTAM (Right) algorithm

Fig. 2 Comparison between
the ground truth (black) and
the estimated path (blue) of
FR1 desk sequence
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captured by Kinect. We chose the sequence FR1 desk that is more suitable for
monocular systems and only use the color pictures.

According to the Root Mean Square Error (RMSE) tool which is used to esti-
mate the true pose and estimated pose of the camera provided in reference [15], the
RMSE of translation component of FR1 desk is 0.101 m.

3.2 Indoor Environment Experiment

In order to verify the application of monocular ORB-SLAM algorithm in a small
indoor scene, the laptop is used as a mobile robot to collect data in a dormitory by
using its own camera. The indoor environment is shown in Fig. 3. Because there are
a large number of objects in the dormitory corner, it is conducive to the extraction
of feature points, so that it is not easy to loss of tracking. The entire experimental
environment is a rectangular area of 3 m in length and 1.2 m in width. During the
experiment, the laptop is taken in hand and moves at a speed of 0.5 m per second,
and two loops were taken at last. In the end, the sparse map and path trajectory of
the indoor environment are obtained, which realizes the simultaneous localization
and mapping. A total of 4295 pictures were processed throughout the experiment at
a frame rate of one frame per second. Figure 4 is the map without loop detection,
and Fig. 5 is the map after loop detection.

From Figs. 4 and 5, it can be found that the loop before doing loop detection is
not closed. After loop detection and Sim3 optimization, the loop is closed and the
trajectory is corrected, which contributes to reduce the scale drift.

Figure 6 is the comparison between the true trajectory and the estimated tra-
jectory. In the figure, the place where the second loop starts is the origin, and make
it coincide with the place where the actual path begins, finally the path is drawn.
The dashed blue line is the estimated path, and the solid black line is the true path.
A total of 368 key frames were inserted during the entire experiment. It can be seen
from Fig. 6 that there are differences between the estimated path and the true path.
In order to analyze the result, the root mean square error of the true position and the
estimated position is thus calculated in the x and y directions respectively. Due to

Fig. 3 Indoor environment
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the lack of motion capture system, the real coordinates of the actual path can not be
known. To make it easy to calculate the measurement error, four points at the corner
of the actual path and the estimated path are selected as experimental points. In the
process of extracting the coordinates of the point in the estimated path, it is nec-
essary to combine the map point coordinate file generated in the experiment and the

Fig. 4 Sparse map before
loop closing. The key frame is
draw in blue, the trajectory of
camera is in green, and map
points are in black and red

Fig. 5 Sparse map after loop
closing
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Fig. 6 Comparison of the
ground truth (black) and the
estimated path (blue)
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pictures corresponding to the key frame to ensure accurate coordinate values.
Table 1 shows the 4-point coordinates of the real path and the estimated path.

The root mean square error is calculated as shown in Eq. (9):

RMES ¼ ½ð
Xn
i¼1

ðxi � xjÞ2=nÞ�1=2 ð9Þ

xi is the x-coordinate of the estimated value, xj is the real-world coordinate and n is
4. As a result, the RMES in the x direction is 0.0528 m, and the RMSE in the y
direction is 0.2748 m. It can be seen that through loop detection and Sim3 opti-
mization, the system can achieve high accuracy in the x direction. However, the
displacement of the camera will become smaller at the corner which results in a
larger drift. So the error in the y direction is still relatively large.

4 Conclusion

In order to reduce the impact of scale drift on the monocular SLAM system,
ORB-SLAM algorithm is used to track, build map and detect loop at the same time
for estimating the camera pose and map points in the small area scene with
monocular camera. After that Sim3 optimization is used to correct the scale, finally,
we can get sparse maps and trajectory. The experiment results show that in the
range of 3 m in length and 1.2 m in width, the loop detection is performed when the
camera reaches the same place, and the scale is calibrated. The root mean square
error in the x direction is 0.0528 m, which meets the accuracy requirements. In
addition, the algorithm is also applicable to outdoor scenes, so indoor and outdoor
positioning can be achieved at the same time. However, there is still a certain
degree of scale drift in the monocular system. Therefore, in the future work, further
research on the monocular SLAM system is needed to do for improving the
positioning accuracy of the system.

Acknowledgements This work is supported by the National Natural Science Foundation of
China (Grant Nos. 61473308).

Table 1 Results on position
of the measured points

Test point True values (m) Estimated values (m)

1 (0, 0) (−0.0801 ,0.1822)

2 (3, 0) (2.9324, 0.3049)

3 (3, 1.2) (3.0088, 0.8547)

4 (0, 1.2) (0.0085, 0.9620)
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Geomagnetism Sensing and Calibration
Systems of LING QIAO Satellite:
Results Over Three Years of In-Orbit
Operation

Xi Chen, Chenggong Zheng and Jin Jin

Abstract Geomagnetism-based attitude determination is a popular method for
modern small/macro satellites for availability of small form factor, low power
magnetometers and their accuracy in meeting the attitude precision requirements of
many space missions. However, it is not an easy work to achieve high attitude
precision for small mobile communication satellites by geomagnetism-based atti-
tude sensing due to body magnetic interferences, either generated by high power
current loop or complex magnetized field of ferromagnetic materials such as
semi-rigid cable. In this work, we present the design and in orbit experiment results
in the geomagnetism sensing and calibration systems of LING QIAO experimental
mobile communication satellite. The LING QIAO satellite has worked in orbit
steadily for more than three years, the in orbit results show an long term attitude
control precision of 1° was achieved and short term attitude variation given by the
MEMS gyroscope is less than 0.3°.

Keywords Satellite � Geomagnetism sensing � Magnetometer � LING QIAO

1 Introduction

Geomagnetism-based attitude determination is fundamental to modern small/macro
satellites. Before the stable attitude is established, magnetometers is the only atti-
tude sensor in work. Only after attitude stabilization, star sensors and earth sensors
begin to work. In many cases, magnetometers are the only sensors of a satellite. In
many cases, magnetometers are used for their small form factor, low power, low
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cost and their accuracy in meeting the attitude precision requirements of many
space missions.

The accuracy of geomagnetism-based attitude sensing is determined by the
sensitivity of magnetometers, quality of geomagnetism model and interferences of
satellite current loop and body magnetic magnetization.

During the past decades, designing better magnetometers have always been an
active research topic in both the academic and industries. Considering that the band
pass filter for filtering out the 2nd order harmonics is a performance limiting factor,
an orthogonal fluxgate employing digital selective band pass sampling is developed
in [1, 2], which allows the fluxgate output to be sampled only once at a single time
instance during a number N of excitation cycles. This provides reconstruction of a
measured magnetic field with a 40% reduction of noise. In [3, 4], a three-axial
search coil magnetometer had been designed and built, which is optimized for
20 MHz to 7 Hz frequencies and for ultra-low (252 lW) power consumption. In
[5–7], digital fluxgate magnetometer was developed which substituted part of the
analog circuit by digital processors.

The output of magnetometers are compared to the value in magnetic field model
of the Earth to estimate the satellite’s attitude angles in [8–10]. International
Geomagnetic Reference Field (IGRF) model finds out the magnetic fields in the
near-Earth space environment, which has a history that goes back 1900s. IGRF
model describes the internal part of the geomagnetic field [11, 12] and [13, 14],
while CHAOS-6 and T89 (Tsyganenko 1989 model), include simple parameteri-
zations of the external magnetic fields from different magnetospheric sources
superimposed on the internal geomagnetic field. Until now, the most commonly
used geomagnetic field model is IGRF model.

For a LEO satellite, output of magnetometers are true geomagnetic value super-
imposed on by body magnetic interferences, which may originates from momentum
wheels, body current loop and body magnetic material magnetization. In most of the
cases, body magnetic interferences are main error sources of geomagnetism-based
attitude determination, which is especially true for a small communication satellite
which has high power current loop and ferromagnetic semi-rigid cables.

In this work, we report the design and in orbit experiment results of the geo-
magnetism sensing and calibration systems of LING QIAO experimental mobile
communication satellite. The LING QIAO satellite has worked in orbit steadily for
more than three years, the in orbit results show an long term attitude control
precision of 1° has been achieved and short term attitude variation given by the
MEMS gyroscope is less than 0.3°.

2 The Geomagnetic Sensors of LING QIAO

The Geomagnetism Sensing System of LING QIAO logically includes two separate
fluxgate magnetometers. The probe and analog part of the main magnetometer is a
COTS product, which is produced by a space company in China that honors more
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than ten-times space flying experiences. The probe and analog part of the secondary
magnetometer was a self-developed product, which had no space flying experi-
ences. The digital circuitries of the two magnetometers are designed on a single
PCB board. The digital circuity of each magnetometer consist of a MCU
(Micro-Controller Unit), an ADC (Analog to digital converter) and 1/4 multiplexer.
The MCU controls the multiplexer to select the outstanding channel to convert from
analog to digital. The MCU reads out the ADC results for processing, which
conducts all the work that acts as the so called mathematical platform.

Structure of the self-developed fluxgate magnetometer is given by Fig. 2. The
analog part of the self-developed magnetometer has four channels: X, Y and Z
channel are 3-axial fluxgate channel probing the environmental magnetic field for
DS to hundreds of Hz; an additional channel, i.e., the temperature sensor channel is
added to sense the temperature of the 3 fluxgate probes. The X, Y and Z-channel are
the same with X-channel given in detail in upper part of Fig. 1.

Analog circuitry of the 
Main magnetometer

(COTS)

Analog circuitry of the 
secondary magnetometer

(Self-developed)

Fluxgate probe of the 
secondary magnetometer

(Self-developed)

Fluxgate probe of the main 
magnetometer

(COTS)

Digital 
circuitry

Fig. 1 Block diagram of the geomagnetism sensing system
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Fig. 2 Analog circuitry of the self-developed fluxgate magnetometer
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The output of a fluxgate probe is AC coupled to an analog circuit. The first stage
is the low noise amplifier which amplifies all input signals, the second state is a
band-pass filter for filtering out signals besides the 2nd harmonic.
A synchronization demodulator acts as the third stage to detect the envelope of the
2nd harmonic. The output of the synchronization demodulator is fed to an inte-
grator, which acts as the final stage of the analog circuits. The output of the
integrator is proportional to the amplitude of the environmental magnetic field
whose direction is parallel to the normal of the fluxgate coil. The feedback path
makes the fluxgate coil work around zero regions. The sensitivity resistor in the
feedback path controls how much of the output is feedback to the feedback coil.

3 Magnetometer Calibration

3.1 The Calibration Flow

There exist nonlinearity, temperature drift and orthogonal error due to the mag-
netometer’s manufacturing process. Digital calibration method is employed to
cancel these errors.

The calibration is done in the processor of the digital circuitry, as given by
Fig. 3. During data collection process, original DA output, probe temperature and
circuit temperature are collected for calculating the calibration parameters. The
finalized calibration parameters are then written to the non-volatile memory of the
digital circuitry to run calibration. Calibrated output is the final output of a
magnetometer.
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calibration
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drift
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calibration
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Fig. 3 The calibration flow
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3.2 The Linearity and Temperature Drift Calibration

The linearity and temperature drift calibration can be expressed by a single formula
as given below with x-axis as an example:

xc ¼ r0xrx½ kx;N�1 kx;N�2 . . . 1 �KT0;x

¼ r0xrxðkx;N�1x
N�1 þ kx;N�2x

N�2 þ � � � þ kx;1xþ kx;0Þ
ð1Þ

where x is the x-axis DA output, xc is the linearity and temperature drift calibrated
x-axis output. kx;N�1; . . .; kx;0 is x-axis linearity coefficient, rx is x-axis temperature
drift coefficient and r0x is x-axis circuit drift coefficient. All the above coefficient can
be obtained in during ground experiment or by standard magnetic lab.

3.3 The Orthogonal Error Calibration

Given a reference coordinate O�x0y0z0, and O�xyz is the actual polar coordinate.
Z-axis and Z′-axis coincide, Y-axis lies in the plane z0Oy0, the projection line of X
on plane z0Ox0 is x00.

Bx ¼ Bx0 cos q cos pþBy0 cos a0 þBz0 cos c0

By ¼ By0 sin bþBz0 cos b

Bz ¼ Bz0

8
><

>:
ð2Þ

The relationship of O�x0y0z0 and O�xyz can be formulated as (2).
Where Bx0 , By0 , Bz0 are the projection of magnetic field intensity B in O�x0y0z0

(see Fig. 5).

Bx1 ¼ B sin h cos/

By1 ¼ B sin h sin/

Bz1 ¼ B cos h

8
><

>:
ð3Þ
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The orthogonal degree of three axis is quite small, i.e. p
2 � a
�
�

�
�, p

2 � b
�
�

�
�, p

2 � c
�
�

�
�

are not more than 1°. Hence we have c� c0 � 0:00006�; a� a0 � 0:02�; p
2 � a
�
�

�
��

p� 0:02�; q ¼ p
2 � c0
�
�

�
� (Fig. 4).

so

cos q ¼ cos
p
2
� c0

�
�
�

�
�
� ¼ sin c0 � sin c

cos p � cos
p
2
� a

�
�
�

�
�
� ¼ sin a

cos a0 � cos a

cos c0 � cos c

Hence Eq. (2) can also be formulated as

Bx ¼ Bx0 sin a sin cþBy0 cos aþBz0 cos c

By ¼ By0 sin bþBz0 cos b

Bz ¼ Bz0

8
><

>:
ð4Þ

So we have orthogonal error calibration formula as

Bx ¼ ðxc � ðyc � zc cos bÞ cos a=sin b� zc cos cÞ=sin a sin c
By ¼ ðyc � zc cos bÞ=sin b
Bz ¼ zc

8
><

>:
ð5Þ
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Fig. 5 The projection of
magnetic field in O�x0y0z0
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4 Interference Cancellation

As a small communication satellite, LING QIAO has very high power output when
its mobile communication payload is working. Besides, all the other subsystems all
generate magnetic interferences to its magnetometer. Such interferences are
time-varied and very strong so cannot be ignored for a communication satellite.

Subsystem interconnection of LING QIAO is given by Fig. 6. To cancel
interference, the measured real-time current value of all subsystems are periodically
sent to the attitude determination and control subsystem (ADCS) via its CAN bus.
During the ground manufacture process, the magnetic interference of each sub-
system to the magnetometer is measured and modeled for in-orbit use.

Such a cancellation system reduces the impact of body inference to less than
10% or its original value, as confirmed by repeated test results.

ADCS TTC S-band 
CommMagnetometer OBC GPS

Spectrum 
payload

C-band 
Comm

Mobile 
Comm

Beidou 
payloadPower

CAN

Mini.Sys

Platform

Payload

CAN
LVDS
RS422
Connection

Fig. 6 Subsystem interconnection of LING QIAO
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5 In-Orbit Results

A 24-h in-orbit trace of the secondary magnetometer on July 17–18, 2017 is shown
in Fig. 7. The trace shows that the magnetometer had been working well on the
satellite and had been proving a reliable geomagnetic measurement values for the
attitude determination and control system. The maximum geomagnetism measured
in LING QIAO orbit is no more than 45,000 nT.

In Fig. 8, we show the relationship between the output of the secondary mag-
netometers and latitude.

In Figs. 9 and 10, we give the 24-h trace of the MEMS gyroscope of ADCS
system of LING QIAO satellite and the attitude of the LING QIAO satellite.
According to this result, short term attitude variation of LING QIAO is less than
0.3°, which is good enough for the requirement of mobile communications.
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6 Conclusions

Geomagnetism-based attitude determinations have been widely used in modern
small/macro satellites, which is attribute to the availability of small form factor, low
power magnetometers and their accuracy meeting the attitude precision require-
ments of the space mission. In this work, we report the design of the geomagnetism
sensing and calibration systems and in orbit results of LING QIAO experimental
mobile communication satellite. The LING QIAO satellite has worked in orbit
steadily for more than three years, the in orbit results show that an long term attitude
control precision of 1° has been achieved and the short term attitude variation given
by the MEMS gyroscope is less than 0.3°. In future space missions, the
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Fig. 9 The 24-h trace of the MEMS gyroscope of ADCS system of LING QIAO satellite July 17–
18, 2017
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self-developed magnetometer will replace the COTS magnetometer. We are
designing a new generation of magnetometers that is expected to be more compact,
low power and light weight.
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Research on Acoustic Velocity
Correction Algorithm in Underwater
Acoustic Positioning

Bingsheng Zhang, Tianhe Xu and Ruru Gao

Abstract With the development of national marine strategic plan, the demand of
underwater high-precision positioning is increasing greatly. Acoustic wave, as an
information carrier, plays an important role in underwater high-precision posi-
tioning. In this paper, the method of determining sound velocity in seawater and
several classical models for calculating sound velocity are introduced. The indirect
method is used to calculate the sound velocity of sea water, that is, the sound speed
is calculated by the sound velocity empirical model according to the depth, tem-
perature and salinity. Then, several classical sound speed models are used to select
the optimal model under different computational conditions, and the most suitable
model for the study sea area is obtained. Calculation of sound velocity profile based
on the real time observation data of Argo measured by the official website com-
bined with the optimal classical sound velocity model. The sound velocity is cor-
rected by the weighted average sound velocity method and the layered ray tracing
method, and the depth of the sea is recovered. Results show that the accuracy of
tracking method is higher than that of the weighted average sound velocity method,
which can achieve decimeter level precision in depth. The error between the cal-
culated depth and the actual value by using the weighted average sound velocity
method is large.
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1 Introduction

With the rapid development of the social economy and the rapid growth of the
population, the land resources are scarce, and the exploration and exploitation of
resources are extend into the ocean. Therefore, the demand for high precision
underwater positioning is increasing [1]. The most important location parameter of
underwater acoustic positioning technology is the sound speed. The sound velocity
in sea water is influenced by many factors, such as temperature, salinity, pressure
and so on. The change of temperature in sea water has the greatest influence on the
sound velocity [2]. There are two ways to obtain the velocity profile of the sea
water: one can be measured directly by the sound velocity profiler, and the other is
to calculate the sound velocity according to the empirical model of the sound
velocity [3]. The direct measurement method is of high precision, but the general
price is expensive [4, 5]. In marine applications, we often use indirect methods.
Based on the measured data of buoys in China’s Argo real-time data center, we
analyze and calculate the sound velocity profile. We use the weighted average
sound velocity method and the stratified ray tracing method to correct the sound
velocity in seawater [6], and calculate the depth of seawater and analyze the
accuracy.

2 The Empirical Model of the Sound Velocity

Sound velocity is an important parameter in ocean positioning, which is a function
of temperature, salinity, depth or pressure. Since 1950s, scholars have put forward
different models of sound speed experience. The formula is as follows [1]:

1. Dell Grosso formula

C ¼ C
0 þCp

C
0 ¼ 1448:6þ 4:618T � 0:0523T2 þ 0:00023T3

þ 1:25ðS� 35Þ � 0:11ðS� 35ÞT þ 2:7� 10�8ðS� 35ÞT4

� 2� 10�7ðS� 34Þ4ð1þ 0:577T � 0:0072T2Þ
Cp ¼ 0:160518Dþ 1:0279� 10�7D2

þ 3:451� 10�12D3 � 3:503� 10�16D4

ð1Þ

Although the model is simple and convenient, the application range is too small.
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2. W.D. Wilson formula

C ¼ 1449:2þ 4:6T � 0:055T2 þ 0:00029T3

þð1:34� 0:01TÞðS� 35Þþ 0:016D
ð2Þ

The formula is suitable for temperature between −4 and 30 °C, and the suitable
salinity is between 0 and 37. This formula is suitable for the China’s sea area.

3. Leroy formula [7]

C ¼ 1492:9þ 3ðT � 10Þ � 0:006ðT � 10Þ2 � 0:04ðT � 18Þ2
þ 1:2ðS� 35Þ � 0:01ðS� 35ÞðT � 18ÞþD=61

ð3Þ

The formula is suitable for temperature between −2 and 34 °C, and the suitable
salinity is between 20 and 42, the suitable depth is between 0 and 8000 m.

4. Medwin formula

C ¼ 1449:2þ 4:6T � 5:5� 10�2T2 þ 2:9� 10�4T3

þð1:34� 0:017ÞðS� 35Þþ 0:016D
ð4Þ

The formula is suitable for temperature between 0 and 35 °C, and the suitable
salinity is between 0 and 45, the suitable depth is between 0 and 1000 m.

5. Mackenzie formula [8]

C ¼ 1448:96þ 4:591T � 5:304� 10�2T2 þ 2:374� 10�4T3

þ 1:34� ðS� 35Þþ 1:63� 10�2Dþ 1:675� 10�7D2

� 1:025� 10�2TðS� 35Þ � 7:139� 10�13TD3

ð5Þ

The formula is suitable for temperature between −2 and 30 °C, and the suitable
salinity is between 25 and 40, the suitable depth is between 0 and 8000 m.

6. EM formula

The surface sound velocity model:

C1 ¼ 1449:05þ Tð4:57� Tð0:0521� 0:00023TÞÞ
þ ð1:333� Tð0:0126� 0:00009TÞÞðS� 35Þ ð6Þ
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In the deep water:

C ¼ C1 þ 16:5D ð7Þ

where T is the temperature with unit of centigrade, the S is the salinity with unit of
ppt, and the D is the depth with unit of meter.

3 Analysis and Calculation of Sound Velocity Profile

3.1 The Brief Introduction of Argo

Argo global ocean observation network is a large-scale ocean observation program
put forward by scientists in the field of oceanography, atmosphere and other related
fields in the early twentieth Century. To be more accurate, more rapid and large
scale global upper ocean water temperature and salinity profile measurement should
be collected, in order to improve the precision of weather forecast, effectively
prevent the worsening global climate disasters (such as hurricanes, floods and hail,
drought and other weather disasters) the threat of human [9].

Since China began to implement the Argo program in early 2002, 390 Argo
profile buoys have been put in the Pacific and India oceans. 101 buoys are still
working at the sea. These buoys can provide millions of data of sea water tem-
perature and salinity profiles each year [10, 11]. The Argo buoy collects vertical
profiles of temperature, salinity, and water depth in the range of 0–2000 m [12–14].
The following is the type and regional distribution of Chinese buoy (Fig. 1).

3.2 Calculation of Sound Velocity Profile

In this paper, the data of No. 2902712 buoy in October 31, 2017 is taken as an
example. The Argo data has a fixed data format, and the velocity profile of the Argo
buoy measurement value is calculated. The calculation results are shown in Fig. 2.
Every sound velocity empirical formula has its certain range of use [15]. When the
depth is greater than 1000 m, there are more data beyond the range of salinity or
the range of temperature. Therefore, this paper only draws a velocity profile of
0–1000 m in depth.

From Fig. 2, it can be seen that the depth is within the range of 0–200 m from
the measured buoy data, In addition to the Dell Grosso model, the sound velocity of
the other models remains almost the same. As the depth increases, the water
temperature decreases and the sound velocity decreases. The sound velocity of the
EM stratified simplified model is slightly lower than those of other 4 models. The
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Fig. 1 Types and distribution of buoys in China
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Fig. 2 Calculated values of different sound velocity models in October 31, 2017
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Dell Grosso model has a relatively large deviation value and may not be applicable
to the current sea area because of its smaller scope of application. Other models
have high computational similarity, which can be used for the calculation of sound
velocity profiles in the current sea area.

To further verify the correctness of the above, a set of simulated data is used to
test the results compared with the above conclusions. In the applicability of the 6
models, when the depth is 0–1000 m, the calculation temperature is 10, 20 and 30 °
C, respectively. During the calculation, the salinity is 30, 32, 34 and 36 ppt
respectively. Tables 1 and 2 shows the results of the sound velocity calculation
when the depth is 50 m and the depth is 800 m.

The unit of calculation results in the table: m/s, the value of s in the table is the
value of salinity, and the unit is ppt (Figs. 3 and 4).

The sound velocity calculation results of the two table and the above pictures
show that the sound velocity of the Dell Grosso model is larger than that of the
other models when the depth of water is larger. The correctness of the Argo buoy
data is verified. The results show that the Dell Grosso model is not suitable for the
current research area, and the other models are more suitable.

Table 1 Calculation results of 6 kinds of sound velocity when the water depth value is 50 m

Temperature (°C) Model type Salinity

30s 32s 34s 36s

10 Dell Grosso 1484.9 1487.2 1489.4 1491.7

W.D. Wilson 1484.6 1487.1 1489.6 1492.0

Leroy 1483.9 1486.5 1489.1 1491.6

Mackenzie 1484.4 1486.9 1489.4 1491.9

EM 1483.7 1486.1 1488.6 1491.0

Medwin 1484.2 1486.8 1489.5 1492.1

20 Dell Grosso 1517.2 1520.3 1521.8 1524.1

W.D. Wilson 1516.6 1518.9 1521.2 1523.5

Leroy 1517.1 1519.4 1521.8 1524.1

Mackenzie 1515.8 1518.1 1520.3 1522.6

EM 1516.3 1518.3 1521.1 1523.4

Medwin 1516.6 1518.9 1521.2 1523.5

30 Dell Grosso 1564.4 1560.4 1556.3 1552.3

W.D. Wilson 1541.1 1543.2 1545.2 1547.4

Leroy 1540.2 1542.3 1544.5 1546.6

Mackenzie 1541.0 1543.1 1545.1 1547.2

EM 1541.1 1543.2 1545.3 1547.3

Medwin 1539.7 1542.3 1545.0 1547.7
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3.3 The Sound Velocity Tracking Method

Because sea water is not a homogeneous medium, sound waves do not propagate
along the straight line in seawater. If we use fixed sound velocity to calculate, there
will be large errors. Therefore, it is necessary to study high accuracy acoustic line
tracking. Acoustic line tracking is usually implemented by layer by layer method.

Table 2 Calculation results of 6 kinds of sound velocity when the water depth value is 800 m

Temperature (°C) Model type Salinity

30s 32s 34s 36s

10 Dell Grosso 1617.5 1617.8 1618.1 1618.4

W.D. Wilson 1496.6 1499.0 1501.8 1504.1

Leroy 1497.1 1499.6 1502.1 1504.7

Mackenzie 1496.8 1499.2 1501.7 1504.2

EM 1496.9 1499.3 1501.7 1504.2

Medwin 1496.2 1498.8 1501.5 1504.1

20 Dell Grosso 1655.0 1653.2 1651.3 1649.4

W.D. Wilson 1528.6 1530.9 1533.2 1535.5

Leroy 1529.4 1531.7 1534.1 1536.4

Mackenzie 1528.4 1531.2 1534.1 1536.1

EM 1528.3 1531.3 1533.1 1535.9

Medwin 1527.7 1530.3 1533.2 1535.5

30 Dell Grosso 1684.9 1680.8 1676.8 1672.7

W.D. Wilson 1553.1 1555.2 1557.3 1559.3

Leroy 1552.5 1554.6 1556.8 1558.9

Mackenzie 1553.3 1555.4 1557.5 1559.5

EM 1553.5 1555.6 1557.6 1559.7

Medwin 1551.7 1554.3 1557.0 1559.6
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The two adjacent sound velocity points in the sound velocity profile are regarded as
a layer, and the change of the class velocity can be assumed as constant or constant
gradient. The calculation process of the former is simple and the latter has high
accuracy [16].

3.3.1 The Constant Sound Speed Ray-Tracing Method

Assuming that the beam passes through N water layers during the propagation
process, the sound velocity in each water layer is constant, and the schematic
diagram is shown in Fig. 5.

From the Fig. 5, according to the Snell rule, we can get

sin hi ¼ pCi ð8Þ

The formula for calculating the horizontal displacement yi of the beam in the
layer i and the propagation time of this layer.
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yi ¼ Dzi tan hi ¼ sin hiDzi
cos hi

¼ pCiDzi

ð1� ðpCiÞ2Þ1=2

ti ¼ yi=sin hi
Ci

¼ Dzi

Cið1� ðpCiÞ2Þ1=2
ð9Þ

If the water has many layers, when the water layer is thinner, each layer of the
acoustic velocity will not change much, assuming that each layer velocity gradient
or set velocity constant, then the final calculation results and actual results are
similar, will not lead to large deviation.

3.3.2 The Constant Gradient Ray-Tracing Method

It is assumed that sound waves undergo N equal gradient water, that is, the prop-
agation velocity of sound waves in each layer is equal to the gradient. The sound
velocity gradient gi in layer i can be expressed in the following formula:

gi ¼ ðCiþ 1 � CiÞ=Dzi ð10Þ

where Dzi is the depth of the layer i, and Ciþ 1 is the sound velocity of the i + 1
layer. Because the propagation of underwater sound satisfies the Snell rule, under
the constant gradient of sound speed, the actual propagation path of the beam in the
i level is a Ri with a certain radius of curvature and a continuous arc [17]. The
formula is as follows:

Ri ¼ �1=pgi ð11Þ

The horizontal displacement of acoustic line in layer i can be expressed as [1,
18]:

yi ¼ Riðcos hiþ 1 � cos hiÞ ¼ cos hi � cos hiþ 1

pgi
ð12Þ

where hi is the angle of incidence of the sound line of layer i, and hiþ 1 is the angle
of incidence of the i + 1 layer.

The length of the arc of the beam propagating on this layer is:

Si ¼ Riðhi � hiþ 1Þ ð13Þ
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The time of this section is:

ti ¼ m ln½1þ giDzi
Ci

�

m ¼ arcsin½pðCi þ giDziÞ� � arcsinðpCiÞ
pg2i Dzi

ð14Þ

The path of this method is in good agreement with the real acoustic line, and the
accuracy of the calculation error is high, but when the data layer is more, the
computation is large.

3.4 The Weighted Average Sound Velocity Method

The data of the sound velocity profile is stratified in the vertical direction, and a
weighted mean value is required to be calculated by the sound velocity data of the
discrete layers. A sound velocity is used in the whole water area, and the specific
steps are as follows [19]:

Step 1: Fit the sound velocity distribution curve according to the measured sound
velocity at different depths;

Step 2: The velocity curves are stratified along the depth so that the sound
velocity varies linearly with depth in each layer;

Step 3: The mean sound velocity is calculated as [20]:

S ¼ 1
H

XN�1

i¼0

ðCi þCiþ 1ÞðZi � Ziþ 1Þ
2

ð15Þ

where H is the water depth, Ci and Ci + 1 are the sound velocity of the layer i and
i + 1 respectively, Zi and Zi + 1 are the depths of layers i and i + 1 respectively.

This method is simple, convenient in calculation and high in efficiency, but there
is still a large residual error (Fig. 6).

Fig. 6 The principle of
constant gradient ray-tracing
method
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4 Example Analysis

According to the No. 2902712 buoy (130.02° longitude, latitude 7.48°) data
(October 31, 2017) and the No. 2902744 buoy (111.81° longitude, latitude 12.25°)
data (November 22, 2017), the water depth of about 1000 m can be calculated
(sound velocity profile in the case of W.D. Wilson model), the results are shown in
Figs. 7 and 8.

From Fig. 7, we can see that the sound velocity presents a positive gradient in
the depth 0–70 m range, while the depth is in the range of 70–1000 m, showing a
negative gradient, the maximum value of sound speed is about 1545 m/s, and the
minimum value is about 1485 m/s.

From Fig. 8, we can see that the velocity of sound is a positive gradient in the
range of 0–50 m, while the depth is in the range of 50–1000 m, showing a negative
gradient, the maximum value of sound speed is about 1541 m/s, and the minimum
value is about 1483 m/s.

Sound line will appear bending phenomenon in seawater, ray bending ultimate
result is the measured value of water depth, which is very different from the actual
value of depth, this phenomenon must be corrected. The sound ray bending is due
to refraction of sound wave propagation in water is caused, if the ray tracking can
determine the exact depth of the position, all this must be based on the correct
calculation of sound velocity, the correct calculation depends on the sound velocity
profile.
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Fig. 7 Sound velocity profile data of No. 2902712 buoy
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The sound velocity profile is stratified to get the measurement time t (round-trip)
at a certain incidence angle and depth (the actual measurement depth is less than
1000 m), and then the sound velocity distribution is changed to 50 m level.
Assuming that a certain initial incidence angle is incident, the beam propagation
time of every 50 m water layer is subtracted from t/2 until the time difference
between the remaining time is less than that of the beam propagating in the layer. In
practical engineering, we take the average gradient of the first point and the last
point of each layer as the sound velocity gradient of the layer, and calculate the
propagation time of the sound wave in the time interval according to the constant
sound velocity gradient. In the end, because the rest time is not enough, the sound
line passes through a whole layer. Therefore, when dealing with this layer, the
average sound velocity of the layer is taken as constant sound velocity to get the
vertical distance that the sound line passes through in this time. The exact depth of
the sea water is obtained by adding the vertical distance of the sound line at each
layer.

The accuracy of the water depth calculated by the sound velocity tracking
method and the weighted mean sound velocity method under different sound
velocity profiles is compared and analyzed.

① Set angle theta to 1.5°, under the sound velocity profile of Fig. 7, a
number of water depth values are calculated by using the sound velocity
tracking method and the weighted average method. The results are
shown in Tables 3 and 4.
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Fig. 8 Sound velocity profile data of No. 2902744 buoy
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It can be seen from Tables 3 and 4 that the difference of the depth
calculated by the sound velocity tracking method and the actual value is
small, with decimeter or even centimeter level precision. The depth of
the weighted mean sound velocity method is far from the actual value,
and the precision is not so high.

② Set angle theta to 1.5°, under the sound velocity profile of Fig. 8, The
results are shown in Tables 5 and 6.

From Tables 5 and 6, the same conclusion as ① can also be drawn.
It can be concluded that the value of water depth calculated by the sound

velocity tracking method is smaller than the actual value, and the accuracy is higher
than that of the weighted mean sound speed method from ① and ②.

Table 3 The value of water depth calculated by the sound velocity tracking method

Points Actual depth (m) Sound velocity tracking method (m) Deviation (m)

1 85.1 84.95 −0.15

2 185.9 185.57 −0.33

3 275.2 275.11 −0.09

4 393.1 393.06 −0.04

5 473.1 473.07 −0.03

6 573.7 573.68 −0.02

7 692.1 692.12 0.02

8 771.2 771.21 0.01

9 889.9 889.98 0.08

10 988.2 988.31 0.11

Table 4 The value of water depth calculated by the weighted average sound velocity method

Points Actual depth (m) Weighted average sound velocity method (m) Deviation
(m)

1 85.1 82.15 −2.95

2 185.9 181.84 −4.06

3 275.2 271.23 −3.97

4 393.1 389.65 −3.45

5 473.1 470.03 −3.07

6 573.7 571.08 −2.62

7 692.1 690.02 −2.08

8 771.2 769.53 −1.67

9 889.9 888.87 −1.03

10 988.2 986.79 −1.41
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5 Conclusions

In this paper, several classic sound speed empirical models are selected for the
optimal model under different conditions, and an optimal model suitable for the area
is obtained. On the basis of the algorithm of sound speed error correction, combined
with the most suitable sound velocity model, the data of buoy 2902712 in October
31, 2017 and the 2902744 buoy data in November 22, 2017 were used, and the
sound velocity profiles were obtained respectively. The water depth is calculated
using weighted average velocity method and ray tracing method, respectively. The
results show that the method of tracking velocity in the depth direction can reach
decimeter accuracy. The accuracy of the weighted mean sound velocity method is
not so high, and it is far from the actual value.

Table 5 The value of water depth calculated by the sound velocity tracking method

Points Actual depth (m) Sound velocity tracking method (m) Deviation (m)

1 84.7 84.65 −0.05

2 179.9 179.92 0.02

3 289.2 289.24 0.04

4 387.5 387.62 0.12

5 497.2 497.37 0.17

6 596.6 596.67 0.07

7 695.3 695.41 0.11

8 775.5 775.74 0.24

9 894.2 894.42 0.22

10 988.3 988.45 0.15

Table 6 The value of water depth calculated by the weighted average sound velocity method

Points Actual depth (m) Weighted average sound velocity method (m) Deviation
(m)

1 84.7 79.17 −5.53

2 179.9 172.82 −7.08

3 289.2 281.11 −8.09

4 387.5 378.95 −8.55

5 497.2 488.59 −8.61

6 596.6 588.07 −8.53

7 695.3 687.11 −8.19

8 775.5 767.76 −7.74

9 894.2 887.11 −7.09

10 988.3 981.96 −6.34
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Digital Beamforming Correction
Algorithm Under the Matching Error
of Space-Frequency Steering Vector

Chao Ren and Yongxiang Zheng

Abstract In real application, errors exist in environment, signal source and array
sensors. The mismatch between the assuming steering vector of the desired signal
and the real one will make the array beamformer to suppress the desired signal as
interference. For the problem of beamforming performance degradation due to the
signal matching errors, a new parallel digital multi-beam forming algorithm under
the Space-frequency wide-band constraint is proposed. Taking the uniform circular
array (UCA) as an example, the solution to the multi-beam forming algorithm is
deduced by paralleling the single-star constraint of uncertainty set of the space-
frequency vector. At the same time, solving process of the optimal weight is given.
The algorithm effectively improves the output signal-to-noise ratio (SNR) of the
digital multi-beam former. The algorithm is verified by Computer simulations,
demonstrating its robustness.

Keywords Space-frequency constraint � Digital multi-beam forming
Steering vector

1 Introduction

As we known, digital beamforming technique has broad prospects in radar, digital
communication, sonar and many other fields. However, in real application, errors
exist in environment, signal source and array sensors [1, 2]. The mismatch between
the assuming steering vector of the desired signal and the real one will make the
array beamformer to suppress the desired signal as interference, therefore the
phenomenon is called the self-cancellation of signal. The traditional Capon
beamforming algorithm is hard to obtain the ideal effect in real application due to
the sensitivity to the errors of the steering vector. In order to solve the problem of
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the mismatch between the assuming steering vector and the real one, in recent
years, a class of robust algorithms based on the uncertainty set of the steering vector
have been proposed one after another.

The robust MVDR beamforming algorithm under the constraint of spherical
uncertainty set guarantee the minimum expecting response of the array is no less
than 1, at the same time constraining the signal steering vector being located in the
spherical uncertainty set [3]. Jian Li and his team had proposed a robust Capon
beamforming algorithm based on the constraint of uncertain set of steering vectors
[4]. In this paper, taking the UCA as an example, a new parallel digital multi-beam
forming algorithm under the Space-frequency wide-band constraint is proposed,
based on robust Capon beamforming algorithm. By paralleling multiple single-star
constraint of uncertainty set of the space-frequency vector, desired signal in each
frequency sub-band which is constrained is almost not lost. Then the solution to the
multi-beam forming algorithm is given, as well as the solving process of the optimal
weight. The proposed algorithm robustly processes space-frequency steering vector
with random error, effectively improving the output SNR of the digital multi-beam
former. The algorithm is verified by computer simulations, demonstrating its
robustness.

2 Space-Frequency Beamformer

Consider a uniform circular array with M elements, locating at the origin of the
coordinates, as shown in Fig. 1. To make it simple, electromagnetic signals,
propagation media, array states and environments can be idealized.

Supposing a plane wave sðtÞ is coming from the direction of ðh;uÞ towards the
UCA with the radius R ¼ k=2, where k is the wavelength of the carrier signal. The
spherical coordinate system is used to represent the arriving direction of the plane

1
M

M-1

2

x

y

zFig. 1 The uniform circular
array
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wave. According to the phase relationship of each element relative to the coordinate
origin, the space steering vector of the array can be obtained as

Sa ¼ ejn cosðu�r1Þ; ejn cosðu�r2Þ; . . .; ejn cosðu�rmÞ
h iT

ð1Þ

where n ¼ 2pR
k sin h, rm ¼ 2p

M m; ðm ¼ 1; 2; . . .;MÞ. The array response of the signal
can be expressed as SasðtÞ.

Supposing there exist N wide-band plane wave siðtÞ; i ¼ 1; 2; . . .N, then the
response of the array can be expressed as

XðtÞ ¼
XN
i¼1

SaisiðtÞþNðtÞ ð2Þ

NðtÞ ¼ ½n1ðtÞ; n2ðtÞ; . . . nMðtÞ�T m ¼ 1; 2; . . . M ð3Þ

where sai represents the space steering vector of signal siðtÞ coming from ðhi;uiÞ,
and NðtÞ represents the Gaussian white noise, nmðtÞ represents the thermal noise of
the mth receiving channel.

For wide-band signal, the structure of a space-frequency beamformer is shown in
Fig. 2. Space-frequency beamformer is a suboptimal choice relative to the
space-time beamformer, but it has advantage in reducing the dimensionality of
matrix. Discrete Fourier transform (DFT) is performed on the delayed signal of each
element, and then beamforming is performed separately in each frequency bins,
finally the time-domain signal is restored by an Inverse Discrete Fourier transform
(IDFT). Performing DFT of K points to the received signals, we can get the fol-
lowing frequency-domain model as [5, 6]

XðfkÞ ¼ AðfkÞSðfkÞþNðfkÞ k ¼ 1; 2; . . .;K ð4Þ

AðfkÞ ¼ ½ Sa1ðh1;u1; fkÞ Sa2ðh2;u2; fkÞ . . . SaNðhN ;uN ; fkÞ �T ð5Þ

SðfkÞ ¼ ½ S1ðfkÞ S2ðfkÞ . . . SN ðfkÞ�T ð6Þ

NðfkÞ ¼ ½N1ðfkÞ N2ðfkÞ . . . NMðfkÞ �T ð7Þ

where XðfkÞ, SðfkÞ, and NðfkÞ are the DFT of the received signals, the desired signal
and the noise of the kth bin respectively, as shown in Fig. 2.

The received signals can also be expressed as

XðfkÞ ¼ ½x1k; x2k; . . .; xMk�T k ¼ 1; 2; . . .;K ð8Þ

Defining vector wðfkÞ of dimension M � 1 as the adaptive weight vectors for the
kth bin
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wðfkÞ ¼ ½w1k;w2k; . . .;wMk�T k ¼ 1; 2; . . .;K ð9Þ

Then, the output signal of the space-frequency beamformer is

YðfkÞ ¼ wHðfkÞXðfkÞ ¼
XM
m¼1

ymk k ¼ 1; 2; . . .;K ð10Þ

3 Beamformer with Parallel Constraint
of Space-Frequency Steering Vector

The standard Capon [4, 7] beamforming algorithm can be expressed as a linear
constrained quadratic optimization problem

min
w

wHRw

s:t: wHa0 ¼ 1

(
ð11Þ

where a0 is the steering vector of the desired signal, R is the covariance matrix,The
optimal solution is
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wCapon¼ R�1a0
aH0 R

�1a0
ð12Þ

The steering vector a0 usually cannot be accurately obtained in real application,
therefore the assumed steering vector �a0 is used, restricting a0 within the uncer-
tainty spherical as follow

a0 � �a0k k2 � e ð13Þ

where e is the parameter of the spherical uncertainty set. Formula (11) can be
transformed as a quadratic problem [8–10]

min
â0

aH0 R
�1a0

s:t: a0 � �a0k k2 � e

(
ð14Þ

Taking the space-frequency beamformer in Fig. 1 as a model, DFT is performed
on the signals received from the M array elements. The received signal is divided
into K bins in the frequency domain. Based on the position information of the
signal source and the array, the direction of arrival(DOA) of the desired signals are
estimated as h1;u1; h2;u2; . . .; hN ;uN ;f g. The space-frequency steering vector of
the desired signal in the kth frequency bin can be obtained as
AðfkÞ ¼ ½ Sa1ðh1;u1; fkÞ Sa2ðh2;u2; fkÞ . . . SaNðhN ;uN ; fkÞ �.

In real application, the covariance matrix of the sampled data R̂ is usually used
instead of R. The sample covariance matrix of the kth frequency bin can be
expressed as

R̂ðfkÞ ¼ 1
L
XðfkÞXHðfkÞ

¼ 1
L

PL
l¼1

x1kðlÞx�1kðlÞ . . .
PL
l¼1

x1kðlÞx�MkðlÞ
. . . . . . . . .PL

l¼1
xMkðlÞx�1kðlÞ . . .

PL
l¼1

xMkðlÞx�MkðlÞ

2
66664

3
77775 k ¼ 1; 2; . . .;K

ð15Þ

where L is the number of snapshots on frequency domain and xmkðlÞ represents the
DFTed signal received by the mth array element, on the kth frequency bin of the lth
snapshot.

The space-frequency constraint equation of the nth desired signal on the kth
frequency bin is

min Ef Y ðnÞðfkÞ
�� ��2g ¼ wðnÞðfkÞHRðfkÞwðnÞðfkÞ

s:t: SHanðhn;un; fkÞwðnÞðfkÞ ¼ 1

(
ð16Þ
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Constraining the space-frequency steering vector of the nth desired signal within
the spherical uncertainty set, the desired signal output power is maximized

max
Sa

1
SHanðhn;un;fkÞR̂

�1ðfkÞSanðhn;un;fkÞ
s:t: Sanðhn;un; fkÞ � �Sanðhn;un; fkÞð ÞH Sanðhn;un; fkÞ � �Sanðhn;un; fkÞð Þ� en

(

ð17Þ

where Sanðhn;un; fkÞ Is the real space-frequency steering vector of the nth desired
signal, �Sanðhn;un; fkÞ is an estimate of Sanðhn;un; fkÞ, and en is a parameter in
constraint equation of the nth desired signal.

Equation (17) can also be rewritten as

min
Sa

SHanðhn;un; fkÞR̂
�1ðfkÞSanðhn;un; fkÞ

s:t: Sanðhn;un; fkÞ � �Sanðhn;un; fkÞ
�� ��2 � en

8<
: ð18Þ

Equation (18) constrains the output SNR of one desired signal to be optimal.
However, the estimated matching error of different signal in the same system is
similar, we could set e ¼ max e1; e2; . . .eNf g, then the beamformer with parallel
constraint of space-frequency steering vector is given as

YðfkÞ ¼ ½ yð1ÞðfkÞ yð2ÞðfkÞ . . . yðNÞðfkÞ �T ¼ WTðfkÞXðfkÞ ð19Þ

WðfkÞ ¼ ½wð1ÞðfkÞ wð2ÞðfkÞ . . . wðNÞðfkÞ �T ð20Þ

WðfkÞ can be solved by using the Lagrange multiplier methodology in the fol-
lowing way

LðSÞ ¼ Sanðhn;un; fkÞR̂
�1ðfkÞSanðhn;un; fkÞ

þ k Sanðhn;un; fkÞ � �Sanðhn;un; fkÞ
�� ��2�e

� � ð21Þ

Then we get the optimal steering vector of the desired signals,

Sanðhn;un; fkÞ ¼ ½R̂
�1ðfkÞ
k

þ I��1�Sanðhn;un; fkÞ
¼ �Sanðhn;un; fkÞ � ½Iþ kR̂ðfkÞ��1�Sanðhn;un; fkÞ

ð22Þ

By replacing the estimated steering vector �Sanðhn;un; fkÞ with the optimal one
Sanðhn;un; fkÞ, we get this
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wðnÞðfkÞ ¼ ½R̂ðfkÞþ 1
kI��1�Sanðhn;un; fkÞ

�SHanðhn;un; fkÞ½R̂ðfkÞþ 1
kI��1R̂ðfkÞ½R̂ðfkÞþ 1

kI��1�Sanðhn;un; fkÞ
ð23Þ

There are N constraint equations to the multi-beam former for N desired signals
as follows

gðkÞ ¼ ½Iþ kR̂ðfkÞ��1�Sanðhn;un; fkÞ
�� ��2¼ e ð24Þ

It’s the same way to solve the loading value for N constraint equations, except
that the covariance matrix is different in each frequency bin. First of all, decom-
posing the covariance matrix R̂ðfkÞ ¼ VKVH , where V is the matrix of feature
vector and K is a diagonal matrix. The eigen values are, ck1 � ck2 � . . .ckM ,
respectively. Let zðfkÞ ¼ ½zk1; zk2; . . .; zkM �T ¼ VH�Sanðhn;un; fkÞ, K constraint
equations are given in K bins

gðkÞ ¼
XM
i¼1

zkij j2
ð1þ kckiÞ2

¼ ek k 2 1;K½ � ð25Þ

Set enk be the matching error of space-frequency vector in the kth frequency bin of
the nth desired signal. It is determined by the allowable angle offset Dh, which is
generally within 10° in real application. enk can be calculated by the given Dh as

enk ¼ Sanðhn;un; fkÞ � �Sanðhn;un; fkÞ
�� ��2 n 2 1;N½ �; k 2 1;K½ �, set e ¼ maxfenkg,

we can get

GðkÞ ¼
XM
i¼1

z1ij j2
ð1þ kc1iÞ2

þ . . .þ
XM
i¼1

zkij j2
ð1þ kckiÞ2

þ . . .þ
XM
i¼1

zKij j2
ð1þ kcKiÞ2

¼ Ke

ð26Þ

Set g ¼ PM
i¼1 z1ij j2 	 PM

i¼1 zKij j2, cmin ¼ minfckMg, cmax ¼ maxfck1g. When
k� 0, we have g=ð1þ kcmaxÞ2 � e� g=ð1þ kcminÞ2. When e� g, there must be a
unique solution k to the constraint equation, where

k 2 ð ffiffiffiffiffiffiffi
g=e

p � 1Þ=cmax; ð
ffiffiffiffiffiffiffi
g=e

p � 1Þ=cmin

� �
. When e ¼ g, we have k ¼ 0. When

e[ g, we have k\0 satisfying the constraint equation. GðkÞ is a monotonically
decreasing function, there must be a unique solution k 2 �1=cmax; 0ð Þ. Therefore,
the solution WðfkÞ to the beamformer with parallel constraint of space-frequency
steering vector can be determined. Using the formula (10) to process the
space-frequency filtering, the frequency-domain matrix of each desired signal is
obtained as ½ yðnÞðf1Þ yðnÞðf2Þ . . . yðnÞðfKÞ � n ¼ 1; 2; . . .;N. We can use the
IDFT to get the time-domain signal. Although the algorithm adds K − 1 covariance
matrix calculation, but it ensures that each satellite output SNR optimal.
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4 Numerical Examples

A UCA of seven elements receiving eight satellite navigation signals is used to
verify the algorithm. The DOA of the signals which are marked as ‘*’ is shown in
Fig. 3, and the parameters of the satellite signals are shown in Table 1.

Supposing that the matching error of the space-frequency steering vector is
mainly caused by the estimated deviation of the DOA. The estimated deviation sets
5°. DFT of 512 points is performed on the received signals, and the parameter in
Eq. (26) is chosen as e ¼ 0:4695, g ¼ 7. The algorithm constrains the power of the
satellite signals in frequency bins within signal bandwidth from loss. Figure 4
shows the output SNR of the proposed beamformer, compared with beamformer
constraining only the fourth satellites and beamformer constraining multiple
satellites.

Next, we are analyzing the beamforming performance. Considering a UCA of
seven elements, with the expecting DOA of the satellite signal is (30°, 150°). The
bandwidth of signal is 20 MHz, and the sampling rate is 62 MHz, the input SNR is
−30 dB. Supposing the matching error of the space-frequency steering vector is
10°, DFT of 512 points is performed on the received signals. The duration of
received signal is approximate 132 ls, with snapshot of 8192. The parameter e is
then calculated as 0.4695, Figs. 5 and 6 show the array pattern and contour map of
the proposed beamformer respectively. It can be seen that the algorithm can
effectively correct the matching error of the space-frequency steering vector.

Figure 7 shows the output SNR when the matching error changing from 0° to
10° using the standard Capon beamformer (SCB), the robust Capon beamformer
(RCB) and the proposed one. Obviously, the proposed beamformer with parallel
constraint of space-frequency steering vector improves the output SNR of the
system. As the matching error increases, the beamformer can still maintain a certain
robustness and the performance is obviously superior to the other two beamformer.
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Table 1 The parameters
of satellite signals

Satellite no. DOA (h, u) SNR (dB) Doppler (KHz)

1 (30°, 30°) −30 2.5

2 (15°, 100°) −32 3.5

3 (40°, 160°) −26 −4.5

4 (20°, 210°) −28 4.5

5 (60°, 240°) −30 −2.5

6 (50°, 270°) −31 −0.5

7 (45°, 290°) −29 1.5

8 (70°, 310°) −29 0.5
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5 Conclusions

In applications of adaptive antenna, there usually exists matching error between the
expecting steering vector of the desired signal and the real one, which degrades the
performance of the beamformer. Based on the wide-band signal model, a new
parallel digital multi-beam forming algorithm under the Space-frequency wide-band
constraint is proposed. By paralleling multiple single-star constraint of uncertainty
set of the space-frequency vector, the solution to the constraint equation of is
derived, meanwhile, the solving process of the optimal weight is given. The method
improves the anti-jamming capability of the satellite navigation receiver and
effectively improves the distortion of the satellite signal in the actual application
environment.
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Analysis and Selection of Global Marine
Gravity/Gravity Gradient Aided
Navigation Matching Areas

Lin Wu, Hubiao Wang, Hua Chai, Lu Zhang, Houtse Hsu
and Yong Wang

Abstract With the development of underwater passive navigation in recent years,
gravity or gravity gradient matching navigation are utilized to correct the accu-
mulated navigation errors of inertial navigation system. The accuracy and success
rate of gravity/gravity gradient matching navigation are seriously affected by the
features of gravity changes in the sailing area. In this paper, a parameter named
average gravity difference (AGD) was introduced here to express the level of
gravity changes in a certain area. With the overall survey of global marine gravity,
the AGD values of local areas were calculated and analyzed. After a series of
experiments, the relationship of AGD values and navigation accuracy in local areas
can be generally determined. As the criterion of selection of matching areas was
induced, marine gravity matching areas for navigation can be selected. Simulation
results showed that, take gravity as an example, the AGD values can range from
about 0.6–2.7 mGal/nautical mile (1 nautical mile = 1 n mile = 1852 m) in dif-
ferent areas of the oceans around the world. With present technologies, gravity
matching navigation could achieve an accuracy of 0.5 n miles in matching areas
which have AGD values larger than 2.0 mGal/n mile. By this criterion, South China
Sea, North Indian Ocean and some other areas can be selected. In these areas, better
navigation results can be obtained since they have rougher gravity changes. These
results would be significant for the development of gravity aided navigation tech-
nologies and the construction of underwater PNT system.
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1 Introduction

In recent years, exploration and development of ocean are playing a more and more
important role in several fields like economy, diplomacy, national strategy, and so
on. Therefore the development and construction of underwater position, navigation
and timing (PNT) system become a significant component in comprehensive PNT
system of our country. Currently, during long distance and endurance underwater
sailing, additional aided navigation methods are needed to correct the accumulated
navigation errors of inertial navigation systems. Gravity/gravity gradient matching
navigation are passive and their navigation errors are not increase with time, so they
are appropriate for aided underwater navigation [1–9].

The accuracy and success rate of gravity/gravity gradient matching navigation
are seriously affected by the features of gravity changes in the sailing area. Better
navigation results may be gained while gravity changes are much rougher in the
matching area, and vice versa [10]. In this paper, a parameter named average
gravity difference (AGD) was introduced here to express the level of gravity
changes in a certain area. With the overall survey of global marine gravity/gravity
gradient, the AGD values of local areas were calculated and analyzed. After a series
of experiments, the relationship of AGD values and navigation accuracy in local
areas can be generally determined. As the criterion of selection of matching areas
was induced, marine gravity matching areas for navigation can be selected.

2 Average Gravity Differences in Different
Regions of the World

2.1 Average Gravity Difference

Matching algorithm is one of the most important parts in gravity/gravity gradient
aided navigation systems, while it is mostly influenced by the features of gravity
changes. In this paper, an effective and efficient parameter was introduced here to
present the degree of gravity changes in regions or areas, quantificationally. It is
average gravity difference (AGD) which was defined as average gravity difference
between neighbouring grids in gravity database or maps:

AGD ¼

Pm

i¼1

Pn�1

j¼1
rij

m�ðn�1Þ þ
Pn

i¼1

Pm�1

j¼1
xij

n�ðm�1Þ
2

ð1Þ

where rij (i = 1, 2, …, m; j = 1, 2, …, n − 1) and xij (i = 1, 2, …, n; j = 1, 2, …,
m − 1) are the gravity differences between neighbouring grids in x and y directions,
respectively.
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2.2 Gravity/Gravity Gradient AGD Values in Regions
of the World

The 1′ � 1′ resolution global marine gravity model calculated and released by D.
T. Sandwell et al. in Scripps Institution of Oceanography, Univ. of California, San
Diego. was adopted in this paper for analysis and simulation [11]. The earth
(longitude 0°–360°, latitude −80° to 80°) was divided into 28 regions as showed in
Fig. 1. The sizes of these regions are three types: 50° � 35°, 50° � 50° and
0° � 25°. The 28 regions were numbered from 1 to 28 as Fig. 1. Equation (1) was
taken to calculate the gravity anomaly/vertical gravity gradient AGD values of these
regions, the results were presented in Table 1.

InTable 1, the unit of gravity anomalyAGDvalues ismGal/nmilewhile the unit of
gravity gradient AGD values is E/n mile (1 mGal = 10−5 m/s2, 1 E = 10−9/s2, 1 n
mile = 1 nautical mile = 1852 m). As the 28 regions divided here, the gravity
anomaly AGD values of regions range from 0.5641 to 2.6736 mGal/n mile, the
vertical gravity gradientAGDvalues of regions range from 1.5062 to 6.3568E/nmile.
Based on the results, curves of AGD values from region 1 to 28 can be drawn as in
Fig. 2. From this figure it can be found that curves of gravity anomaly and gravity
gradient AGD values have similar tendency.

Additionally, the gravity anomaly AGD value of the whole earth can be cal-
culated as 1.1895 mGal/n mile, the gravity gradient AGD value was 2.9401 E/n
mile.

From Fig. 1 and Table 1 and it can be seen that, AGD values were much different
from one region to another. In some regions, the gravity/gravity gradient changes
smoothly while in some other regions they change much roughly. So the position
accuracy of gravity aided navigation would be much different from one region to
another. Again, it underlines the importance of matching areas selection.

Fig. 1 Numbered regions of the world
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3 Selection of Gravity Aided Navigation Matching Areas

3.1 Position Accuracies in Regions with Different
AGD Values

Eight gravity maps located in different regions were chosen to the simulation tests.
The AGD values of these maps are 0.846, 1.009, 1.218, 1.425, 1.865, 2.591, 3.486
and 4.791 mGal/n mile. These values had almost covered the range of AGD values
in regions of the world. Two of the maps with AGD values 1.218 and 4.791 mGal/n
mile were chosen to demonstrate the 3D gravity distribution as in Fig. 3. In this

Table 1 Gravity/gravity gradient AGD values in different regions of the world

Region no. Gravity anomaly AGD (mGal/n mile) Gravity gradient AGD (E/n mile)

1 0.6465 1.5773

2 1.5619 3.3601

3 1.3899 3.1489

4 0.8132 1.9305

5 0.6801 1.5062

6 2.6025 6.2903

7 1.4669 3.5989

8 0.6395 1.7671

9 0.8281 1.9470

10 2.6736 6.3568

11 1.4561 3.5106

12 0.5952 1.5806

13 0.8133 2.0740

14 1.3439 2.9043

15 1.9111 4.2506

16 0.8594 2.2379

17 1.1667 3.0820

18 1.0044 2.9424

19 1.0304 3.0601

20 0.5641 1.7110

21 0.6910 2.0081

22 1.7733 4.2405

23 2.2177 5.4480

24 0.7788 2.1058

25 0.7477 1.9290

26 1.1649 2.9129

27 1.1526 2.7645

28 0.7333 2.0782
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figure it can be seen intuitively that, the gravity anomaly changes much rougher in
the area with larger AGD value, smoother in the area with smaller AGD.

Actual dynamic gravimetry accuracy and operating conditions were referenced
to design the simulation parameters. After series of tests in eight gravity maps,
average position errors can be gathered and compared. The average position errors
in regions with different AGD values were displayed in Fig. 4.

3.2 Analysis, Selection and Discussion

In Fig. 4 it appears that matching areas with different AGD values played a much
more serious role. In most cases, the average position errors got smaller when AGD
values increased.

In particular while AGD values <1.865 mGal/n mile, average position errors
became much larger, as well as the matching length need to be at least 120 n miles
to obtain a 0.5 n mile positioning accuracy. Especially for AGD = 0.846 mGal/n
mile, the average position errors remained larger than 1.3 n mile even the matching
length were enlarged to 150 n mile. By contrast, while AGD >2.591 mGal/n mile
average position errors got much smaller, also the matching length need to be just
no more than 50 n miles to obtain a 0.5 n mile positioning accuracy [12].
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Based on these results, a general criterion of gravity aided navigation matching
areas selection can be constructed: if the gravity anomaly AGD values larger than
2.0 mGal/n mile, gravity matching navigation could achieve an accuracy of 0.5 n
miles in these matching areas with present technologies. Besides, it can be found in
Table 1 that in regions with gravity anomaly AGD values close to or larger than
2.0 mGal/n mile, their gravity gradient AGD values were larger than 4 E/n mile.

With this criterion, the 28 regions presented in Fig. 1 were surveyed. Regions 6,
10, 15, 22, 23 were selected to measure up to the criterion, as indicated by orange
color in Fig. 5 which corresponding to areas of the Northern Indian Ocean, South
China Sea, Coral Sea and Eastern Pacific Ocean. In these areas, better navigation
results can be obtained since they have rougher gravity changes.

Fig. 3 Distribution of gravity anomalies in different regions
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Conversely, regions 8, 12, 20 with smallest AGD values were also selected, as
indicated by green color in Fig. 5 which corresponding to areas of the Southern
Indian Ocean, Southwest Pacific Ocean. In these areas, bad navigation results may
be obtained since the gravity changes smoothly.
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4 Conclusion

Selection of matching areas is significant for the performance of gravity matching
aided navigation system. In this paper, a parameter named average gravity differ-
ence (AGD) was introduced for the expression of the level of gravity changes in a
certain area. With the overall survey of global marine gravity, the AGD values of
local areas were calculated and analyzed. After a series of experiments, the rela-
tionship of AGD values and navigation accuracy in local areas was generally
determined. As the criterion of matching areas selection was induced, marine
gravity matching areas for navigation were selected.

Simulation results showed that, the AGD values can range from about 0.6 mGal/n
mile to greater than 2.7 mGal/n mile in different regions of the world. With present
technologies, gravity matching navigation could achieve an accuracy of 0.5 nautical
miles in matching areas which have AGD values larger than 2.0 mGal/n mile. With
this criterion, Northern Indian Ocean, South China Sea and some other areas can be
selected. In these areas, better navigation results can be obtained since they have
rougher gravity changes. Further selection and study should be implemented in these
areas.

These results would be significant for the development of gravity aided navi-
gation technologies and the construction of underwater PNT system. However,
more detailed analysis of marine gravity matching areas with smaller scale is still
needed. Also, further simulations and practical experiments should be implemented
to verify the matching areas selection criterions.
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Building the Crab Pulsar Timing Model
with XPNAV-1 Observations

Hai-feng Sun, Jian-yu Su, Liang Zhao, Zhi-wei Liu and Hai-yan Fang

Abstract This paper addresses the problem of building the X-ray pulsar timing
model that is an essential work for X-ray pulsar navigation (XNAV). We propose a
theoretical discussion of the differences between the X-ray and radio pulsar timing
and develop a complete processing framework. In this framework, the Z2

m-test
method is deduced by the theory of the Fourier Series Estimator (FSE) in the
complex form. A fast maximum likelihood (FAML) estimator is applied for the
estimation of pulse time of arrival (TOA). Then the model parameters are deduced
based on a least-squares strategy. To sustain this framework, about 173 ks obser-
vations with X-ray pulsar navigation-I (XPNAV-1) satellite over 30 days are uti-
lized for experimental studies. The results show that the proposed framework is
valid, and the phase residuals with the X-ray model parameters is 2.57 milliperiods.

Keywords X-ray pulsar navigation � X-ray timing model � Crab pulsar
XPNAV-1 satellite

1 Introduction

X-ray pulsar navigation (XNAV) is a developing autonomous navigation technique,
which offers a potentially revolutionary navigational solution throughout our Solar
System and beyond. Since the concept of the XNAV was first presented in 1981,
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this technique has attracted widespread attention in these days [1–3], and several
important projects have been launched for demonstration and verification. About
1 month observations from the Gamma-ray Burst Polarimeter (POLAR) on the
Chinese space laboratory Tiangong-2 (TG-2) were analyzed, and preliminary
estimation accuracy of the TG-2 orbit is about 19.7 km [4]. The recently launched
X-ray pulsar navigation-I (XPNAV-1) is a China’s experimental satellite designed
for XNAV [5], and it is reported that more than 10 pulsars will be characterized for
their pulse frequency and intensity to create a navigation database in the future
observation plan. The Station Explorer for X-ray Timing and Navigation
Technology (SEXTANT) is a NASA funded technology demonstration enhance-
ment to the Neutron-star Interior Composition Explorer (NICER) an International
Space Station (ISS) payload, whose primary objective is to demonstrate real-time
orbit determination with uncertainty better than 10 km with 2 weeks of measure-
ments in the highly dynamic ISS orbit [6]. China’s X-ray Modulation Telescope
(HXMT) was launched in June 2017, which carries three main payloads onboard:
the High Energy X-ray telescope, the Medium Energy X-ray telescope and the Low
Energy X-ray telescope. Some in-orbit experiments are being performed to inves-
tigate the feasibility of XNAV [7].

For an XNAV system, a timing model building is a fundamental work. It is
necessary to monitor these navigation candidates and to update new models with
X-ray observations especially for the deep-space situation where real-time com-
munication is impossible. In X-ray astronomy, the phase misalignment between the
radio and X-ray pulses has important repercussions for the understanding of the
spatial origin of the emission processes [8], and one can get the phase misalignment
by comparing the radio and X-ray timing models. The X-ray timing model might
help confirm the variations in radio dispersion measure (DM) through comparing
timing residuals (*10−3 ns).

In contrast to the radio timing process, the X-ray timing process may encounter
two issues: (1) the orbital period of an X-ray observation platform, is generally far
less than that of the ground-based radio telescopes; (2) the detected X-ray signals
are actually random and discrete photon TOAs with low radiation intensity. Aiming
at these two issues, this paper presents a processing framework and accurate
experimental analysis for X-ray timing. The rest of this paper is organized as
follows. Section 2 presents the details of the X-ray timing processing framework.
Section 3 deals with the experimental phase of our work. Section 4 summarizes the
concluding remarks.

2 X-Ray Timing Processing Framework

It is essential to provide precise procedures to implement time transformations,
frequency search, pulse TOA estimation and model parameters determination.
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2.1 Forming Barycentric TOAs

Geometric and relativistic effects are included in the observed accumulated phase,
and observed TOAs should be deduced to barycentric TOAs [9–11]

tSSB � sobs ¼ DC þDP þDR þDE þDS þDD þDA ð1Þ

where DC is clock corrections, DP parallax delay, DR Roemer delay, DE Einstein
delay, DS Shapiro delay, DD Solar system dispersion delay, and DA atmospheric
delay. This equation holds for isolated pulsars, and a binary system transformation
involves the propagation delay due to binary orbital motion. Full details about the
transformations are not focused here, but the differences of the radio and X-ray
timing procedures.

(1) Significant dispersion exists for the radio waves in the interplanetary medium
because of the electron content of the solar wind, whereas the Solar system
dispersion delay is considered to be zero for X-ray radiation [9]. Besides, the
atmospheric delay is negligible in the X-ray TOAs transformation as the X-ray
instruments are always set above the Earth’s atmosphere.

(2) For radio observations, synchronously 1000 or more pulses are averaged and
orthogonal polarizations are de-dispersed and summed to get a mean total
intensity pulse profile, and then the measured topocentric pulse TOAs are
corrected to the barycentric ones at SSB because the velocity of the radio
observatory relative to the pulsar in the SSB reference frame changes slowly.
However, the X-ray TOAs transformation is of a different situation. The
barycentric frequency differs from the observed frequency for the motion of the
observation platform relative to the SSB [12], and the Doppler frequency shift
md tð Þ can be expressed by

md tð Þ ¼ �ms tð Þ dDR

dt
þ dDP

dt
þ dDE

dt
þ dDS

dt

� �
ð2Þ

Here the terms in the right-hand side are respectively the time-derivatives of the
Roemer delay, parallax delay, Einstein delay and Shapiro delay. A Doppler fre-
quency shift about 10−4 Hz in magnitude is introduced by the first term dDR=dt,
also called the Roemer rate. The effect of the sum of the other three time-derivative
terms on the Doppler frequency shift, also called the high-orders of the Doppler
frequency shift, is ignorable.

Building the Crab Pulsar Timing Model with XPNAV-1 Observations 899



2.2 Pulse Frequency Search

Complete classes of tests for uniformity on the pulse period were derived in [11],
among which Pearson’s v2-test and Z2

m-test seem to be the most popular in the
X-ray astronomy. The latter is an improvement over Pearson’s v2-test for it is
independent on the sizes of bins. However, the Z2

m-test still suffers with respect to
the choice of smoothing parameters. If the smoothing parameter is small, the cor-
responding test is very powerful against broad peaks, and if large, narrow peaks
have priority in detection. Here the Z2

m-test method is deduced by the theory of the
Fourier Series Estimator (FSE) in the complex form.

Consider a series of barycentric TOA ti (i ¼ 1; 2; . . .;N) for a pulsar. With
respect to an assumed pulse frequency m, the phases of the barycentric TOA can be
calculated as /i ¼ mti. A cost function (CF) is given by the measure of the distance
between a periodic density function f /ð Þ and uniform density 1, and can be
expressed by

Z2 ¼ N
Z1

0

f /ð Þ � 1ð Þ2d/ ð3Þ

It is clear that if a periodic signal is in presence, the Z2 statistic is large and the
null hypothesis should be rejected. If we specify f̂m /ð Þ as the Fourier Series
Estimator (FSE) with m harmonics, then the FSE in the complex form is

f̂m /ð Þ¼
Xm
k¼�m

F̂k exp j2pk/ð Þ; j ¼
ffiffiffiffiffiffiffi
�1

p
ð4Þ

where F̂k is an unbiased estimate of the k-th Fourier coefficient equaling

F̂k ¼ 1=N
XN
i¼1

exp �j2pk/ið Þ ð5Þ

Submitting Eqs. (4) and (5) into (3), one can obtain the Z2
m-test cost function

Z2
m ¼ 2N

Xm
k¼1

F̂k

�� ��2 ð6Þ

By processing the observations, we find that the estimation accuracy of the
Pearson’s v2-test is not only related to the number of bins, but also to the selected
frequency step. An improper number of bins or a small frequency step may lead to
plenty of burrs on the curve of the cost function; however, the Z2

m-test CF appears
smooth and no signs of burrs occur despite a very small frequency step.

900 H. Sun et al.



2.3 Pulse TOA Estimation

The phase of the pulse peak is used as representative of the X-ray pulse phase or
pulse TOA. Two major peak-determination techniques are commonly used to find
the pulse phase: (1) fitting a parabolic or Lorentzian functions to the highest bin in
the profile [8]; (2) using the phase estimation technique to obtain the phase or time
offset between the observed profile and standard profile [13, 14]. The former are
available for the observed profile with high signal to noise (SNR), but a large fitting
error may occur when the curve is unsmooth in the neighbourhood of the pulse
peak. The latter are measuring the displacement of two similar profiles instead of
determining the location of the pulse peak, among which the most commonly used
methods are the cross correlation (CC) and maximum likelihood (ML) techniques.
Here we use a fast maximum likelihood (FAML) estimator as an alternative to the
ML estimator since the ML estimator utilizes the X-ray TOAs for the algorithm
implementation, resulting in a high computational complexity that linearly grows
with the observation time.

The logarithmic form of the FAML estimator with respect to the phase offset /D
between the observed and standard pulsar rate functions is [13]

J(/D)¼
XNb

i¼1

Ci ln½kð/D þ i=NbÞ� ð7Þ

where Ci is the statistical photon count within the i-th bin after the epoch folding
procedure, Nb the number of bins contained in one phase cycle, and kð/Þ is the
standard pulsar rate function which equals

kð/Þ¼kb þ kshð/Þ ð8Þ

Here kb and ks are the effective background and source arrival rates respectively.
Instead of calculating the observed pulsar rate function, this equation uses statistical
photon count directly to estimate the phase offset through maximizing Eq. (8)

/̂D¼ arg max
/D2 0;1ð Þ

J(/D) ð9Þ

Note that this form is similar to CC estimator except the employment of the
logarithm. This kind of variance stabilizing transformations can mitigate the effects
of epoch folding noises on the phase estimation accuracy.
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2.4 Model Parameters Determination

Pulse timing is achieved by fitting the barycentric pulse TOAs to a Taylor
expansion of pulse phase. The total accumulated phase U tð Þ is

U tð Þ ¼ U0 þ
Xn
k¼1

1
k!
vðk�1Þ t � t0ð Þk ð10Þ

Here the subscript 0 in this equation denotes a parameter evaluated at the ref-
erence epoch t0, and thus U0 denotes an accumulated initial phase at. The k-order
frequency derivative terms m kð Þ are fittable model parameters. If k ¼ 0, m 0ð Þ � m0
denotes the pulse frequency at t0.

The observation time t can be set as the proper time tpsr of a pulsar mass center
[9, 12], or the barycentric time tSSB of the SSB in the use of TCB or TDB. Different
time system of the observation time t will lead to different timing parameters. One
can also choose the Geocentric Coordinate Time (TCG) in the model; however,
some periodic terms should be added into the Taylor expansion for the revolution of
the Earth. For young pulsars, there exist large stochastic variations in their
spin-down rates, so more high-order frequency derivatives are required to remove
red timing noises [12]. For a binary system, a further complicated timing model
incorporating the pulsar orbital period has to be taken into consideration if the fitted
positions are fixed in the geocenter or the SSB. Taking the partial derivative of U tð Þ
with respect to t, one can get the spin frequency expression

ms tð Þ ¼
Xn
k¼1

1
k � 1ð Þ! v

ðk�1Þ t � t0ð Þk�1 ð11Þ

The pulse peak TOA tpki at the SSB and a given timing model are used to form
the i-th pre-fit phase residual

ri ¼ U tpki
� �

� Ni ð12Þ

where Ni is the nearest integer to U tpki
� �

. Note that if the given timing model is

accurate, each phase residual ri ! 0. After eliminating the phase jumps, the model
parameters can be fitted based on the least-squares strategy.

Y ¼ Xbþ e ð13Þ

where Y ¼ Uw tpk1
� �

� U0;Uw tpk2
� �

� U0; . . .;Uw tpkm
� 	� U0

h iT
, X is the

Vandermonde matrix formed by Dtpki with m columns, b ¼ ½m n�1ð Þ=
n!; m n�2ð Þ= n� 1ð Þ!; . . .; m 0ð Þ�T, and e is constructed by pre-fit phase residuals ei s.
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The elements of e are uncorrected random variables with mean E eð Þ ¼ 0 and
covariance matrix Cov eð Þ ¼ r2I.

The measurements equal the true values plus random, uncorrelated errors with
constant variance, and the least squares problems is to find the estimate of b to
minimize [15]

Q ¼ minjjY � Ŷjj22 ¼ minjjY � Xb̂jj22 ð14Þ

where jj � jj22 means the Euclidean norm of a vector. Finding the least squares
estimate b̂ is developed by the QR method. By the orthogonal triangular decom-
position method, the matrix X is decomposed into an m� n triangular matrix R and
a n� n unitary matrix Q, so that X¼QR. The least squares solution is

b̂¼R�1QTY ð15Þ

3 Observations and Results

Observations of the Crab pulsar were derived from the Time-resolved Soft X-ray
Spectrometer (TSXS) on board the XPNAV-1 satellite with an orbital altitude of
500 km [5]. The TSXS consists of Wolter-I type lens of four nested mirror shells
that focus X-ray photons onto a silicon drift detector (SDD) operating in the 0.5–
10 keV range, with a combined nominal collecting area of 30 cm2 @1.5 keV and a
field of view 15′ [5]. We used 1 month of public observations (MJD 57709-57740)
in event mode which records the X-ray TOAs with a resolution of 1.5 ls.

The observations were reduced using the following screening criteria: (1) the
effective arrival rate exceeds 10 ph/s; (2) the observation time Tobs � 2300 s. After
this screening, 58 eligible subsets were selected, and about 2450 000 events were
contained with a total exposure time 173 ks. In our analysis, the radio monthly
timing ephemeris is derived from Jodrell Bank observations daily at 610 MHz and
weekly at 1420 MHz, which is published on the web (see http://www.jb.man.ac.uk/
pulsar/crab/all.gro). Two radio ephemeris records are used here which are denoted
by ‘Jodrell Bank I’and ‘Jodrell Bank II’ in Table 1.

Table 1 Spin parameters for the Crab pulsar

Parameters Jodrell Bank I Jodrell Bank II XPNAV-1

m (Hz) 29.7478547478211 29.6471215546085 29.6478547377(2)

_m (10−10 Hz/s) −3.6872 −3.68942 −3.689502(8)

€m (10−20 Hz/s2) −3.89 1.55 −6.2(1)

t0 (MJD) 57715.000000295 57738.000000232 57715.00000295
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To confirm the result of the pulse frequency searching, we searched the fre-
quency in individual subset via the Z2

m-test (m = 10), and compared the searched
frequencies with the model frequencies from the radio ephemeris. As shown in
Fig. 1, this plot clearly shows the slow-down trend of the rotation that is determined
by the rotation of the magnetic dipole, through a combination of classical dipolar
radiation at the rotation frequency and an outflow of energetic particles. The Z2

m-test
technique is less sensitive to the low average flux, and the rms of frequency
residuals between the searched and model frequencies is about 2.6 � 10−6 Hz with
a reduced chi-square of 1.04 for 56 degrees of freedom.

In Fig. 2, the pre-fit phase residuals were achieved with initial model parameters.
A lineally increasing trend and four phase-jumps are presence in the plot of the
pre-fit phase residuals, and the reason is that the Crab pulsar phase cannot be well
described by the initial model parameters. Predictably, there will be more phase
jump points in the pre-fit phase residuals, if one select lower accurate spin
parameters.
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The pulsar position is fixed with RA ¼ 05h34m31s:972 and DEC = 22°00′52′′.07
in the J2000 coordinates. We phase-connected all the sets of the X-ray TOAs, and the
spin parameters obtained by minimizing the phase residuals are listed in Table 1,
which is denoted as ‘XPNAV-1’.

The post-fit phase residuals were calculated for the Crab pulsar with the given
radio and X-ray parameters in Fig. 3. The linear trend is not seen in the data,
indicating that there are no systemic errors for this fit. Note that the rms of the
post-fit phase residuals with the X-ray model parameters is 2.57 milliperiods
(mPs) with a reduced chi-square of 1.018 for 56 degrees of freedom, which is
slightly smaller than that with the radio one derived from the Jodrell Bank obser-
vatory. However, the rms given by the radio ephemeris is about 0.6 mPs which is
far less than 3.03 mPs calculated from the XPNAV-1 observations, implying that
the obtained rms residuals may overestimate the true uncertainty on the X-ray
timing since the errors of the X-ray pulse TOAs are larger than that of the radio
pulse TOAs.

All the barycentric TOAs were folded via the X-ray and radio model parameters
to achieve the pulse profiles, as shown in Fig. 4. By contrast, both the two pulse
profiles have steep and smooth curve-shapes, and exhibit a virtually perfect
agreement, meaning that the discrepancies between them are negligible and the
model parameters are accurate.
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4 Conclusions

This paper developed a processing framework for the X-ray timing model to
overcome the effect of the dynamics of observation platforms and the low X-ray
radiation intensity. The model parameters are obtained by using the X-ray obser-
vations of the Crab pulsar with XPNAV-1 satellite for 31 days on the basis of
least-squares strategy. Sometimes it seems difficult to get the initial frequency range
with a high accuracy, resulting in the total accumulated phase ambiguity, so future
work will be dedicated to solving the model parameters with large initial errors.
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Spatial Coordinate Autonomous
Establishment Technique
for High-Precision Local Positioning
System

Zhen Wu, Zheng Yao and Mingquan Lu

Abstract To overcome the lack of accuracy, reliability, availability, and
anti-jamming in satellite navigation system and meet the needs of military and
civilian users for positioning, navigation, and timing (PNT) at anytime, anywhere
and in any environment, there is an urgent need to study the local PNT spa-
tiotemporal baseline network based on land-based pseudolites. However, in the
existing local positioning system, the requirement for accurate mapping of base
stations coordinates in advance limits the mobility, flexibility and rapid deployment
capability of the system. In order to solve this problem, this paper studies the
technique of establishing local positioning system spatial coordinate independently
in high precision. Based on the shortest path algorithm and the nonlinear conjugate
gradient method, the proposed technique can independently estimate the relative
position of each pseudolite and the network structure of the local positioning system
according to the partial ranging information between the pseudolite base stations,
and establish the local positioning system spatial coordinate. The results of
performance analysis show that compared with other existing space coordinate
establishment techniques, the technique proposed not only has the higher precision
in the spatial coordinate establishment but also has lower computational
complexity. Moreover, it is practical that it can handle the circumstance in which
partial distance information in the network is missing. It can greatly simplify the
laying costs and shorten the deployment time of local PNT system, reduce
the maintenance difficulty and greatly improve the mobility and flexibility of the
system in practice.
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Euclidean distance matrix � Shortest path � Nonlinear conjugate gradient method
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1 Introduction

Safe, reliable and diversified positioning and navigation means are required in
future military and civilian applications. The satellite navigation system has
advantages including a large range of coverage, all-weather and all-day availability,
high precision, convenient application and the support for an unlimited number of
users, which has become the preferred positioning, navigation and timing
(PNT) means worldwide, but it is limited to the physical characteristics of signals,
constellation configurations and the environment. In some harsh scenarios, there
exist problems including serious satellite obstacles, weak signals leading to poor
positioning accuracy, degraded integrity, reliability and anti-jamming ability. In
order to overcome these drawbacks of the satellite navigation system and meet the
needs of all military and civilian users for positioning, navigation, and timing
anytime, anywhere and in any environment, there is an urgent need to study the
local PNT spatiotemporal baseline network based on land-based pseudolites.

The signal structure and positioning principle of the land-based pseudolite
system are similar to those of the satellite navigation system. Not only can it be
tightly integrated with the satellite navigation system to provide more equivalent
visible satellites, but also it has the ability to position and navigate independently in
high precision in the coverage area, which can be used as a local backup navigation
system under the circumstance in which the satellite navigation system is not
available because of jamming and blocking.

When the pseudolite navigation system works independently, the phase center
coordinates of all the pseudolite base stations need to be accurately mapped in
advance, and then the information is broadcast to the users through ephemeris,
which is used for solving the positioning equation. The measurement accuracy of
phase center coordinates will directly affect the error of positioning solution.
However, the requirement for calibration in advance greatly increases the deploy-
ment time of the pseudolite system. In the military and civilian areas, there are a lot
of applications requiring high mobility, flexibility and rapid deployment for the
pseudolite system. In some environments lacking the prior mapping condition, like
fire sites, disaster areas, the application of the pseudolite system will be limited.

In recent years, the problem of autonomous positioning of beacons draws more
and more attention, especially when the noisy or unavailable distance measure-
ments between some beacons exist and make the problem more difficult. The
existing research methods mostly start with the Euclidean distance matrix. Based on
the low-rank property of the Euclidean distance matrix, SVD is used to reconstruct
Euclidean distance matrix in [1], which is unelaborate. The research in [2] modifies
the low-rank matrix complete algorithm Optspace, in order to complete the
Euclidean distance matrix, but the restored low-rank matrix is not guaranteed to be
a Euclidean distance matrix. The semidefinite programming relaxation
(SDR) technique [3] relaxes the problem to a convex optimization problem by
relaxing the constraints of the problem, and [4, 5] further summarize and propose
various relaxation methods, obtaining different convex optimization problems.
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Although the convex optimization problem can find the optimal solution of the
relaxing problem, it still costs a great deal of computation burden.

Given the limitations of existing techniques and the urgent need of the spatial
coordinate autonomous establishment in the construction of the local positioning sys-
tem, this paper presents the technique for autonomous establishment of local posi-
tioning system spatial coordinate in high precision, which is based on the shortest path
algorithm and nonlinear conjugate gradient method. The problem is modeled as the
Euclidean distance matrix completion problem on the principle of minimum variance.
The gradient expression of the cost function is given through rigorous mathematical
derivation, and then the initial value is estimated by the shortest path algorithm, and the
convergent solution is found by using the nonlinear conjugate gradient method. The
relative position of each pseudolite and the pseudolite network constellation is recov-
ered according to the partial ranging information between the pseudolite base stations.

The results of performance analysis show that compared with other existing
techniques, the technique proposed not only has the higher precision in the spatial
coordinate establishment, but also has lower computational complexity. It is
practical that it can handle the missing distance information in the network, which
can significantly simplify the laying costs and shorten the deployment time, reduce
maintenance difficulty of the pseudolite system, greatly improving the mobility and
flexibility of the local positioning system in practice.

2 Problem Description

In a p-dimensional pseudolite system that contains k pseudolites, the coordinates
matrix of pseudolites is represented as X ¼ x1 x2 � � � xk½ �T2 R

k�p. The
Euclidean distance between each pseudolite pair is dij ¼ xi � xj

�� ��, which forms the

Euclidean distance matrix D ¼ d2ij
� �

.

Because the Euclidean distance matrix only contains the distance information
between pseudolites, the corresponding Euclidean distance matrix is the same no
matter how the original pseudolite network is translated, rotated and reflected. This
means that when obtaining the Euclidean distance matrix from position vectors, the
absolute position information is lost, only leaving the relative position between
pseudolites. Therefore, only relative position information can be recovered from the
Euclidean distance matrix. To obtain the absolute position, additional anchor
information is required. The absolute position of all nodes can be obtained by
matching the anchor points in the relative position to the known anchor points.

In traditional recovering method Multidimensional Scaling (MDS) [6], the
relationship between D and X is �0:5JDJ ¼ JXðJXÞT, which can be obtained by
defining the centering matrix J ¼ Ik � 1k1Tk =k. The spatial dimension of distribu-
tion of pseudolite system is 2 or 3 generally, so JDJ is a low-rank matrix. �0:5JDJ
can be decomposed as BBT and then B ¼ JX, which means geometrically moving
the geometric center of pseudolites to the origin of coordinate.
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However, in practical applications, the ranging between pseudolites may have
following problems, resulting in the inapplicability of MDS. One is the noise of
ranging results and the other is that the distances between some pseudolites cannot
be measured due to obstacles and overlarge layout range, as shown in Fig. 1. So the
observed Euclidean distance matrix Dobs is incomplete in most cases.

Based on the problem description, introducing noise matrix N ¼ ðnijÞ and
measuring matrix E ¼ ðeijÞ, where eij ¼ 1 means the distance between i and j is
measurable and eij ¼ 0 unmeasurable. Then the Euclidean distance matrix mea-
sured in practice can be represented as Dobs ¼ ð~d2ijÞ; ~dij ¼ ðdij þ nijÞ � eij.

At this point, there are some unknown entries in the Euclidean distance matrix.
Therefore, the problem of the autonomous establishment of the pseudolite system
spatial coordinate can be summed up to recover the complete Euclidean distance
matrix according to partial distances between k pseudolites in the pseudolite sys-
tem, and then obtain the relative position of each pseudolite, and establish the
pseudolite system spatial coordinate.

In order to overcome the shortcomings of traditional algorithms, such as low
precision, high complexity and inability to deal with more missing distances, in
next section, we propose a new technique based on the shortest path algorithm and
the nonlinear conjugate gradient method to establish the local positioning system
spatial coordinate.

3 The Proposed Algorithm

We consider the minimum variance of the Euclidean distance matrix
D� Dobsk k2F=2 as the optimization goal. The relationship between the Euclidean

distance matrix D and the coordinate matrix X is D ¼ diagðXXTÞ1T þ
1diagðXXTÞT � 2XXT where diagð�Þ represents the vector containing the diagonal
entries of the matrix, so the optimization goal is reformulated as

f ðXÞ ¼ PEðrðXXTÞ � DobsÞ
�� ��2

F=2 ð1Þ

Fig. 1 The diagram of Euclidean distance matrix with unknown entries
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where PEð�Þ means assigning unknown matrix elements 0 and
rðYÞ ¼ diagðYÞ1T þ 1diagðYÞT � 2Y.

This problem is an unconstrained nonlinear problem, so the nonlinear conjugate
gradient method is chosen as an optimal algorithm for this problem. The key of non-
linear conjugate gradientmethod is to construct a groupofmutually conjugate direction,
in order to accelerate the efficiency of descent of cost function, and the conjugate
direction can be constructed by the combination of the last search direction and the
gradient direction at the current point. The nonlinear conjugate gradient method has the
characteristics of global convergence, which not only overcomes the shortcoming of
slow convergence of steepest descent method, but also avoids the disadvantage that
Newton method needs to compute the Hessian matrix and larger demand for memory.

Considering that the cost function is a nonconvex function when p \ k � 1,
which is the general case, it is necessary to estimate the missing entries in the
Euclidean distance matrix in advance, which makes the optimization algorithm
have a good initial value. By comparing the results of different initialization
strategies, this paper selects the value of shortest path between unmeasurable
pseudolite pairs as the initial estimate of unknown distances.

3.1 Expression of Gradient Direction

In the nonlinear conjugate gradient method, the conjugate direction is computed
from the negative gradient direction at the current point and the last search direction
in each iteration. In this section, the expression of the gradient of the cost function is
deduced.

The directional derivative of a function f ðXÞ along a given vector H at a given
point X is defined as D f ðXÞ½H�. The relationship between the directional derivative
D f ðXÞ½H� and Euclidean gradient rf ðXÞ is D f ðXÞ½H� ¼ rf ðXÞ;Hh i, so we
deduce the expression of gradient by find a V that satisfies D f ðXÞ½H� ¼ V;Hh i.

Note that the cost function f ðXÞ can be expressed as f ðXÞ ¼ hðXÞk k2F=2 where
hðXÞ ¼ PEðrðXXTÞ � DobsÞ, and ðXþ tHÞðXþ tHÞT can be expressed as XXT þD
where D ¼ tXHT þ tHXT þ t2HHT, then we have

f ðXþ tHÞ ¼ PEðrðXXT þDÞ � DobsÞ; rðXXT þDÞ � Dobs
� �

=2;

f ðXÞ ¼ PEðrðXXTÞ � DobsÞ; rðXXTÞ � Dobs
� �

=2:
ð2Þ

So when t ! 0, the increment of the cost function along vector H at point X is

f ðXþ tHÞ � f ðXÞ
¼ PEðrðXXTÞ � DobsÞ; rðDÞ

� �þ PEðrðDÞÞ; rðDÞh i=2
¼ hðXÞ; rðtXHT þ tHXTÞ� �þ oðtÞ
¼ 2t hðXÞ; rðSymðHXTÞÞ� �þ oðtÞ;

ð3Þ
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where Symð�Þ represents the symmetric part of a matrix.
According to the definition of directional derivative, we have

D f ðXÞ½H�

¼ lim
t!0

f ðXþ tHÞ � f ðXÞ
t

¼ 4 hðXÞ; SymðdiagðSymðHXTÞÞ1TÞ� �� 4 hðXÞ; SymðHXTÞ� �
¼ 4ðeyeðSymðhðXÞÞ1Þ � SymðhðXÞÞÞX;Hh i

ð4Þ

where eyeð�Þ represents the squared matrix whose diagonal is the vector.
In general Dobs is symmetric, then hðXÞ is symmetric too and the expression of

Euclidean gradient is rf ðXÞ ¼ 4ðeyeðhðXÞ1Þ � hðXÞÞX.

3.2 Algorithm Steps

To sum up, the overall algorithm proposed in this paper is as follows.
Algorithm Spatial Coordinate Autonomous Establishment Technique for

High-precision Local Positioning System
Input: noisy and partially missing Euclidean distance matrix Dobs, cost function

f ðXÞ, threshold for step size 21, threshold for the norm of the search direction 22

Output: absolute positions of pseudolites X

1. Employ Floyd-Warshall algorithm to get the shortest paths to estimate the
missing elements in Dobs and get D̂;

2. Employ MDS algorithm on D̂ to get initial position estimate X0;
3. Employ nonlinear conjugate gradient method to get the convergent solution;

repeat

3:1 Compute negative gradient direction DXn ¼ �rf ðXnÞ;
3:2 Compute conjugate direction Pn ¼ DXn n ¼ 0

DXn þ bnPn�1 otherwise

�
;

3:3 Perform Armijo line search and get step size an;
3:4 Update Xnþ 1 ¼ Xn þ anPn;
until an\ 21 or Pnk kF\ 22
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4 Simulation

In this section, we test the proposed technique, called FWCG for short, and other
existing algorithms on algorithm performance and running time, including
Optspace [2], SDR [5], conjugate gradient method on the manifold, called CGRM
for short [7] and gradient descent algorithm.

Simulations are performed in a unit square area, with k pseudolites laid ran-
domly, assuming the detection region of every pseudolite is a circular area whose
centralized radius is R. The distances between pseudolites are unmeasurable and
then unknown if they are more than R, and others are accompanied with the
gaussian noise with a variance of k2. Then the proposed algorithm and other
algorithms are tested, matching the relative position with the actual position, and
calculating the centralized average distance error of all pseudolites. The Optspace
and SDR don’t need the initial value. In addition, it is ensured that there is no
pseudolite whose number of connections is less than pþ 1 in all simulated pseu-
dolite networks to avoid the possibility of multiple structures of space coordinate.

Figure 2 shows the results of the proposed algorithm when k ¼ 0:01. The
proposed FWCG can ensure that the deviation of the estimated location of each
pseudolite is acceptable. More pseudolites can support the smaller detection range
of each pseudolite, which means the stronger ability to resist missing distances.

Then we test the result of FWCG and other four algorithms in the noise-free
environment when R is set to different values and k ¼ 20. As Fig. 3 shows, the
centralized average error of Optspace is always around 0.1, which is obviously poor
than other algorithms, and whose convergent speed is slow meanwhile. The cen-
tralized average error of the gradient descent method decreases slowly with the

Fig. 2 The recovery result of FWCG (Left: the centralized average error is 7.61 � 10−3 when
k = 0.01, R = 0.5, k = 20. Right: the centralized average error is 9.76 � 10−3 when k = 0.01,
R = 0.3, k = 50)
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increase of R and remains at the magnitude of 0.01. FWCG and CGRM perform
closely, and when the detection distance is large, FWCG, CGRM and SDR can
accurately establish the local positioning system space coordinate. In comparison,
the proposed FWCG can achieve higher precision.

Because the performances of FWCG, SDR and CGRM are more outstanding
than Optspace and gradient descent, following simulation mainly focuses on these
three algorithms.

We test the positioning accuracy of three algorithms versus different noise
standard deviation when R ¼ 0:7; k ¼ 20. As shown in Fig. 4, the positioning
accuracy of three algorithms is proportional to the noise standard deviation. The
error difference between the proposed algorithm FWCG and CGRM is very small.
The performances of both are slightly better than that of SDR. Figure 5 shows the
running time of three algorithms in R ¼ 0:5; k ¼ 20 and R ¼ 0:5; k ¼ 100, it is
obvious that FWCG is much faster than the other two algorithms. The computation
burden of FWCG is about 1/7 of that of CGRM. When k ¼ 20, the computation
burden of FWCG is about 1/18 of that of SDR, and is about 1/170 of that of SDR
when k ¼ 100. On the one hand, because of the large increase of the computation
and storage of SDR in the case of larger number of pseudolites, the testing com-
puter may not even meet the demand for memory. On the other hand, in the process
of optimization, CGRM requires a large number of SVD operations. In contrast, the
proposed FWCR only need matrix addition and multiplication, the computational
burden is far less than the other two algorithms, so FWCR is also suitable as a
real-time spatial coordinate autonomous establishment algorithm.

Fig. 3 Curves of centralized
average distance error of
algorithms versus centralized
detection range when k = 0,
k = 20
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5 Conclusion

In this paper, we design the technique for the autonomous establishment of the local
positioning system spatial coordinate in high precision to handle the missing
ranging information in the network. The technique models the problem as the
Euclidean distance matrix completion problem on the principle of minimum vari-
ance, strictly deducing the expression of the gradient of the cost function, taking the
value of the shortest path as the initial value for unknown distances and using the
nonlinear conjugate gradient method to get the convergent solution. The relative
position of each pseudolite and the pseudolite network constellation is recovered
according to the partial ranging information between the pseudolite base stations.

Furthermore, analyzing in aspects of coordinate establishment accuracy and
algorithm complexity, compared with other existing algorithms, the proposed
algorithm not only has higher positioning accuracy but also can handle the problem

Fig. 4 Curves of centralized
average distance error of
algorithms versus standard
deviation of noise when
R = 0.7, k = 20

Fig. 5 Comparison of
running time of algorithms
when k = 20 and k = 100
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that there are missing distances in the network, and the performance is elevated as
the number of pseudolites increases. Moreover, the algorithm proposed has a less
computational complexity and is suitable for a real-time algorithm to be used in
practice. It can significantly simplify the laying costs, shorten the deployment time,
reduce maintenance difficulty of the pseudolite system and greatly improve the
mobility and flexibility of the system in applications.
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