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Abstract. The main goal of the proposed work is to detect certain spa-
tial and temporal changes in videos that are not visible to the human eye
and magnify them in order to make them perceptible while making sure
that the background noise is not amplified. We apply Eulerian motion
magnification on only the salient area of each frame of the video. The
salient object is processed independent of the rest of the image using
alpha matting aided by scribbles. We demonstrate the need to isolate
the salient object from background motions and propose a simple and
efficient way to do so. The proposed algorithm is tested on videos with
imperceptible motion along with background motion to illustrate the
significance of the proposed method. We compare the proposed method
with linear and phase based Eulerian motion magnification techniques.

1 Introduction

Our environment constantly undergoes changes in color and motion. A lot of
these changes are so subtle that they are imperceptible to the human eye. Need-
less to say, revealing these invisible changes via video processing can find numer-
ous applications and provide interesting study in many research problems. The
analysis of these changes gives significantly valuable information that is not vis-
ible naturally. Important phenomena such as human pulse from the wrist can
be studied through these methods of video magnification. Efficiency, accuracy,
and computational simplicity are necessary in order to use these concepts and
obtain easily functional results.

Previously, Lagrangian and Eulerian magnification methods have been
applied in order to make these changes visible in videos [1,2]. Lagrangian method
works on the optical flow of each pixel in the video and magnifies the motion.
On the other hand, Eulerian motion magnification evaluates temporal changes
in two consecutive frames and magnifies accordingly. Most of the existing video
magnification techniques, such as Eulerian Video Magnification (EVM), involve
magnification of all the motions in the video uniformly. This process tends to
unnecessarily magnify large motions in the background and may lead to noise.
The unwanted magnification of all motions in the video disrupts the study of
the phenomenon of amplification of imperceptible motion.
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In this paper, we discuss the use of saliency detection in order to isolate the
salient region in the video [3]. Our approach is to detect the region of inter-
est (ROI) so that video magnification can be selectively applied while leaving
other motions or variations unchanged. In doing so, we have used saliency detec-
tion to get a primary idea of ROI and then apply image matting in order to
get a near perfect ROI with fuzzy boundary. For motion magnification, we use
Eulerian motion magnification technique which includes both linear and phase
based methods. Eulerian approach is faster than Lagrangian as it uses temporal
change of full frame at a time and not the optical flow of each pixel. We analyze
the results of both linear and phase based Eulerian methods on the ROI.

The main contributions of the proposed work are as follows:

– We propose a fully automatic motion magnification method in order to mag-
nify only the ROI using saliency and EVM.

– While magnifying only the ROI, the proposed approach is able to reduce noise
because of the presence of the background motion.

The rest of the paper is organized as follows. Section 2 presents a brief lit-
erature review related to the problem. Saliency, image matting, and motion
magnification are briefly illustrated in Sect. 3. Section 3.4 presents the proposed
framework. Section 4 shows the experiments and results. Finally, the paper has
been concluded in Sect. 5.

2 Related Work

Magnification of motion in videos is a field that has been explored by researchers
for many years now. Numerous approaches have been made and there are mul-
tiple techniques for efficient video magnification. A Lagrangian approach was
introduced by Liu et al. where pixel trajectories were magnified in order to mag-
nify the motion [1]. Wang et al. proposed “cartoon animation filter”, where an
input signal was modified to make it look more animated [4]. Wu et al. proposed
a motion magnification technique for subtle changes in the video by the method
of EVM [2]. It uses Laplacian pyramids for spatial decomposition and temporal
filters to calculate the temporal difference and magnification is performed on
the temporal difference using an amplification factor. Further, it was improved
by using complex steerable pyramids. Wadhwa et al. utilized the concept of
phase in optical flow to develop the phase based video motion magnification [5]
which was further improvised using Riesz pyramid in order to perform real-time
phase based motion amplification [6]. In the Riesz pyramid, the image features
are phase shifted only along their dominant directions as opposed to complex
steerable pyramids where it is done for every orientation.

These methods have found numerous applications over the years.
Balakrishnan et al. tracked subtle head motions by performing principal com-
ponent analysis (PCA) and used it to extract heart rate and beat lengths from
videos [7]. Eulerian magnification and empirical mode decomposition (EM-EMD)
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have been used to differentiate between emotional and physical stress on per-
forming frequency division processing [8]. Face spoofing detection and facial
expression recognition has been performed using Eulerian motion magnification
[9,10]. Detection of pulse transit time and finger vein liveliness detection have
been performed using the Eulerian color amplification [11,12].

Elgharib et al. used a layer based magnification that enables the magnifica-
tion of small motions within large ones [13]. They used manually marked scribbles
and image matting to single out the ROI and magnify subtle motions in that
region. Kooji et al. selectively magnified motion based on the depth of layers
using bilateral filters that require additional depth map information along with
input video [14]. Zhang et al. proposed motion magnification using acceleration
[15]. Instead of magnifying linear changes, they chose to magnify acceleration to
avoid magnification of large motions. The proposed approach also aims to mag-
nify the subtle motions and avoid large background motions. It does not require
any additional information to locate the object of interest as it does in [13,14].

3 Saliency Driven Motion Magnification

3.1 Saliency Detection

Visual saliency is the property that makes a region or a group of regions in an
image distinctively stand out from its surroundings. In the proposed work, we
have used saliency detection using structure matrix decomposition (SMD) [3]. It
calculates the saliency of any part of an image by calculating its color and pattern
distances from its immediate surroundings. It is performed by segmenting the
image into super pixels and comparing the color distances between adjacent
super pixels. Simple Linear Iterative Clustering (SLIC) is used to divide the
image into superpixels which makes comparison and detection easier. Superpixels
simplify the extraction of features (color, edge, and texture) and help to form a
feature matrix. Model based on structure matrix decomposition to detect salient
object is as follows.

min
B,F

Ψ(B) + aΩ(F) + bΘ(B,F) s.t. M = B + F, (1)

where M , B, and F are the feature matrix, background, and salient foreground
respectively. Ψ(.) is a low-rank constraint, Ω(.) is a structured sparsity regu-
larization, Θ(., .) is an interactive regularization term to enlarge the distance
between the subspaces drawn from B and F , and a, b are positive parameters.

Distance between feature subspaces of salient objects (F) and background
(B) is calculated using following distance measure.

d(B, F) = ||BBT − FFT ||2M (2)

SMD works by generating an index tree. Index tree is constructed from a
high-level prior map obtained from location, color, and background priors. This
guides the matrix decomposition, enabling better detection. On incorporating
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the feature matrix and the high-level prior map, it defines the low rank part
and the structured sparse part. Saliency map example for three video frames are
shown in Fig. 1.

Fig. 1. Saliency examples. First and second columns represent first frames of videos
and their saliency maps respectively.

3.2 Image Matting

In order to find the ROI with accuracy, image matting is performed. To do image
matting, all the color and the pattern variations of the foreground need to be
detected and isolated from the background while making sure that the boundary
of the foreground is maintained. This is done with the help of scribbles. In order
to draw appropriate scribbles, we have used super pixel segmentation and Bezier
curves [16]. Initially, the salient map of the first frame is obtained using SMD
based saliency detection as described in Sect. 3.1. A gray scale saliency map
is converted into black and white image as an approximation of background
and foreground regions using a threshold parameter. To get the region in which
scribbles are to be drawn, we must make sure that no scribbles are drawn on
the boundary of the object as this may cause ambiguity in the detection of the
edges of the ROI in image matting. To avoid that, we invert the black and white
regions and erode the boundaries, thus, effectively shrinking our detected region
away from its borders. Once the above steps are done, we draw scribbles in the
foreground and background regions followed by the process of alpha matting.
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Scribbles: Scribbles are randomly generated using Bezier curves that are drawn
on the image to distinguish between regions [16]. The scribbles are generated
such that their shape and curvature ensure that the maximum variations in
color and pattern of the ROI are covered and thus included in the final matte.
First, the superpixels are computed to divide the foreground and background
regions. The Bezier curves are generated by first selecting a random pixel within
the superpixel. The next pixel is obtained by finding the mirror image of the first
pixel with respect to the centroid of the current superpixel. The remaining points
are placed within the superpixel by rotating and translating the same point by
a random angle. The curve is then drawn by connecting six points inside the
superpixel. Thus, random scribbles are generated in each superpixel.

Matting: Matting is a technique to find a gray scale approximation of fore-
ground and background image regions with a fuzzy boundary. Matting is per-
formed using a trimap (a pre-segmented image with absolute background, abso-
lute foreground and unknown region) or scribbled image. An image intensity can
be written as the combination of background and foreground as follows.

I(x, y) = α(x, y)F (x, y) + (1 − α(x, y))B(x, y) (3)

where I(x, y), F (x, y), B(x, y), and α(x, y) are pixel intensity, foreground inten-
sity, background intensity, and foreground opacity at the position (x, y) respec-
tively. We have utilized closed form image matting method using a scribbled
image. It assumes smoothness in foreground and background in the local region
of the neighborhood of each pixel and minimizes a cost function in α in order to
calculate the matte.

3.3 Motion Magnification

Motion magnification methods magnify the motion in order to make it more
visual. Motion magnification for subtle changes makes it possible to convert
imperceptible into perceptible motion. In the proposed work, we have analysed
linear and phase based Eulerian motion magnification techniques in order to
magnify salient region in the video. Brief descriptions of both the methods are
given below.

Linear Eulerian Video Magnification: Linear EVM decomposes the video
frames into a Laplacian pyramid [2]. Temporal filters are applied on spatial bands
to detect the variations in specific frequencies. Temporal processing is uniformly
performed within each band of every two consecutive frames and their temporal
differences are obtained. The extracted temporal differences are multiplied by
the magnification factor. The magnified temporal differences are reconstructed
and added back to the original frame in order to produce desired results.

A simple translational motion is considered to connect temporal processing
and motion magnification [2]. If the linear displacement function is d(t), image
intensity as a function of the linear motion is given by:
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A(x, t) = f(x + d(t)) (4)

The magnified intensity can then be given by the expression:

Ā(x, t) = f(x + (1 + β)d(t)) (5)

where β is the magnification factor. This is a simple method with very low
computational cost involved, however it works for small magnification factors
and magnifies background noise with an increment in the magnification factor.

Phase-Based Motion Magnification: Phase based motion magnification
uses the concept of the phase and applies magnification to phase differences in
order to magnify the motion [5]. This method of video magnification uses com-
plex steerable pyramids. The motion is amplified in selected frequency bands by
performing temporal processing. Small motions are amplified by modifying the
local phase variations in a complex steerable pyramid for every orientation and
scale. Once magnification is applied, the original video is reconstructed from the
pyramid.

3.4 Framework

We have used both linear and phase based methods to magnify the video for
salient region. Since the motion of desired object is very less, scribbles are drawn
only on the first frame of the video and it is assumed that the scribbles will be
on the right place throughout the video as the object has no large motion. The
method has two phases, the first is to obtain foreground object and the second
is to apply magnification to the foreground object only.

(a) (b) (c) (d) (e)

Fig. 2. (a) Video frame, (b) Saliency map, (c) Threshold, (d) Scribbles and (e) Alpha
matte.

Pipeline of the proposed work with linear and phase based methods is as
follows.

3.5 Phase 1

Initially, the video is uploaded and saliency map of the first frame is calculated
using structured matrix decomposition (SMD) saliency detection [3] as shown
in Fig. 2(b). The saliency map has gray scale intensities where light to dark rep-
resents higher saliency to lower saliency of object. To determine the foreground
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object, gray scale saliency map is thresholded and a black & white image is
obtained for a possible foreground and background approximation (Fig. 2(b)).
The foreground and background object boundaries are eroded before drawing
scribbles in order to maintain the scribbles only inside the object and not on
the boundaries. After erosion, the foreground and the background images are
divided into super pixels and at the centroid of each super pixel, Bezier curves
are drawn [16,17] (Fig. 2(d)). Image matting is performed with the help of closed
form alpha matting as shown in Fig. 2(e).

3.6 Phase 2

In phase two, we have used both linear and phase based methods to magnify the
salient region. Work flows of both the methods are as follows.

Linear: Input video frames are decomposed into sub-band images using the
Laplacian pyramid. Every pixel of each sub-band image is passed through a
temporal filter and temporal difference of two consecutive frames is obtained.
Temporal difference is magnified using a magnification factor and multiplied with
the alpha matte (calculated in Phase 1) in order to remove the magnification
of the background. The magnified temporal difference of foreground region is
reconstructed using the Laplacian pyramid and added back to the original frame.
The process is applied to all the video frames in order to obtain the resultant
video.

Phase Based: Alpha matte is multiplied with all the video frames and complex
steerable pyramids are calculated for each frame. Phase difference is calculated
between the frames and magnified in order to magnify motion. After magnifi-
cation, pyramid is reconstructed in the original form and summed up with the
background of each frame (inversion of alpha matte), and hence the motion
magnified video is produced.

4 Experiments and Results

Experiments have been performed on various videos which were previously used
in [2,5] for motion magnification and new videos with large background motions.
The proposed method uses both the linear and the phase based motion magni-
fication. Hence, experiments have been performed to test both the techniques
and results have been compared with both the previous methods [2,5]. Threshold
parameter which is used to convert saliency map to approximate background and
foreground (black and white), is kept empirical (approximately .45 and can be
adjusted as required) as motion magnification of the foreground is significant and
it should not be missed and small intervention of background as false foreground
is acceptable. Moreover, this parameter can be set automatically according to
intensities of saliency map. Motion magnification parameters depend on the fre-
quency which needs to be magnified. A few experimental results are presented
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here to show the absence of noise in the proposed method as compared to the
previous methods. Space-time graphs for a particular pixel range are plotted in
order to measure the difference in motion from the original video and the motion
magnified video.

(a)
(c) (d)(b)

time

space

Fig. 3. (a) First frame of camera sequence with highlighted black line, (b) space-time
plot of original video of highlighted black line, (c) motion magnified plot using [2], and
(d) motion magnified plot using the proposed method.

In all the experiment figures, first original frame of video is shown with some
highlighted pixels with black line, which are shown in space-time intensity plot.
In Fig. 3, variations of camera video sequence are shown. Figure 3(a) is first
image of camera video sequence and horizontal black line is shown for original
video, linear Eulerian motion magnification and saliency driven linear motion
magnification in Fig. 3(b), (c) and (d). Camera motion is nearly invisible to
human eyes as shown very straight in Fig. 3(b). Motion magnified video using
[2] is shown to be producing noise along with motion magnification for camera.

In Fig. 4, variations of eye video sequence are shown. Figure 4(a) is first image
of eye video sequence and vertical black line is shown for original video, linear
Eulerian motion magnification and saliency driven linear motion magnification
in Fig. 4(b), (c), and (d). Eye ball movement is nearly invisible as it is seen to be
straight in Fig. 4(b). Motion magnified video using [2] is shown to be producing
noise due to magnification surrounding motions.

Fig. 4. (a) First frame of eye sequence with highlighted black line, (b) space-time plot
of original video of highlighted black line, (c) motion magnified plot using [2], and (d)
motion magnified plot using the proposed method.
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Fig. 5. (a) First frame of bottle sequence with highlighted black line, (b) space-time
plot of original video of highlighted black line, (c) motion magnified plot using [5], and
(d) motion magnified plot using the proposed method. (Color figure online)

Fig. 6. (a) First frame of baby video, (b) space-time plot of original video, (c) motion
magnified plot using [2], (d) motion magnified plot using the proposed method with lin-
ear motion magnification, (e) motion magnification using [5], and (f) motion magnified
plot using the proposed method with phase based motion magnification.

In Fig. 5, the results of the phase based method are shown on a video sequence
of a juice bottle, where a bottle of juice is still and the background has large
motions over different times. As shown in Fig. 5(a), the bottle is still all over the
period (yellow stripe) and after a few frames there is motion in the video. In the
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(a) (c) (d)

(b) (e) (f)

Fig. 7. (a) First frame of woman video, (b) space-time plot of original video, (c) motion
magnified plot using [2], (d) motion magnified plot using the proposed method with lin-
ear motion magnification, (e) motion magnification using [5], and (f) motion magnified
plot using the proposed method with phase based motion magnification.

magnified video using [5], the large motion is magnified along with the bottle‘s
invisible motion and also, background noise is increased due to unnecessary
magnification. On the contrary, the proposed method detected the salient object
(bottle) and magnified the desired motion.

In Fig. 6, comparisons of both the linear and the phased based methods
with the proposed methods of linear and phase based framework are shown.
In Fig. 6(a), the first frame of the baby sequence is shown with highlighted
black line to show the variation over time. In Fig. 6(b), the space-time plot
of the original frame is shown that represents almost no change over time. In
Figs. 6(c) and 6(d), plots of motion magnified videos are shown of [2] and the
proposed framework with linear motion magnification. It is clearly visible that
the proposed method has overcome the noise and magnifies only the breath of
the baby. On the other hand, phase based method produces more significant
amplification and the proposed phase based method removes the other outliers
except the breath as shown in Figs. 6(e) and (f).

Again in Fig. 7, space-time plot of for both linear and phase-based motion
magnification are shown. Similarly as Fig. 6, in this example also first frame of
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woman video is shown with a black line (Fig. 7(a)). In Fig. 7(b), variation of spa-
tial intensities are shown over time, where movement is negligible. In Fig. 7(c–f),
motion magnified space-time plots are illustrated. Linear motion magnification
using [2] and the proposed saliency method are shown in Figs. 7(c) and 7(d)
respectively. As compare to [2], the proposed method avoid unnecessary motion
magnification in background of woman. Similarly, motion magnification using [5]
and the proposed method (using phase based) are shown in Figs. 7(e) and 7(f).
Phase-based method produce less noise as compare to linear motion magnifica-
tion. However, the proposed saliency method helps in removing noise because of
outliers.

5 Conclusion

In this paper, we have proposed an efficient method to automatically detect the
ROI and apply magnification selectively. We combine object detection techniques
with EVM and presented a model that effectively amplifies only the motions of
the salient object, thus eliminating background noise and making the result more
significant to video magnification applications. We would like to improve this
work by processing foregrounds such as transparent objects for which matting
is not directly applicable.
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